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PREFACE

Science and technology ever seek to build structures of progressively smaller size. This
effort at miniaturization has finally reached the point where structures and materials can
be built through “atom-by-atom” engineering. Typical chemical bonds separate atoms
by a fraction of a nanometer (10−9 m), and the term nanotechnology has been coined
for this emerging area of development. By manipulating the arrangements and bonding
of atoms, materials can be designed with a far vaster range of physical, chemical and
biological properties than has been previously conceived. But how to characterize the
relationship between starting composition, which can be controlled, with the resulting
structure and properties of a nanoscale-designed material that has superior and unique
performance? Microscopy is essential to the development of nanotechnology, serving
as its eyes and hands.

The rationale for editing this Handbook now has never been more compelling.
Among many pioneers in the field of nanotechnology, Dr. Heinrich Rohrer and
Dr. Gerd Binnig, inventors of the scanning tunneling microscope, along with Professor
Ernst Ruska, inventor of the world’s first electron microscope, were awarded the Nobel
Prize in Physics in 1986, for their invaluable contribution to the field of microscopy.
Today, as the growth of nanotechnology is thriving around the world, microscopy will
continue to increase its importance as the most powerful engine for discovery and
fundamental understanding of nanoscale phenomena and structures.

This Handbook comprehensively covers the state-of-the-art in techniques to ob-
serve, characterize, measure and manipulate materials on the nanometer scale. Topics



xvi Preface

described range from confocal optical microscopy, scanning near-field optical mi-
croscopy, various scanning probe microscopies, ion and electron microscopy, electron
energy loss and X-ray spectroscopy, and electron beam lithography, etc. These are
tremendously important topics for students and researchers in the field of nanotech-
nology. Our aim is to provide the readers a practical running start, with only enough
theory to understand how best to use a particular technique and the situations in
which it is best applied. The emphasis is working knowledge on the full range of
modern techniques, their particular advantages, and the ways in which they fit into
the big picture of nanotechnology by each furthering the development of particular
nanotechnological materials.

Each topic has been authored by world-leading scientist(s), to whom we are grateful
for their contribution. Our deepest appreciation goes to Professor John M. Cowley,
who advised our graduate study. More than a great scientist, educator and pioneer in
electron microscopy, diffraction and crystallography, he was a humble and kind man
to whom we are very much indebted.

June 2004 Nan Yao
Princeton University
e-mail: nyao@Princeton.edu
http://www.princeton.edu/∼nyao/

Zhong Lin Wang
Georgia Institute of Technology
e-mail: zhong.wang@mse.gatech.edu
http://www.nanoscience.gatech.edu/zlwang/
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I. OPTICAL MICROSCOPY, SCANNING PROBE MICROSCOPY, ION
MICROSCOPY AND NANOFABRICATION



1. CONFOCAL SCANNING OPTICAL MICROSCOPY AND
NANOTECHNOLOGY

PETER J. LU

1. INTRODUCTION

Microscopy is the characterization of objects smaller than what can be seen with
the naked human eye, and from its inception, optical microscopy has played a sem-
inal role in the development of science. In the 1660s, Robert Hooke first resolved
cork cells and thereby discovered the cellular nature of life [1]. Robert Brown’s 1827
observation of the seemingly random movement of pollen grains [2] led to the under-
standing of the motion that still bears his name, and ultimately to the formulation
of statistical mechanics. The contributions of optical microscopy continue into the
present, even as the systems of interest approach nanometer size. What makes optical
microscopy so useful is the relatively low energy of visible light: in general, it does
not irreversibly alter the electronic or atomic structure of the matter with which it
interacts, allowing observation of natural processes in situ. Moreover, light is cheap,
abundant, and can be manipulated with common and relatively inexpensive laboratory
hardware.

In an optical microscope, illuminating photons are sent into the sample. They interact
with atoms in the sample, and are re-emitted and captured by a detection system. The
detected light is then used to reconstruct a map of the sample. An ideal microscope
would detect each photon from the sample, and measure with infinite precision the
three-dimensional position from which it came, when it arrived, and all of its properties
(energy, polarization, phase). An exact three-dimensional map of the sample could then
be created with perfect fidelity. Unfortunately, these quantities can be known only to
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a certain finite precision, due to limitations in both engineering and fundamental
physics.

One common high-school application of optical microscopy is to look at small
objects, for example the underside of a geranium leaf. Micron-scale structure is easily
revealed in the top layer of plant cells. But structure much smaller than a micron (such
as individual macromolecules in the plant cell) cannot be seen, and looking deep into
the sample (e.g. tens of cell layers) leads only to a nearly featureless blur. Clearly this is
a far cry from the ideal microscope above.

Microscopes with improved resolution fall into two broad categories, near-field
and far-field. Near-field techniques rely on scanning a nanoscale optical probe only
nanometers above the surface of interest. Spatial resolution is then physically limited
only by the lateral size of the tip of the probe, and information can only be gathered
from the surface. This technique is the subject of another chapter in this text. In far-
field microscopy, a macroscopic lens (typically with mm-scale lens elements) collects
photons from a sample hundreds of microns away. Standard microscopes, like the one
used in high-school, are of this type. The light detected often comes from deep within
the sample, not just from the surface. Moreover, there are often enough photons to
allow collection times sufficiently brief to watch a sample change in real time, here
defined to be the video rate of about 25 full frames per second.

But all far-field techniques encounter the fundamental physical diffraction limit, a
restriction on the maximum spatial resolution. In the present parlance, the precision
with which the location of the volume generating a given detected photon (here
termed the illumination volume) can be determined is roughly the same size as the
wavelength of that photon [3]. Visible light has a wavelength of roughly a half micron,
an order of magnitude greater than the feature size of interest to nanotechnology.

At first blush, then, the idea that far-field optical microscopy can contribute much
to nanotechnology may appear absurd. However, a number of techniques have been
developed to improve the precision with which the spatial position of an illumination
volume can be determined. The most prevalent of these is confocal microscopy, the
main subject of this chapter, where the use of a pinhole can dramatically improve the
ability to see small objects. Other techniques have the potential for further improve-
ments, but none so far has been applied widely to systems relevant to nanotechnology.

Several terms are commonly used to describe improvements in “seeing” small
objects. Resolution, or resolving power, is the ability to characterize the distribu-
tion of sample inhomogeneities, for example distinguishing the internal structure of
cells in Hooke’s cork or the geranium leaf. Resolution is ultimately restricted by the
diffraction limit: no optical technique, including confocal, will ever permit resolution
of single atoms in a crystal lattice with angstrom-scale structure. On the hand, localiza-
tion is the determination of the spatial position of an object, and this is possible even
when the object is far smaller than the wavelength. Localization can be of an object
itself, if there is sufficient optical contrast with the surrounding area, or of a fluorescent
tag attached to the object. The former is generally more common in the investigation
of nanoscale materials, where in many instances (e.g. quantum dots) the nanomateri-
als are themselves fluorescent. The latter is common in biology, where the confocal



1. Confocal Scanning Optical Microscopy and Nanotechnology 5

microscope is often used to localize single-molecule fluorescent probes attached to
cellular substructures. But in many of these systems, the tags can be imaged without
confocality, such as in thin cells where three-dimensional sectioning is unneeded, or
when the tags are spaced out by microns or more.

Precise localization is of tremendous utility when the length scale relevant to the
question at hand is greater than the wavelength being used to probe the sample,
even if the sample itself has structure on a smaller length scale. For example, Brown
observed micron-scale movements of pollen grains to develop his ideas on motion,
while the nanoscale (i.e. molecular) structure of the pollen was entirely irrelevant to the
question he was asking. The pollen served as ideal zero-dimensional markers that he
could observe; their position as a function of time, not their structure, was ultimately
important. In many instances, the confocal plays a similar role, where fluorescent objects
serve as probes of other systems. By asking the right questions, the diffraction limit
only represents a barrier to imaging resolution, not a barrier to gathering information
and answering a properly formulated scientific question.

Ultimately, the confocal is not a fancy optical microscope that through special tricks
allows resolution of nanoscale objects. Rather, the confocal makes the greatest con-
tribution to nanotechnology with rapid, non-destructive three-dimensional nanoscale
localization of the sample area generating a given detected photon, and the analy-
sis (spectroscopy) of that photon. This localization property of the confocal allows
real-time spectroscopy of individual nanoscale objects, instead of ensemble averages. As
such, the confocal plays a singularly important role in the investigation of structure and
dynamics of systems relevant to nanotechnology, complementing the other techniques
described in this volume.

This review begins with a qualitative overview (no equations) of confocal micros-
copy, with a brief discussion of recent advances to improve resolution and localization.
Following that is a survey of recent applications of confocal microscopy to systems of
interest to nanotechnology.

2. THE CONFOCAL MICROSCOPE

2.1. Principles of Confocal Microscopy

Several texts comprehensively review the confocal microscope, how it works, and the
practical issues surrounding microscope construction and resolution limitations [4–7].
This section is a brief qualitative overview to confer a conceptual understanding of
what a confocal is, namely how it differs from a regular optical microscope, and why
those differences are important for gaining information from structures relevant to
nanotechnology. All of the applications of confocal microscopy described here rely
on fluorescence. That is, the incoming beam with photons of a given wavelength hits
the sample, and interactions between illumination photons and sample atoms generates
new photons of a lower wavelength, which are then detected. The difference in the two
wavelengths must be large enough to allow separation of illumination and detection
beams by mirrors, called dichroics, that reflect light of one color and pass that of
another. In practice, the separation is usually tens of nanometers or more.
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Figure 1. Confocal schematic. Laser light (blue) is reflected by the dichroic, and illuminates the sample
at the focus of the objective. This excites fluorescence, and the sample then emits light at a lower
wavelength (red), which goes through the objective, passes through the dichroic, and is focused down
to a spot surrounded by a pinhole. Light from other locations in the sample goes through the objective
and dichroic, but is rejected by the pinhole (red dotted line). (See color plate 1.)

The noun “confocal” is shorthand for confocal scanning optical microscope. Parsing
in reverse, optical microscope indicates that visible radiation is used, and confocals are
often based on, or built directly as an attachment to, optical microscopes with existing
technology. Unlike traditional widefield optical microscopes, where the whole sample
is illuminated at the same time, in confocal a beam of laser light is scanned relative
to the sample, and the only light detected is emitted by the interaction between
the illuminating beam and a small sample illumination volume at the focus of the
microscope objective; due to the diffraction limit, the linear extent of this volume
is approximately the wavelength of light. In a confocal, light coming back from the
illumination volume is focused down to a another diffraction-limited spot, which is
surrounded by a narrow pinhole. The pinhole spatially filters out light originating
from parts of the sample not in the illumination volume. Because it is positioned at a
point conjugate to the focal point in the sample, the pinhole is said to be confocal to it,
and the pinhole allows only the light from the focused spot (that is, the illumination
volume) to reach the detector.

A schematic of a typical confocal is given in figure 1. Light from a laser beam is
reflected by a dichroic and focused onto a spot on the sample in the x-y plane by the
microscope objective. The optic axis is along the z direction. Light from the sample, at
a lower wavelength, comes back up from the illumination volume via the objective,
passes through the dichroic, and is focused onto a point, surrounded by a pinhole,
that is confocal with the objective’s focal point on the sample. The detected light then
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passes to the detector. The laser beam illuminates parts of the sample covering a range
of depths, which in an ordinary microscope contribute to the detected signal, and
blur the image out; this is the reason that, tens of cell layers deep, the image of the
geranium is blurry. In the confocal, however, the pinhole blocks all light originating
from points not at the focus of the microscope objective, so that only the light from
the illumination volume is detected; this effect is also known as optical sectioning.
Translating the sample relative to a fixed laser beam, or moving the laser beam relative
to a fixed sample, allows the point-by-point construction of the full three-dimensional
map of the sample itself, with resolution limited by the size of the excitation volume,
itself limited by the diffraction limit of the illuminating light.

2.2. Instrumentation

The different implementations of a confocal microscope differ primarily in how the
illumination volume is moved throughout the sample. The simplest method from an
optical standpoint is to keep the optics fixed, and translate the sample (figure 2a);
modern piezo stages give precision and repeatability of several nanometers. Ideal from
an image quality standpoint, as the optical path can be highly optimized and specific
aberrations and distortions removed, sample translation is also the slowest; moving the
piezo requires milliseconds, precluding the full-frame imaging at 25 frames/sec needed
to achieve real-time speeds.

For higher speeds, the beam itself must be moved. Two galvanometer-driven mirrors
can be used to scan the laser beam in x and y at up to a kilohertz, while maintaining
beam quality (figure 2b). While not quite fast enough to achieve real-time full-frame
imaging, commercial confocal microscopes based on galvanometers can reach about
ten full images a second, each with about a million pixels. Beam scanning is usually
accomplished much like that of a television, by first quickly scanning a line horizontally,
then shifting the beam (at the end of each horizontal scan) in the vertical direction,
scanning another horizontal line, and so on. Replacing the galvanometer mirror that
scans horizontally with an acousto-optical device (AOD) significantly increases speed
(the galvanometer is fast enough to keep up with the vertical motion). However, the
AOD severely degrades the quality of the beam, and image quality correspondingly
suffers. AOD-based confocals are primarily useful where gathering data at high speed
is more important than achieving high resolution, as is the case in dynamical situations
with relatively large (i.e. greater than micron-sized) objects.

Another major approach to increasing beam-scanning speed is to split the main laser
beam into thousands of smaller laser beams, parallelizing the illumination (figure 2c).
Each individual mini-beam then needs only to be moved a small amount in order for
the total collection of beams to image an entire frame. This typically involves a Nipkow
disk, where thousands of tiny microlenses are mounted in an otherwise opaque disk.
These focus down to thousands of points, surrounded by thousands of tiny pinholes
created in another disk. The laser light is thus split and focused, and then the multiple
tiny beams are focused onto the sample with a single objective lens. Light from the
multiple illumination volumes comes back up first via the objective and then through
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Figure 2. Confocal microscope instrumentation. (a) stage-scanning, in which the optical train remains
fixed and the stage is moved. (b) beam scanning, with two moveable mirrors that move the beam itself.
(c) Nipkow disk, where rotating disks of microlens and pinholes parallelize the illumination beam.
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the pinholes, then goes to the camera detector, where the thousands of mini-beams are
simultaneously imaged. By spinning the disk and arranging the holes in a spiral pattern,
full coverage of the frame can be achieved. The main advantage of this technique is
that image quality can remain high (no AOD, for instance), and speed can be increased
simply by spinning the disk faster. From an engineering standpoint, Nipkow disks
are durable and easy to fabricate with existing technology; their major drawback is
a total lack of flexibility: Nipkow disk systems are usually optimized for only one
magnification, and after fabrication, the size of the pinholes cannot be changed to
accommodate different conditions.

2.3. Techniques for Improving Imaging of Nanoscale Materials

2.3.1. 4-Pi Confocal

The biggest recent development in confocal microscopy has been the use of two
objectives, focused on the same point, to collect light. The name 4Pi microscopy has
been applied to this general technique, and is meant to evoke the idea that all of the
light is collected from a sample simultaneously (i.e. the 4 pi steradians of a complete
sphere); in reality, while most of the light is collected by the two objectives, they
cannot image the whole sphere [8]. A full discussion of the principles and advances in
4Pi confocal microscopy is beyond the scope of this article (see [7], [8]); only a brief
qualitative discussion to convey the underlying ideas behind the superior resolution of
4Pi confocal is included here.

A regular confocal rejects light coming from parts of the sample outside of the
illumination volume by means of spatial filtering through a pinhole, but even if it is
made arbitrarily small, the pinhole cannot localize the light coming from the sample
to better than within the typical size of this region (i.e. the wavelength) because of
diffraction. In addition, there is still a small contribution to the detected signal from
light outside of the focal point, though that contribution decreases with greater distance
from the focal point. Limitations to resolution therefore come from a combination of
the finite size of the excitation volume in the sample, and the imperfect discrimination
of the pinhole itself, both fundamental physical constraints inherent to the design of
a confocal microscope; they cannot be overcome simply with better implementation
of the same ideas. 4Pi confocal relies on coherent illumination or detection from both
objectives simultaneously, effectively doubling amount of light involved and creating
an interference pattern between the two beams. This allows a dramatic increase in axial
resolution, often around five-fold, though lateral resolution is unchanged.

From an instrumentation standpoint, there are three different types of 4Pi confocal
microscopes, A, B and C (figure 3). In type-A 4Pi confocal, illumination beams are sent
through both objectives and interfere in the sample; the light coming out of only one
objective is used for detection. This is the earliest, and simplest, system, and has thus
far been most widely used. In type-B, illumination occurs through just one objective,
but detection of interfering light from the sample comes through both objective lenses,
[9] and thus its theoretical optical properties are identical to that of type-A 4Pi [10]. In
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Figure 3. 4Pi Confocal configurations. (a) 4Pi-A configuration, with two illumination paths, but only
one detection path. (b) 4Pi-B configuration, with only one illumination path, but two detection paths.
(c) 4Pi-C configuration, with two illumination and two detection paths. (See color plate 2.)
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type-C, both illumination and detection are of interfering light in the sample volume,
through both objectives, [8] permitting even greater resolution [10].

Resolution is best understood in the context of the axial optical transfer function
(OTF), also called the z-response function. Qualitatively, the OTF shows the con-
tribution to the detected light from different depths in the sample (i.e. points along
the optical axis). An ideal microscope would have only light from a single point in
the focal plane contributing to the detected signal; in that case, the OTF would be
delta function at the focus of the microscope objective (figure 4a). In a regular con-
focal, instead of a single delta function, the effects of finite-sized illumination volume
and imperfect pinhole discrimination combine to smear out the delta function into
a nearly gaussian OTF (figure 4b); with 633-nm HeNe laser illumination, the OTF
of a regular confocal has a full-width at half-maximum (FWHM) of 500 nm (theory
and experiment) [10]. In 4Pi confocal microscopy, the counter propagating light waves
of the same frequency and intensity that illuminate the sample create an interference
pattern (a standing wave). Instead of a simply gaussian shape, the OTF now has one
central peak and several so-called “side-lobes” (figure 4c,d) The main advantage is that
this central peak has a far narrower FWHM, theoretically calculated to be 130 nm
for type-A (and thus for the optically equivalent type-B) and 95 nm for type-C, and
measured at 140 nm and 95 nm, respectively [10]. The width of the central peak is
independent of the relative phase between the two illuminating wavefronts (i.e. con-
structive or destructive interference are equivalent), [11] but nevertheless comes at the
cost of having prominent side-lobes. That is, there is now a greater contribution to the
light detected through the pinhole from some points farther away along the optic axis
from the focal point than from some points closer, which creates artifacts. Almost all
of the more recent technological developments in the 4Pi area have focused on optical
“tricks” to eliminate the effects of those side bands: spatially filtering illuminating light
beams with specifically-placed dark rings [12, 13] or illuminating with two photons
[14, 15] to cut off the light that contributes mainly to side lobes, and computational
modeling of an ideal microscope to reconstruct an “ideal” image from real data in
a process known as deconvolution [15–17]. Such techniques have yielded a confocal
with an effective point-spread function with a width as small as 127 nm for a type-A
4Pi confocal, with no significant contribution from the side lobes (figure 4e), [12]
allowing sub-10 nm distances between test objects to be measured with uncertainties
less than a single nanometer [18].

Such high resolution may finally allow direct imaging of nanoscale structures, and
Leica Microsystems has just introduced the first commercial 4Pi system, the TCS 4PI,
in April 2004 (figure 5). Nonetheless, there still remain some limitations to current 4Pi
technology. The number of optical elements to be aligned and controlled in a 4Pi setup
is at least twice that of a regular confocal, and since the stage is usually scanned in a 4Pi
setup, scanning speeds are much lower, requiring minutes to image a full frame. While
fast enough to image stationary samples like fixed cells, [19] or even slow-moving
live ones, [20] this is too slow to monitor most real-time dynamics at present, though
scanning speed can be improved by using multiple beam scanning techniques in setups
similar to the Nipkow disk, cutting imaging time down to seconds [21].
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Figure 4. Z-response functions for various types of microscopes. (a) ideal imaging system, with a
deltafunction at z = 0. (b) typical confocal microscope, with a gaussian profile. (c) 4Pi-A microscope.
(d) 4Pi-C microscope. (e) 4Pi-A with Dark Ring to reduce side lobes. Reproduced from [8], [12]

2.3.2. Other Optical Techniques to Increase Resolution

Several other far-field optical techniques have achieved high resolution without spatial
filtering by means of a pinhole. As they are neither confocal techniques, nor have been
widely applied to systems relevant to nanotechnology, they will receive only brief
mention.

Removing the pinholes and illuminating with an incoherent (non-laser) source in
the 4Pi-A, 4Pi-B and 4-Pi-C geometries results in a setups known as I3M, I2M, and
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Figure 5. Leica TCS 4PI confocal microscope. (1) objective lenses, (2) sample holder, (3) mirrors,
(4) beam splitter. Courtesy of Leica Microsystems, Heidelberg GmbH.

I5M, respectively [22, 23]. Compared with 4Pi, these widefield techniques show an
equivalent increase in axial resolution, though the lateral resolution is not as great. The
main advantage is collection speed: light is collected from the entire imaging plane
at once, as there is no beam to be scanned. The major drawback is the requirement
for a large amount of computationally intense deconvolution to obtain images. Other
techniques have used different geometries, objectives, mirrors, or multiple photons for
illumination, but none thus far has achieved better resolution than 4Pi or I5M, and
have not been applied widely to systems of interest to nanotechnology; an excellent
survey comparing the techniques is given in [24].

A couple of non-traditional optical techniques have also increased resolution in novel
ways. Placing a solid hemispherical lens against the surface of the sample (figure 6a)
can improve resolution to a few times better than can be achieved with only a regu-
lar objective, with light collection efficiency improved five-fold. Interestingly, these
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Figure 6. Other components to increase resolution. (a) Solid immersion lens, placed up against the
sample. (b) 2×1 optical coupler to interfere the light from the two fibers.

improvements still persist even if the lens is slightly tilted, or there is a small air gap
between the lens and the sample [25]. Also, common light detectors (PMT, APD, CCD)
collect only intensity information, and can not measure phase directly. Interfering two
beams, however, creates the a single output beam whose intensity is directly dependent
on the phase difference of the two interfering beams. In practice, light can collected
from two optical fibers (in place of the pinhole at the detector of the confocal), one
along the optic axis, and one slightly displaced in the lateral direction. The signals
from the two fibers are then interfered in a 2×1 optical fiber coupler (figure 6b),
which creates a single output beam whose intensity is measured. This interferometric
technique is sensitive to single nanometer displacements on millisecond timescales
[26]. Though not strictly an optical technique, another way to increase localization
precision is to use objects that emit several colors. By detecting the different colors
in separate channels, then combining the position data from different colors, the final
position of the objects can be determined to an accuracy of better than 10 nm; [27, 28]
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the technique has also been used in 4Pi confocal setups [29] to achieve localization
with single nanometer precision [30].

3. APPLICATIONS TO NANOTECHNOLOGY

As previously mentioned, the main contribution of confocal microscopy has not been
to image nanoscale objects with light, but rather to use the capability to analyze
the photons that have interacted with nanoscale structures, looking at their energies,
temporal distribution, polarization, etc. As a result, the confocal can play a unique
role in gathering information that can be obtained with no other technique. Many of
the advances have come from the confocal’s ability to characterize the properties of
individual nanoscale objects, where previously only bulk ensemble averages could be
measured. The discussion of how the confocal has been harnessed to gain information
from nanoscale systems is organized by dimensionality of the system, in decreasing
order.

3.1. Three-dimensional Systems

3.1.1. Nanoemulsions

An emulsion is a mixture of two immiscible liquids: small droplets of the first liquid are
dispersed in the second one, called the continuous phase. Such a mixture is intrinsically
unstable, and droplets will coalesce unless a surfactant is added to the continuous phase.
The surfactant helps to stabilize the interface between the two liquids by reducing the
surface tension between them. Except in the case of microemulsions, emulsions are
thermodynamically unstable [31]. Aging leads to a change in the size distribution of
the droplets, and occurs via two mechanisms: coalescence, where smaller droplets
combine to form larger ones, and Ostwald ripening, where larger droplets grow at the
expense of smaller ones via diffusion of molecules through the continuous phase.

Confocal observation of the changing fluorescence intensity of single nanodroplets
(as small as 50 nm) flowing through a capillary tube permitted investigation into the
fundamental process of emulsion coarsening in a way not accessible to bulk measure-
ment: the rate of drop growth could be measured for single nanoscale drops in the
confocal, not a statistical average for the emulsion as a whole. The work demon-
strated that Ostwald ripening and coalescence were occurring at different stages of
emulsion coarsening, [32] and dye diffusion was further studied by looking at fluores-
cence dynamics in mixtures of undyed and dyed emulsions [33]. Potential applications
as isolated containers make nanoemulsions particularly interesting: encapsulation of a
water-insoluble drug compound into the oil droplets of a nanoemulsion may allow
controlled delivery of a substance to a designated target area in the body. Confocal has
been used to monitor the uptake of dyed diblock copolymer nanoemulsions into cells,
[34] and the targeted delivery to cell organelles, each dyed a different color [35].

3.1.2. Nanocapsules

Nanocontainers can also be created by coating colloidal spheres, nanocrystals or other
templates, then dissolving out the core to leave a rigid hollow shell, contrasting the
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“soft” surface of an emulsion. The templates have designable properties and are typically
micron-sized; the term nanocapsule refers to the controllable organization of wall
layers: starting with a charged core, layers of alternating charged polyelectrolytes can
deposited with nanometer thicknesses in a technique known as layer-by-layer (LBL)
self-assembly. The chemistry of the polyelectrolytes can be varied significantly, and
they can also serve as hosts for a variety of other materials, particularly ones with
interesting photonic properties [36].

Confocal characterization has been used for real-time, three-dimensional imaging
of the growing nanocapsules and subsequent core dissolution in a number of systems:
single-walled containers templated around a cadmium carbonate core, [37] concentric
sphere-in-sphere nanocapsules more mechanically robust than their single-wall coun-
terparts, [38] nanocapsules with silver ions in the walls for designable catalysis, [39]
biocompatible nanocapsules labeled with luminescent CdTe nanocrystals, [40] and
nanocapsules constructed by LBL assembly of dendrimers, large branching macro-
molecules with fractal structure [41].

Nanocapsules can also provide a controllable local environment for investigating
nanoscale chemical reactions. LBL assembly and tuning the external environment
allow very fine control over the permeability of the capsule to small molecules and
ions, so that large enzyme molecules can be held inside nanocapsules whose walls are
permeable to a fluorescent substrate [42]. By monitoring the fluorescence changes in
real-time, the confocal gives a unique, quantitative, single-molecule view on enzyme
activity, [43] where previous techniques have only allowed bulk measurement of average
activity; without the confocality, there is no way to isolate a single nanocapsule for
study. Similarly, a pH gradient can be created between the inside and outside of a
nanocapsule, and the confocal has monitored selective pH-induced precipitation of
iron oxide nanocrystals inside single nanocapsules [44].

3.1.3. Other Three-dimensional Nanostructures

The confocal’s ability to spatially resolve spectral information in three dimensions has
been used to characterize the nanostructure of other heterogeneous materials. These
systems may be constructed of different phases, such as the low-temperature Shpol’skii
systems, where confocal spectroscopy was used to quantify preferential alignment of
individual aromatic hydrocarbons molecules in a host of alkanes [45]. The confocal can
also image the negative space in a porous material (e.g. nano-scale holes or pores) filled
with dye, such as the spaces between layers of hydrotalcite-like compounds, including
anionic clays and layered double hydroxides [46].

3.2. Two-dimensional Systems

3.2.1. Ferroelectric Thin Films

Even in the absence of an external electric field, ferroelectric materials exhibit an elec-
tric dipole below a certain transition temperature, and they are the electric-field analog
of a ferromagnet [47]. Above this transition temperature, the net electric dipole is no
longer present, but ferroelectric materials still have a nonlinear dielectric constant useful
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for creating elements (such as capacitors and phase shifters) in microwave integrated
circuits for insertion into wireless and satellite communications devices [48]. These
materials, often based on the barium/strontium titanate (BST) perovskite structure,
have different properties whether in bulk or in a thin film.

Here, the confocal microscope has not contributed as a light-based imaging device
in the traditional sense; rather, its capabilities to place a probing electric field precisely
have been leveraged in a unique way to probe the physics of ferroelectrics [49–51].
First, pumping a BST thin film with a micron-scale capacitor aligns the film’s molecular
dipoles with an external electric field. After a controllable delay time, during which
these dipoles begin to relax, the confocal microscope places a diffraction-limited spot of
light at a particular location on the surface of a thin film. The electric field component
of the illuminating laser beam serves as a sensitive probe, with emitted light having
a different polarization or intensity as a result of its interaction with the ferroelectric
material. Position and delay time are varied, with submicron and picosecond control.
Changes in the emitted light from BST films grown under different pressures of oxygen
suggest that reorientation of polarity on the nanoscale level is ultimately responsible
for changes in ferroelectric behavior [52].

3.2.2. Nanopores, Nanoholes and Nanomembranes

The confocal has also been used to characterize the spatial distribution of negative space
in two-dimensional systems, such as nanopores in titania thin film solar cell electrodes,
[53] luminescent conjugated polymers in nanoporous alumina, [54] and pieces of
fluorescently-labeled cell membrane stretched over nanoscale holes in silicon nitride
[55]. This last technique is favored for AFM and other scanning-probe investigations of
membranes, as isolated suspended membrane patches have improved stability and access
relative to whole cells, and nanoholes are easily created with standard photolithography
techniques. While SEM can characterize coverage of a cell membrane suspended over
a nanohole, it is a two-dimensional technique that cannot discriminate between a
suspended cell membrane and a pile of cell debris sitting on the silicon nitride surface.
The three-dimensional sectioning ability of the confocal plays a critical role here:
monitoring the height-dependence of fluorescence intensity yields a depth profile of
fluorescent cell material, quickly distinguishing freely suspended cell membranes as
small as 50 nm on a side [55].

3.3. One-dimensional Systems

3.3.1. Carbon Nanotubes

The bulk processes (e.g. carbon vapor deposition) that create carbon nanotubes typi-
cally yield a mixture of diameters, lengths, and structures, each with different physical
properties. A major goal of nanoengineering is narrowing the distribution of sizes
and structures to create materials with better-defined properties. Although the typical
nanotube diameter of a few nanometers is well below the threshold of optical visibil-
ity, differences in nanotube structure measurably change Raman spectral profiles. This
confers upon the confocal a singularly important role in nanotube characterization,
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as its combination of spatial and spectral resolving capacity allow it to characterize
individual nanotubes at speeds far greater than those accessible to other techniques.
Characterizable attributes include nanotube diameter, (n,m) chirality, [56, 57] and
electrical conductivity, [58] as well as distinguishing single-walled from multiple-
walled, [59] and free-standing from bundled nanotubes on insulating and conducting
surfaces [60]. Confocal studies have been combined with AFM to better character-
ize the diameter-dependence of Raman peaks, [58] and with HRTEM to precisely
correlate atomic structure with spectral properties of the same nanotubes [61]. The
confocal’s high-speed, single nanotube characterization ability has also been harnessed
as a screen in parallel microarray applications, including carbon vapor deposition on top
of a microarray of different liquid catalysts to optimize synthesis, [62] and a microarray
constructed by linking DNA covalently to nanotubes to test sequence-specific binding
interactions [63].

3.3.2. Nanowires

Confocal Raman spectroscopy has also characterized other one-dimensional systems.
Raman spectra of silicon nanowires (5–15 nm) collected at low laser power match those
of bulk silicon. But as power of the confocal’s illuminating laser was increased, the
Raman peaks shifted from those of bulk silicon in a way not consistent with quantum
confinement effects, but rather suggesting that the laser is heating the wire itself [64].

3.4. Zero-dimensional Systems

3.4.1. Luminescent Nanocrystals (Quantum Dots)

Nanocrystals are crystals ranging in size from nanometers to tens of nanometers, large
enough so that single atoms do not drive their dynamics, while still small enough for
their electronic and optical properties to be governed by quantum mechanical effects.
Under confocal microscopy, where their size precludes resolution of their features, they
effectively behave as zero-dimensional points. Of the common synonyms, including
‘nanoparticle’ and ‘quantum dot,’ only nanocrystal will be used here. The confocal
has been used in two broad areas: spectrally characterizing individual nanocrystals,
where confocality is required to isolate individual particles, and localizing nanocrystals
as point tracers in other systems, utilizing the capability of three-dimensional, real-time
localization.

Recent examples of confocal characterization of the energy spectra of individual
nanocrystals include cryogenic (20 K) imaging of single 7-nm ZnS nanocrystals, [65]
and characterization of the optical extinction properties of nanocrystals created by
conventional nanosphere lithography [66]. Quantifying the temporal dynamics of the
intermittent fluorescence (blinking) typical of nanocrystals yields information on their
electronic structure, and the fast on-and-off fluorescence can be captured with high-
speed optical detectors, like the photomultiplier tube (PMT) or the avalanche photo-
diode (APD), attached to the confocal. Studies of individual CdSe nanocrystals over-
coated with ZnS have shown that several energy levels may drive the optical behavior,
[67, 68] with similar results found for InP nanocrystals [69]. Measuring energy spectra
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over time has quantified changes due to oxidation of nanocrystals in air (versus no
change in pure nitrogen), [70] and the size and surface-property dependence of the
behavior of silicon quantum dots, both porous [71] and crystalline stabilized with an
organic monolayer [72]. By splitting the light coming back from the sample, sending
half to an APD and the remainder through a prism onto a CCD, high resolution time
and spectral data can be collected simultaneously. This analysis, in combination with
TEM of the same individual nanocrystals to correlate optical properties with atomic
structure, has shown that a single crystalline domain is not required to achieve fluo-
rescence [73]. Finally, to characterize the heavy dependence of fluorescence behavior
on nearby conductors, confocal microscopy imaged a fluorescent dye attached to both
bulk gold and gold nanocrystals on the same substrate. While the dye attached to bulk
gold was quenched, since the energy absorbed by the fluorophore gets transferred to
the sea of electrons in the metal, dyes attached to nanocrystals remained bright, as there
is no bulk into which to transfer electrons [74].

The confocal has also been used to localize nanocrystals embedded in other systems.
This has aided synthesis of organic nanocrystals grown in inorganic sol-gel coatings,
with confocal characterization of their size and distribution allowing systematic explo-
ration of the phase space of the main synthesis parameters [75]. Embedding nanocrystals
within polyelectrolyte layers in LBL assembly allows nanometer control of thin-film
coatings that can be applied to three-dimensional objects of complex geometry, whose
luminescent properties are then determined by the nanocrystals. Three-dimensional
sectioning in the confocal has been crucial to characterizing these coatings, which have
been applied to cylindrical optical fibers[76] and spherical latex colloidal particles [77].
In addition, the confocal has been used to characterize the three-dimensional struc-
ture of micron-sized domains of nanocrystals, including silver nanocrystals embedded
between two layers in a thin film and coalesced by irradiation with a high-intensity
laser beam to create planar diffractive and refractive micro-optics, [78] and silicon
nanocrystals patterned onto surfaces by directing a stream of silicon atoms through a
mask for nanofabrication of light sources from all silicon with pre-existing tools from
the electronics industry [79].

In addition to these static applications, the real-time imaging capability of the
confocal is useful for monitoring nanocrystal dynamics at higher speeds. Confocal
microscopy has been combined with flow cytometry to image and count fluorescent
nanoparticles in a fluid flow, yielding real-time information on their concentration
[80]. Fluorescent colloidal nanospheres have been coated on one side with gold, yield-
ing an opaque hemispherical metal coating that appears dark, and floated on the surface
of a liquid. Light intensity levels of individual nanospheres can be correlated with angu-
lar orientation, allowing real-time imaging of Brownian rotational diffusion to study
molecular interactions, particularly the preferential attraction of fluid molecules toward
one hemisphere over the other [81]. Metal oxide nanocrystals and their halogen adducts
have been shown to kill bacteria, and a combination of confocal microscopy and elec-
trostatic measurements has demonstrated that the particles and bacteria attracted each
other on account of their electric charge, shedding light on nanoscale electrostatics
in solution [82]. Finally, the active transport of single nanocrystals by a dynein motor



20 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

protein along microtubules in live cells has been imaged in real time with a Nipkow disk
confocal; interestingly, contrasting the blinking typical of nanocrystals in free solution,
these nanocrystals in live cells have nearly constant intensity [83].

3.4.2. Viruses

Far-field confocal microscopy has been combined with a near-field scanning ion
microscopy in water, with a micropipette carrying an ion current tens of nanometers
from an optically invisible cell membrane surface to map topography. This technique
has been used to image virus-like particles, nanospheres composed of a few hundred
viral proteins enclosing DNA, and their absorption into cells. The biological motiva-
tion is to understand how viruses infect living cells, but more generally, the investigation
demonstrates confocal three-dimensional, real-time localization of a nanoscale object
relative to an optically invisible surface [84].

By manipulating the genetic code of viruses, proteins on their surfaces can be mod-
ified to achieve desired properties in a technique called phage display, which early on
was used to optimize highly-specific binding of viruses to a variety of semiconductor
surfaces [85]. More recently, phage display has been used to control the morphology
of calcium carbonate crystals precipitated from solution in the presence of viruses that
template the crystals, in an effort to better understand biomineralization. While scan-
ning electron microscopy can image and characterize the inorganic calcium carbonate
after growth was stopped, confocal microscopy allowed three-dimensional localization
of the fluorescently-labeled viruses relative to the growing crystals [86].

3.4.3. Single Molecule Studies

Confocal studies of single molecules fall into two broad groups: spectral character-
ization of single molecules, and localization of fluorescent molecules as tags. Static
single molecule systems characterized include individual dye molecules over a range of
temperatures from liquid helium to room temperature, [87] and optimized mutations
of the fluorescent protein GFP in various three-dimensional substrates; [88] dynami-
cally, time-correlation spectroscopy in the confocal has been used to measure solution
concentrations down to 10−15 M [89]. While confocality may not be strictly neces-
sary for these studies, increased resolution helps to isolate individual molecules. The
confocal has also been used for three-dimensional localization of single fluorescent dye
molecules attached as tags to another object of interest, such as single molecules inside
a living cell, [90] or correlating emission spectra of molecules on a mica substrate with
AFM data to develop a way measure topography optically [91].

4. SUMMARY AND FUTURE PERSPECTIVES

Confocal microscopy extends the characterization of ever smaller objects with optical
microscopy to the nanometer scale. By using a pinhole to restrict detected light to only
that coming from the focus of the microscope objective, the confocal allows three-
dimensional sectioning and localization, often at rapid rates with proper scanning
techniques. Spatially resolved spectroscopy has allowed investigation of a broad variety
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of systems of interest to nanotechnology, providing information accessible to no other
technique.

Further developments may be anticipated in several areas. 4Pi-C confocal has already
achieved resolution in the sub-100 nm range that defines “nanoscale;” it is possible that
novel optical techniques will improve this even further. Other evolutionary engineer-
ing improvements will surely increase speed, perhaps allowing real-time 4Pi imaging
comparable to regular confocal by using beam parallelization in the same spirit as the
Nipkow disk.

The capabilities of the confocal to answer new kinds of questions are also being
developed rapidly, in no small part due to the low cost and relative ease of construction
of off-the-shelf laboratory optical components used to build instrumentation ancillary
to the confocal. A large fraction of the applications described in this review utilized
some form of home-built hardware, a trend which will surely continue. Spectroscopy
will likely become faster, allowing the characterization of the changes in spectra on
shorter timescales, with the ultimate goal of studying changes in single molecules, a new
field with some early applications described. Better understanding of the behavior of
isolated nanoscale objects will use the confocal microscope’s three-dimensional, real-
time localization capability to study not only the dynamics of single particles, but
also the behavior of systems of thousands, or perhaps even millions, of particles with
controllable interactions. Clearly, the unique capabilities of the confocal microscope
will ensure its contribution to the development of nanotechnology for the foreseeable
future.
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1. SCANNING NEAR-FIELD OPTICAL MICROSCOPY AND NANOTECHNOLOGY

The skills of Swiss watchmakers a couple of centuries ago started a trend of minia-
turization aiming at controlling the material world on increasingly smaller scales.
This trend never stopped ever since. The emerging field of nanoscience is leading
to unprecedented understanding and control over the fundamental building blocks of
matter. What was a playpen for physicists, chemists, and biologists, is rapidly evolv-
ing to mature technology and engineering. The possibility of artificially synthesized
nanodevices that could become the basis for completely new technologies is the main
driving force of today’s investors. The way individual units organize into nanoscale pat-
terns determines important material functionalities, including electrical conductivity,
mechanical strength, chemical specificity, and optical properties. To map out the land-
scape of this nanoscale territory, new characterization tools have to be developed.
The family of scanning probe microscopes offered scientists to zoom in on previously
hidden nanoscale features. While the nanometric stylus of a scanning tunneling micro-
scope travels over a sample surface like a blind’s person stick, much could be learn if
this stick was equipped with a “nano-eye”, which optically look at the surface.

Extending optical perception to increasingly finer scales permitted early scientists to
discover natural laws otherwise invisible. Over nearly 4 centuries, the basic design of a
microscope did not really change conceptually. The legacy of Van Leeuwenhoek and
Hooke is still a prime scientific tool. With the improvement of lenses in the 18th and
19th centuries, especially the effort done to correct aberrations, microscopists rapidly
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pushed the optical microscope to its fundamental limit: the maximum resolving power
of a microscope is governed by diffraction of light. The image of a point source is not a
point! This limitation, imposed by the very nature of light, was predicted by E. Abbe [1].
Lord Rayleigh in the 19th century expressed the resolution barrier in a very concise
form known as the Rayleigh criterion [2]. In a visionary idea, E. H. Synge predicted
in 1928 that the diffraction limit could be overcome by reducing the illuminating light
source to a volume smaller than the wavelength [3]. By raster scanning this source in
close proximity over a sample surface provides an image with lateral resolution better
than the one imposed by the diffraction limit. The experimental realization of the
forgotten idea was independently achieved in Switzerland [4] and in the U.S [5] in the
early eighties, soon after the discovery of the scanning tunneling microscope. Scanning
near-field optical microscopy (SNOM or NSOM) was born and adds its name to the
growing family of scanning probe microscopes.

Optics provides a wealth of information not accessible to other proximal techniques.
The photon, as an observable, can reveal the identity of molecules, their chemical,
material, and electronic specificity. Scanning near-field optical microscopy provides
the “nano-eye” in the form of a nanometric light source confined at the end of a
tip. An obvious advantage of the technique over many others is its versatility. The
method has been successfully used in various environmental conditions, including low
temperature, high vacuum, and in liquids depending on sample requirements. There
are no fundamental restrictions on the object under investigation either. The sample
can be transparent or opaque, flat or corrugated, organic or semiconductor. . .

Although technical issues rather than fundamental limits prevented near-field optics
to advance to arbitrary high resolution, recent advances in nanofabrication and a better
understanding of optical interactions on the nanoscale will potentially enable SNOM
to be a prime characterization tool, in the same way as optical microscopy in the past
centuries.

2. BASIC CONCEPTS

The angular representation of the field in a plane z = z0 near an arbitrary object can
be written as:

E(x, y, z0) =
∫ ∫

A(kx, ky) exp i
(

kxx + ky y + z0

√(
k2

0 − k2
x − k2

y

))
dkx dky, (1)

whereA(kx, ky) represents the complex amplitude of the field, and k0 = ω/c is the
vacuum wave vector. Equation (1) is basically the sum of plane waves and evanescent
waves propagating in different spatial directions. Wave vectors kx and ky smaller than k0

constitute homogenous plane waves that propagate in free space. Wave vectors satisfying
this condition have low spatial frequencies. Typically, a lens of a microscope collects
wave vectors that are confined to [0..kmax = nω sin θ/c ], where θ is the semi-aperture
angle of the lens and n is the refractive index. In terms of resolution, the distance �x
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between two point-like objects that can just be resolved with a conventional optical
microscope using coherent illumination is given by:

�x = 0.82
λ0

n sin θ
, (2)

where λ0 is the illumination wavelength in vacuum. This equation, derived from
Abbe’s theory, represents the theoretical resolution given by the diffraction of light.
According to Eq. (2), the separation �x can be decreased by using shorter illumination
wavelengths (UV microscopy), and/or by increasing the index of refraction (oil or water
immersion objectives, solid immersion lenses) and/or by increasing the collection
angle θ .

The integration in Eq. 1 runs also over kx and ky values that are larger than ω/c. Con-
sequently, the field components become evanescent. The electric field of evanescenet
waves propagates in the x, y plane but is exponentially attenuated in the z-direction.
These fields, associated with high spatial frequencies (fine details of an object), are
not detected by the objective of a classical microscope. In order to achieve superres-
olution, the variations of the field in the immediate vicinity of the object have to be
collected. The collection of evanescent waves is the basis of scanning near-field optical
microscopy.

Evanescent waves can be converted to propagating radiation by local scattering. The
smaller the scatterer is and the closer it is placed near the surface of an object, the better
the conversion will be. According to Babinet’s principle, local scattering is analogous
to local illumination. This means that the small details of an object can be accessed
by either scattering the evanescent fields created by the object with a small scattering
center or by illuminating the object with evanescent fields created by a local source.
The field produced by the local source is converted into farfield components by the
minute dimensions of the object. The combination of the reciprocity theorem and
Babinet’s principle is at the origin of numerous possible arrangements used in near-
field optical microscopy. Although they are phenomenologically different, they are
conceptually identical and lead to similar results. The choice of one arrangement over
another is mainly driven by the optical characteristics of the sample. A more detailed
description of common configurations will be described later.

3. INSTRUMENTATION

Scanning near-field optical microscopy belongs to the family of proximal probe
microscopy such as scanning tunneling (STM) and atomic force microscopy (AFM).
In these techniques, high resolution is achieved by minimizing the interaction volume
between a probe and an object. The probe takes form of a tip where only the very
apex is responsible for the interaction. Similarly, near-field optics uses a small probe to
confine an optical interaction between probe and sample. Control over probe manu-
facturing is a prerequisite for routine high-resolution imaging. Unlike the successful
batch microfabrication of AFM cantilevers, the fabrication of near-field probes is the
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Figure 1. Schematic of a near-field optical microscope. A near-field probe confines an optical interaction
to dimensions much smaller than the wavelength. A photodector collects the optical response for each
probe position. The signal is read by an acquisition module, which reconstructs a two-dimensional optical
image of the surface. A feedback system controls the distance between probe and sample surface to a few
nanometers. Finally, a scanning stage translates the sample (or the tip) in a lateral direction.

Achille’s heel of SNOM. A discussion of the role of nanotechnology in probe manu-
facturing will be reviewed in the next section.

The basic units forming a near-field microscope are very similar to an AFM or a
STM. As depicted in Figure 1, it consists of (i) a near-field probe confining an optical
interaction to dimensions smaller than the wavelength, (ii) a scanning stage permitting
to move the sample or the tip laterally, (iii) a photodetector to collect the response
of the optical probe-sample interactions, and finally (iv) an acquisition software to
reconstruct an optical image. SNOM specifications require that the tip sample dis-
tance should be controlled with sub-nanometer precision and shear-force regulation
[6] based on quartz tuning fork is extensively used [7]. The damping of a laterally oscil-
lating tip caused by the mechanical interactions with the surface (shear forces) depends
on the tip-sample separation. This damping signal is fed to a feedback mechanism
(v), which controls the distance between tip and sample via a piezoelectric actuator
(not shown).

3.1. Probe Fabrication

In order to retrieve the high spatial frequencies of an object, a probe is brought in
close proximity of the object’s surface. An image is reconstructed by scanning the
probe in the plane of the sample. The lateral resolution in a near-field optical image
is determined, to first approximation, by the size of the optical probe. However, the
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fabrication of optical probes with sub-wavelength dimensions is technically challeng-
ing, and nanotechnology plays an important role in the fabrication processes.

3.1.1. Optical Fiber Probes

Sharply pointed optical fibers are widely employed in scanning near-field optical
microscopy. These probes can be used as local scatterers or as nanosources. Optical
fibers have the advantage of low fabrication costs and low propagation losses. The
guiding properties of these waveguides fulfill the conditions needed for near-field
applications to a large extent. Polarization for instance, can be accurately controlled in
the fiber. It finds important applications for the interpretation of contrast [8]. Further-
more, the operation wavelength of fibers spans from the visible to telecom wavelengths,
which can be useful for recording spectroscopic information.

The central step in probe manufacturing is the formation of a taper region to form
a nanometric glass tip terminating one end of the fiber. Two methods are usually
employed. One approach, the so-called pulling technique, is adopted from microbi-
ology where it is used to produce micropipettes. A pulled fiber is obtained by locally
melting the glass with the help of a CO2 laser or a hot coil. Springs attached to both
ends pull the fiber apart resulting in two tapered ends [9]. In elaborate commercially
available puller, parameters such as heating time, pulling force or delay time can be
adjusted to control the shape of the taper. The surface of the taper is usually very
smooth as a result of the local melting during the pulling process. The end of the fiber
is commonly terminated by a plateau, which can vary in size depending on the pulling
parameters. Alternatively, glass is a material that can be etched by chemicals such as
hydrofluoric acid (HF). A bare glass fiber (without the protective polymer jacket) is
dipped into a bath of HF. The surface tension of the liquid forms a meniscus at the
interface between air, glass, and HF. A taper is formed due to the variation of the
contact angle at the meniscus while the fiber is etched and its diameter decreases [10].
The surface tension can be modified by the addition of surface layer atop the HF. As a
result, the cone angle of the taper can be slightly varied. This function is more difficult
to control with the pulling technique. A striking difference, as compared to a pulled
fiber is the surface roughness of the taper. The acid leads to irregular surfaces because
of inhomogeneities in the glass and because of the sensitivity of the technique to out-
side perturbations (temperature, vibrations . . .). Alternative etching techniques have
been developed to improve the surface roughness. Among them, is the tube-etching
technique [11, 12] or buffered HF solutions [13] that tend to reduce the influence
of external perturbations. A comparison between mechanically pulled and chemically
etched fibers is provided in Refs [14, 15]. Without going into details, pulled fibers have
small cone angles which are not favorable for high throughput [16] and have a flat end
face that somewhat limits the size of the tip. On the other hand, their smooth surface
benefits the deposition of homogeneous metal coatings as discussed later. Etched fibers
have a rough surface caused by the acid attack. Consequently, the quality of a deposited
metal coating is not as good. The main advantage of etching is that the cone angle of
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the taper can be varied and the transmission of metal-coated probes can be drastically
improved [16].

3.1.2. Aperture Formation

The guiding properties of an optical fiber are well understood [17]. In the taper region,
a propagating mode becomes increasingly delocalized, i.e., the field reaches out of the
fiber core [18, 19]. The consequence is that while the extremity of the fiber can be a
few tens of a nanometer, the spatial extension of the mode exceeds this dimension by
far. To confine the mode and to guide it to the very tip, a metal coating is deposited
on the outside surface of the fiber. The layer acts as a reflector and therefore prevents
the light to spread out of the fiber. Aluminum, silver and gold are the most commonly
used materials owing to their good optical properties at visible wavelengths (small skin
depth and high reflectivity). If the metal coating covers the entire taper region, the
fiber will be opaque and no light will be transmitted or collected. For the light to
escape, a sub-wavelength hole-or aperture-is needed at the very apex of the coated tip.
The fabrication of such an aperture with nanometer sized dimensions poses a variety
of technical difficulties. These are discussed in the next sections.

a) squeezing technique In the early work of D. W. Pohl et al., a completely
metal-coated optical waveguide was squeezed towards a hard surface in order to press
the metal away from the foremost end. Applying an offset voltage on an extendable
piezoelectric tube can control the pressure on the tip. Cold deformation and abrasion
take place at the end of the tip eventually forming a tiny aperture [4]. Monitoring
the light throughput of the tip controls the formation of the aperture. The obtained
apertures are fairly small (∼80 nm) and the end faces are flat. This technique provided
high-resolution images on individual fluorophores [20] and seems to regain some
attention recently.

b) shadowing technique The most widespread technique to produce a small
aperture uses the so-called shadowed evaporation scheme. In this approach, the aper-
tures are produced at the time of metallization in an evaporation chamber. A metal
coating is deposited such that the very apex of a fiber tip is left uncoated. This is
accomplished by evaporating the metal in a direction slightly inclined to the tip axis. A
homogeneous film thickness is deposited around the fiber by rotating the fiber during
the evaporation process. This method is well suited for the fabrication of apertures of
many tips at once. Unfortunately, the aperture shape and diameter are not reproducible
between successive evaporations or even between tips evaporated at the same time. The
main reason of the poor reproducibility is the number of parameters involved: tilt angle,
distance to the source, rotation speed, evaporation rate, base pressure and film thickness.
Furthermore, the intrinsic roughness of the metal surface also influences the quality of
the apertures. An example is shown in Figure 2(a) where an electron microscope was
used to image the end face of a tip. The aluminum layer is readily seen in the image.
It is surrounding a dark center representing the physical aperture. An aluminum grain
is obscuring part of the opening leading to an asymmetric aperture.
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Figure 2. Gallery of apertures produced with different approaches listed in the text. (a) Shadowing
technique. Courtesy of B. Hecht, University of Basel. (b) Electroerosion. (c) Focused ion beam milling.
Courtesy of Th. Huser, Lawrence Livermore National Laboratory. (d) Cantilever probe. Courtesy of
L. Aeschimann and G. Schürmann, IMT Neuchâtel.

c) electro-erosion The properties of solid amorphous electrolytes such as
AgPO3:AgI compounds provide a unique capability of material transport through
a nanoscale area. It has been successfully demonstrated that the high ionic conduc-
tivity can be employed to remove the overcoating metal layer from the very apex of
fiber tips [21, 22]. In this approach, a tiny electrolytic contact is formed between a tip
that is entirely overcoated with metal and the surface of the electrolyte. A bias voltage
triggers the erosion of the metal layer. A feedback mechanism is used to keep the
ionic current constant, thereby controlling the metal removal rate from the tip. Similar
to the squezzing technique, aperture formation is monitored by collecting the light
transmitted through the tip. Near-field apertures with diameters below 50 nm can be
manufactured by electro-erosion (see Figure 2(b)).

d) focused ion beam milling Focused ion beam (FIB) milling is a technique
that uses a beam of accelerated ions to modify materials with nanometer precision. In
standard instruments, a Gallium source is ionized and the emitted ions are focused into
a spot of a few nanometers on the surface of the sample. The energy of the ions is suffi-
cient to ablate material from the sample surface. In the context of aperture formation,
the ion source is directed at the apex of a pre-coated tip at an angle of 90◦ to the tip axis.
The end of the tip is sliced away such that the slicing beam cuts through the metal coat-
ing as well as the fiber core [23, 24]. The aperture definition, the flatness of the tip end
face, the polarization behavior and the imaging capabilities of such processed probes
make them suitable for high resolution imaging as demonstrated by investigations of
single fluorescent molecules [24]. A scanning electron micrograph of the end face of a
FIB-fabricated aperture is shown in Figure 2(c). Although, this approach seems to over-
come most of the problems associated with aperture fabrication, the instrument cost is
considerable.

e) others methods A plethora of alternative techniques has been used with vary-
ing success. Among them is the so-called triangular probe or T-probe. The triangular
shape originates from a tetrahedral hollow waveguide coated with an aluminum layer
and squeezed against a hard surface to produce an aperture [25]. Another interest-
ing concept described by Fischer and Zapletal was introduced to potentially overcome
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some of the limitations of aperture-based near-field probes [26]. The authors suggested
the use of a coaxial tip as a SNOM probe. In theory, a coaxial waveguide is able to
focus electromagnetic fields down to a spot much smaller than the wavelength with-
out any cutoff of propagating modes. Despite the suitability of such optical properties,
technical difficulties are still limiting the fabrication of coaxial probes.

3.1.3. Cantilever Probes

Recently, a new probe concept was introduced that is based on a micro-machined tip.
It makes use of technology developed for atomic force microscopy (AFM), which is
well established in various fields of science. The interaction between probe and sample
is well understood, making AFM a rather easy to operate instrument even for non-
specialists. AFM probes are batch fabricated which reduces the cost of fabrication. In
order to be useful for optical applications, a cantilever has to be transparent for the
light to pass. Silicon nitride or quartz is usually the chosen material. While the tips can
be made using standard micromachining techniques, cantilever-based optical probes
face the same difficulties as those associated with optical fiber based probes. Two main
approaches are applied for the fabrication of AFM probe apertures: reactive ion etching
[27] and direct-write electron beam lithography [28]. Figure 2(d) shows a scanning
electron micrograph of a cantilever tip. Recently, a self-terminated corrosion process
of the aluminum film was applied to produce successfully sub-50 nm apertures [29].

3.1.4. Metal Tips

So far, we considered probes that act as optical waveguides, i.e. they guide light to
or from a nanoscale area. A second class of optical probes utilizes bare metal tips as
used in STM. The technique is referred to as apertureless scanning near-field optical
microscopy. A metal tip, usually tungsten, locally perturbs the electromagnetic field
surrounding the specimen. The locally scattered information is discriminated from the
unavoidable farfield scattered signal with lock-in and demodulation techniques. This
scattering approach demonstrated material specificity with outstanding resolution both
in the infrared and the visible region [30].

Alternatively, one can benefit from the strong enhancement of the electric field cre-
ated close to a sharply pointed metal tip under laser illumination. This phenomenon
originates from a combination of surface plasmon resonances and an electrostatic light-
ening rod effect [31]. The energy density close to the metal tip can be orders of
magnitude larger than the energy density of the illuminating laser light. This enhance-
ment effect is mainly used to increase the response of spectroscopic interactions such
as fluorescence or Raman scattering. Examples of such applications are discussed in
section 4. More recently, some experimental and theoretical research was directed
at the combination of fiber-based near-field probes with field enhancing metal tips
[32, 33]. Preliminary results showed lateral resolutions better than 30 nm. The main
advantage of this combination is the reduction of the excitation area as well as the
absence of alignment procedures between tip and laser beam.
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Figure 3. Schematic of the most common SNOM configurations. (a–d) aperture-based probes.
(a) Farfield illumination and local probing of the near-field. (b) Near-field illumination, and farfield
collection. (c) Local illumination and collection. (d) Dark field illumination. (e–f ) Metal tips. (e) Farfield
illumination and local scattering at the tip. (f ) Local field enhancement created by farfield illumination.

3.2. Flexibility of Near-Field Measurements

As discussed in the previous section, there is no fundamental difference between locally
illuminating an object and locally probing the field near it. The essence is that the con-
finement of the photon flux between probe and sample defines the optical resolution.
In turn, many experimental variations can be employed to locally create a confined
optical interaction and, for a non-specialist, the literature can be quite confusing.

Figure 3 depicts the most common configurations, emphasizing the flexibility of the
technique. Near-field instruments are usually separated into two categories depending
on the type of probe used: aperture-based (optical fiber, AFM cantilever) or metal-based
(scattering and field enhancement). Sketches (a–d) represent configurations where a
nano-aperture is used either as a nanocollector or as a local source. In Figure 3(a), an
object is illuminated from the farfield using standard optics. An aperture-based tip is
placed close to the surface to collect the near-field. Figure 3(b) depicts the opposite sit-
uation. The aperture now illuminates the specimen, and the response is collected with
conventional farfield optics. These two configurations are commonly used for thin
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transparent samples due to the fact that the signals are transmitted through the object.
However, alternative farfield illumination\collection systems can be implemented from
the side to overcome some of the sample restrictions. Figure 3(c) represents a combina-
tion of the two previous configurations. Illumination and collection are both performed
locally in the near-field of an object. The last configuration based on aperture probes
is shown in Figure 3(e). The design can be viewed as the near-field analogue of a
dark-field microscope. Illuminating the object with evanescent waves created by total
internal reflection (TIR) drastically reduces the background farfield light. The tech-
nique emphasizes the fact that a near-field probe frustrates the evanescent field [34]. This
configuration is widely used for the imaging of non-radiative electromagnetic fields.
Applications range from waveguide characterization to imaging of planar plasmonic
and photonic structures as discussed in the next section.

The second class of near-field microscope is depicted in Figure 3(e–f ). Here, the
aperture is replaced by a metal tip, which performs two functions, scattering and/or
enhancing a near-field signal, depending on tip material and illumination conditions.
In the first example, Figure 3(e), a tip locally scatters the near-field of an object
that is illuminated by farfield means. The locally scattered signal is collected also by
conventional optics. The illumination, here performed from the bottom of the object,
can be implemented from the side of the tip. The choice between one illumination
scheme and another is mainly governed by sample requirements. Finally, Figure 3(f )
schematically represents a metal tip used as a signal enhancer. Favorable illumination of
the tip creates an enhanced field at the tip end that is used as a local light source. The
increased sample response is usually collected with the same optics used to illuminate
the tip.

4. APPLICATIONS IN NANOSCIENCE

The trend toward nanoscience and nanotechnology is mainly motivated by the fact
that the underlying physical laws change from macroscopic to microscopic. As we
move to smaller and smaller length scales, new characterization techniques have to
be developed to probe the properties of novel nanostructures. There is a continuing
demand for new measurement methods that will be positioned to meet emerging
measurement challenges.

4.1. Fluorescence Microscopy

Optical spectroscopy provides a wealth of information on structural and dynami-
cal characteristics of materials [35]. Combining optical spectroscopy with near-field
optical microscopy is especially desirable because spectral information can be spa-
tially resolved. The need for improved spatial resolution currently limits the ability of
industry to answer key questions regarding the chemical composition of surfaces and
interfaces.

The detection and manipulation of a single molecule represents the ultimate level of
sensitivity in the analysis and control of matter. Measurements made on an individual
molecule are inherently free from the statistical averaging associated with conventional
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Figure 4. Series of three successive SNOM fluorescence images of the same area (1.2 by 1.2 μm) of a
sample of DiIC18 molecules embedded in a 10-nm thin film of PMMA. The excitation polarization (as
measured in the farfield) was rotated from one linear polarization direction (a) to another (b) and then
changed to circulat polarization (c). The fluorescence rate images of the molecules change accordingly.
The molecule inside the dotted circle as a dipole axis perpendicular to the sample plane. Scale bar:
300 nm. From Ref. [24].

ensemble experiments. Single molecule techniques have a diverse range of existing
applications in physics, chemistry, and biology [36]. Potential applications include
single photon sources for quantum computing and massively parallel DNA sequencing.
Furthermore, the local environment influences the molecular properties of species
and monitoring the behavior of the fluorescence provides a sensitive probe for the
molecule’s local environment.

The potential of scanning near-field optical microscopy for imaging molecular sys-
tems has been recognized by two groups in 1986 [37, 38]. However, the first obser-
vation of single molecules using optical near-field technique came 7 years later [39].
In this pioneering experiment, single carbocyanine DiIC12 dye molecules were embed-
ded in a polymer matrix and dispersed on a glass substrate. A near-field probe made
from an aluminum-coated glass fiber optically excited the molecules. The probe was
raster scanned over the sample plane. The fluorescence of individual molecules was
collected by a large numerical aperture objective to ensure high collection efficiency.
In this remarkable paper, the authors could determine the orientation of the absorption
dipole moment of each molecule by recording the spatial variation of the fluorescence
as the aperture moved over the molecules. A molecule is excited only if a component
of the optical electric field is polarized along its transition dipole moment. Because of
the laterally and longitudinally polarized electric fields near the aperture of the probe,
randomly oriented molecules can be efficiently excited. Emission patterns of single
molecules turned out to be sensitive probes for the electromagnetic field distribution
near a near-field probe and be suitable for the determination of molecular orienta-
tions. Veerman et al. have published a systematic study of this effect [24]. Figure 4
represents a series of near-field images of individual emitters for three consecutive
excitation polarizations. Each pixel of the images represents the fluorescence rate for a
particular tip position. By changing the polarization state of the near-field excitation,
the orientation of the dipole moment can be fully determined.
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Figure 5. (a) and (b): Near-field fluorescence image of two different single DilC18 molecules embedded
in a 10 nm PMMA layer (370 by 370 nm). Dark pixels are due to temporal quantum jumps to the first
excited triplet state. From Ref. [44].

Because of the dependence of a molecule’s fluorescence on the local environment,
the molecule’s properties are influenced by the proximity of an aluminum-coated fiber
tip. The fluorescence lifetime was found to be dependent on the relative position
between a molecule and the near-field probe [40]. Furthermore, the radiation pattern
of a dipole can be modified by the presence of a near-field tip; much alike a dipole
radiation pattern is distorted by the presence of a nearby interface [41]. It was found
that the radiation pattern for in-plane oriented molecules are distorted in the direction
of the center of the near-field aperture while for out-of-plane oriented molecules the
distortion is in the direction of the metal coating covering the glass fiber tip [42].

Measurements on individual molecules on a nanometer scale give unique insight on
their complex dynamic behavior. Photobleaching of single emitters was observed for
the first time, revealing on and off state of the molecule before its final and irreversible
photochemical modification [43]. Time-resolved investigations attributed the dynam-
ics of the instable molecular emission to the occupation of the lowest excited triplet
state. As long as this state remains populated, the fluorescence is interrupted momen-
tarily leading to a photon-bunching effect as seen in Figure 5 [44]. The lifetime of
the triplet state is intimately linked to the environment of the molecule providing
thereby a local probe for the nanoenvironment. An interesting side note is that these
measurements satisfy the ergodic principle: the same triplet state lifetime distribution
is measured on a single molecule at different instants in time and for a set of molecules
at the same instant in time.

Near-field optical fluorescence microscopy is successfully used to investigate more
complex systems than single molecules. In particular, SNOM is a promising method
to study biological systems where resolution is an important parameter. An example
of such biological system is nuclear pore complexes (NPCs). Single NPCs cannot be
images with conventional microscopy due to the fact the nearest neighbor distance is
in the range of 120 nm. The high lateral optical resolution of SNOM can provide
detailed insight into the transport dynamics of a single NPC [45].

The lateral resolution obtained with optical near-field techniques is, to a good
approximation, given by the diameter of the sub-wavelength aperture. Fluorescence
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Figure 6. Simultaneous topographic image (a) and near-field two-photon excited fluorescence image
(b) of J-aggregates of PIC dye in a PVS film on a glass substrate. The topographic cross section along the
dashed line (A–B) has a particular feature of 35-nm FWHM (indicated by arrows) and a corresponding
30-nm FWHM in the fluorescence emission cross section. From Ref. [49].

images with 15 nm resolution have been reported [46]. However, there are two fun-
damental limits preventing higher resolutions. The first one is the penetration of light
into the metal coating surrounding the aperture. The skin depth defines the ultimate
excitation volume of an aperture, and aluminum is the best coating choice in the visi-
ble region. A second limitation is the throughput of a nanometer-sized aperture. The
farfield transmission of a sub-wavelength aperture inversely scales with the sixth power
of the radius [47]. For a small aperture, the signal-to-noise ratio becomes an impor-
tant factor in the contrast formation of an image and alternative techniques might
be necessary. One way to overcome the signal-to-noise limitation is to increase the
fluorescence yield of individual molecules through a local field enhancement effect.

Metal nanostructures are successfully used to enhance the response of particularly
small scattering and fluorescence cross-sections [48]. A metal tip can strongly enhance
the electric field at its apex through a combination of an electrostatic rod effect and sur-
face plasmon resonances [31]. If the tip is held over a fluorescent sample, the emission
yield can be enhanced manifold. This technique was successfully applied to photosyn-
thetic membranes and molecular aggregates, revealing spectroscopic information with
a spatial resolution less than 30 nm [49] as shown in Figure 6.

Another promising mechanism that could potentially increase the resolution of a
near-field microscope further is the so-called fluorescence resonance energy transfer
(FRET) technique. FRET occurs on intermolecular distances of 1 to 8 nm. The energy
from a donor molecule can be transferred nonradiatively to an acceptor molecule. The
transfer efficiency depends on the inverse sixth-power of the distance between donor
and acceptor and on their spectral overlap. This sensitivity can be used to further extend
the fluorescence imaging capability of SNOM. Single pair FRET was demonstrated
on DNA-linked donor-acceptor where the excitation of the donor was performed by
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a near-field probe [50]. Development towards true molecular resolution involves the
combination of a functionalized tip, where donor (or acceptor) molecules have been
attached, with an acceptor (or donor)-doped sample. The group of Dietler and Dunn
carried out first attempts simultaneously [51, 52]. To date, the marriage of SNOM and
FRET remains a technical challenge, mainly driven by the difficulties to functionalize
the probing tips.

4.2. Raman Microscopy

Combined with near-field techniques, Raman spectroscopy is a promising tool for
identifying and analyzing the molecular composition of complex materials. Vibrational
spectra directly reflect the chemical composition and molecular structure of a sample.
By raster scanning the sample and pointwise detection of the Raman spectra, chemical
maps with nanoscale resolution can be obtained. A main drawback of Raman methods
is the low scattering cross-section, typically 14 orders of magnitude smaller than those
of fluorescence. Furthermore, the high spatial resolution achieved in near-field optics
is linked to tiny detection volumes containing only a very limited number of Raman
scatterers. The weakness of Raman signals in combination with the limited transmission
of typical aperture probes [16] requires extended integration times even intermediate
aperture sizes of about 150 nm [53, 54, 55]. An essential improvement of the spatial
resolution below 50 nm with smaller apertures appears to be unfeasible.

A more promising approach makes use of the enhancement of the electric field in
the proximity of nanometer sized metal structures known as surface enhanced Raman
scattering (SERS). SERS is known since more than 20 years and enormous enhance-
ment factors of up to 14 orders of magnitude have been reported allowing even for
single molecule Raman measurements (see e.g. [48]). In these cases, a combination
of different enhancement mechanisms is discussed. The strongest contribution is the
electromagnetic enhancement caused by locally enhanced electric fields. An additional
contribution results from a chemical effect that requires direct contact between scatterer
and metal surface. By using a sharp metal tip, the enhancement effect can be confined
to a very small volume at the end of the tip. This localized enhancement allows to
selectively address different parts of the sample area and tip-enhanced spectroscopy of
nanoscale sample areas can be achieved.

Tip-enhanced Raman spectroscopy has been used on a variety of different systems
such as dyes and fullerene films, KTP crystals as well as single-walled carbon nanotubes
(SWNT) [56, 57, 58, 59, 60] for a recent review see [61]. In this section, we review
some of these studies to demonstrate the three key advantages of the method: high
spatial resolution, signal enhancement (enhanced sensitivity), and chemical specificity.

High-resolution near-field Raman imaging of SWNTs on glass is demonstrated in
Fig. 6. The Raman image (Fig. 6(a)) clearly shows the characteristic one-dimensional
features of SWNTs, which are also seen in the simultaneously detected topographic
image (Fig.6 (b)). In the topographic image however, additional circular features are
present caused by water condensation. Importantly, these features are not observed in
the Raman image demonstrating the chemical specificity of the method. The chemical
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Figure 7. High spatial resolution near-field Raman image (a) and simultaneously detected topographic
image (b) of single walled carbon nanotubes (SWNT) on glass. Scan area 1 × 1 μm2. The Raman
image is acquired by detecting the intensity of the G′ band upon laser excitation at 633 nm. No Raman
scattering is detected from humidity related circular features present in the topographic image indicating
excellent chemical specificity (see text). (c) Cross section taken along the indicated dashed line in the
Raman image. (d) Cross section taken along the indicated dashed line in the topographic image. The
height of individual tubes is 1.4 nm. Vertical units are photon counts per second for (c) and nanometers
for (d). From Ref [62].

specificity of the Raman scattering was also used to study local variations in the Raman
spectra at the end of a SWNT [62]. In [57], spatial fluctuations within a mixture of
dye molecules were investigated. In Fig. 6(c) and (d) cross-sections taken along the
dotted lines in Fig. 6(a) and (b) are presented. The signal width (FWHM) observed in
the Raman cross section (Fig. 6(c)) is about 23 nm, far below the diffraction limit of
light used in the experiment.

The signal enhancement achieved in tip-enhanced Raman spectroscopy can be
demonstrated by comparing the Raman spectra detected in presence and absence of
the enhancing metal tip. In Fig. 7(a) and (b) examples for different organic molecules
are shown. In order to determine the actual signal enhancement factors, the different
sample volumes probed in either case have to be considered. The farfield spectrum
detected without tip results from a diffraction limited area while the near-field spectrum
with tip originates from the much smaller near-field area only. For a quantitative
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Figure 8. Signal enhancement achieved by tip enhanced Raman spectroscopy for a film of (a) C60
molecules on glass and (b) dye molecules (Brilliant Cresyl Blue) on top of a smooth gold film. From
Ref. [56] [61].

discussion of the enhancement factors, these areas as well as the numbers of Raman
scatterers therein have to be known. While this is difficult for dye films, the number
of SWNTs can be determined based on their topography [62]. For the enhancement
factors achieved, values ranging from 40 to 40000 have been reported by different
groups. A listing can be found in [61].

An important question is whether the tip acts as a uniform amplifier of the complete
Raman spectrum or whether the tip-enhancement varies for different Raman bands.
Modifications of the relative strength of Raman lines could arise from different distri-
butions of the filed polarization components in the near-field and farfield [59, 53]. In
[63], new Raman signals are explained by significantly altered selection rules caused
by the large field-gradients close to metallized aperture probes. Additional effects can
also occur depending on the nature of the tip—sample distance control. In the case of
AFM tapping mode and direct contact between tip and scatterer, additionally observed
Raman bands have been attributed to chemical enhancement effects [56, 57]. For the
larger distances of 1–2 nm (used in shear-force mode), no chemical enhancement is
expected [62] while the possibility of sample material pick-up by the tip is reduced [61].

Raman methods are applicable to a large variety of systems since Raman scatter-
ing is an intrinsic property of all molecular structures. In contrast to fluorescence
microscopy, there is no need for highly fluorescent samples or labeling with additional
dye molecules. A further increase of the signal enhancement through optimization
of the tip shape, tip material [64] and illumination mode [32] will open up fasci-
nating insights into complex materials and might even enable for imaging of single
biomolecules such as individual membrane proteins.

4.3. Plasmonic and Photonic Nanostructures

Nanoscale processes are physical interactions at the elementary level and their
understanding is primordial for the design of nano-devices. The miniaturization of
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optoelectronic circuits, for instance, is justified if the operating time can be made
sufficiently short for fast computing. The combination of ultrafast and localized phe-
nomena is therefore of considerable interest. In this regard, surface plasmons are very
attractive: they can be well localized [65] and they exhibit ultrafast dynamics [66].

4.3.1. Surface Plasmon Polaritons

At optical frequencies, the electromagnetic properties of metals are far from being
ideal. The concept of the electrons gas, however, is still valid and instrumental for the
understanding of plasmon phenomena, i.e., collective electron density oscillations. On
metal surfaces or nano-structures a surface plasmon causes a variety of optical effects,
among them strong local field enhancement and confinement of charge fluctuations
at the interface [67]. Surface plasmons are a class of polaritons: a coupled matter-
electromagnetic mode in which electromagnetic energy is carried by electrons that
behave collectively. An interesting property of surface plasmons is that their mean free
path, in the visible frequency range, can extend to several tens of micrometers while
being strictly confined to the surface [68]. The non-radiative nature of surface plasmons
and their long propagation length open the possibility to design planar structures for a
variety of applications including biological sensors and miniaturized photonic circuits
[69]. On a flat metal surface, surface plasmons cannot be excited with direct radiation.
The momenta of surface plasmons are larger than the momentum of a free propagating
photon of the same energy. However, light traveling in a higher index medium (e.g.
glass) can transfer its energy to a surface wave and can be coupled to surface plasmon
[70, 71]. Another technique that can provide the missing momentum is scattering of
light by subwavelength structures [72] or holes [73] as discussed later.

Until recently, surface plasmons were detected by indirect means such as reflection
measurements. Because of the non-radiative nature of surface plasmons one cannot
rely on conventional imaging techniques to gain insights on their intrinsic proper-
ties. Fortunately, the development of optical near-field techniques and their capa-
bility to image evanescent fields triggered a rapid development of surface plasmon
understanding.

In most studies, surface plasmons are excited by a laser beam that is reflected at
a glass\metal\air interface (e.g. total internal reflection inside a prism). A dip in the
angular reflection measurement indicates that the photon energy is coupled to a
surface wave on the metal film. A near-field probe can be used to collect the near-field
intensity associated with the plasmon. A spatial intensity map can be constructed by
raster scanning the tip over the surface. An example is depicted in Figure 9. The
authors compared two near-field intensity distributions. Figure 9(a) represents the
near-field distribution created by a Gaussian beam that is totally reflected from a
prism surface. Figure 9(b) pictures a surface plasmon intensity distribution excited on
a thin silver film. The main difference resides in a tail in Figure 9(b) due to the surface
plasmon propagation [74]. The same method was applied to the influence of surface
corrugations on plasmon propagation [75]. It was shown that scattering by film imper-
fection causes non-negligible damping and thus a shortening of the plasmon mean free
path [76].
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Figure 9. (a) Image of evanescent field intensity of a total internally reflected beam on prism surface.
Scan range is 40 μm by 40 μm. (b) Image of the same field but with an additional 53 nm thick silver layer
deposited atop the prism surface. The exponentially decaying tail is due to surface plasmon propagation.
Inset: two-dimensional view of the image. From Ref. [74].

As already discussed above, the momentum mismatch between a free propagating
photon and a surface plasmon can be overcome by diffracting a light beam through a
subwavelength opening. The opening can take the form of holes in a thin silver film
[77] or can be a near-field aperture located at the end of an optical fiber [78]. The
field emitted by a sub-wavelength optical probe has a broad spatial spectrum. When
such a probe is placed in close vicinity of a thin metal film, the large wave vectors
(k||) fulfill the dispersion relation of surface plasmons and hence light can be coupled
to a collective electron oscillation on the metal surface. The obvious advantage of
this configuration is that surface plasmons are locally excited in a region of interest,
e.g. next to nanostructures on the film surface. In many experimental configurations
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Figure 10. Image of the field distribution above a chain of Au particles (100 nm by 100 nm by 40 nm)
acquired in collection mode. The field localization originated from particle-particle interactions. A
comparison with a numerical simulation (b) shows that the bright spots are not on top of the Au particles
(the surface projections of the particles correspond to the white squares). The intensity scale of
experimental data (a) is normalized to the one of the numerical calculation (b). From Ref. [81].

the radiative decay surface plasmons can be imaged at any point in time [78, 79].
This approach permitted the quantitative evaluation of basic surface plasmon optical
properties such as reflection and transmission coefficients [76, 80].

4.3.2. Plasmonic and Photonic Nanostructures

Surface plasmons are not only modes supported by thin metal films, but also by
small metal particles where the cause peculiar optical phenomenon. Optical responses
of individual particles are well understood and can be described accurately by Mie
theory. The properties of mutually interacting particles are, however, of great current
of interest, notably in the context of photonic crystals and biosensors. Photonic crystals
have the unique ability to inhibit light propagation at certain wavelengths, to bend light
without losses and to localize light in periodic, multidimensional arrangements. More
recently, non-radiative energy transfer between nanostructures attracted some interest
for the design of subwavelength optical devices. The mapping of the electromagnetic
field bound to such devices is important for the assessment of device functionality. As an
example, Figure 10 shows the field distribution surrounding a chain of gold nanopar-
ticles that was deposited atop a glass prism. The entire structure was illuminated in
total internal reflection. A glass fiber tip was used to locally probe the electromagnetic
field and to reveal that the field is localized near individual particles [81]. Further
investigations demonstrated propagation of light along heterogeneous optical nano-
waveguides for several microns as well as electromagnetic coupling between separated
telecommunications channels [82].
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Figure 11. Surface plasmon guiding along Au nanochannels formed by surface corrugation.
(a) Topographic image (30 μm by 30 μm) of the channels. (b–f ) Surface plasmon intensity maps recorded
with a glass fiber probe, excitation wavelengths: 713 nm, 750 nm, 785 nm, 815 nm, and 855 nm,
respectively. From Ref. [83].

Near-field studies of metal structures supporting surface plasmons have shown that
the plasmon field can be confined along a well-defined path such as line defect. Fur-
thermore, the transmission of such a path can be influenced by varying the excitation
wavelength. Figure 11 demonstrates this wavelength dependence for a series of gold
channels [83]. In this experiment, a surface plasmon was excited by total internal reflec-
tion. By artificially corrugated the metal surface, plasmon propagation can be inhibited,
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Figure 12. Field distribution along dielectric heterowires as measured with a glass tip. (a) Heterowire
parameters do not allow the field to propagate. (b) The wire parameters have been changed and the
field is transmitted for more than 10 μm. The black arrow shows the location of the micro-channel
conducting the light to the heterowire. The white arrow represents the propagation direction. From
Ref. [84].

and by leaving individual stripes uncorrugated plasmon waveguides are created. The
surface plasmon wavelength was varied and its near-field intensity distribution was
mapped out for each value of the wavelength. The image reveals important variations
in the channel transmission as well as in the overall field distribution as the wavelength
increases. Studies of this kind allow one to asses the propagation properties of surface
plasmons for use as potential information lines between nanodevices.

Mesoscopic dielectric structures are another class of planar photonic crystals. An
otherwise transparent reference medium is rendered opaque over some frequency
range o by modulating its dielectric properties. Resonant optical tunneling can give
rise to enhanced optical transfer through the medium, and near-field microscopy is an
important tool for characterizing such enhanced transmission. An example is depicted
in Figure 12, where two different heterowires composed of nanoscopic dielectric
structures are excited in the same way. The wire in Fig. 12(a) does not support effi-
cient propagation along the wire, whereas the wire in Fig. 12(b) exhibits enhanced
transmission over 10 micrometers [84].
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4.4. Nanolithography

Reducing the dimensions of structures and devices is one of the major achievements
of nanotechnology. An example of the constant efforts in down-scaling is the famous
Moore’s law. In its 1965 prediction, G. Moore foresaw that the number of transistors on
a silicon chip would increase by a factor two every second year. After nearly 40 years,
Moore’s vision still holds true today. However, optical projection lithography used to
produce high-volume integrated circuits will soon reach its limit. It is anticipated that
this technology will still be the workhorse through the 100 nm generation of devices,
mainly influenced by the emergence of a new wavelength standard (193 nm). For
features with smaller dimensions, a new generation of lithography will be required
[85]. A variety of nanofabrication techniques have been investigated in the recent
years as alternatives to classical optical projection lithography. Among them are nano-
imprint lithography [86], micro-contact printing [87], electron beam [88], X-ray [89]
and deep UV lithographies [90], atom manipulation [91], and finally near-field optical
photolithography.

The pioneering work of Betzig and coworkers showed the feasibility of using local-
ized fields created by a near-field probe to pattern a photoresist with sub-wavelength
resolution [92]. The idea was further developed by Krausch [93] and Smolyaninov [94].
100 nm size patterns, mostly composed of adjacent lines, were created on photoresist
and subsequently transferred onto a substrate. It was pointed out that the light-sensitive
polymer can also serve as a fingerprint for the field distribution near a the near-field
probe. Davy et al. carried out a systematic study of this effect [95].

Most of near-field lithography studies use an optical fiber probe prepared as described
in section 3.1. A line from an excimer or Argon laser is coupled to one end of the fiber.
The fiber is held at a few nanometers from the photosensitive polymer surface to ensure
that the evanescent components of the field interact with the substrate. The exposure
time of the resist is usually controlled by an acousto-opto modulator. The resist is either
developed to transfer the written patterns onto the substrate or analyzed directly after
exposure. The analysis consists of measuring the physical photo-deformation of the
surface by means of atomic force microscopy or shear-force microscopy.

The pattern size written with metal-coated fiber probes is so far limited between
60 to 100 nm. Lateral dimensions are influenced by (i) the diameter of the near-field
probe plays and (ii) by the exposure time. The latter defines the aspect ratio of a given
structure and careful investigations of the exposure dosage are necessary. Near-field
optical lithography can be fully exploited only if the thickness of the resist is thin
enough (comparable to exponential decay length of the evanescent waves) [96]. In
turn, it seems that the aspect ratio of a feature is limited to 4:1. An example of a
∼100 nm width photoimprinted pattern is depicted in Figure 13.

Near-field photolithography can also be accomplished by use of a metal tip that
locally enhances the electromagnetic field. Similar to some of experiments described
in the section on fluorescence and Raman microscopy, a suitably polarized laser beam
irradiates and excites electronic resonances that give rise to an enhanced field at the
extremity of the tip. Studies have shown that the confinement of the field can be
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Figure 13. Photodeformation of a sensitive polymer by the proximity of near-field probe. The line
widths are about 100 nm on the thinnest sections. From Ref. [95].

localized down to a few nanometers [97]. This confined field is then used to expose a
photosensitive resist [98, 99]. In a related approach consists the field enhancement at
a metal tip is combined with the nonlinear properties of photoresists. The probability
to create a two-photon absorption process in a material scales with the field intensity
squared. Therefore, by choosing appropriate pulse shape, energy, and duration, farfield
sub-diffraction patterning is possible [100]. The combination of local field enhance-
ment and nonlinear interactions is therefore very promising [101]. Preliminary results
showed features with size λ/10 (see Figure 14.).

Near-field patterning has been employed in various kinds of materials and substrates.
The enhanced field near a metal tip can be employed to pattern thin aluminum films
or to ablate parts of it [102]. Laser-induced thermal oxidation through local heating
of the metal film by the tip extremity triggers the formation of an aluminum oxide.
This nano-oxidation procedure generates patterns that act as electrically insulating
domains and can be used to design two-dimensional electrode patterns [103]. Another
interesting class of material suitable for nanopatterning is self-assembled monolayers
(SAMs). SAMs find important applications in interface science, where they are used
for cellular or protein attachment. Photopatterning of SAMs opens the possibility to
fabricate biomolecular structures. Well-defined chemical patterns were obtained with
sizes as small as 25 nm indicating the potential use of near-field optics in nanoscale
photo-chemical processes [104]. Another example where near-field optics is used
to induce material modification is ferroelectric surfaces. Patterns that show 60 nm
linewidths were produced using metal-coated optical fibers [105].

4.5. Semiconductors

The steady miniaturization and optimization of communication and information pro-
cessing devices requires ever-smaller semiconductor structures. The more conventional
top down approach involves machining of macroscopic samples down to nanometer
sizes using, for example, electron beam lithography. In the bottom-up approach, nanos-
tructures such as quantum dots are assembled to form larger assemblies. In both cases,
the resulting properties of the semiconductor are dominated by quantum effects and
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Figure 14. AFM images of two-photon produced line structures in SU-8 photoresist that was exposed
by the enhanced field of metal coated silicon cantilever. The farfield peak intensities were (a) 0.9 TW/cm2

and (b) 0.45 TW/cm2. Panel (c) shows a cross sectional view (height profile) along the dark vertical line in
(b), suggesting that two-photon apertureless near-field lithography can produce 72 nm ±10 nm features
using 790 nm light. The scale bars in (a) and (b) are 5 and 1 μm, respectively. From Ref. [101].

can be essentially different from those of the bulk material. For example, electronic
states of quantum dots are tuned through electron confinement. The development of
new devices can benefit from the high-spatial confinement of light achieved in nano-
optics. The method provides new insights into sample properties and can be used to
identify, distinguish and address single quantum systems and to study coupling effects
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of many quantum systems. The examples in this section illustrate the prospects and
versatility of nano-optical methods in the field of semiconductor research.

Photoluminescence is an important tool for the study electronic of devices because
it is nondestructive and nonintrusive. The optical and electronic properties of semi-
conductors are in fact intimately related: a quantum system exhibits quantized energy
states that are identified by discrete emission wavelength. Near-field photolumines-
cence spectra provide a wealth of information on the spatial distribution of quantized
features. In most investigations using near-field optics, charge carriers are photo-excited
by the proximity of a near-field probe. Owing to the versatility of the technique, a
probe is also able to locally detect sample luminescence. In the most advanced scheme,
excitation and detection of photoluminescence is performed with the same near-field
probe. This last scheme is usually employed for its relative simplicity of implementation
in a cryogenic environment.

Near-field studies of a semiconductor system involve typically two kinds of physical
measurements. In the first one, the excitation power is tuned to observe local band-
filling phenomena. Spectral lines acquired at low excitation energy are characteristic of
electron-hole recombinations of single exciton states whereas at higher powers biex-
citons or multiexcitons are excited [106]. The second type of measurement is aimed
at studying carrier diffusion by monitoring the spatial extent of the photolumines-
cence. This allows to assess the carrier confinement within a structure [107, 108].
An example of quasi one-dimensional excitons is depicted in Figure 15. The sample
consists of a GaAs quantum wire clad between two AlGaAs barriers. Each wire seg-
ment is terminated by a quantum dot, which is characterized by a red-shifted emission
from the quantum wire. The images represent a low-temperature photoluminescence
map of the structure for different detection energies corresponding to peaks measured
in farfield photoluminescence spectra. The spatial and spectral localization achieved
by near-field microscopy permitted the assignment the emission energy to particular
regions of the semiconductor structure.

The integration of devices made of different materials, i.e. heterostructures, is the
key to modern electronics and optoelectronic technologies. Characterization of such
structures is a major area of study in material science. Near-field techniques provide a
means to locally address the electro-optical properties of ordered regions, domains,
and dislocations [109, 110, 111, 112, 113]. Furthermore, the kinetic behavior of
the carriers can be determined by locally exciting photocurrent. The photocurrent
amplitude depends on the absorption length, the carrier diffusion constant, and carrier
lifetime, whereas the spatial dependence is mainly governed by the diffusion length of
the carriers [114, 115, 116].

Near-field techniques have also been successfully combined with time-resolved
measurements to determine the dynamics of different photophysical processes. Time-
resolved optical spectroscopy provides a wealth of information on the dynamic processes
of free carriers and excitons. Real space transfer, trapping, dephasing, scattering and
relaxation phenomena are of interest from the viewpoint of fundamental physics
and device applications. The combination of femtosecond pump-probe spectroscopy
and near-field optics provides direct insight into the spatio-temporal dynamic of
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Figure 15. Low temperature (10 K) near-field images of the luminescence from a coupled quantum
wire-quantum dot sample recorded at three different detection energies in an illumination/collection
geometry. (a) quantum well emission, (b) quantum wire photoluminescence, and (c) quantum dot
emission. From Ref. [108].

optical excitations in semiconductor structures. In these experiments, the pump and
probe beam are usually provided by an ultrafast laser system. The carriers are photo-
excited either in the farfield by the pump, and the change in absorption is measured
locally [117, 118], or vise versa [119, 120]. Pump and probe can also be provided by
the same aperture [121]. Without going into the details of these experiments, non-
equilibrium carrier dynamics in low-dimension systems are investigated with good
spatial (∼150 nm) and temporal resolution (∼200 fs).

5. PERSPECTIVES

Since the first experiment demonstrating sub-wavelength optical resolution, scanning
near-field optical microscopy provided scientists with the possibility to access optical
properties that were previously invisible. This unique capability triggered a rapid devel-
opment of the technique and brought together scientists from various fields ranging
from materials science to biology. Unfortunately, technical challenges are prevent-
ing near-field microscopy to be a routine characterization technique, as for example,
atomic force microscopy. The main limiting factor remains the reliable fabrication of
near-field probes. 20 years after the first realization, simple experimental factors such as
the optimum tip geometry and tip material need still to be defined. Hopefully, recent
advances in nanofabrication together with a better understanding of nanoscale optical
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phenomena will permit to overcome this technical barrier. Despite its limitations,
SNOM is used in various fields of sciences owing to its unique versatility. Depending
on the specific configuration, a near-field signal can be sensitive to the local electric
field, magnetic field, permittivity, chemical properties, or topography. The technique
is at the origin of fascinating scientific discoveries in the emerging field of nanoscience.
The instrument permitted breakthrough studies of individual molecules with unprece-
dented details (absorption moment orientation, lifetime and dynamical properties . . . ),
and opened the possibility to perform vibrational spectroscopy and chemical imaging
with optical resolutions down to 10 nm. It also allowed for the first time a direct
observation of surface plasmons and triggered advances in plasmonic and photonic
devices. There is simply no other means to map an electromagnetic field distribution
with nanoscale resolution. However, interesting questions are yet to be answered. How
far can we push resolution? Are we already facing fundamental limits (material skin
depth . . .) preventing? How will a near-field probe look like in 5 years? These questions
will be answered in the coming years and the time ahead will generate new insight into
nanoscale properties. In turns, near-field microscopy will be pushed from exploratory
nanoscience to a commercial nanotechnology.
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[45] C. Höppener, D. Molenda, H. Fuchs and A. Naber, J. Microcoscopy 210 (2003) 288.
[46] N. Hosaka and T. Saiki, J. Microscopy 202 (2000) 362.
[47] C. J. Bouwkamp, Rep. Phys. 5 (1950) 321.
[48] S. Nie and S. R. Emory, Science 275 (1997) 1102.
[49] E. J. Sanchez, L. Novotny and X. Xie, Phy. Rev. Lett. 82 (1999) 4014.
[50] T. Ha, Th. Enderle, D. F. Ogletree, D. S. Chemla, P. R. Selvin and S. Weiss, Proc. Natl. Aca. Sci. 93

(1996) 6264.
[51] G. T. Shubeita, S. K. Sekatsii, M. Chergui, M. Dietler and V. S. Letokhov, Appl. Phys. Lett. 74 (1999)

3453.
[52] S. A. Vickery and R. C. Dunn, Biophysis. J. 76 (1999) 1812.
[53] C. L. Jahncke, H. D. Hallen and M. A. Paesler, J. Raman Spectrosc. 27 (1996) 579.
[54] J. Prikulis, K. V. G. K. Murty, H. Olin and M. Käll, J. Microscopy 210 (2003) 269.
[55] P. G. Gucciardi, S. Trusso, C. Vasi, S. Patanè and M. Allegrini, J. Microscopy 209 (2003) 228.
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Springer-Verlag, Berlin (1988).
[69] For a review see W. L. Barnes, A. Dereux and T. W. Ebessen, Nature 424 (2003) 824.
[70] A. Otto, Z. Angew. Phys. 27 (1968) 207.
[71] E. Kretschmann and H. Raether, Z. Naturforsch. 23a (1968) 2135.
[72] H. Diltbacher, J. R. Krenn, N. Fleidj, B. Lamprecht, C. Schider, M. Salermo, A. Leitner and

F. R. Aussenegg, Appl. Phys. Lett. 80 (2002) 404.
[73] B. Hecht, H. Bielefeldt, L. Novotny, Y. Inouye and D. W. Pohl, Phys. Rev. Lett. 77 (1996) 1889.
[74] P. Dawson, F. de Fornel and J.-P. Goudennet, Phys. Rev. Lett 72 (1994) 2927.
[75] I. I. Smolyaninov, D. L. Mazzoni, J. Mait and C. C. Davis, Phys. Rev. B. 56 (1997) 1601.
[76] A. Bouhelier, Th. Huser, H. Tamaru, H.-J. Güntherodt, D. W. Pohl, F. Baida and D. Van Labeke,

Phys. Rev. B. 63 (2001) 155404.



2. Scanning Near-Field Optical Microscopy in Nanosciences 53
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3. SCANNING TUNNELING MICROSCOPY

JIN-FENG JIA, WEI-SHENG YANG, AND QI-KUN XUE

1. BASIC PRINCIPLES OF SCANNING TUNNELING MICROSCOPY

In spite of its conceptually simple operation principle, scanning tunneling microscope
(STM) can resolve local electronic structures on an atomic scale in real space on virtually
any kind of conducting solid surface under various environments, with little damage
or interference to the sample [1]. It has been invented for more than 20 years. Over the
years, the STM has been proved to be an extremely versatile and powerful technique
for many disciplines in condensed matter physics, chemistry, material science, and
biology. In addition, STM can be used as a nano-tool for nano-scale fabrication,
manipulation of individual atoms and molecules, and for building nanometer scale
devices one atom/molecule at a time.

STM was originally developed to image the topography of surfaces by Binnig and
Rohrer in 1982 [1]. For this great invention, they were awarded the Nobel Prize in
Physics in 1986. The principle of STM is very simple, in which electron tunneling is
used as the mechanism to probe a surface. In the following, in order to understand the
operation principle of STM, we first give a brief introduction to the electron tunneling
phenomenon.

1.1. Electronic Tunneling

Tunneling phenomena have been studied for long time and can be well understood
in terms of quantum theory. As shown in Fig. 1, considering an one-dimensional
vacuum barrier between two electrodes (the sample and the tip) and assuming their
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Figure 1. A one dimensional barrier between two metal electrodes. A bias voltage of V is applied
between the electrodes.

work functions to be the same and thus the barrier height to be �, if a bias voltage of
V is applied between the two electrodes with a barrier width d, according to quantum
theory under first-order perturbation [2], the tunneling current is

I = 2πe
h-
∑
μ,ν

f (Eμ)[1 − f (Eν + e V )]|Mμν |2 δ(Eμ − Eν ), (1)

where f (E ) is the Fermi function, Mμν is the tunneling matrix element between states
ψμ and ψν of the respective electrodes, Eμ and Eν are the energies of ψμ and ψν ,
respectively. Under assumptions of small voltage and low temperature, the above for-
mula can be simplified to

I = 2π

h-
e 2V

∑
μ,ν

|Mμν |2 δ(Eν − EF )δ(Eμ − EF ). (2)

Bardeen [2] showed that under certain assumptions, the tunneling matrix element can
be expressed as

Mμν = h-2

2m

∫
dS

⇀ · (ψμ
∗∇⇀ ψν − ψν

∗∇⇀ ψμ), (3)

where the integral is over all the surfaces surrounding the barrier region. To estimate
the magnitude of Mμν , the wave function of the sample ψν can be expanded in the
generalized plane-wave form

ψν = �−1/2
s

∑
G

aG exp
[
(k2 + |k⇀G|2)1/2z

]
exp(i k

⇀

G · x⇀), (4)

where �s is the volume of the sample, k = h-−1(2mφ)1/2 is the decay rate, φ is the
work function, k

⇀

G = k
⇀

|| + G
⇀

, k
⇀

|| is the surface component of Bloch vector, and G
⇀

is
the surface reciprocal vector.

To calculate the tunneling current, it is necessary to know the tip wave function.
Unfortunately, the actual atomic structure of the tip is unknown and, moreover, it is
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Figure 2. An ideal model for STM tip. The cusp of the tip is assumed to be a sphere with radius of R,
the distance from the sample is d, the position of the center of the sphere is r⇀0 (From Ref. 3).

very difficult to calculate the tip wave function due to its very low symmetry. However,
for the tip we may adopt the reasonable model shown in Fig. 2, which was used by
Tersoff et al. [3] to describe an ideal tip, and then the wave function of the tip is

ψμ = �
−1/2
t c t kRe kR(k|r⇀ − r⇀0|)−1e−k|r⇀−r⇀0|, (5)

where �t is the volume of the tip, c t is a constant determined by the sharpness of the
tip and its electronic structure. For simplicity, only the s-wave function of the tip is
used in the calculation. Because of

(kr⇀ )−1e−k�r =
∫

d 2qb (q⇀ ) exp
[
−(k2 + q 2)

1/2|z|
]

exp(iq⇀ · x⇀ ), (6)

b (q ) = (2π )−1k−2(1 + q 2/k2)−1/2, (7)

substituting these wave functions to Eq. (3), we obtain

Mμν = h-2

2m
4πk−1�

−1/2
t kRe kRψν (r⇀0), (8)

where r⇀0 is the position of the cusp center. Substitute Eq. (8) to Eq. (2), we obtain

I = 32π3h-−1e 2Vφ2 Dt (EF )R2k−4e 2kR
∑

ν

|ψν (r 0)|2 δ(Eν − EF ), (9)

where Dt (EF ) is the density of states at the Fermi level for the tip. Substituting the
typical values for metals in Eq. (9), the tunneling current is obtained

I ∝ V Dt (EF )e 2kRρ(r 0, EF ), (10)

ρ(r 0, EF ) =
∑

|ψν (r 0) |2δ(Eν − EF ), (11)

Thus, the STM with an s-wave tip would simply measure ρ(r 0, EF ), which is the
local density of states (DOS) at the Fermi level EF and at a position r 0, the curvature
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Figure 3. Operation principle of the STM (not to scale). Piezodrives PX and PY scan the metal tip over
the surface. The control unit (CU) applies the necessary voltage Vp to piezodrive PZ to maintain constant
tunnel current JT at bias voltage VT. The broken line indicates the z displacement in a scan over a surface
step (A) and a chemical inhomogeneity (B). (From Ref. 1)

center of the effective tip. Tersoff et al. [3] also discussed the contribution of the tip
wave function components of higher angular momentum, and found that these just
made little difference for typical STM images. So, what the STM measures is only the
property of the surface.

Because |ψν (r⇀0)|2 ∝ e−2k(R+d ), thus I ∝ e−2kd . This means that the tunneling cur-
rent depends on the tunneling gap distance d very sensitively. In the typical case, the
tunneling current would change one order while the gap distance changes only 1 Å.
This accounts for extremely high vertical resolution of 0.1 Å of STM.

1.2. Scanning Tunneling Microscope

In March 1981, Binnig, Rohrer, Gerber and Weibel at the IBM Zürich Research
Laboratory successfully combined vacuum tunneling with scanning capability, and
developed the first STM in the world [1]. The basic idea behind STM is illustrated in
Fig. 3. A sharp metal tip is fixed on the top of a pizeodrive (PZ) to control the height
of the tip above a surface. When the tip is brought close enough to the sample surface,
electrons can tunnel through the vacuum barrier between tip and sample. Applying a
bias voltage on the sample, a tunneling current can be measured through the tip, which
is extremely sensitive to the distance between the tip and the surface as discussed above.
Another two pizeodrives (PX and PY) are used to scan the tip in two lateral dimensions.
A feedback controller is employed to adjust the height of the tip to keep the tunneling
current constant. During the tip scanning on the surface, the height of the tip (the
voltage supplied to PZ pizeodrive) is recorded as an STM image, which represents the
topograph of the surface. This operation mode of STM is called “constant current”
mode.
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Constant current mode is mostly used in STM topograph imaging. It is safe to use
the mode on rough surfaces since the distance between the tip and sample is adjusted
by the feedback circuit.

On a smooth surface, it is also possible to keep the tip height constant above the
surface, then, the variation of the tunneling current reflects the small atomic corruga-
tion of the surface. This “constant height” mode has no fundamental difference to the
“constant current” mode. However, the tip could be crashed if the surface corrugation
is big. On the other hand, the STM can scan very fast in this mode for research of
surface dynamic processes.

To achieve the atomic resolution, there are many requirements in STM design
and instrumentation, e.g., vibration isolation, scanning devices, positioning devices,
electronic controller system etc. The details about STM design and instrumentation
can be found in many review books [4–6] and will not be discussed here.

STM is so powerful that numerous researches have been done in various scientific
areas since its invention. In the following sections, some representative and important
applications of STM will be shown and discussed. According to the main functions of
STM, the applications can be classified into three parts, e.g., surface imaging, tunneling
spectroscopy, and tip manipulation. In the last part, the current development in STM
will also be introduced.

2. SURFACE STRUCTURE DETERMINATION BY SCANNING
TUNNELING MICROSCOPY

As a microscope, STM can provide very high resolution images in real-space. These
images can be used to investigate surface structures, and also surface or even subsurface
atomic dynamic processes.

Before the STM was invented, surface structures were very difficult to be determined
by conventional surface analysis techniques, such as low-energy electron diffraction
(LEED), reflected high-energy electron diffraction (RHEED) and X-ray diffraction
etc. Besides, these traditional techniques focus essentially only on average or collective
properties. The ability to reveal the local surface atomic structure in real space make the
STM very fruitful in the field of surface science, especially for structure determination.

2.1. Semiconductor Surfaces

2.1.1. Element Semiconductors

Silicon is the most important material in semiconductor industry. The 7 × 7
reconstruction of the Si(111) surface was first observed by Schlier and Farnsworth
[7] with LEED in 1959. After then, all surface sensitive techniques have been used to
determine its atomic structure, and a lot of models have been proposed to understand
this complicated surface. Due to its large unit cell (49 times of the bulk unit cell), to
determine its structure was a great challenge for traditional methods.

The first atomically resolved STM image of this surface was obtained by Binnig
et al. in 1982, which marks a breakthrough in the study of Si(111)7 × 7 and also in the
development of STM itself [1], because it was also the first atomically resolved image



60 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

Figure 4. Atomically resolved STM images of the Si(111)7 × 7 surface. Bias voltage: +0.5 V (left),
−0.5 V (right). A unit cell is outlined in the images, the size of the unit cell is 2.7 nm × 2.7 nm.

provided by STM. From then, the surface has been extensively studied with STM. As
shown in Fig. 4, the STM images of Si(111)7 × 7 reveal 12 protrusions in each unit cell,
and the negative biased STM image clearly shows the inequivalence between the ada-
toms in the two halves of a unit cell. And also, there is a corner hole in each unit
cell. The information immediately helped to rule out many models proposed at that
time.

The structure was finally determined by Takayanagi et al. in 1985 [8] on the basis of
transmission electron diffraction data. The dimer-adatom-stacking-fault (DAS) model
proposed by Takayanagi et al. is shown in Fig. 5. In the DAS model a 7 × 7 unit cell
consists of 12 adatoms, 9 dimers, 6 rest atoms, and a corner hole. The atomic layers
in the right triangle (or half) of the unit cell are stacked regularly and thus this half is
called as unfaulted half unit cell (UFHUC), while the left half contains a stacking-fault
and thus is called as fault half unit cell (FHUC), see Fig. 5(b).

For the truncated Si(111)1 × 1 surface, each surface Si atom has a dangling bond,
which contribute significantly to the total surface energy. To reduce the total surface
energy, the surface reconstructs to 7 × 7 and the number of dangling bond decrease
from 49 to 19 per unit cell. In the DAS model, each adatom reduces 2 dangling
bonds by saturating 3 dangling bonds and leading to a single dangling bond due to the
fourfold coordination of Si atom. The other 7 dangling bonds are located on the 6 rest
atoms and the atom at the bottom of the corner hole. The DAS model can explain
the images very well. Since the dangling bonds on the adatom are partially filled,
each adatom is imaged as a bright protrusion at both positive and negative biases. The
inequivalence between the adatoms in two different triangles in the negatively biased
STM images can be explained by the slight electronic difference caused by the stacking-
fault.

In many cases, STM could not be used solely to determine surface structure since
it probes only the structural information of the topmost surface layer. Moreover, it
generally lacks chemical specificity. Below, we can see that the mixed topographic and
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Figure 5. Top (a) and side (b) views of the dimer-adatom-stacking-fault (DAS) model of the Si(111)7 × 7
surface. The large striped circles designate the adatoms, the large solid circles designate the rest atoms, the
large and small open circles the Si atoms in the 2nd and 3rd bilayers, and the small solid circles the atoms in
4th and 5th bilayer, respectively. (Proposed by Takayanagi et al.)

electronic features cause difficulties to determine atomic structures by STM. For this
purpose, it is very important to combine STM with other relative techniques.

2.1.2. Compound Semiconductors

GaAs is a very important compound semiconductor since many electronic and op-
toelectronic devices are made of it. Because of its zincblend crystal structure with a
tetrahedral coordination in the bulk, the polar GaAs(001) surface could be terminated
with either As or Ga atoms. As a function of growth temperature, As/Ga flux ratio
and preparation conditions, the (001) surface displays a number of reconstructions,
starting with the most As-rich phase which has a c(4 × 4) symmetry, through the
2 × 4/c(2 × 8), 2 × 6, 4 × 6, ending with the 4 × 2/c(8 × 2) Ga-stabilized phase.

Among them, the As-rich 2 × 4 phases are the most important structures commonly
used in the technological applications. It is generally accepted that the top layer of the
As-rich 2 × 4 phase consists of As dimers [9]. Farrell and Palmstron analyzed their
experimental results for the 2 × 4 phase and classified them into three (α, β, and γ )
phases depending on the RHEED spot intensities [10]. According to different exper-
iments, many structure models were proposed for each phase [11, 12]. Four different
models are shown in Fig. 6. To solve the controversy, Hashizume et al. performed a
comprehensive study on the surface with STM and RHEED [13, 14]. The typical
STM images together with atomic resolved zoom-in images and line profiles along
[110] direction are shown in Fig. 7. From the atomic resolved STM images, they
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Figure 6. Four structure models proposed for the GaAs(001) 2 × 4 reconstruction. Filled (open) circles
denote As (Ga) atoms. (From Ref. 13)

Figure 7. Typical STM images (800 Å × 800 Å) of the (A) α, (B) β and (C) γ phases together with the
zoom-in images and line profiles along [110] direction of the GaAs(001) 2 × 4 reconstruction. (From
Ref. 13)
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Figure 8. (a) Atomic resolution filled state STM image of the GaAs(001) 4 × 2 phase. (b) The
Ga-dimer-model for 4 × 2 phase. (c) The charge distributions of the local density of the states calculated
based on the Ga-model in (b) at 0.9 Å above the first layer Ga-dimer position for the 76 (LUMO), 75th
(HOMO) and 71st bands. (From Ref. 15)

concluded that the outermost surface layer of the unit cell of the 2 × 4 α, β, and
γ phases all consists of two As dimers and that the α and β phases are different
in the atomic arrangements of the second and third layers exposed by the dimer
vacancy rows. The γ phase is the less ordered β phase with “open areas” exposing
the underneath disordered c(4 × 4) phase. To fully understand the structures of the
α, β, and γ phases, the RHEED spot intensities for the possible 2 × 4 models were
calculated using the dynamical theory. According to the calculations, they proposed a
unified model: the two As-dimer model by Chadi [11] (Fig. 6a) for the most stable
β phase, and the two As-dimer model incorporated with the relaxation of the second
layer Ga atoms proposed by Northrup and Froyen [12] (Fig. 6c) for α phase, while the
γ phases is the locally ordered β phase with the disordered c(4 × 4) unit in the open
area [13].

For the GaAs(001) Ga-rich 4 × 2/c(2 × 8) and 4 × 6 phases, Xue et al. performed
a systematical investigation with an MBE-STM system [15]. Fig. 8 shows the high-
resolution filled-state STM images of the 4 × 2 surface. The 4 × 2 unit cells are high-
lighted in the STM images. In the filled state image, a pair of rows separated by 5.1 Å
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along the [−110] direction is observed, whereas the row itself is a chain of bright
protrusions separated by 4 Å along the [110] direction. A new finding here is faintly
imaged features which are located in the outskirt of the paired row. The weak features
always couple together to form a pair-like structure in parallel to the bright rows. The
separation between the neighboring pair-like features along the [110] direction was
determined to be 8 Å, resulting in the 4 × 2 symmetry. The out-of phase arrangement
of the 4 × 2 sub-unit gives rise to the c(8 × 2) symmetry.

Several models have been proposed for this phase, however, none of them can explain
the observed STM images straightforwardly since the overlapping first layer Ga and the
second layer As orbits are both accessible to the STM in the range of applied negative
bias voltage to the sample and the STM is probing the local density of states near the
Fermi level, not merely the surface geometry [15]. In order to resolve this discrepancy,
first-principles total energy calculations of the surface charge density distribution based
on the Ga-bilayer model (see Fig. 8(b)) have been performed. The calculated results
are shown in Fig. 8(c). Under the filled states STM imaging condition at −1.8 V,
it is found that all local densities of the states between the 71st and the 76th bands
contribute to the tunneling current to form the STM image [Fig. 8(a)]. Because of the
smaller potential barrier height for tunneling from the 75th band, the 75th HOMO
makes the most significant contribution to the tunneling together with contributions
from the overlapping 74th, 73rd and 72nd bands with the decreasing contribution,
all of which are basically imaging of the second layer As atoms as individual brighter
protrusions. On the other hand, the contribution for the top layer Ga dimer becomes
only appreciable down at the 71st band at the middle of the Ga dimer. Thus, the
top layer Ga dimer is observed as single faint hump (instead of pair-like feature) even
though they are located in the top layer. Thus, the calculated results agree with the
STM observation well.

Very recently, this surface was studied by theory and other techniques. A different
model (called as ζ (4 × 2)) was proposed by Lee, Moritz, and Scheffler, as shown in
Fig. 8(d) [16]. This model well explains the STM images, particularly the empty state
image. Later, more theories and experiments support this model [17]. But, regarding
to the significant rearrangement of the surface atoms, more evidences are needed to
justify the model.

The Ga-rich 4 × 6 phase can be obtained by a higher Ga flux ratio in migration
enhanced epitaxy or annealing the 2 × 6 phase for longer time (>15 mins) [15]. An
atomic resolved STM image of 4 × 6 reconstruction is shown in Fig. 9, which is
uniquely characterized by the array of large oval protrusions regularly located at each
corner of the unit cell. The oval features are ∼0.1 Å higher than the Ga dimers. By com-
pared the image with the Fig. 8, it was concluded that the pair of bright rows running in
the [110] direction in Fig. 9 is the first layer Ga-dimers, instead of second layer As atoms,
unlike in the case of 4 × 2 phase. The large bright oval features occupy the middle of
the As rows, by overlapping with them. In Fig. 9, every individual Ga dimer is clearly
resolved. Such high contrast imaging of the Ga dimers is likely due to charge transfer
from the oval protrusions to the Ga dimers. After careful analysis, Xue et al. concluded
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Figure 8. (d) Top views (upper row) and side views (lower row) of the ζ (4 × 2) structure of Ga-rich
GaAs(001)-4 × 2 surface. Solid spheres denote Ga atoms and open spheres As atoms. The sphere sizes re
flect the distance from the surface. Dimer bonds are marked by thicker lines. (From Ref. 16)

Figure 9. Atomic resolved STM image of GaAs(001) 4 × 6 surface obtained with Vb = −1.8 V and
It = 40 pA. (From Ref. 15)
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Figure 10. Filled states STM images showing (a) 2 × 2 phase (at −3.0 V), (b) 4 × 4 phase (at −2.8 V).
The red arrow in (a) depicts a missing 2 × spot which transfers the 2 × 2 into the 4 × 4 structure. (From
Ref. 21)

that the Ga-rich 4 × 6 phase accommodates the periodic array of Ga clusters at the
4 × 6 unit corner on top of the 4 × 2 phase. Further theoretical study does not seem to
support the model, and thus the nature of the big oval protrusion keep unresolved
[17].

Wide band-gap III–V nitrides (Ga/In/Al/N) have attracted much interest because
of their enormous applications in short wavelength optoelectronic devices [18–21].
Absence of reversion symmetric center in hexagonal GaN crystal gives rise to a freedom
in its thin film polarity; the (0001) polar surface terminated with a Ga-N bilayer
known as the Ga polarity and the (0001̄) polar surface terminated with a N-Ga bilayer
known as the N polarity [20]. As the present device application depends on controlled
heteroepitaxy of the GaN thin film, which is essentially a surface process, complete
knowledge of the surface atomic structure is highly desirable. A study of its surface
reconstructions is also of great interest since GaN, a special case of the III–V compound
semiconductors, is made up of the species possessing large differences in atom radius,
electronegativity, and cohesive energy, and contains both covalent and ionic bonds.
GaN is also the only III–V that crystallizes in the hexagonal form [21].

The 2 × 2 and 4 × 4 reconstructions of the Ga-polar GaN(0001) surface have been
studied with STM first by Xue et al. [21] A typical filled state STM image of the
2 × 2 phase is shown in Fig. 10(a). The 2 × 2 symmetry is evident by a regular array of
bright spots separated by 6.4 Å along both the close-packing directions. The Ga-adatom
model and the Ga-vacancy model are proposed for this reconstruction. However, the
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Figure 11. Surface charge density distribution calculated for (a) 2 × 2 Ga-vacancy, (b) 2 × 2 Ga-adatom,
and (c) 4 × 4 Ga-adatom models. The local density of states is integrated from the valence bands covering
about 2 eV below the highest occupied molecular orbital band, which is cut at 1.3 Å above the outermost
surface layer. (From Ref. 21)

correct model cannot be established solely by the STM images. First-principles total-
energy calculations again are carried out to resolve this problem [21]. In the charge
density calculation, the charge is a sum of valence bands covering a range of about
2 eV below the highest occupied molecular orbital and is a reasonable approach to
the STM data (∼3 eV). An excellent agreement is obtained for the Ga-adatom model
[Fig. 11(b)]. On the other hand, despite an expected coupling of the 2p orbits of three
threefold coordinated N atoms in the (0001) basal plane, the charge distributions of
the Ga-vacancy structure are split spatially [Fig. 11(a)], and do not agree with the
experiment.

As for the 4 × 4 phase [Fig. 10(b)], some individual 4 × 4 units are observed due to
missing spots from the 2 × 2 phase [as indicated by the arrow in Fig. 10(a)]. During
annealing from 200 to 300 ◦C, the 2 × 2 and 4 × 4 phases always coexist. The change
to the 4 × 4 phase with increasing temperature, which results in Ga atom/adatom loss,
suggests that the 4 × 4 forms by the Ga desorption from the 2 × 2 surface. A missing
adatom model is proposed for the 4 × 4 and investigated it theoretically [Fig. 11(c)].
The agreement between the experiment and theory is excellent [Figs. 10(b) and 11(c)].
Despite this, a model for the 4 × 4 reconstruction containing three As adatoms and one
Ga adatom per 4 × 4 cell is present in [22]. Therefore, the correct model for Ga-polar
GaN(0001) 4 × 4 structure is still under dispute.

Reconstructions of 2 × 2, 5 × 5, 6 × 4 and pseudo-1 × 1 appeared on Ga-polar
GaN(0001) surface were reported by Smith et al. [23, 24]. It indicates that the
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Figure 12. Atomic resolution STM image of pseudo-1 × 1 reconstruction (at −0.25 V) (From Ref. 23)

morphology of GaN(0001) surface will vary with different Ga concentration and
substrate temperature. In previous study [23, 24], they showed from total energy cal-
culations that both 2 × 2 N-adatom in H3 site model and 2 × 2 Ga-adatom in T4 site
model are more stable where Ga and N adatoms are proposed to bond to three un-
derlying Ga atoms in the Ga terminated Ga-N bilayer. Since the 2 × 2 reconstruction
can be obtained by nitriding Ga-polar surface at about 600 ◦C, they proposed that this
reconstruction may be composed of N atoms. Later, they poined out that the 2 × 2
reconstruction results from unintentional contamination of As [25].

Under Ga-rich condition the most stable phase is pseudo-1 × 1 structure, which
shows sideband in RHEED pattern and satellite spots in LEED pattern. Pseudo-1 × 1
structure can be obtained either by terminating GaN growth and cooling under 350 ◦C,
or by depositing 2 ∼ 3 ML Ga on the Ga-polar surface and annealing for a period of
time. A laterally contracted Ga bilayer model is proposed by Northrup et al. [26].
Due to the satellite spots in LEED pattern Ga atoms in pseudo-1 × 1 Ga-bilayer are
proposed to experience a rapid moving process. Therefore, the STM image of pseudo-
1 × 1 reconstruction is a time-average result which probably indicates the underlying
corrugation of GaN(0001) substrate (see Fig. 12).

The 5 × 5 reconstruction can be obtained by the following process: first anneal-
ing pseudo-1 × 1 phase at 750 ◦C, then depositing 1/2 ML Ga and reannealing at
700 ◦C. The 6 × 4 reconstruction is obtained by depositing 1/2 ML Ga on the 5 × 5
reconstruction and annealing at 700 ◦C. The 5 × 5 reconstruction and the row-like
6 × 4 reconstruction both depend on the bias voltage as seen in Fig. 13, which were
suggested to be semiconducting. For the 5 × 5 reconstruction a structure model that
contains Ga adatom in T4 site, N adatom in H3 site and Ga vacancies has been
proposed [24].



3. Scanning Tunneling Microscopy 69

Figure 13. Dual bias images of the 5 × 5 and 6 × 4 reconstructions. The average height difference
between the two reconstructions is 0.3 Å for empty states (+1.0 V sample voltage) shown in (a) and
0.4 Å for filled states (−1.0 V sample voltage) shown in (b), with the 5 × 5 being higher in each case. In
both images, the total gray scale range is about 1.3 Å. (From Ref. 24)

The adsorption behavior of Ga on Ga-polar GaN(0001) was studied by specu-
lar RHEED intensity analysis. It demonstrates that the Ga coverage on GaN(0001)
surface during homoepitaxial growth is a function of the Ga flux and the substrate
temperature. They divided Ga absorption process into three regions according to the
Ga coverage that is flux dependent. The Ga coverage is increased with Ga flux less than
0.20 ML/s. When Ga flux is between 0.20 ML/s and 0.72 Ml/s, the Ga coverage is
almost unchangeable. If Ga flux is larger than 0.72 ML/s, Ga droplets form and there
will be no finite equilibrium Ga coverage under higher Ga flux. Thus, the transition
fluxes vary exponentially with the substrate temperature [27, 28].

Reconstructions of the N-polar GaN(0001) were investigated by STM first by Smith
et al. [29]. They observed four reconstructions: 1 × 1, 3 × 3, 6 × 6, and c(6 × 12).
The 3 × 3, 6 × 6 and c(6 × 12) reconstructions can be obtained by depositing sub-
monolayer Ga atoms on the 1 × 1 structure. The STM images of these reconstructions
are shown in Fig. 14. The 1 × 1 reconstruction appears to be hexagonal which has the
same lattice to that of GaN. The 3 × 3 reconstruction also shows similar hexagonal
arrangement. The 6 × 6 reconstruction displays a ring-like structure. Each ring has
threefold symmetry with lobes from three neighboring rings coming close together,
which results in two different height “holes” around the rings. The row-like c(6 × 12)
reconstruction shows a bias-dependent characteristic, which is different from other
reconstructions.

They have proposed the structure models of 1 × 1 and 3 × 3 reconstructions as
shown in Fig. 15. The 1 × 1 reconstruction is suggested to contain 1ML Ga atoms
bonded to the top N atoms in the N-terminated GaN bilayer. For the 3 × 3 recon-
struction, the Ga adatoms are supposed to bond on top of the 1 × 1 Ga adlayer.
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Figure 14. STM images of the N-polar GaN(0001) surface displaying (a) mixed reconstructions, with
dislocation near center of image, (b) 1 × 1, (c) 3 × 3, (d) 6 × 6, and (e) c(6 × 12) reconstructions. Sample
bias voltages are +1.0, −0.75, −0.1, +1.5, and +1.0 V, respectively. Tunnel currents are in the range
0.03—0.11 nA. Gray scale ranges are 4.2, 0.17, 0.88, 1.33, and 1.11 Å, respectively. Unit cells are
indicated with edges along <1120> directions. (From Ref. 29)

2.1.3. Metal Adsorption on Semiconductors—In Nanoclusters

In the last decade, fabrication and understanding of nanoclusters have become one of
the most exciting areas of research. This is driven by their great potential applications in
technology and scientific importance to bridge our understanding between molecular
and condensed matter physics. Recently, Xue’s group explored a method of surface-
mediated magic clustering and successfully fabricated the artificial cluster crystals,
i.e., the periodical array of identical nanoclusters by using the ordered reconstructed
semiconductor surface-the Si(111)-7 × 7 as a template [30–32].

The STM image of periodical In nanocluster array on Si(111)7 × 7 is shown in
Fig. 16(a). All In nanoclusters are completely identical and also in a perfect ordering
since In clusters only occupy the FHUC of Si(111)-7 × 7. The atomic resolution STM
images of the In clusters at different sample biases (+0.5 V, +0.3 V and –0.3 V) are
shown in Fig. 16(b)–(d), respectively. In the empty state images, the In clusters appear
as hollow-centered six-spot equilateral triangles with a distance between the spots of
∼5.0 ± 0.5 Å, which is much larger than the surface lattice constant 3.84 Å of the
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Figure 15. Schematic view of the structures for the (a) 1 × 1 Ga adlayer and (b) 3 × 3 adatom-on-
adlayer reconstructions of GaN(0001). For the 3 × 3 structure, the lateral (in-plane) displacement of the
adlayer atoms bonded to the Ga adatom is 0.51 Å away from the adatom. All other lateral or vertical
displacements of the adlayer atoms are less than 0.1 Å. (From Ref. 29)

Figure 16. (a) STM image of a periodical In nanocluster array. (b–d) Atomic resolved STM images of In
nanoclusters at different bias voltages, showing a pronounced bias voltage dependence of the observed
images. (From Ref. 30)
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Figure 17. (a) The DAS model of Si(111)-7 × 7 surface. The FHUC is to the upper-right corner. The
sites relevant to the discussion are indicated as R1–R3 for Si rest atoms and A1–A6 for Si adatoms. The
yellow balls are Si atoms in the substrate, the blue balls are Si adatoms, and the red balls are Si rest atoms.
(b) and (c) The STM images of the In clusters recorded at sample bias voltages of +0.6 V and –0.3 V,
respectively. (d) Top view of the calculated atomic structure of the six-In cluster on Si(111)-7 × 7. The
dark blue balls are In atoms. The calculated STM images are shown in (e) (for positive bias +0.6 V) and
(f ) (for negative bias at –0.3 V with respect to the Fermi energy) for the atomic structure in (d). The color
code indicates the height of the images: dark blue being low and red being high. At typical experimental
tip height of about 1 nm above the surface, only the most protruding features can be seen.

Si(111)-1 × 1 and the In-In nearest neighbor distance 3.25 Å. The triangular pattern
is quite unusual in terms of normal close-packed structures observed previously. In the
filled state images, however, the six-spot equilateral triangles disappear completely and
the most protrusive features are the corner adatoms. The strong bias dependence of the
images makes it very difficult to deduce the atomic structure of In clusters although it
can be concluded that there are six In atoms in each cluster [30].

First-principles total energy calculations are employed to solve the problem. After
optimization, the model in Fig. 17(d) is obtained. In this model, the six threefold-
coordinated In atoms form a triangle [Fig. 17(d)]. For those In atoms at the corners
of the triangle, the bond lengths are 2.57 Å, 2.64 Å, and 2.64 Å, whereas the bond
angles are 113◦, 113◦, and 88◦, respectively. For those In atoms on the edges, the
bond lengths are 2.67 Å, 2.60 Å, and 2.60 Å, whereas the bond angles are 113◦, 116◦

and 116◦, respectively. Angles larger than the 109.5◦-tetrahedral angle are preferential
as threefold In prefers planar 120◦ bond angles. Both the three Si adatoms [A1–A3
in Fig. 17(a)] and the three Si rest atoms [R1–R3 in Fig. 17(a)] become fourfold
coordinated. Noticeably, Si adatoms A1–A3 are displaced towards the triangle center
considerably, which strengthens their bonds with the substrate atoms by resuming the
109.5◦-tetrahedral angles. Each Si adatom has two 80◦, one 83◦, and three close-to-
tetrahedral angles. Thus, by displacing Si adatoms not only can the perceived steric
strain be avoided, but also the displaced Si adatoms serve as the “missing” links between
the otherwise loosely packed In atoms. The calculation also shows that an In cluster
on the UFHUC is 0.1 eV/cluster higher in energy than that on the FHUC, which
also agrees with the experimental result that most In clusters occupy the FHUC of
Si(1110-7 × 7) preferentially.
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The calculated STM images in Fig. 17(e) and (f ) are in remarkable qualitative
agreement with experiment [Fig. 17(b) and (c)]. Interestingly, in the empty state image
[Fig. 17(e)], the three brightest spots are from the lowest In atoms, which are 0.6 Å
lower than Si A1–A3 with an average bond angle of 105◦ (thus sp3-like). The three
second-brightest spots are from the other In atoms, which are 0.3 Å lower than Si
A1–A3 with an average bond angle of 115◦ (thus sp2-like). Si adatoms A1–A3 are
almost invisible, as they do not involve any dangling bond. Another striking feature
in Fig. 17(c) is the disappearance of the six-In triangle spots under small reverse bias,
whereas the three Si corner adatom spots (A4–A6) become significantly brighter. The
calculation reveals that this change is not due to In diffusion but has an electronic
origin. The calculated density of states reveals a 0.33 eV band gap 0.2 eV below the
Fermi energy (EF). States below the gap have mainly the Si/In bonding character.
States above the gap but below EF have mainly the dangling-bond character and are
predominantly on Si A4–A6. The In dangling bond states are found to be above EF

thus can only be seen in the empty state image.
This application also demonstrates that STM combined with first-principles total

energy calculations is a very powerful method to determine the atomic structure of
surfaces with/without adsorbates. The atomic structures of Al and Ga nanoclusters
have also been determined by this method [31, 32]. Some other metal (including alkali
metals) clusterss were also fabricated this way [33].

2.2. Metal Surfaces

2.2.1. Metal Surfaces

Metal surfaces had been studied for more than two decades before STM was invented.
In 1982, the Au(110)-2 × 1 surface was first imaged with STM by Binnig et al. [34].
This work confirmed the missing-row model proposed for this surface although atomic
resolution was not achieved.

For non-reconstructed metal surfaces, the charge density corrugation amplitudes
are typically on the order of 0.1 Å since STM usually probes the delocalized s- or
p-type states, while the corrugations for semiconductor surfaces are often of several Å
due to the presence of dangling bonds. Metal corrugations are usually 50–100 times
smaller than those on the Si(111) 7 × 7 surface, and thus, it is much more difficult to
obtain atomic resolution on metal surfaces than on semiconductor surfaces. With the
development of STM instrumentation, more and more investigations on metal surfaces
were reported. In 1987, the first atomic resolution STM image was observed on the
Au(111) surface [35], which strongly impacts the STM investigation on metal surfaces.
Au(111) has been the most widely used metal substrate in STM studies because the
surface is inert and atomic resolution STM images can be obtained even in air.

Clean Au(111) surface reconstructs to (23 × √
3) reconstruction. The “herringbone

structure” reconstruction can be easily observed by STM, as shown in Fig. 18(a). An
atomically resolved image of a bending point is shown in Fig. 18(b) [36, 37]. This
structure is explained by the stacking-fault-domain model, which involve stacking
faults between fcc and hcp orderings induced by surface strain.
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Figure 18. STM images of Au(111)-(23 × √
3) surface. (a) “herringbone structure”, image size:

54 nm × 54 nm. (b) atomic resolution image at the bending point (6.6 nm × 5.2 nm). (From Ref. 37)

Figure 19. STM (left) and simulated (right) images of Au(001). (From Ref. 38)

For the clean reconstructed Au(001) surface, by comparing the atomic resolution
STM images with simple simulations (see Fig. 19), it was found not only that the
topmost atomic layer is, qualitatively, quasi-hexagonal and incommensurate, but also
that it is, quantitatively, rotated by 0.1◦ relative to the substrate and contracted by 3.83%
and 4.42% compared to a perfect (111) layer of Au, in the vertical and horizontal
orientation, respectively [38].

STM has been applied to low-index surfaces of many other metals, e.g., Pt, Pd, Cu,
Ag, Al, etc. and atomic resolution has been achieved for all of them. In contrast to
semiconductor surfaces, the bias voltage dependence usually is not observed on clean
metal surfaces, which makes the interpretation of the STM images rather simple.

2.2.2. Adsorption on Metal Surfaces

Metal surfaces with adsorbates, especially with molecular adsorbates nowadays become
increasingly important, because of their application potential in nano- and bio-science
and technology [39]. Since amino acids are building blocks of proteins, adsorption
of amino acids on metal surfaces, as a biological model system, has been receiving
much attention [40]. Despite that in most cases each amino acid molecule can only
be imaged as one protrusion, many important results about the amino acid adsorbates
were obtained in a series of recent STM investigations by Zhao and coworkers, and
are summarized briefly as follows.
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Figure 20. Three different phases of glycine adsorbed on Cu(111): (a) the 2D gas phase; (b) the chain
phase; (c) the 2D solid phase. (From Ref. 41)

Figure 21. Schematic drawing of the chains formed by glycine molecules adsorbed on the Cu(111)
surface. (From Ref. 45)

(i) Through “cook-and-look” or “anneal-and-image”, it was able to determine the
desorption temperature and, in turn, the binding energy of the adsorbates, and then
to find if the adsorbates are chemisorbed or physisorbed on the surface. For instance,
glycine was found to be chemisorbed on Cu(001) [41], while to be physisorbed on
Au(110) [42].

(ii) Depending on the coverage and deposition rate, amino acid adsorbates on Cu
and Au surfaces may form three different phases, i.e., the 2D gas phase, the chain
phase, and the 2D solid phase (Fig. 20). Some amino acids are able to form all the
three phases on Cu(001), while some others can form only one or two of the three. In
the 2D gas phase the molecules are “standing” on the surface and can diffuse frequently
on the surface at room temperature. The activation energy barrier was determined to
be around 0.85 eV [41]. In the 2D solid phase the molecules are connected by H
bonds to form different ordered structures, depending on their side chain structure
[43, 44]. However, in the chain phase, different amino acids (i.e., with different side
chains) adsorbed on different substrates are connected by H bonds to form, surprisingly,
always the same kind of 1D chains (see Fig. 21 and Ref. 45).

(iii) Moreover, amino acid adsorbates were found to be able to modify the substrate
morphology significantly. For instance, adsorbates of the smallest amino acid, i.e.,
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Figure 22. (a, b) Adsorption of glycine, which is not chiral, on Cu(001) makes surface steps faceting to
all eight possible <310> directions and then bunching into all eight possible {3 1 17} facets [Zhao et al.,
Surface Science 424, L347 (1999)]. (c) Adsorption of L-lysine on Cu(001) surface, in contrast, makes steps
bunching only into the four {3 1 17} facets that have the same chirality. [From Zhao et al., Chinese
Physics 10 (supplement), (S84 2001).]

glycine, can make all steps on the Cu(001) surface faceted (or reoriented) into eight
equivalent <310> directions and then bunching into all eight equivalent {3 1 17}
facets.

However, adsorption of homochiral amino acids, such as L-lysine, on the same
Cu(001) surface makes the steps bunching into only the four of all eight {3 1 17}
facets that have the same chirality, which is determined by the chirality of the molecules
[46]. The possibility of using homochiral adsorbates to fabricate homochiral facets on
a substrate is of current interest because of its potential application in chiral separations.

2.3. Insulator Surfaces

In principle, insulators cannot be studied with STM since tunneling current cannot be
established between a conducting tip and an insulator. However, under some special
conditions, STM observation can be performed on insulating materials. For example,
BN thin film on Rh(111) surface have been investigated with STM [47]. The STM
images of 2ML BN grown on Rh(111) surface by high-temperature decomposition
of borazine are shown in Fig. 23. Ordered BN nanomesh is observed in the large scale
image [Fig. 23(a)]. In high resolution image [Fig. 23(b)], it is clearly seen that the
nanomesh consists of two layers of BN and they are offset in such a way as to expose
a minimum metal surface area. NaCl(111), ZnO(0001) and TiO2 etc. have also been
reported to be studied with STM [48–50].

Recently, K. Bobrov et al. demonstrated that STM can be used in an unconventional
resonant electron injection mode to image insulating diamond surfaces and to probe
their electronic properties at the atomic scale [51]. The hydrogen-free diamond surface
is insulating, no tunneling current could be obtained at any bias voltages between −6 V
and +4 V. The STM tip crashed on the surface if trying to establish a tunnel current
in the range 0.05–1 nA. However, at very high sample bias (+5.9 V), i.e, above the
diamond work function (5.3 V), atomic resolution STM image can be obtained on
the diamond surface as shown in Fig. 24. In Fig. 24(a), terraces rotated by 90◦ are
clearly visible. The periodic structure of bright and dark lines is observed on every
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Figure 23. Constant-current STM images of the boron nitride nanomesh formed on a Rh(111) surface.
(a) Large-area image taken with a bias voltage of Vb = −1.0 V and a tunneling current of It = 2.5 nA.
The black features are defects in the mesh, one of which is shown with different contrast in the inset. (b)
High-resolution image (–2.0 V and 1.0 nA) clearly showing the presence of two layers of mesh that are
offset such as to cover most of the Rh(111) surface. The mesh unit cell is indicated (From Ref. 47).

Figure 24. Clean diamond C(100)-(2 × 1) surface. (a) The STM topography (10 nm × 10 nm) of the
clean diamond surface recorded in the near-field emission regime (Ub = 5.9 V, I = 1.1 nA). (b) Height
variation of the STM tip along the line A. (c) Topview of a monoatomic step on the two-domain (2 × 1)
reconstructed surface. The circles represent the carbon atoms belonging to the top four surface layers; the
biggest circles represent the carbon-carbon dimers. The domains labelled as I and II represent the upper
and lower terrace, respectively. The dimer rows are highlighted by shading. The dashed line shows
schematically the boundary between the domains. (From Ref. 51)
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Figure 25. Atomically resolved STM image of individual single-walled carbon nanotubes. The lattice on
the surface of the cylinders allows a clear identification of the tube chirality. Dashed arrows represent the
tube axis T and the solid arrows indicate the direction of nearest-neighbour hexagon rows H. From the
image, it can be determined that the tube has a chiral angle ϕ = 7◦ and a diameter d = 1.3 nm. (From
Ref. 53)

terrace. The periodicity of ∼0.5 nm, as measured from the scan profile shown in
Fig. 24(b), agrees well with the distance (0.504 nm) between the C–C dimer rows
of the (2 × 1) reconstructed diamond surface. This work suggests that STM can be
operated in the near-field emission regime and this method can be applied to investigate
other insulating materials.

2.4. Nanotubes and Nanowires

Carbon nanotubes have attracted much attention since their discovery in 1991 due
to their peculiar properties [52]. STM has been widely used to study the structure
and electronic properties of carbon nanotubes [53–55]. An atomically resolved STM
image of individual single-walled carbon nanotubes is shown in Fig. 25, from which,
the structure (chiral angel and diameter) can be easily determined. Combined with
scanning tunneling spectroscopy (STS, which will be introduced in the next section),
their local electronic properties can also be related to the local structures [53].

Shown in Fig. 26 is an STM image of an oxide-removed Si nanowire, another
kind of interesting nanowires [56]. The study also showed that the electronic energy
gaps of Si nanowires increase with decreasing Si nanowire diameter from 1.1 eV for
7 nanometers to 3.5 eV for 1.3 nanometers, in agreement with previous theoretical
predictions.

In these studies, highly ordered pyrolytic graphite (HOPG), Au(111) or Au film are
often used as substrates, whereas nanotubes and nanowires are usually deposited on the
surface from dilute solutions. The outmost structure of the nanotubes and nanowires
can be determined from atomically resolved STM images. In addition, STS is often used
to probe their electronic properties and the relationship between electronic properties
and structures. Such information is very difficult to obtain with other techniques.

2.5. Surface and Subsurface Dynamic Processes

So far, it has been shown that the atomic structure of many different surfaces can be
studied or even determined on the basis of high-resolution STM images. With atomic
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Figure 26. STM image of a Si nanowire with a Si(001) facet. The wire’s axis is along the [110] direction.
(From Ref. 56)

resolution STM images, it is also possible to study surface or even subsurface atomic
dynamic processes.

2.5.1. Surface Diffusion

Although it is possible to study surface diffusion by checking the position of individual
atoms, to find out, among hundreds or more atoms, the few that diffused from one
image to another is nevertheless tedious. However, difference images obtained from
a set of sequential images can make the job much easier (see Fig. 27). It was thus
found that on the Ge(111) surface individual adatoms neighboring to some defects
are able to diffuse even at room temperature [57]. Moreover, it was also found that, if
the domains are not very large, adatoms forming a string or closed loop lying along
domain walls may diffuse one after another (see Fig. 27). In addition, the mean lifetime
of the diffusing adatoms can also be determined and from which the diffusion energy
barrier of the adatoms was deduced to be 0.83 ± 0.02 eV, in good agreement with its
theoretical value.

2.5.2. Subsurface Migration

Despite that STM is a very surface sensitive technique, from the difference images
of a set of sequential images of the Ge(113) surface it was also able to find that the
subsurface self-interstitial atoms are migrating frequently even at room temperature,
making the local surface structure changing back and forth between (3 × 2) and (3 × 1)
Fig. 28(a) and (b). Interestingly, migration of a subsurface self-interstitial atom into
or out of a place results in a quite large and complicated feature around that place in
the difference image, as shown in Fig. 28(c). However, considering that each subsurface
atom is bound to several surface atoms this is actually quite reasonable. Furthermore,
the lifetime of the self-interstitials was determined to be 400 s at room temperature,
and their migration energy barrier was deduced accordingly to be 0.93 ± 0.02 eV [58].
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Figure 27. (a) STM image obtained from a Ge(111) surface (b) STM image obtained from the same place
as in (a) but 6 minutes later. (c) Portion of the difference image obtained by subtracting (b) from (a),
showing shifts of tens of the adatoms forming two closed loops. (d) Schematic drawing of (c), showing the
details relevant to the adatom shifts. (From Ref. 57)

2.5.3. Movement of Subsurface Dislocations

Another type of subsurface defects, subsurface dislocations, can be found with STM as
small regular bumps on many annealed metal surfaces, although argon ion bombard-
ment or STM tip touching can induce more of them. In the case of Au(001) where, as
mentioned above, the topmost atomic layer is incommensurate with the substrate and
thus Moiré fringes appears on the surface. It was shown that such Moiré fringes can
be used as “magnifier” to study the details of such subsurface dislocations, including
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Figure 28. (a, b) Two consecutive STM images (70 × 70 Å2) obtained from a Ge(113) facet, with a
(3 × 1) and (3 × 2) unit cell outlined in (a). (c) The differential image obtained by subtracting (b) from
(a). The circled areas are those where a subsurface self-interstitial atom migrated in or out between or
during imagings. (From Ref. 58)

their extremely slow movement and the weak strain fields that push them to move.
Specifically, on the basis of STM and simulated images, a precision of better than 0.1 Å
was achieved in determination of the lateral strain fields and a dislocation speed lower
than 1 Å/min was measured [38]. As Moiré fringes exist in many surfaces and adsorbate
systems, the method is expected to have wide applications.

3. SCANNING TUNNELING SPECTROSCOPIES

As mentioned above, bias-dependence of STM images is often observed, particularly
for semiconductor surfaces, which makes it difficult to explain the STM images. How-
ever, very useful spectroscopic information can be extracted from the bias-dependence
of tunneling current. In fact, tunneling spectroscopy had been used with fixed tunnel-
ing junctions before STM was invented. More important information can be obtained
by measuring tunneling spectroscopy with an STM. The scanning ability of STM
makes it possible to probe local spectroscopic signals with atomic spatial resolution. By
changing the tip-sample distance, the potential barrier can also be investigated with
STM.

3.1. Scanning Tunneling Spectroscopy (STS)

From Eq. 10, tunneling current at a finite bias voltage V can be expressed as:

I ∝
∫ e V

0
ρS(E f − e V + ε)ρT(E f + ε)d ε, (12)

where, ρS and ρT are the DOS of sample and tip respectively. If ρT is constant,
then:

dI
dV

∝ ρS(E f − e V + ε), (13)

i.e., the structure in dI/dV as a function of V represents the structure in the DOS of
sample, which is called as scanning tunneling spectroscopy (STS).
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Figure 29. (a) Constant-distance I/V ∼ V spectra for the Si(111)-7 × 7 surface averaged over one unit
cell (solid line) and at selected locations in the unit cell (other symbols). (b) Spectra obtained with UPS
(solid line) and IPS (dashed line). (From Ref. 59)

The first spatial resolved tunneling spectroscopy was demonstrated by Hamers et al.
on Si(111) 7 × 7 surface [59]. The site-selected conductance curves (I/V ∼ V) within a
Si(111)-7 × 7 unit cell are shown in Fig. 29. The physical origin and the nature of the
surface states of Si(111)-7 × 7 surface, including the states due to dangling bonds on
twelve adatoms, the states localized on rest atoms, the states due to Si-Si backbonds, and
the states localized in the deep corner hole were directly identified. The I/V ∼ V spectra
averaged over one unit cell is comparable with the results of ultraviolet photoemission
spectroscopy (UPS) and inverse photoemission spectroscopy (IPS). Better agreement
between the spectrum averaged over an area encompassing many unit cells and the data
from UPS and IPS were achieved later [60]. These studies showed that the electronic
structure of the tip is relatively unimportant in STS measurements.

Current imaging tunneling spectroscopy (CITS) was also proposed, which allows
real-space imaging of surface electronic states. By measuring constant separation I–V
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curves at each point during scanning, current images at sample voltages within a
range can be obtained simultaneously with STM topographic image. The resulting
real-space current images directly reflect the spatial distribution of the surface states
without interference from geometric structure contributions [59]. The atomic resolved
CITS images on Si(111)-7 × 7 surface are shown in Fig. 30, from which the atomic
origins of the various electronic states can be easily determined. The electronic states
near −0.35 eV are from the 12 adatoms, the states near −0.8 eV arise from the 6 rest
atoms, whereas the states near −1.7 eV are from backbond states.

The capability of identifying surface states in real-space with atomic resolution
greatly extends the utility of STM as a spectroscopic tool. STM combined with STS
has been widely used to study the structure, electronic properties and their relationship
of various materials.

3.2. Inelastic Tunneling Spectroscopy

By now, we only considered the elastic electron tunneling process, in which the elec-
trons keep conservation of energy during tunneling. In fact, inelastic tunneling can
also occur if the tunneling electrons couple to some excitation modes in the tunnel-
ing junction. In 1966 it was discovered that inelastic electron tunneling spectroscopy
(IETS) can be obtained from molecules adsorbed at the buried metal-oxide interface
of a metal-oxide-metal tunneling junction [61]. With the development of STM, it
was apparent that IETS might be performed on a single molecule in the junction of
a STM (STM-IETS) [62]. The metal-oxide-metal tunnel junction is replaced by the
STM tunnel junction: a sharp metal tip, a vacuum gap of several angstroms, and a
surface with the adsorbed molecules. The combination of atomic resolution and IETS
allows the creation of atomic-scale spatial images of the inelastic tunneling channel
for each excitation mode, in a manner similar to that used to map out the electronic
density of states with the STM [59]. Unfortunately, the conductance changes caused
by inelastic tunneling are less than 10% for the STM. Therefore, the extreme mechan-
ical stability is necessary to obtain reasonable IETS with the STM. In addition, low
temperature is required to keep thermal line-width broadening small compared with
the inelastic exciting energy.

Single-molecule vibrational spectroscopy was first obtained with STM-IETS by
Stipe et al. in 1998 [62]. To measure the IETS, a small ac modulation was added
to the dc sample bias voltage, the tunneling current was fed into a lock-in amplifier
to determine the first and second harmonics of the modulation frequency which
are proportional to dI/dV and d2I/dV2, respectively. These signals were recorded as
the sample bias voltage was swept from 0 to 500 mV. As shown in Fig. 31, obvious
difference was found in the STM-IETS for C2H2 and C2D2 although they could not
be identified in the atomic resolved STM topographic image. The C-H stretch at
358 mV for C2H2 was observed to shift to 266 mV for C2D2 (Fig. 31). These values
are in close agreement with the results obtained by EELS.

By doing IETS, it is possible to identify molecules with the STM, which permits
to implement chemically sensitive microscopy. Vibrational imaging of the adsorbed
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Figure 30. CITS images of occupied Si(111)-7 × 7 surface states. (a) adatom states at −0.35 V,
(b) dangling-bond state from rest atoms at −0.8 V, (c) backbond state at −1.7 V. (From Ref. 59)
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Figure 31. Background difference d2I/dV2 spectra for C2H2 (1) and C2D2 (2), taken with the same
STM tip, show peaks at 358 mV and 266 mV, respectively. The difference spectrum (1–2) yields a more
complete background subtraction. (From Ref. 62)

molecule was obtained by recording dI/dV and d2I/dV2 at each data point with the
feedback off and the bias modulation on while scanning the tip in constant-current
mode. This procedure results in three images of the same area. In a constant-current
image, no contrast was observed for both acetylene isotopes [Fig. 32(A)]. When the
dc bias voltage was fixed at 358 mV, only one of the two molecules was revealed in
the image constructed from the d2I/dV2 signal [Fig. 32(B)]. By changing the dc bias
voltage to 266 mV, the other molecule was imaged [Fig. 32(C)]. Two small identical
depressions observed at 311 mV [Fig. 32(D)] were attributed to the change in the
electronic density of states on the sites of the two molecules [62].

STM-IETS extends the vibrational spectroscopy to the single-molecule limit and
provides the STM with chemical sensitivity. Combination of the high spatial resolution
of STM and IETS permits to correlate variations in molecular spectra with changes in
the local environment on an atomic scale [63].

3.3. Local Work Function Measurement

The general definition of the work function, i.e., the minimum energy needed to
remove an electron from a metal to infinity, is clear but cannot be used to measure
the local work function. Wandelt, considering that surface dipole potentials reach
their saturation value already within ∼2 Å from the surface, defined the local work
function (LWF) as the local surface potential measured from the Fermi level EF, which
allows us to measure LWF variations induced by surface dipole patches [64, 65]. In this
definition, the LWF probe can be put close to the surface compared to the dimensions
of the surface patch under study. Obviously, the closer the probe is to the surface the
smaller the surface patch of interest can be, provided that presence of the probe has no
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Figure 32. Spectroscopic spatial imaging of the inelastic channels for C2H2 and C2D2. (A) Regular
(constant current) STM image of a C2H2 molecule (left) and a C2D2 molecule (right). The imaged area is
48 Å by 48 Å. d2I/dV2 images of the same area recorded at (B) 358 mV, (C) 266 mV, and (D) 311 mV. All
images were scanned at 1 nA dc tunneling current. (From Ref. 62)

influence on the local surface potential, and hence this LWF definition is suitable for
studying LWF variation with STM.

Work function is important in STM because it determines the height of the tun-
neling barrier. The tunneling current I depends exponentially on the tip-sample
distance s:

I ∝ exp(−2κs ), with κ = h-−1(2mφ)1/2, (14)

where φ is the effective local potential barrier height. From the above formula, we
have

φA[eV] = h-2

8m

−1 (d ln I
ds

)2

≈ 0.95
(

d ln I
ds [Å]

)2

. (15)

Binnig and Rohrer have shown that, at least in the image force range, the s dependence
enters φA in second order only, or φA is nearly independent of the tip-sample separation.
Moreover, it has also been pointed out that for homogeneous surfaces φA is work
function [66], while for patchy surfaces, φA is equal to the LWF [65].

In an experiment, the height of the tunneling barrier or work function can be
obtained by measuring the response of the tunneling current when changing the gap
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Figure 33. Measured work function dependence on sample bias voltage for Cu(111) surface. (From
Ref. 69)

distance. Actually, at the beginning of the STM invention by Binnig and Rohrer,
they already pointed out the possibility of measuring the work function and tak-
ing its image [67]. Jia et al. have measured the LWF on metal surfaces quantitatively
[65, 68, 69]. In their experiments, the modulation frequency was set at 2.0 kHz,
higher than a cut-off frequency of the feedback loop of the STM system they used
(∼l kHz) but lower than the response frequency of the current amplifier of the
STM. The frequency dependence of the work function on the Cu(111) substrate
showed that the modulation frequency (2.0 kHz) is in a plateau range. The amount
of modulation in the gap distance is 0.23 Å, much smaller than the gap distance,
5.5–6.0 Å.

The LWF dependence on bias voltage measured using a Cu(111) surface is shown
in Fig. 33. From these measurements, it turns out that the work function drops slowly
with a ratio of ∼0.2 eV/V as the bias voltage increases gradually up to −3.5 V. Variation
of work function with a bias voltage is quite reasonable because applying a bias voltage
lowers the barrier height in the STM gap. It is qualitatively consistent with the results
of previous experimental and one-dimensional numerical simulation. At a low bias
voltage limit, it reaches around 4.8 eV, close to an average value of work function of
Cu(111) and W(111), which is used for the probing tip. Image potential does not seem
to contribute so much to the work function [69].

By measuring LWF at each point during scanning, a LWF image can be obtained
simultaneously with a STM image. Figure 34(b) is the LWF image taken simultaneously
with the STM image in Fig. 34(a). From the STM image alone it is rather difficult
to distinguish the Au-covered areas from those uncovered, although from the former
one can vaguely see the quasi-periodic triangular features. As the Au terraces have a
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Figure 34. (a) STM images of a Au/Cu(111) surface (580 Å × 580 Å). (b) Simultaneously obtained work
function image. The mean value of the work function on the Au overlayer (bright area) is 7% higher than
that on the Cu(111) substrate (dark area). The dark lines correspond to a low work function zone at step
edges. (From Ref. 68)

higher WF than that of the Cu terraces we identify the brighter areas in the WF image
as covered by a Au layer, while the darker areas as being nude.

Similar measurements have been carried out using a Pd/Cu(111) surface [68]. An
STM image obtained from the surface is given in Fig. 35(a), and the corresponding
work function image [Fig. 35(b)] shows that work function measured on Pd overlayers
is larger than that of the Cu substrate. The conclusion of the statistical analysis is that the
first Pd layer has a larger work function than Cu(111) by 19 ± 5%. The dark contrast
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Figure 35. (a) STM and (b) work function images obtained on a Pd/Cu(111) surface. The applied
sample bias voltage is −2.0 V, and the tunneling current is 0.1 nA. The size of the observed area
is ∼570 Å × 570 Å. The coverage of Pd is ∼1.0 ML. It shows that the Pd layer has a higher work
function than the Cu substrate and that the second Pd layer has a higher work function than the first Pd
layer. (From Ref. 68)

along step edges is observed in the work function images taken on the Pd/Cu(111)
surface as well.

Different from the results on Au/Cu(111) surface, the second layer of Pd shows
a higher work function than the first layer of Pd. In this image, islands of the first
Pd layer are observed on a wide terrace of the Cu substrate, and several small islands
of the second Pd layer are observed on them. In the corresponding work function
image [Fig. 35(b)], islands of the second layer look brighter than those of the first layer,
indicating a higher work function on the second Pd layer than on the first Pd layer.
According to their statistical analysis, the work function of the second layer Pd is larger
than the first layer Pd by 6 ± 5%.

Quantitative analysis shows that the work function measured for the first Pd layer
is already larger than that of bulk Pd(111), and it further increases with increasing
thickness of Pd. This kind of overshooting of LWF measured for Pd film could be
the quantum size effect on the work function since film thickness of the overlayers is
smaller than the Fermi wavelength of the metals [68].

In the LWF images obtained from both the Au/Cu(111) surface [Fig. 34(b)] and
Pd/Cu(111) surface [Fig. 35(b)] dark valleys along steps can be observed, indicating
that the LWF at steps is much lower than that on terraces. This agrees with the fact
that the work function decreases with increasing step density [70]. To show more
details, a line scan crossing a step that separates two Au terraces is shown with a solid
line in Fig. 36(a). According to the statistic based on more than 100 WF images like
Fig. 34(b), the mean full width at half maximum and depth of the LWF valley for
Au-Au monatomic steps are 6.5 ± 1 Å and 0.9 ± 0.3 eV, respectively, while for
Cu-Cu monatomic steps are 10 ± 1 Å and 1.9 ± 0.3 eV, respectively.

Dipoles induced by Smoluchowski smoothing effect [71] at steps are very likely
responsible for the formation of such LWF valleys. A simple simulation has thus been
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Figure 36. (a) Comparison of the experimental local work-function profile crossing an Au-Au
monatomic step (solid line) with its simulated counterpart (dashed-dotted line). The reduction induced by
the step dipoles alone is also shown (dashed line). (b) STM line scan (top) obtained simultaneously with
the solid line in (a), and the schematic step profile showing the location of the step. (From Ref. 65)

made accordingly, where an infinite row of equal dipoles is used to simulate a step. If
a right-hand coordinate system is set such that the axis of the dipole row lays long the
y-coordinate axis with the positive end of the dipoles pointing to the outside of the
surface, i.e., the +z direction, then the local surface potential at a point (x, z) induced
by the dipole row is given by:

φD(x, z) =
(

Q
4πε0

)
ln

(z + l/2)2 + x2

(z − l/2)2 + x2
, (16)

where Q is the linear density of charge, l is the distance between the positive and
negative charges. Let d be the spacing of the step atoms; then the induced dipole
moment can be calculated as μ = Qdl per step atom. Since it is the constant-current
rather than the constant height mode that was used in the experiment, to simulate
the LWF line scan shown in Fig. 36(a) with Eq. 16, what they have to calculate is
not φD(x, z0) but φD[x, z(x)], where z(x) is the real STM line scan [the top curve in
Fig. 36(b)], along which the LWF is probed. Note that the line scan is quite different
from the schematic step profile, which is expected to be more like the profile of the
real step. The reason for this is twofold: Smoluchowski smoothing [71] as mentioned
above, and obviously, convolution with the tip. However, as pointed out by Binnig and
Rohrer [72], the step topography has one more effect on the measured values of LWF
because what is measured, as mentioned above, is the response d(ln I) to the modulation
of the gap distance ds, which ought to be in the normal direction of the surface. If at a
point the normal of the surface is not in the z direction but tilted away by an angle θ
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Figure 37. Atomic resolved STM (a) and work function (b) images on S/Pt (111) surface. The scanning
area is 120 Å × 120 Å, containing both 2 × 2 and

√
3 × √

3 reconstruction. It is demonstrated that the√
3 × √

3 structure has larger work function than 2 × 2 structure. (From Ref. 73)

then the real ds is reduced by a factor of cos θ even if the modulation of the tip height
dz is constant. As a result, the measured local work function of that point is reduced
by a factor of cos2 θ . So, after taking this into account in the simulation, the LWF
variation around a step is then calculated as

�φ(x) = φAT − [φAT − φD(x, z)] cos2 θ, (17)

where φAT is the measured LWF of the terraces that are separated by the step, and
φD(x, z) is the potential of the dipole row along the step and hence is given by Eq. 16.
In the calculation the value of θ at each point was determined from the real STM line
scan and the distance between the positive and negative charges l was set to be the
step height (l has almost no effect on the final results). By optimizing the gap distance
and the linear density of dipole moment, a good agreement between the calculated
and experimental curves has been achieved. The calculated �φ(x) and φD(x, z) are
shown in Fig. 36(a) as the dotted-dashed and dashed lines, respectively, along with
the experimental curve (solid line) for comparison. The tip height is 4.9 Å, and the
dipole moment is μ = 0.16 ± 0.05 D/step atom, in agreement with the value of
0.2–0.27 D/step atom derived by Besoke et al. from a stepped Au(111) surface [70].
A similar simulation has also been carried out for Cu-Cu monatomic steps, and the
result is μ = 0.5 ± 0.15 D/step atom, which is about twice as large as that of Au-Au
steps [65].

Atomic resolution can also be achieved with LWF measurement. As shown in Fig. 37,
atomic resolved STM and LWF images were obtained on S/Pt(111) surface. At this
coverage, 2 × 2 and

√
3 × √

3 reconstructions coexist on the surface [Fig. 37(a)], the
LWF image [Fig. 37(b)] shows that the

√
3 × √

3 structure has a larger work function
than 2 × 2 structure [73].
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Figure 38. A schematic illustration of the process for sliding an atom across a surface. The atom is located
and the tip is placed directly over it (a). The tip is lowered to position (b), where the tip-atom attractive
force is sufficient to keep the atom located beneath the tip when the tip is subsequently moved across the
surface (c) to the desired destination (d). Finally, the tip is withdrawn to a position (e) where the tip-atom
interaction is negligible, leaving the atom bound to the surface at a new location. (From Ref. 74)

It has been shown that STM is indeed a powerful technique for measurement of
LWF, and that measuring LWF with STM is very useful for elemental identification
on metal surfaces. This technique provides unique information on how the atomic
structure of a surfaces is related to the work function and thus is very useful for
elucidating processes on solid surfaces.

4. STM-BASED ATOMIC MANIPULATION

As discussed above, STM is very powerful in studying atomic structure and electronic
properties of various surfaces. In these studies, the tip-sample interaction is usually
kept as small as possible so that the investigations are non-destructive. However, if
one adjusts the parameters to increase the tip-sample interaction in a controlled way,
STM can also be used to fabricate nano-structures down to the atomic level. Various
nano-structures can be constructed by different methods, including manipulation
of single atoms [74], scratching [75], oxidation [76], tip-induced chemical reactions
[77–78], heating [79] and etc. [4]. Below, we will introduce some of them.

4.1. Manipulation of Single Atoms

Eigler and colleagues at IBM succeeded in writing “IBM” with xenon atoms in 1990
and pioneered the new field of manipulation of single atoms [74]. Toggling a single
atom and pulling/pushing it on a surface were first demonstrated on the Xe adsorbed
Ni(110) surface using a low-temperature UHV STM. The process to move an adsorbed
Xe atom is shown in Fig. 38. The STM scanning is first stopped and the tip is placed
directly above the atom (a). Then lower the tip toward the atom to increase the
tip-atom interaction (b); this is achieved by changing tunneling current to a higher
value (typically ∼30 nA). This step is critical, the tip-atom interaction has to be strong
enough to allow the atom to overcome the energy barrier to slide to neighboring place
on the substrate. On the other hand, the tip-atom interaction has to be smaller than
the interaction between atom and substrate so that the atom cannot be transfer from
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Figure 39. “Quantum corral” built with 48 Fe atoms on Cu(111) surface. (From Ref. 80)

substrate to tip. The tip (dragging the atom together) is then moved under closed-loop
conditions to the desired destination slowly (c) and stops there (d). Finally, the tip is
withdrawn by reducing the tunneling current to the value used for imaging (∼1 nA)
and leaving the atom at the destination.

By repeating this procedure to position other adsorbed atoms, structures of ones own
design can be fabricated atom by atom. Using this method, “quantum corrals” was
built with 48 Fe atoms on Cu(111) surface [80]. As shown in Fig. 39, the interference
effects of electron waves can be clearly observed in the corral. From the dependence
of periodicity of the wave on bias voltage, they could determine the effective mass of
electrons in Cu(111) surface states to be about 0.37 me(me, the mass of a free electron),
which is in good agreement with the value obtained by other techniques [80].

Recent, the “quantum mirage” effect was demonstrated using an elliptical corral
built with Co atoms on Cu(111) surface [81]. Conventional image projection relies on
classical wave mechanics and the use of natural or engineered structures such as lenses
or resonant cavities. This work demonstrates that the electronic structure surrounding
a magnetic Co atom can be projected to a remote location on the Cu(111) surface;
electron partial waves scattered from the real Co atoms are coherently refocused to
form a spectral image or “quantum mirage”. The focusing device is an elliptical quan-
tum corral, assembled on the Cu surface. The corral acts as a quantum mechanical
resonator, while the two-dimensional Cu surface state electrons form the projection
medium. When placed on the surface, Co atoms display a distinctive spectroscopic
signature, known as the many-particle Kondo resonance, which arises from their mag-
netic moment. Fig. 40 shows that when a magnetic cobalt atom is placed at a focus
point of elliptical corrals (a, b), some of its properties also appear at the other focus
(c, d), where no atoms exists. When the interior Co atom is moved off focus, the mi-
rage vanishes. Over 20 elliptical resonators of varying size and eccentricity were made
to search for the formation of a quantum mirage. It was found that as a (the semima-
jor axis length) is increased monotonically while e (eccentricity) is fixed, the mirage
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Figure 40. Visualization of the quantum mirage. a, b, Topographs showing the e = 1/2 (a) and e = 0.786
(b) ellipse each with a Co atom at the left focus. c, d, Associated dI/dV difference maps showing the
Kondo effect projected to the empty right focus, resulting in a Co atom mirage. (From Ref. 81)

is switched on and off. In each period of this switching, the classical path length 2a
changes by a half Fermi wavelength [81].

Because the quantum mirage effect projects information using the wave nature of
electrons rather than a wire, it has the potential to enable data transfer within future
nanometer scale electronic circuits so small that conventional wires do not work.

4.2. STM Induced Chemical Reaction at Tip

The finely focused electron beam from STM tip can also be used to induce local
chemical reaction, which provides another method to fabricate various pre-designed
nano-structures on the surface.

In 1992, Dujardin et al. demonstrated that individual B10H14 molecule adsorbed
on Si(111)7 × 7 surface could be dissociated by electrons emitted from STM tip at a
bias voltage of 8 V [77]. In 1997, Stipe et al. dissociated single O2 molecules on the
Pt(111) surface in the temperature range of 40 to 150 K using tunneling current from
an STM tip [82]. Fig. 41 shows that two O2 molecules are dissociated by voltage pulses
of 0.3 V. The dissociation rate as a function of current was found to vary as I 0.8±0.2,
I 1.8±0.2, and I 2.9±0.3 for sample biases of 0.4, 0.3, and 0.2 V, respectively. These rates are
explained using a general model for dissociation induced by intramolecular vibrational
excitations via resonant inelastic electron tunneling [82].
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Figure 41. (a) STM image of two adjacent pear shaped O2 molecules on fcc sites. (b) Current during a
0.3 V pulse over the molecule on the right showing the moment of dissociation (step at t ∼ 30 ms). (c)
After pulse image with a grid fit to the platinum lattice showing one oxygen atom on an fcc and one on an
hcp site along with the unperturbed neighboring molecule on an fcc site. (d ) STM image taken after a
second pulse with the tip centered over the molecule showing two additional oxygen atoms on hcp sites.
Raw data images scanned at 25 mV sample bias and 5 nA tunneling current. (From Ref. 82)

Recently, it was demonstrated that with an STM in a controlled step-by-step manner
utilizing a variety of manipulation techniques, all elementary steps of a complex chem-
ical reaction can be induced on individual molecules and new individual molecules
can be synthesized [83]. The reaction steps involve the separation of iodine from
iodobenzene by using tunneling electrons, bringing together two resultant phenyls
mechanically by lateral manipulation and, finally, their chemical association to form
a biphenyl molecule mediated by excitation with tunneling electrons. The reaction
process is schematically illustrated in Fig. 42.

The first reaction step, iodine abstraction from iodobenzene [Figs. 42(a) and 1(b)],
was performed by positioning the STM tip right above the molecule at fixed height and
switching the sample bias to 1.5 V for several seconds. From the linear dependence
of the dissociation rate on the tunneling current, they concluded that the energy
transfer from a single electron causes the breaking of the C-I bond [83]. As shown in
Fig. 43, after dissociation (a–b), the iodine and phenyl are spaced closely (c). So,
the iodine atoms were pulled by the tip to further separate them from the phenyls
(d). To clear the manipulation path (e), the iodine atom located between the two
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Figure 42. Schematic illustration of the STM tip-induced synthesis steps of a biphenyl molecule. (a),
(b) Electron-induced selective abstraction of iodine from iodobenzene. (c) Removal of the iodine atom
to a terrace site by lateral manipulation. (d) Bringing together two phenyls by lateral manipulation.
(e) Electroninduced chemical association of the phenyl couple to biphenyl. (f ) Pulling the synthesized
molecule by its front end with the STM tip to confirm the association. (From Ref. 83)

phenyls is removed onto the lower terrace. Lateral manipulation was continued until
two phenyls were located close to each other (f ). The shortest achievable distance
between the centers of two phenyls is 3.9 ± 0.1 Å, as determined from the STM
images. Even though the two phenyls are brought together spatially they do not join at
the temperature of 20 K unless further measures are taken. To induce the last reaction
step, association, molecular excitation by inelastic tunneling was used. The STM tip
was stopped right above the center of the phenyl couple and the bias was raised to
500 mV for 10 s. Then the voltage was reduced to its original value of 100 mV and
the STM tip continued scanning. The distance between the phenyl centers changes
upon association with 4.4 ± 0.05 Å, which is consistent with the distance of 4.3 Å
between the two centers of the p rings in gas-phase biphenyl [83].

This work opens up new fascinating routes to the individual assembly of novel man-
designed molecules or construction of nanoscale molecular-electronic and molecular-
mechanical devices from a variety of building blocks which might also be prepared
in situ.

More recently, Moresco et al. showed that STM tip could be used to rotate single
legs of a single Cu-tetra-3,5 di-terbutyl-phenyl porphyrin (Cu-TBPP) molecule in and
out of the porphyrin plane in a reversible way on a stepped Cu(211) surface [84] and
they found the internal configuration modification drastically changed the tunneling
current passing through the molecule. This work demonstrated that the controlled
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Figure 43. STM images showing the initial steps of the tip-induced Ullmann synthesis. (a) Two
iodobenzene molecules are adsorbed at a Cu(111) step edge. (b),(c) Iodine is abstracted from both
molecules using a voltage pulse. (d) Iodine atoms (small protrusions) and phenyl molecules (large) are
further separated by lateral manipulation. (e) The iodine atom located between the two phenyls is removed
onto the lower terrace to clear the path between the two phenyls. (f ) The phenyl molecule at the left side
is moved by the STM tip close to the right phenyl to prepare for their association. (Image parameters:
+100 mV, 0.53 nA; 70 × 30 Å2.) (From Ref. 83)
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rotation of the legs induced by the STM tip realizes the principle of a conformational
molecular switch [84].

5. RECENT DEVELOPMENTS

In traditional surface analysis techniques, the sample is probed by means of electrons,
photons, ions, and other particles with a spatial resolution determined by the spatial
extent of the probe beams. Therefore, atomic resolution is very difficult to achieve with
the conventional techniques. In contrast, with atomic-resolution, STM is based on a
totally different principle, in which a local probe (very sharp tip), precise scanning,
and an electronic feedback are combined subtly. To achieve the atomic resolution,
the tip is brought very close to the sample, in near-field regime, and is controlled
precisely by monitoring the tunneling current. Following the basic idea of STM,
many novel scanning probe microscopes have emerged based on the piezoelectric
scanning, feedback control and various interactions between probe tip and sample.
Some important techniques have been summarized in Table I by Wickramasinghe [5].
Below, some current developments will be reviewed.

5.1. Spin-Polarized STM (SPSTM)

In the STM/STS discussed above, the spin of the tunneling electrons has not been
considered. If a magnetic tip is used, the tunneling current will be spin-dependent.
This means that the STM tip is sensitive to the spin of the tunneling electrons and can
be used to investigate the magnetism structure of a sample with high spatial resolution.
This idea was first proposed by Pierce in 1988 [85] and it eventually led to the invention
of the spin-polarized STM (SPSTM).

For SPSTM, a magnetic tip is required to provide a highly efficient source or
detector for spin-polarized (SP) electrons. The ideal tip for SPSTM must meet sev-
eral conditions: First of all, the apex atom must exhibit a high spin polarization in
order to achieve a good signal-to-noise ratio. Second, dipolar interaction between
tip and sample due to the stray fields should be as low as possible because it may
modify or destroy the intrinsic domain structure of the sample. Third, in order to
separate magnetic from topographic and electronic contributions to the tunnel cur-
rent it should be possible to reverse the quantization axis periodically. Finally, in order
to be able to image the domain structure of any sample-no matter whether its easy
axis is in-plane or out-of-plane, one should be able to control the orientation of the
quantization axis of the tip parallel or perpendicular to the sample surface [86]. Several
possible tip materials have been discussed in Ref. 4. The details on how to prepare an
SPSTM tip can be found in Ref. 86. In the following, some applications of SPSTM are
reviewed.

Using CrO2 tip and a Cr(001) sample, Weisendanger et al. observed the vacuum
tunneling of SP electrons in SPSTM for the first time in 1990 [87]. The topological
antiferromagnetism of the Cr(001) surface with terraces alternately magnetized in
opposite directions and separated by monatomic steps provides an ideal test structure
for SPSTM experiments. With a normal nonmagnetic W tip, the monatomic step
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Table I. SXM Techniques and Capabilities (From Ref. 5)

1. Scanning Tunneling Microscope (1981)
–G. Binnig, H. Rohrer
–Atomic resolution images of conducting surfaces

2. Scanning Near-Field Optical Microscope (1982)
–D. W. Pohl
–50 nm (lateral resolution) optical images

3. Scanning Capacitance Microscope (1984)
– J. R. Matey, J. Blanc
–500 nm (lat. res.) images of capacitance variation

4. Scanning Thermal Microscope (1985)
–C. C. Williams, H. K. Wickramasinghe
–50 nm (lat. res.) thermal images

5. Atomic Force Microscope (1986)
–G. Binning, C. F. Quate, Ch. Gerber
–Atomic resolution on conducting/nonconducting surfaces

6. Scanning Attractive Force Microscope (1987)
–Y. Martin, C. C. Williams, H. K. Wickramasinghe
–5 nm (lat. res.) non-contact images of surfaces

7. Magnetic Force Microscope (1987)
–Y. Martin, H. K. Wickramasinghe
–100 nm (lat. res.) images of magnetic bits/heads

8. “Frictional” Force Microscope (1987)
–C. M. Mate, G. M. McClelland, S. Chiang
–Atomic-scale images of lateral (“frictional”) forces

9. Electrostatic Force Microscope (1987)
–Y. Martin, D. W. Abraham, H. K. Wickramasinghe
–Detection of charge as small as single electron

10. Inelastic Tunneling Spectroscopy STM (1987)
–D. P. E. Smith, D. Kirk, C. F. Quate
–Phonon spectra of molecules in STM

11. Laser Driven STM (1987)
–L. Arnold, W. Krieger, H. Walther
– Imaging by non linear mixing of optical waves in STM

12. Ballistic Electron Emission Microscope (1988)
–W. J. Kaiser (1988)
–Probing of Schottky barriers on nm scale

13. Inverse Photoemission Force Microscope (1988)
– J. H. Coombs, J. K. Gimzewski, b. Reihl, J. K. Sass, R. R. Schlittler
–Luminescence spectra on nm scale

14. Near Field Acoustic Microscope (1989)
–K. Takata, T. Hasegawa, S. Hosaka, S. Hosoki, T. Komoda
–Low frequency acoustic measurements on 10 nm scale

15. Scanning Noise Microscope (1989)
–R. Moiler, A. Esslinger, B. Koslowski
–Tunneling microscopy with zero tip-sample bias

16. Scanning Spin-precession Microscope (1989)
–Y. Manassen, R. Hamers, J. Demuth, A. Castellano
–1 nm (lat. res.) images of paramagnetic spins

17. Scanning Ion-Conductance Microscope (1989)
–P. Hansma, B. Drake, O. Marti, S. Gould, C. Prater
–500 nm (lat. res.) images in electrolyte

(continued)
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Table I. (continued)

18. Scanning Electrochemical Microscope (1989)
–O. E. Husser, D. H. Craston, A. J. Bare

19. Absorption Microscope/Spectroscope (1989)
– J. Weaver, H. K. Wickramasinghe
–1 nm (lat. res.) absorption images/spectroscopy

20. Phonon Absorption Microscope (1989)
–H. K. Wickramasinghe, J. M. R. Weaver, C. C. Williams
–Phonon absorption images with nm resolution

21. Scanning Chemical Potential Microscope (1990)
–C. C. Williams, H. K. Wickramasinghe
–Atomic scale images of chemical potential variation

22. Photovoltage STM (1990)
–R. J. Hamers, K. Markert
–Photovoltage images on nm scale

23. Kelvin Probe Force Microscope (1991)
–M. Nonnenmacher, M. P. O’Boyle, H. K. Wickramasinghe
–Contact potential measurements on 10 nm scale

Figure 44. Schematic drawing of a ferromagnetic tip scanning over alternately magnetized terraces
separated by monatiomic steps of height h. An additional contribution from SP tunneling leads to
alternating step heights h1 = h + �s1 +�s2 and h2 = h − �s1 − �s2. (From Ref. 87)

height of Cr(001) was determined to be 1.49 ± 0.08 Å from STM topographic images,
which is in good agreement with 1.44 Å for bcc Cr(001). The CrO2 tip was prepared
in such a way that the preferred magnetization direction of the tip is perpendicular to
the sample surface [87]. After replacing the W tip by a CrO2 tip, a periodic alternation
of the measured monatomic step heights between larger and smaller values compared
to the mean single step height value of 1.44 Å is observed. The deviation from the
single step height value determined with a CrO2 tip can be as large as ±15% which
is much larger than the experimental error with a nonmagnetic W tip. An additional
contribution from SP tunneling was employed to explain the periodic alternation of
the monatomic step height values. As sketched in Fig. 44, assuming that the CrO2 tip
is first scanning over a terrace with the same direction of magnetization as the CrO2
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tip, the tunneling current I↑↑ will then be increased due to a contribution from SP
tunneling: I↑↑ = I0(1 + P ), where I0 is the tunneling current without this contribution
and P is the effective spin polarization of the tunneling junction. Since the STM is
operated at constant current, an additional contribution to the tunneling current leads
to a corresponding increase �s1 of the mean distance s0 between the tip and the
sample surface. If the CrO2 tip is scanning over a terrace with the opposite direction
of magnetization, the tunneling current I↑↓ will be decreased: I↑↓ = I0(1−P), leading
to a corresponding decrease �s2 of the tip-sample distance. The measured single step
height values therefore alternate between h1 = h + �s1 + �s2 and h2 = h − �s1 − �s2,
where h is the topographic monatomic step height.

The effective polarization of the tunneling junction is given by [Ref. 87]:

P = I↑↑ − I↑↓
I↑↑ + I↑↓

= exp(A
√

φ�s1) − exp(−A
√

φ�s2)

exp(A
√

φ�s1) + exp(−A
√

φ�s2)
= exp(A

√
φ�s ) − 1

exp(A
√

φ�s ) + 1
, (18)

where A ≈ 1.025 eV−1/2 Å−1, φ is the average local tunneling barrier height,
�s = �s1 + �s2. According to the experimental results, �s= 0.2 ± 0.1 Å, taking
φ = 4.0 ± 0.5 eV, the effective polarization of the tunneling junction P was derived
to be (20 ± 10)%.

The first SPSTM studies of the Cr(001) surface were performed on a nanometer
scale. The CrO2 tips were too blunt to achieve atomic resolution. The first atomic
resolution SPSTM experiment was done on Fe3O4(001) surface. The different spin
configurations of 3d5↑3d↓ for Fe2+ and 3d5↑ for Fe3+ were identified by using a sharp
Fe tip prepared in situ [88, 89].

Real-space imaging of two-dimensional antiferromagnetism with the atomic reso-
lution was achieved also by Wiesendanger’s group in 2000 [90]. The experiment was
done on Mn/W(110) surface with an SPSTM at 16 K. A monolayer Mn grows pseu-
domorphically on W(110) surface. An STM image with W tip is shown in Fig. 45(A).
First-principles calculations shows that the so-called c(2 × 2) antiferromagnetic state
is energetically favourable and that the magnetocrystalline anisotropy energy favours
an in-plane spin orientation. In SPSTM experiments, Fe-coated probe tips was used
to fulfill the condition that the experiment required a magnetic tip with a magne-
tization axis in the plane of the surface. Figure 45(B) shows an STM image taken
with such a tip. Periodic parallel stripes along the [001] direction of the surface can
be recognized. The periodicity along the [110] direction amounts to 4.5 ± 0.1 Å,
which corresponds well to the size of the magnetic c(2 × 2) unit cell. The inset
in Fig. 45(B) shows the calculated STM image for the magnetic ground state, i.e.,
the c(2 × 2)-AFM configuration. The theory and experiment are in a very good
agreement [86, 90].

These stuties demonstrate that SPSTM is a powerful technique for understanding of
complicated magnetic configurations of nanomagnets and thin films engineered from
ferromagnetic and antiferromagnetic materials used for magnetoelectronics.

Recently, it was demonstrated that SPSTM images can be observed with an anti-
ferromagnetic probe tip. The advantage of its vanishing dipole field is most apparent
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Figure 45. Comparison of experimental and theoretical STM images of a Mn ML on W(110) with
(A) a nonmagnetic W tip and (B) a magnetic Fe tip. The unit cell of the calculated magnetic ground-state
configuration is shown in (A) and (B) for comparison. Tunneling parameters for both images are
It = 40 nA and U = 23 mV. The image size is 2.7 nm by 2.2 nm. (From Ref. 90)

in external magnetic fields. This new approach resolves the problem of the disturbing
influence of a ferromagnetic tip in the investigation of soft magnetic materials and
superparamagnetic particles [91].

In order to overcome the difficulties of separating topographic, electronic, and mag-
netic information one may measure the local differential conductivity dI/dV with a
magnetic tip [86]. In Fig. 46, the dI/dV spectra measured on Gd(0001) at a sample
temperature T = 170 K is compared with (inverse) photoemission spectroscopy (IPES)
data on a similar sample at the same temperature. It is known from previous experi-
ments that the Gd(0001) surface state is exchange-split into a filled majority and an
empty minority spin contribution. While the occupied majority spin part (↑) appears
as a peak in the PES data the unoccupied minority spin part (↓) is observed in IPES
measurements. Indeed, tunneling dI/dV spectra exhibit a peak at a sample bias value
of V = +430 mV and a shoulder at V = −200 mV (Fig. 46, top panel), being in
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Figure 46. PE (left) and IPE (right) spectra of the spin-split Gd(0001) surface state measured at 170 K
(bottom panel). The occupied part of the surface state appears in the PES while the empty part is weakly
visible in the IPES (bottom and inset). In contrast, tunnelling spectroscopy allows the measurement of
occupied and empty electronic states within a single experiment (top). The peak position derived with
both experimental techniques correspond well. (From Ref. 86)

good agreement with the binding energies for the empty and the occupied parts of
the surface state as determined by PES and IPES (see Fig. 46, bottom panel).

dI/dV mapping with nanometer resolution can be also performed with a magnetic
tip. Fig. 47 shows the STM topographic image and spatially resolved dI/dV images
measured at T = 70 K with a W tip coated with 5–10 ML Fe on a sample prepared
by depositing 10 ML of Gd on the W(110) substrate held at 530 K. This preparation
procedure leads to partially coalesced Gd islands (θ loc ≈ 20 ML) with a single Gd
wetting layer on the W(110) substrate as shown in the STM image of Fig. 47(a).
Fig. 47(b) and (c) show dI/dV images at V = −0.2 V and +0.45 V, i.e. sample biases
which correspond to filled and empty parts of the surface state, respectively, measured
within the box of Fig. 47(a). Both images show a domain wall crossing the island
from top to bottom [86, 92]. This work demonstrates that the domain structure of
Gd(0001) islands with a resolution below 20 nm can be imaged by dI/dV mapping
with a magnetic tip.

Recently, Wulfhekel and Kirschner showed that magnetic contrast could be obtained
in a similar way of measuring the tunnel magnetoresistance (MR) of planar junctions
[93]. By applying an alternating current of frequency f through a small coil wound
around the magnetic tip, the longitudinal magnetization of the tip was switched period-
ically. The tip material, a metallic glass, was chosen to have a low coercivity, vanishing
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Figure 47. (a) Topographic image of 10 ML Gd(0001)/W(110). dI/dU maps measured on the island
indicated by the box in (a) at (b) U = −0.2 V and (c) U = +0.45 V, i.e. the peak position of the majority
and minority parts of the surface state, respectively. In (b) the left part of the island appears brighter (high
conductivity) than the right part (low conductivity). In (c) the contrast is reversed. (From Ref. 86)

magnetostriction, low saturation magnetization, and low magnetization losses. These
parameters allow a rapid switching of the magnetization of the tip without mechanical
vibrations of the tip due to magnetostriction or magnetization losses. Furthermore,
they minimize the influence of the field of the coil on the sample magnetization. The
frequency f was chosen far away from any mechanical resonances of the STM and well
above the cutoff frequency of the feedback loop. Variations of the tunnel probability
due to the magnetotunnel effect, i.e., maximal probability for parallel and minimal
for antiparallel orientation between tip and sample magnetization, result in variations
of the tunnel current with the frequency f. These variations were detected with a
lock-in amplifier. Since the tip is magnetized along its axis and perpendicular to the
sample surface, sensitivity for the perpendicular magnetic component of the sample
was obtained [93]. In contrast to the previously described spectroscopy of the differ-
ential conductivity dI/dV, which requires that different domains are simultaneously
visible in a single image this dI/dmT method allows the identification of a magnetic
contrast even if the sample is in a single-domain state. Since the local MR method
allows a rather direct detection of the sample’s domain structure a detailed knowledge
of the spin-averaged electronic structure of the surface under investigation is no longer
required [86, 93].

The high spatial resolution and surface magnetic sensitivity of SPSTM allow it be a
powerful tool to study the unsolved basic magnetic problems. There is no doubt that
SPSTM will play a major role in the field of magnetic microscopy in the following years.

5.2. Ultra-Low Temperature (ULT)-STM

Ultra-low temperature STM (ULTSTM) is an important direction in the development
of scanning tunneling microscopes. STM working in the millikelvin temperature range
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allows the study of physical phenomena that only occur at very low temperatures,
for example, superconducting phase transitions in heavy fermion materials. Very low
temperatures can also dramatically improve the energy resolution in the STM mea-
surements. In, 1999, Pan et al. succeeded in building an ULTSTM for operation in a
magnetic field with very high spatial and spectroscopic resolution [94].

Although low temperatures bring the benefits of low thermal drift and low thermal
noise, which are required for high-resolution measurements, ultra-low temperature
refrigeration techniques often hamper the efforts to achieve high-resolution measure-
ments due to the introduction of mechanical vibrations, e.g. vibrations due to evap-
oration of the liquid, and from pumps. Furthermore, the physical space within the
cryostat, especially when a high magnetic field is required, is often too limited to al-
low an effective cryogenic vibration-isolation stage. Therefore, to design an ULTSTM
which can achieve atomic resolution is challenging. These challenges were overcome
by the efforts in the following three elements: (1) a very rigid STM head that is less
susceptible to vibration, (2) a refrigeration scheme that has very low intrinsic vibra-
tional noise, and (3) a good external vibration-isolation system to reduce transmission
of vibrations from the external environment to the STM cryostat. Finally, they demon-
strated that the 3He refrigerator based very low temperature STM they constructed
can reliably operate at temperatures down to 250 mK and in magnetic fields of up to
7 T with high spatial and spectroscopic resolution.

Recently, a dilution-refrigerator-based STM with sample temperatures of 20 mK
was achieved [95]. The unconventional superconductor, Sr2TixRu1−xO4 with x =
0.00125, was studied with this ULTSTM. Fig. 48(a) shows an atomic resolution to-
pographic image of the SrO plane of Ti-doped Sr2RuO4 with the square lattice of
Sr atoms clearly visible. The four dark spots correspond to the Ti atoms replacing
the Ru atoms one layer below the surface. A complicated gap-like structure in local
density of states was measured at all locations on the surface, with some modifications
caused by the Ti atoms. The superconducting gap was not clearly visible, possibly
due to surface termination effects, but other gap-like structures were found at ∼5
and ∼50 meV [95].

5.3. Dual-tip STM

Dual-tip STM (DTSTM) was first suggested by Niu et al. [96] in 1995. Normal single-
tip STM can only probe static properties of electronic system, the transport properties
are out of its capability. A DTSTM can solve this problem easily. Niu et al. also
proposed that a DTSTM can be applied to: (1) deduce useful information about the
band structure of surface states; (2) measure scattering phase shifts of surface defects; (3)
observe transition from ballistic to diffusion transport to localization; and (4) measure
inelastic mean free paths [96].

Actually, Tsukamoto et al. had built a twin-tip STM in 1991. However, the two tips
were fixed together and could not scan independently [97]. In 2001, Watanabe et al.
reported that they had constructed a DTSTM using multiwall carbon nanotubes (NT)
as STM probes. They also developed an active damper system for DTSTM to reduce
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Figure 48. Topographic image of Sr2TixRu1−xO4 where x = 0.00125. The white lattice is the SrO
plane, and the black cross-like objects are the Ti atoms located one layer below the surface. (a) 120 Å x
120 Å image, (b) enlarged (35 Å square) view of single impurity. (Images taken at 0.1 nA and −100 mV).
(From Ref. 95)

mechanical vibration, which is dominated by the characteristic vibration of the two-
probe system. The DTSTM allows to elucidate the electric property of a sample with
a spatial resolution of ∼1 nm. Using this system, the current–voltage curves of a single
NT ring have been measured. The electrode configuration is shown in Fig. 49(a).
Fig. 49(b) shows a DTSTM constant current image of the NT ring and the first probe.
The I–V curves for various VG (0, 1, 2, 3, 4, and 5 V, respectively) measured by
DTSTM at room temperature in dry-N2 atmosphere are shown in Fig. 49(c). These
results show that the small NT ring on the Si substrate is a field-effect transistor having
sharp switching behavior and the possibility of nanometer-scale electronic circuits
composed of NT devices [98].

Also in 2001, an ultra-high vacuum DTSTM with two mechanically and electrically
independent probes was built by Boland’s group [99].

Meanwhile, an ultrahigh vacuum compatible cryogenic DTSTM was constructed
by Chen’s group [100]. The microscope is attached at the bottom of a low-loss liquid
helium Dewar and can be operated down to 4.2 K. The two tips can be manipu-
lated independently and positioned as close as one desires limited only by their radius
of curvature. The coarse positioning system consists of five linear steppers driven by
piezo-tubes. The displacement of each stepper can be monitored by its own embedded
capacitive position sensor with a submicron resolution, thus allowing accurate control
of the tip navigation process. An alignment procedure, using a specimen made of three
mutually nonparallel planes, is introduced to bring the two tips into overlapped scan
ranges without the help of an additional guiding device such as an electron micro-
scope. The overall system exhibits good mechanical rigidity and atomic resolution
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Figure 49. (a) Electrode configuration: two NT probes were connected with a NT ring on the
poly-Si(∼3.5 nm, n-type)/SiO2 (∼2 nm)/Si(100)/Au substrate, where the Au layer acted as a gate
electrode. (b) The DTSTM constant current image of the NT ring and the first probe (scale bar, 10 nm).
The image was recorded by scanning the second probe. (c) I–V curves for various VG measured by
DTSTM at room temperature in dry-N2 atmosphere. VG from left to right are 0, 1, 2, 3, 4, and 5 V,
respectively. (From Ref. 98)

has been achieved with either tip. This instrument is well suited for investigating low
temperature quantum properties of atomically clean nanostructures in a three-terminal
configuration [100].

We have reason to believe that, with the fast development of DTSTMs, they will play
more important roles in the research of surface science, nano-materials, nano-devices
and etc.

5.4. Variable Temperature Fast-Scanning STM

STM has been proved to be very successful in studies of the static structural or elec-
tronic properties of surfaces. However, it is often desirable to investigate dynamic
processes, i.e., surface diffusion, chemical reactions, nucleation and growth, or phase
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Figure 50. Six STM images (56 × 31 Å2) extracted from a typical STM movie. Shown is the
development of a normal Pt adatom into a bright Pt-H intermediate complex, and then back to a normal
Pt adatom again. All STM images were obtained in the constant-current mode with tunnel resistances
above 100 MQ in which case the influence of the tip was found to be negligible. The Pt adatom of
interest is marked by a white circle. (From Ref. 110)

transformations. Therefore, high-speed STM is needed for these applications. Since
temperature influences the rate of such kinetic processes strongly, control of the sample
temperature may allow one to adjust the rate for the processes to the accessible time
scale of the STM. Thus, a variable temperature fast-scanning STM is a unique tool to
observe dynamic processes. Many variable temperature fast-scanning STMs have been
developed in various groups [101–108] with the scanning speed up to 20 frames/s
[103], and temperature range from 25 K to 900 K (each instrument can only change
temperature in a different smaller range). To achieve the high scanning speed, constant-
height scanning mode is often used [103].

A lot of successful applications have been performed with variable temperature
fast-scanning STMs.

The one-dimensional diffusion of Pt adatoms in the missing row troughs of the
reconstructed Pt(110)(1 × 2) surface is monitored directly from atomically resolved
fast-scanning STM images by Besenbacher’s group [109]. It is found that not only
jumps between nearest neighbor sites but also long jumps, i.e., jumps between next
nearest neighbor sites, take place. The hopping rate for these long jumps is found to
follow an Arrhenius dependence on temperature. The activation barriers for single and
double jumps are determined to be Ed1 = −0.81 eV and Ed2 = −0.89 eV, respectively.
This energy difference may be interpreted as a measure of the energy dissipation of
the Pt adatoms on the Pt(110)-(1 × 2) surface [109].

Later, they also found that surface self-diffusion of Pt adatoms can be enhanced
by adsorbed hydrogen and observed the formation of Pt-H complex which has a
diffusivity enhanced by a factor of 500 at room temperature, relative to the other Pt
adatoms [110]. As shown in Fig. 50, the formation of intermediate Pt-H complexes
has been directly imaged by a fast-scanning STM at 303 K and a hydrogen pressure
of 7 × 10−7 mbar. These Pt-H complexes show up in the STM images as brighter Pt
adatoms (increase in apparent height ∼0.4 Å). After some time, the brighter adatom
reverts to a normal brightness. The density functional calculations indicated that the
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Pt-H complex consists of a hydrogen atom trapped on top of a platinum atom, and
that the bound hydrogen atom decreases the diffusion barrier.

The catalytic oxidation of carbon monoxide (CO) on a platinum (111) surface
was studied by Ertl’s group with a variable temperature fast-scanning STM [111].
The adsorbed oxygen atoms and CO molecules were imaged with atomic resolution,
and their reactions to carbon dioxide (CO2) were monitored as functions of time.
From temperature dependent measurements, they obtained the kinetic parameters,
which agree well with the data from macroscopic measurements. In this way, kinetic
description of a chemical reaction was achieved that is based solely on the statistics of
the underlying atomic processes observed by STM.

Traveling reaction fronts in the oxidation of hydrogen on a Pt(111) surface were
also investigated by them [112–113]. These fronts were observed during dosing of
the oxygen-covered surface with hydrogen at temperatures below 170 K. The fronts
represented 10 to 100 nm wide OH-covered regions, separating unreacted O atoms
from the reaction product H2O. O atoms were transformed into H2O by the motion
of the OH zone. Their investigations revealed the velocity and the width of the fronts
as a function of temperature. A simple reaction–diffusion model has been constructed,
which contains two reaction steps and the surface diffusion of water molecules, and
qualitatively reproduces the experimental observations.
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4. VISUALIZATION OF NANOSTRUCTURES WITH ATOMIC FORCE
MICROSCOPY

SERGEI N. MAGONOV AND NATALYA A. YERINA

INTRODUCTORY REMARKS

Scanning tunneling microscopy (STM) and Atomic Force Microscopy (AFM) were
introduced about 20 years ago [1, 2]. Since this time these techniques have revo-
lutionized surface analysis by providing high-resolution visualization of structures at
the atomic- and nanometer-scales. The remarkable feature of STM and AFM instru-
ments is their ability to examine samples not only in an ultrahigh vacuum but also
at ambient conditions and even in liquids. In both methods, the localized interac-
tion between a sharp probe and a sample is employed for surface imaging. STM is
based on detection of tunneling current between a sharp metallic tip and a conduct-
ing surface. This circumstance limits STM applications, and it is applied mostly to
studies of atomic structures and atomic-scale processes on different conducting and
semiconducting samples, primarily in UHV conditions. Therefore, the use of STM
is confined to research laboratories at Universities and Government Institutions deal-
ing with fundamental problems of surfaces, whereas industrial laboratories are using
AFM exclusively which can be applied for characterization of materials of any kind.
This functionality is inherent to AFM, which is based on detection of more universal
tip-sample mechanical forces.

The scope of AFM applications includes high-resolution examination of surface
topography, compositional mapping of heterogeneous samples and studies of local
mechanical, electric, magnetic and thermal properties. These measurements can be per-
formed on scales from hundreds of microns down to nanometers, and the importance
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of AFM, as characterization technique, is further increasing with recent developments
in nanoscience and nanotechnology. In studies of surface roughness, AFM comple-
ments optical and stylus profilometers by extending a measurement range towards the
sub-100 nm scale and to forces below nanoNewton. These measurements are valuable
in several industries such as semiconductors, data storage, coatings, etc. AFM together
with scanning electron microscopy of critical dimensions is applied for examination of
deep trenches and under-cut profiles with tens and hundreds of nanometers dimen-
sions, which are important technological profiles of semiconductor manufacturing.
AFM capability of compositional imaging of heterogeneous polymer systems (blends,
block copolymers, composites, filled rubbers) attracts the attention of researchers work-
ing in industries, which are dealing with synthesis, design and formulation of plastic
materials as well as their applications. In this function, AFM assists other microscopic
and diffraction techniques (light, X-ray, and neutron scattering). Nanoscale objects
such as mineral and organic filler particles, carbon nanotubes or individual macro-
molecules of biological and synthetic origin are distinguished in AFM images. Studies
of these objects and their self-assemblies on different substrates are addressing important
problems of intermolecular interactions in confined geometries. Better understanding
of these interactions and the ways they might be controlled are needed for a preparation
of functional surfaces, nano-scale patterning and manipulation of nanoscale objects.

Local probing of mechanical properties is another important function of AFM that
offers unique capabilities for studies of structure-property relationships at the nanome-
ter scale. A recording of force curves and performing nanoindentation at surface loca-
tions of tens of nanometers in size are routinely employed for such measurements.
At present, this is only a comparative analysis of mechanical responses of different
samples or different sample components. In addition to mechanical properties, exami-
nation of local electric properties at the sub-micron scales will be welcomed by many
applications. Electric force microscopy, which is most known AFM technique for map-
ping of conducting regions of various samples, is based on measurements of electric field
gradients acting between a metal-coated probe and conducting sample regions. Detec-
tion of local electric properties such as current-voltage characteristics of the nanoscale
objects is a more challenging task and requires substantial instrumental improvements
to became a routine procedure.

At present AFM became a mature characterization technique that is in perma-
nent development. Intensive efforts are underway in AFM instrumentation and its
applications. The design of novel probes with various geometries and unique dynamic
properties has already enhanced the technique’s dynamic capabilities, mechanical mea-
surements and image resolution. The use of piezoceramic actuators as scanners in
AFM instruments has such drawbacks as non-linearity and creep, which are related
to polycrystalline nature of these materials. An introduction of high-precision scan-
ners based on closed-loop positioning systems is addressing this problem. The rec-
ognized AFM limitation is its low efficiency due to slow scanning. The develop-
ment of new approaches to fast scanning will enable high throughput capabilities
of imaging and screening for combinatorial approaches in material science and
technology. Nanomechanical measurements become crucial for characterization of
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nanomaterials, which offer the promise of breakthrough longstanding limits of material
performance. Most importantly, the proper characterization of these materials and their
performance is impossible without quantitative studies of nanomechanical properties.
Therefore, there are strong incentives for development of reliable approaches toward
quantitative nanomechanical analysis. The AFM-based techniques (nanoindentation,
scratching, etc.) have intrinsic advantages for overcoming fundamental difficulties of
indenters, which are routinely used for micro-mechanical testing, and which are not
suitable at scales below a half of micron and for operation at low forces. Various
attempts are on the way to make nanomechanical measurements with AFM more
quantitative, with unique spatial resolution and also to provide such measurements in
broad frequency range.

This chapter presents a short review of contemporary AFM and main issues
related to its instrumentation and practical imaging at the nanometer scale. AFM appli-
cations will be illustrated by examples taken from studies of single macromolecules and
their self-assemblies on different surfaces and compositional mapping of semicrystalline
polymers, block copolymers, polymer blends and composites. The choice of practical
examples reflects the fact that AFM studies of polymers are the field most familiar to
the authors.

BASICS OF ATOMIC FORCE MICROSCOPY

Main Principle and Components of Atomic Force Microscope

In AFM, mechanical force interactions acting between a sharp probe and a sample
are used for surface imaging. The probe, which represents a micromachined cantilever
with a sharp tip at one end, is brought into interaction with the sample surface. The
interaction level between the tip apex and the sample is determined through precise
measurements of the cantilever displacements. Initial attempts to apply STM for gaug-
ing the cantilever deflection had little success. An optical level detection, which had
been originally suggested for gravimeters [3], appeared invaluable for precise measure-
ments of the cantilever deflection in most commercial atomic force microscopes [4].
In this procedure, a laser beam, which is deflected from the backside of the cantilever,
is directed to a 4-segment positional photodetector, which is divided into segments for
measurements of normal and lateral deflections of the cantilever. At present, the optical
level detection is the most reliable way to measure the tip-sample force interactions,
Figures 1a–b. This approach does not completely free of problems related with the use
of light, such as parasitic interference at the cantilever-sample confinement, heating of
a cantilever and a sample by the laser beam. Therefore, the microscope designers are
looking for alternative approaches. Among them is the AFM based on a microfabri-
cated piezocantilever, in which the cantilever itself provides not only the deflection
sensing but also the actuation [5].

The surface imaging is realized by detecting the tip-sample force in different loca-
tions while the probe is rastering the sample surface with the help of a piezoelectric
actuator. A feedback control applied during imaging ensures that the tip-sample force
is preserved at a constant level. The error signal, which is used for feedback control,
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(a) (b)

Figure 1. (a) Sketch demonstrating main components of atomic force microscope working in the contact
mode in which the tip is permanently engaged into the sample. A cantilever deflection responding to
tip-sample forces is measured with the optical lever scheme. (b) Sketch illustrating phase detection and
phase imaging in tapping mode. Phase of the probe oscillation changes when an AFM probe comes into
interaction with the sample. Phase can be different when the probe interacts with different components of
a heterogeneous sample.

is amplified to generate height images, which reflect surface corrugations. The height
image, in which brighter contrast is assigned to elevated surface locations, represent
the vertical translations of the piezo-scanner needed to eliminate the error signal when
the probe is moved from one sample location to the other. The error signal images,
which, might be considered as maps of derivatives of height corrugations, emphasize
fine surface features that are poor resolved in the height images.

From a brief description of the method it becomes clear that the main components
of atomic force microscope are probes, optical detection system, piezo-scanners and
electronics for a management of scanning procedures and data acquisition, Figures 1a–b.
In the microscope, these components are assembled into a microscope stage, which
must satisfy the requirements of minimum vibrational, acoustic and electronic noise as
well as small thermal drift. Basic information about these components could be useful
for better understanding the performance of AFM instruments, their unique features
and limitations.

Scanners, which are applied for 3D movement of the sample or probe in AFM,
are made of piezoelectric materials, which provide the precise positioning and ability
to transport the objects in the micron range with sub-angstrom precision. Yet due to
polycrystalline nature of these materials, the motion of real scanners deviates from linear
dependence on applied voltage, especially at voltages generating large translations. In
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addition, the motion along the different axes is not completely independent. Therefore,
a careful design, precise construction and calibration are important objectives that
should be addressed during manufacturing of the scanners and their use. These efforts
will allow the real scanners to approach a desirable performance, yet an additional
electronic control is still needed. In an open-loop scanner, the controller drives the
scanner using a non-linear voltage profile that produces a linear motion. This profile
is taught during the calibration procedure on surface gratings with the known pitch in
lateral dimensions and height steps in vertical direction, Figures 2a–b. Such calibration
has limited precision because the scanner response to a particular voltage depends on
the material history. Minimal distortions are expected when scanning is performed at
the small range near the scanner rest point and the distortions will increase substantially
when high voltages are applied for large-scale scanning. The situation is worse when
the scanner is applied for small scans far away from the rest point immediately after its
use for large scans.

To address the open-loop control problems, the scanner can be fitted with inde-
pendent position sensors. In this case of a closed-loop system, the controller reads the
sensor outputs and adjusts the drive voltage in order to achieve the desired motion.
The microscopes with the closed-loop control of the scanners became popular recently
to address problems of object manipulation, surface lithography and patterning in the
micron and sub-micron scales. It is worth noting that despite the improved preci-
sion of the probe or sample translation the performance of the closed-loop systems is
subjected to influence of thermal drift and additional noise that hurts quality of high-
resolution imaging. Scan accuracy of both systems (open-loop and close-loop) depends
on their calibration using appropriate standards. Man-made standards are available for
the lateral scales of hundreds of nanometers and larger, Figures 2a–b. For calibration at
the nanometer and atomic scale, one can apply periodical patterns of natural materials
such as alkanes and the lattice spacing of crystalline surfaces of mica and highly-ordered
pyrolitic graphite, Figures 2c–d.

AFM has been introduced for visualization of structures at the atomic-scale. How-
ever, with development of its applications the technique became useful for many
other purposes and the size of the samples and structures to be examined has varied
tremendously. This need led to the development of AFM instruments that can be
used for studies of large objects (e.g. 12-inch Si wafers) with the instrument operation
fully automated. In the automated microscopes, in addition to piezoscanners, different
translation XY stages are applied. In addition to motorized stages, flexure stages are
also used in AFM instruments. The flexure stages are closer to the performance of
piezo-scanners and offer some additional capabilities. The close-loop flexure stages are
also developed for commercial microscopes.

An introduction of microfabricated Si3N4 and Si probes, which consists of the
cantilevers with a sharp tip at one end that can be prepared in batch processes, was
one of the key events that led to the broad use of AFM instruments. Major param-
eters of the AFM probes are the cantilever shape and stiffness, oscillatory parameters
(resonance frequency, Q-factor), tip geometry (a shape and size of its apex), and specific
functionality.
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Most of the probes have rectangular or triangular cantilevers and a sharp pyramidal
tip at the end. Practically, it is more feasible to make thinner and softer cantilevers
out of S3N4. Therefore these probes, which are traditionally made with triangular
cantilevers, are applied for studies of soft biological samples and are used primarily for
contact mode measurements in air and under water. Stiffness of Si3N4 probes depends
on dimensions of the triangular cantilevers and varies in the 0.01 N/m–0.6 N/m
range. Si probes usually have rectangular cantilevers and the range of stiffness is much
broader: from 0.1 N/m to 400 N/m. The softest probes can be used for the contact
mode measurements whereas tapping mode [6] imaging requires stiffer probes because
one should be able to retract the probe from a sample in every cycle of its oscillation.
This can be achieved only with probes whose stiffness overcomes adhesive interactions
with the sample.

Before an experiment it might be quite difficult to determine what minimal stiffness
of the probe is needed for successful measurements of a particular sample. For studies
of soft materials (polymers and biological objects), a broad range of probes can be
used. On one hand, softer probes will facilitate gentle imaging of these materials. On
another hand, visualization of the composition of the heterogeneous samples with high
contrast requires the probe with optimal stiffness. Therefore, the probes, whose stiffness
varies in the range from 0.1 N/m to 400 N/m, can be employed for compositional
mapping. This is related to the fact that stiffness of polymeric materials differs in
a broad range and matching the probe stiffness to that of a polymer sample or its
different components helps to visualize individual components of multicomponent
materials. The probe choice also depends on the operation mode and environmental
conditions. For imaging in air, Si probes with stiffness of 3–5 N/m are most useful,
especially when high-resolution and low-force imaging is required. For compositional
imaging, which is commonly conducted at elevated tip-forces, Si probes with stiffness
30–40 N/m will be a good choice. Imaging under liquids can be done with soft Si
probes (0.3–1 N/m). The resonant frequency and Q-factor of the probes are essential
dynamic parameters that influence the scanning rate of imaging in oscillatory modes
and soft probes with high-resonance frequency are ideal for fast scanning of biological
objects.

Tip geometry is the crucial parameter for many AFM applications such as mea-
surements of narrow trenches and rectangular surface steps, profiling of single lying
objects, as well as visualization of atomic-scale features on crystalline surfaces. The
overall shape of Si3N4 tip is a square pyramid with the half-angles of its faces ∼35◦.
The nominal radius of curvature at the tip is <20 nm. Si probes are etched in the
shape of an irregular pyramid with the nominal apex radius <10 nm. Near the apex
the shank is triangular with the half angles of 17◦ (sides), 25◦ (front), and 10◦ (rear),

←
Figure 2. (a)–(b) Height images of the calibration standards for lateral (X, Y) and vertical (Z) directions,
respectively. (c) STM image of highly ordered pyrolitic graphite. (d) Phase image of normal alkane
C60H122 layer on graphite. The insert in the top left corner shows the power spectral density plot and a
value of the most pronounced peak, which corresponds to the length of the alkane molecules in the
extended all-trans conformation.
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where the “front” is closest to the end of the cantilever. For critical measurements of
surface features one should consider the absolute orientation of the sample surface and
tip to avoid an incorrect judgment. The quality of commercial AFM probes might
vary, therefore, for reliable imaging one can preliminary check the probes by imaging
test samples such as Au colloid spheres on a smooth substrate, ridged structures of
the SrTiO3 (305) surface, edges of the TiO2 surface, and sharp pyramids. Special care
should be exercised during such measurements to avoid undesirable tip damage.

The described probes are most common in routine AFM applications, and the tip
apex size of Si probe is one of the factors determining the imaging resolution in
tapping mode. Therefore, there are ongoing efforts of design and manufacturing of
novel probes with sharp extremities. Two kinds of new probes [7, 8], which might
be useful for high-resolution imaging, are shown in Figures 3a–b. The first one was
prepared by plasma-assisted deposition of carbon materials on the apex of Si tip. The
probe of the second type has a diamond tip with a mechanically sharpened apex.
The radius of the curvature at the end of these probes is approaching 1 nm. Recent
results demonstrated that tapping mode imaging with true molecular resolution could
be achieved with the spiky probes [7]. Unfortunately, multiple spikes, which grow
at the Si apex, limit the ease-of-use of these probes. The diamond tip does not have
this drawback, however the cost of these probes is significantly higher than the probes
with spikes that are produced in batch process. Carbon nanotubes with nanometer-
scale diameter were also suggested for use as AFM probes, and their fabrication has
advanced from a manual assembling to the catalytic growth of nanotubes at the apex
of AFM probes [9, 10]. Yet the images obtained with CNT probes so far do not show
the resolution improvement. They also show mechanical instabilities that limit the use
of the CNT probes.

Probes with specific functionality can be prepared by coating the cantilever or tip
with different materials. Metallic coatings are deposited on the cantilevers in order to
increase their optical reflectivity and electric conductivity. The probes with ferromag-
netic coatings are applied for magnetic force microscopy. Unfortunately, the coating
can make the tip apex less sharp. It is worth noting that the AFM probes with piezo-
electric coatings might offer exceptional capabilities for this technique in the near
future. A possible application of such cantilevers for self-actuation and detection of the
tip-sample interactions might eliminate the optical detection and its related restric-
tions for some AFM applications. The dynamic characteristics of the piezoelectric
cantilevers are superior to those of the regular cantilevers, which are driven externally.
This circumstance has been utilized in the development of fast scanning mode, which
is essential for high efficiency of AFM and high throughput measurements. So far,
due to some instrumental and practical hurdles, this approach has not been broadly
accepted. Instead it is possible to make use of these cantilevers for dynamic mechanical
measurements of polymer samples. The preliminary results show that this approach
allows extending the mechanical studies to high frequencies (up to 100 kHz), which
are not accessible to conventional dynamic mechanical analysis [11].

For many years, the probes with chemically modified tips were employed for selective
detection of surface locations with different chemical properties. Typical chemical
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Figure 3. Electron microscopy micrograph of the tips of novel AFM probes. (a) The probe with the
carbon spikes (the picture – courtesy of D. Klinov, Institute of Biorganic Chemistry, Moscow, Russia).
(b) The diamond probe with a mechanically sharpened apex (the picture – courtesy of B. Mesa, MicroStar
Technology, Inc., Huntsville, TX, USA).

modification includes a coating of the tip with a gold layer followed by adsorption
of alkylthiols with various functional groups. The use of these modified probes is
quite a challenging task. An adequate control of the coating integrity, which might be
damaged by tip-sample forces, as well as statistical approaches for data collection and
analysis are required for getting reliable results with these probes. Alternatively, AFM
probes with different chemical nature can be microfabricated of polymeric materials.
Such probes, which are prepared by either etching of photoresist [12] or by extrusion,
offer a desirable diversity of the tip material. They also are much softer than the Si and
Si3N4 probes that facilitate measurements with lower forces.

Concluding the short description of AFM instrumentation it is worthwhile to note
the importance of the overall mechanical design of the microscopes, which substantially
influence the quality of images. Visualization of the nanoscale structures, particularly
in the sub-100 nm scale, essentially depends on the thermal drift of the microscope.
Thermal drift harms imaging because the rate of AFM scanning is limited by the
physics of tip-sample force interactions and dynamics of the probes, especially, when
oscillatory modes are applied. Fast scanning approaches, so far, require an increase of
tip-sample interactions that might not be useful for imaging of soft samples. There-
fore, special care should be taken to minimize thermal drift by a proper microscope
design and rational choice of construction materials for instrument components and
enclosures, which are required for acoustic noise isolations. Note that the close-loop
scanners are also suffering from thermal drift that limits the value of this approach. An
example of imaging with low thermal drift microscope Dimension 5000, in which
room temperature drift is as small as 0.5 nm per minute, given in Figures 4a–d. These
four images of an array of single macromolecules (polyphenylacetylene with mini-
dendritic groups) on graphite were collected in sequential scans of the same area,
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Figure 4a–d. Sequential height images of a stack of single chains of polyphenylacetylene with
mini-dendritic groups on graphite.

when the probe was rastering the surface in alternative directions (up to down, down to
up, etc.).

Operational Modes, Optimization of the Experiment and Image Resolution

There are two main operation modes in AFM: contact mode and tapping or inter-
mittent contact mode. In the contact mode, which was introduced in practice first,
the probe comes into a permanent contact with a sample surface. A product of the
cantilever stiffness on its deflection determines the tip-sample force. For many samples,
this mode should be applied with caution and the cantilevers with low spring con-
stants are needed for gentle profiling of soft surfaces. Imaging with high-resolution was
demonstrated with the contact mode AFM on many crystalline surfaces [13]. Besides
surface imaging, AFM in its force modulation mode [14] has been effectively used
for evaluation of sample mechanical properties by modulating the tip-force with an
additional actuator. Lateral tip-sample forces accompany scanning of surfaces with the
tip being in contact, and these forces can be recorded for evaluation of surface friction.
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Unfortunately, lateral forces applied to soft samples might induce a strong shearing
deformation and sample damage. This limits the contact mode applicability to studies
of polymers and biological objects.

In AFM, local tip-sample forces can be measured using deflection-versus-distance
curves [15]. These measurements are also helpful for choosing appropriate set-point
deflections for surface imaging with different forces. By immersing the sample and
the probe in liquid, one can eliminate capillary forces applied to the tip by a liquid
contamination layer, which presents on surfaces in air. Therefore, imaging in liquids
can be performed at small forces below 1 nN. For biological samples, aqueous media
is essential and most of AFM studies of these objects are done underwater. For other
materials, imaging in liquids is only an optional, not a routine operation.

This situation changed drastically with the introduction of the AFM oscillatory
mode known as the tapping mode [6]. Tapping is performed by the probe, which is
driven into oscillatory motion at its resonant frequency by an additional piezoactuator,
Figure 1b. A drop of the cantilever amplitude when the tip comes into interaction
with a sample is used as a measure of these interactions, and the amplitude drop is
kept at a pre-set level during scanning. In tapping mode, permanent shearing forces
are almost eliminated and the intermittent tip contact with the sample surface occurs
at a high frequency (tens and hundreds of kHz) that also restrict material damage.
Such operation is gentler than the contact mode, despite the fact that stiffer probes
are used in tapping mode. This mode has revolutionized AFM applications because a
broad range of samples and materials of industrial importance has become accessible
for studies at ambient conditions. For example, the contact mode measurements of Si
wafers caused a surface damage that can be avoided by using tapping mode.

The advantages offered by tapping mode for imaging of soft materials are balanced
by the complexity of dynamic tip-sample force interactions that in some cases makes
the analysis and interpretation of tapping mode images quite challenging. The main
problem is that a change of amplitude of an oscillating cantilever while it interacts
with a sample does not solely determine tip sample forces. Alterations of the resonant
frequency and phase of the cantilever are more sensitive for this purpose. Corrugated
surface features as well as contamination traces make the sensitive phase and frequency
measurements less applicable for feedback than the amplitude changes. Therefore the
amplitude is used for feedback and the vertical adjustments of the piezoscanner needed
for keeping the amplitude drop constant are reflected in the height image. The phase
changes of the interacting probe during imaging are presented in the phase image,
Figure 1b. Usually in the tapping mode, the height and phase images are recorded
simultaneously. Phase imaging is most valuable for compositional analysis of hetero-
geneous samples [16]. Differences in adhesive and mechanical properties of different
components are responsible for various phase contrast observed on these samples dur-
ing imaging. The tapping mode with phase or frequency detection also made possible
broad applications of electric force microscopy and magnetic force microscopy.

Qualitative differences of mechanical, adhesive, electric, magnetic and other prop-
erties are sufficient for compositional mapping, yet the demand of local quantitative
measurements of these properties is increasing with developments of nanoscience and
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nanotechnology. The local measurements have been a challenge since the introduction
of AFM, and there are a number of relevant problems. They include preparation of spe-
cialized probes, optimization of instrumentation, and a lack of appropriate theoretical
analysis of the tip-sample forces at the nanometer scale.

At present, tapping mode is the most common AFM mode. In its applications,
researchers are always facing a problem in getting the most valuable information, which
can be rationally understood. The crucial issue is a correct choice of instrumental
parameters for high-resolution surface imaging and compositional mapping of hetero-
geneous samples, which are usually quite different to achieve these goals. The principal
issue of AFM is tip-sample forces and their control. Minimization of the tip-force allows
avoiding surface damage and reducing the tip-sample contact area that facilitates high-
resolution imaging. Compositional mapping will benefit from an increase of tip-forces
because differences between mechanical properties will be better manifested in this case.

High-resolution imaging is the unique feature of STM and AFM. STM observations
of atomic defects on semiconductor and metallic surfaces have proved true atomic-scale
resolution with this technique. Image resolution in AFM is a complicated issue. In the
contact AFM mode, images of crystal surfaces show atomic-scale patterns identical
to the crystallographic lattices [13]. The absence of atom-size defects in such images
suggests that the tip contact area in this mode is larger than the atomic size. This does not
exclude a possibility of lattice imaging based on periodic variations of the normal and
lateral forces, which are exercised by a tip when it is moving along a periodical surface
[17]. The imaging resolution of tapping mode and of another oscillatory mode—
frequency modulation, used for AFM in UHV has different issues. It is clear that
contact area of the tip should be comparable with a size of features to be resolved.
In general, the contact area is determined by mechanical characteristics of the tip and
sample as well as by the apex radius and the tip-force. In UHV conditions of clean
sample surface and high quality factor of the oscillating probe, a fine tip-force control
is realized by detection of small frequency shifts. Such measurements in frequency
modulation mode can be performed with true atomic resolution as confirmed by
images of atomic-scale defects [18]. In air, the precise force control is limited, and the
best image resolution achieved in tapping mode applications with etched Si probes
(apex radius ∼10 nm) is around 1 nm. Recent experiments with the sharper probes –
carbon spikes grown at the end of a commercial Si probes, have been successful, and
true molecular scale resolution was obtained in imaging of surface of polydiacetylene
crystal [7]. The tapping mode image of 20 nm on side (Figure 5a) revealed a well-
defined pattern with almost vertical rows and a few molecular-size defects of 3–5
angstroms in size. This observation confirms true molecular resolution of the image.
Bright spots along the rows are assigned to individual side groups of the polymer
chain forming the crystal. In general, the regular molecular order is consistent with
the dimensions of the crystallographic surface lattice (b = 0.491 nm, c = 1.410 nm,
α = 89.5◦, Figure 5b) and with the pattern observed in the contact mode images
of the same surface, Figure 5c. The use of the probes with carbon spikes that allow
imaging with true molecular resolution requires definite precautions such as a gentle
engagement and the low-force operation to avoid a fracture of sharp spikes. Imaging
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Figure 5. (a) Height AFM images, which were recorded in tapping mode with the novel carbon probe
on the bc-plane of the polydiacetylene crystal. (b) Molecular arrangement at the bc-plane of the crystals
of polydiacetylene [2,4-hexadienylenebis(p-fluorobenzenesulfonate)]. Most elevated F, H and C atoms at
the bc-surface are shown as the unfilled circles and other atoms of the side groups, which are slightly lower,
are shown as the gray circles. (c) Contact mode image of the bc-plane of the polydiacetylene crystal.
(d) Tapping mode image of the bc-plane of the polydiacetylene. The 2D FFT filtering (only the most
pronounced reflexes of the 2D power spectra were applied for a reconstruction of the surface lattice) led
to the periodical patterns in (c) and (d), which were obtained from the images in Ref. S. N. Magonov,
G. Bar, H.-J. Cantow, H.-D. Bauer, I. Müller and M. Schwoerer, Polym. Bull. 26 (1991) 223 and
in (a).

of corrugated surfaces with these tips is rather challenging due to possible interference
of several spikes, which grow at the same apex.

Two other successful examples of high-resolution imaging with the spikes are shown
in Figures 6a–f. In these figures, the images of Si wafer surface and low-K polymer
coating [19], which were obtained with these probes, are compared with the images of
the same samples recorded with regular etched Si probes. It is obvious that nanoscale
roughness of Si surface is much higher in the image obtained with the sharper probe,
Figures 6a–b. This is even better seen in the cross-sectional height profiles seen in
Figures 6c–d. There are also evident differences of the size of dimples and grains in the
images of the nanoporous low K coating. Again the application of the shaper probe
provides the height image with much finer surface structure than the use of the regular
probe.

An example, which illustrates compositional mapping, is given in Figures 7a–d,
where one sees height and phase images of a layer of ultra long alkane C390H782, which
were obtained at low-force (light tapping) and high-force (hard tapping) imaging. In
light tapping, the height image, Figure 7a, shows a number of linear elevations, which
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Figure 6. (a)–(b) Height images of Si wafer obtained with the probe with carbon spikes and with regular
etched Si probe, respectively. (c)–(d) Cross-section height profiles taken across the images in (a) and (b),
respectively. (e)–(f ) Height images of a nanoporous low K material obtained with the probe with carbon
spikes and with regular etched Si probe, respectively.

are running from left to right. The corresponding phase image (Figure 7b) exhibits
only minor contrast at the elevations similar to one expected from the error image.
In ideal case of light tapping, the probe should track a samples surface lightly enough
that the phase response is not different from the phase of the non-interacting probe.
This condition can be achieved when the set-point amplitude, Asp, is close to the
amplitude of a non-interacting probe, A0, in immediate vicinity of the sample surface.
The tip-sample force increases with decrease of Asp and hard tapping conditions is
usually correspond to Asp = 0.4–0.5 A0. Height and phase images of the alkane layer
in Figures 7c–d, which were recorded at hard tapping, are different from those in
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Figure 7. (a)–(b) Height and phase images of ultra long alkane C390H782 layer, which were obtained at
light tapping. (c)–(d) Height and phase images of the same area as in (a)–(b), which were obtained at hard
tapping.

Figures 7a–b, and these changes were reversible. The most pronounced variations
are in the contrast of linear features, which are either brighter or darker compared
with the rest of the area. The fact that the repeat distance across the stripped pattern
(∼48 nm) is close to the length of the extended chain of C390H782 alkane, suggests
that the linear features present the chain ends. On one hand, the end -CH3 groups of
the alkane are more bulky than –CH2- of the alkane chain and they also are mobile
being the chain ends. Therefore, these locations are seen as elevated in height image
obtained in light tapping. On other hand, the mobile chain ends do not resist the
probe penetration through the alkane layer close to the substrate when hard tapping
conditions are applied. This is consistent with the contrast change at these locations
from bright to dark in the height image and also with the appeared dark contrast in the
phase image. Note that the width of the linear features assigned to the chain ends is
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larger than the size of two individual –CH3 groups which come to this interface from
the neighboring lamellae. We could not exclude that, in addition to –CH3 groups,
a few neighboring –CH2- groups may contribute to the pattern changing in the
AFM images. The finding that the width of the interlamellar interfaces seen in AFM
images is increasing as temperature raises supports this suggestion. Molecular dynamic
simulations of alkanes on substrates predicted similar effect [20]. The assignment of
the dark strips seen in the height and phase images Figures 7c–d to the interlamellar
interfaces led to another important result. The dark strips in these images are not always
continuous, and one can see one linear dislocation and few locations where short dark
strips are shifted a half lamellar size with respect to the main strip. The latter defects
are most likely associated with bridging molecules or their blocks in which chains are
shifted along their main direction with respect to the other molecules in the same
lamellae. These and other defects, which are resolved in AFM of various alkanes at
different temperatures will be discussed elsewhere [21]. Here we state that imaging
at various tip-forces is useful procedure that provided valuable data about structural
organization of alkane layers on graphite.

Our experience shows that on transition from light to hard tapping, the well-defined
changes in height and phase images, similar to those seen in Figures 7a–d, are quite
rare. Usually, they occur when differences in mechanical properties of surface locations
or sample components are large. In many other cases, imaging in hard tapping leads to
pronounced contrast variations in phase images whereas height images might change
insubstantially. The high sensitivity of the phase images to sample heterogeneities made
phase imaging an invaluable constituent of AFM.

A simple protocol can be applied for variable force imaging in the tapping mode. In
the beginning of the experiment, the resonant frequency of the probe is determined
in immediate vicinity of a sample surface, and the driving frequency is usually cho-
sen at the resonant frequency. By changing the voltage applied to the piezoactuator,
an operator chooses A0, which typically varies in the 1–150 nm range. An engage-
ment of the probe to a sample surface is important procedure especially when very
sharp probes such as those with the spikes are applied. A sewing engagement proce-
dure common for MultiMode and Dimension types of microscopes is best suited for
the gentle engagement. After this, scanning of the probe over the sample surface can
be performed at different Asp, which is typically is in the 0.9–0.2 A0 range. The mag-
nitude of A0 also influences the level of the tip-sample force interactions and larger
amplitudes provide high-force operation. In some cases, alterations of Asp and A0 are
not sufficient for compositional mapping of heterogeneous samples and one should
apply probes with different stiffness to reach this goal. The stiffer probes are needed
when a layer of rubbery material covers a sample surface and a tip penetration through
this layer is required to reach underlying structures.

Imaging in Various Environments and at Different Temperatures

For over 10 years, AFM measurements have been typically performed at ambient
conditions. An exception is the investigation of biological systems, where samples
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should be examined in their natural environment, i.e. in water. Obviously by extending
AFM studies to different environments and temperatures the value of this technique
will increase enormously and we should expect the progress and interesting discoveries
in this field in near future.

Contact AFM mode imaging in water has an advantage due to the removal of a
surface capillary layer that increases tip-sample forces. Tapping mode operation in liquid
faces a substantial lowering of the cantilever resonant frequency and its quality factor.
This is evident from a comparison of the amplitude-versus-frequency curves shown
in Figures 8a–b. After immersion in water, the resonant frequency of the cantilever
with a spring constant of ∼0.4 N/m, which we often applied for imaging of polymers
under liquid, has dropped more than a factor of two and Q-factor changed from 130
to 4. These effects should be taken into account while imaging in liquids, and related
adjustments of imaging parameters e.g. an increase of feedback gains will help avoid
an unnecessary tip-force increase.

One can make use of imaging in liquid in different ways. For example, a selec-
tive swelling or etching of individual components of heterogeneous materials assists in
revealing the microphase separation in such systems. This is especially valuable if the
material components have similar mechanical properties that making their recognition
in phase images obtained by hard tapping difficult. Such capability is illustrated by
the images shown in Figures 8c–d. A microphase pattern in thin film of polystyrene-
block-polyvinylpyridine, PS-b-PVP, block copolymer, which has been subjected to
a long-term annealing at high temperature, is barely seen in the height and phase
images recorded at ambient conditions. Immersion of this sample into acidic water
(pH = 2.2) is followed by a slow development of bright spheres, which reflect the
swelling of PVP blocks. With time, the number of spheres has increased and their
hexagonal order becomes evident. These observations confirm the build up of this
morphology during temperature-induced microphase separation. Selective swelling
combined with in situ AFM observations can be also applied visualization of morphol-
ogy development during crosslinking of rubber materials.

The possibilities of AFM imaging in liquid for industrial research are enormous
because they provide access to materials behavior in real life cases. Studies of biomate-
rials such as implants, contact lenses, drug release systems, etc. will benefit from such
applications. Placing a sample in liquid might lead to its excessive softening; therefore,
imaging in vapors of different solvents might be a practical and useful alternative. Both
studies in vapor and in liquid can be also combined with temperature variations that
further expand the range of AFM applications.

AFM measurements at different temperatures have advanced in last 5 years but
they still far from routine. The main reason is instrumental difficulties in performing
experiments at high and low temperatures. The hurdles associated with temperature
control of a sample and of the microscope components surrounding have been only
partially solved. The extra functions are usually needed for variable temperature AFM
imaging include cooling of the piezoscanner, dual heating of the sample location
using sample and probe heaters, monitoring of the surface temperature with 1◦C
accuracy by using the temperature dependence of the Si probe resonant frequency,
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Figure 8. (a)–(b) Amplitude-versus-frequency curves of tapping mode in air and in liquid, respectively. (c)–(d) Height images of polystyrene-block-polyvinylpyridine
block copolymer, obtained in acidic water 10 and 40 minutes after immersion.
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and environmental control of the sample by purging with inert gases, such N2, Ar, He
[22]. The inert atmosphere is required for high-temperature imaging of some polymer
samples to avoid their oxidation. This achieved by purging with He gas, whose presence
is easy monitored by increase of the cantilever resonant frequency and quality factor.

At present, researchers are performing AFM experiments at elevated temperatures
up to 250◦C–300◦C and capability of imaging at sub-zero (◦C) temperatures is under
development. Temperature measurements can be also conducted in vacuum although
the AFM studies in vacuum are much less common than those in air. Imaging at
elevated temperatures is usually aimed at monitoring structural changes in materials
related to different thermal transitions such as melting, crystallization, recrystallization,
glass transition, etc. Measurements at elevated temperatures are not much different from
those at room temperature yet when approaching melting temperature one might use
larger oscillation amplitudes of the probe in order to overcome increasing adhesive
tip-sample interactions.

Imaging of polymer samples at elevated temperatures provides some new and unex-
pected data helping to address important questions concerning polymer structures
and their behavior. For example, in the AFM study of structural organization of
liquid crystalline carbosilane dendrimers, heating and cooling of thick dendrimer films
led to the counterintuitive discoveries of shrinkage and expansion of some ordered
domains [22]. This behavior has been explained by anisotropic thermal expansion
of these liquid crystalline systems. Visualization of structural changes, which accom-
pany heating of an ultra thin film of low-density polyethylene (PE), has revealed a
recrystallization process [23] that was not obvious from differential scanning calorime-
try (DSC) data. Spherulitic morphology of the LDPE film had disappeared when
the temperature of the sample reaches 80◦C and immediately after that large lamellar
platelets start to grow. A continued raise of the sample temperature leads to com-
plete melting at 115◦C, expected from DSC data. In situ AFM monitoring of melt
crystallization of poly(ethylene terephthalate), PET, showed that stacking of polymer
lamellae governs this process [24]. Visualization of the lamellar stacking is crucial for
understanding of the X-ray diffraction studies of this polymer, which require reliable
models for a rational interpretation of the reciprocal space data. AFM observations
of morphology of semicrystalline polymers and, particularly, their nanometer-scale
granular structure, which was found on polymer surfaces and in bulk, were among
the factors that revitalized strong interest in the studies of polymer crystallization. Two
examples of visualization of the grain structure of polymer surfaces are presented in
Figures 9a–e. The images of syndiotactic polystyrene at 170◦C and 240◦C are shown in
Figures 9a–b. The lamellar morphology, which is distinctively seen in the first image,
characterizes the β-phase of this polymer. At temperatures close to the melting point,
grainy structures appeared as is evident from the second image. Similar changes from
lamellar to grainy morphology were also observed in samples of melt-crystallized PET,
shown in Figures 9c–e. This transformation had occurred when the sample tempera-
ture was lowered below Tg of this polymer. These observations suggest that granular
morphology could arise either due to a disintegration of polymer lamellae into smaller
blocks near its melting or from a solidification of the amorphous material surrounding
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Figure 9. (a)–(b) Phase images of β-syndiotactic polystyrene obtained at 170◦C and 240◦C, respectively.
(c)–(e) Phase images of melt-crystallized PET at 230◦C, 150◦C and 60◦C, respectively.

the lamellar core. In the second case, an AFM probe penetrates through the top-
most amorphous material when it is in rubbery state and reaches the ordered lamellar
core.

To date, AFM studies at low temperatures are less common than those at elevated
temperatures. Crystallization of polydiethylsiloxane from mesomorphic phase proceeds
at temperatures around 0◦C and it is accompanied by morphological changes shown
in Figures 10a–c [25]. An array of mesomorphic lamellar aggregates, which is seen in
Figure 10a, underwent gradual crystallization as the temperature of the samples was
dropped to –5◦C and kept at this level. The crystallized material is characterized by
lamellae with sharper edges, which also exhibit a brighter contrast in the phase images.
Phase images (Figures 10b–c) demonstrate that the crystallization front has moved from
the top to the bottom of the scanning area.

There is another expectation, which is related with AFM studies at low temperature.
Small objects such as single macromolecules deposited on different substrates can be
seen in AFM images only if they adhere to the surface strongly enough to resist the
tip-force they experience during imaging. This statement has been confirmed by the
finding that single polymer chains, which are observed at room temperature, are not
seen in AFM images at elevated temperatures. They are most likely detached from
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Figure 10a–c. Phase images of polydiethylsiloxane, which were taken at room temperature (a) and after
cooling to −5◦C (b)–(c).

Figure 11. (a)–(b) High-resolution height images of single chains of polyphenyleneacetylene with
mini-dendritic groups at 25◦C and at –10◦C, respectively.

the substrate due to their increased mobility. The molecules return to the substrate
when the sample temperature is lowered back to room temperature. Consequently, at
room temperature we might also see only part of the surface material deposited on a
substrate. Therefore, observations at low temperatures can assist us in visualizing more
surface species not seen at room temperature. With this in mind, we performed imaging
of polymer chain molecules with mini-dendritic groups, and some of the results are
shown in Figures 11a–b. Figure 11a shows an aggregate of several macromolecules,
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some of which exhibit straight segments, grains, which are surrounded by periodical
structures. The latter structures are not rare but not well-understood guests in images
of single polymer macromolecules deposited on different substrates from very dilute
solutions. The second image (Figure 11b) obtained at the sub-zero temperature, shows
differences in the shape of the macromolecules most likely related to conformational
rearrangements induced by the temperature decline. Although in this case, we noticed
only alterations of the molecules seen at room temperature, forthcoming studies will
help us observe additional surface species.

Researchers, who are regularly using AFM, are aware of different factors that
affect image reproducibility. Not only is calibration of piezoscanners and checking
tip sharpness necessary, additional steps are needed to improve image quality. Specific
topographic features and surface roughness can cause undesirable image distortion.
Sharpness and symmetry of the tip apex are the main source of image distortion when
surfaces have features comparable in size and shape with the probe extremities. There-
fore, use of several different probes might help avoid misinterpretation. Probe shape
changes might happen during scanning either as the result of a mechanical damage of
a tip shape during imaging of a hard surface or due to tip contamination by surface
material if a sample is sticky. Operation at low forces is useful to get away from the
first problem and might also help avoid the second.

Studies of homogeneous surfaces are less subject to image variations compared
to studies of heterogeneous surfaces with locations of different stiffness and adhe-
sion. In addition to the image variations caused by geometric factors, alterations of
images of heterogeneous materials are also related to different responses of individ-
ual components to the tip-force. Therefore, some images changes could be related
to force variations. Images with a pronounced contrast of individual components
are usually obtained in operation imaging with elevated forces. For rational imaging
of heterogeneous materials, a researcher should find a set of experimental param-
eters (Asp, A0, the probe stiffness, etc) most suitable for compositional mapping of
a particular family of materials. In this respect it useful to examine model samples
which are prepared by varying a composition of a particular blend or multicomponent
material.

IMAGING OF MACROMOLECULES AND THEIR SELF-ASSEMBLIES

Visualization of Single Polymer Chains

AFM provides the unique capability to visualize single macromolecules and their size,
conformation, surface interactions and other phenomena can be studied by analysis
of the image. Preparation of samples for such observations is straightforward; the only
challenge being fixation of individual molecules to the surface. AFM images of DNA
are the best known and three are presented in Figures 12a–c. The large-scale image
shows numerous DNA strands spread on a mica substrate. A close look at a few of
them in the height images, which were obtained in light and hard tapping, revealed
variations of the shape and width of the curved structures representing the macro-
molecules, Figures 12b–c. These changes are reversible and can be assigned tentatively
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Figure 12. Height images of DNA molecules on mica, which were recorded in air. The images in
(a) and (b) were obtained in light tapping, the image in (c) – in hard tapping.

to a soft “jacket” existing around the DNA core on mica, which can be depressed by
the tip.

Since the first AFM studies of nano-scale objects, which also include single polymer
macromolecules lying on substrates [26, 27], one of basic questions is how relevant
is their height and width measured in the images compared to their real dimensions.
One can foresee at least two reasons why AFM images of single macromolecules
on surfaces might give the dimensions different from those in bulk or in solution,
which are measured by other methods. The first reason is related to a possible relax-
ation of macromolecules on substrates that lead, for example, to their flattened shape.
The second reason is due to peculiarities of AFM. Convolution of the tip-shape
with real macromolecule dimensions is responsible for their widening in the AFM
images. Also, one should not exclude tip-force induced deformation of the macro-
molecules that causes a height reduction. In contrast to the macromolecules’ width, a
contour length of extended macromolecules can be measured more precisely. For
a number of polymers, whose chain molecules adopt an extended conformation
on a substrate, the contour length can be considered as a measure of its molecu-
lar weight. The histograms, which reflect a distribution of contour length for large
number of single macromolecules as measured from AFM images, have been com-
pared with molecular weight distribution estimated from GPC and light scattering
data [28].
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Figure 13. Height image (a) and phase image (b) of a sample of polyphenylacetylene with
mini-dendritic groups representing the molecular order in bulk. The inserts in top left corner of these
images show a chemical structure of the polymer and a sketch of the polymer conformation in bulk
estimated from the X-ray data, respectively. The height histogram in (c) shows an average thickness of the
top layer in (a). The power spectral density plot in (d) reveals the spacing of the molecular order in (b).
Height and phase Images of the same polymer deposited on mica from dilute solution are shown in (e) –
height image and in (f ) – phase image. The insert at the bottom of the image in (e) shows a height profile
across the polymer domain in the direction indicated with the arrows. The arrows in the image in (f )
define the combined width of 4 polymer chains, which equals to 18 nm.

Issues related to size of polymer macromolecules in bulk and on surfaces as well
as possible tip-force induced deformation have been explored in study of polypheny-
lacetylene with mini-dendritic groups. To prepare the sample surface, a polymer layer
in melt was squeezed between two flat substrates and cooled. This sandwich was
then split through the ordered material and examined with AFM. The image in
Figure 13a shows a layered structure of this material in bulk. A regular packing of
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Figure 14. Height image of an aggregate of single chains of polyphenylacetylene with mini-dendritic
groups, which were deposited on graphite from dilute solution. The number at the top of the image show
the average width of the chains in the stacks indicated with the arrows.

extended linear structures is seen in the high-resolution image in Figure 13b. The
power spectral density plot, which is presented below this image, revealed 4.7 nm
spacing between these structures. This dimension is close to the 5-nm size of individ-
ual polymer chains in the hexagonal columnar arrangement of these molecules in bulk
as revealed by X-ray analysis.

The chain molecules of the same polymer were observed on mica and graphite
in samples prepared by spin casting of the dilute polymer solution. A domain of the
macromolecules on mica is shown in Figure 13c. Its height, 2.9 nm, is slightly less than
one expected based on the size of the individual polymer chains. A high-magnification
image, Figure 13d, shows that the domain is formed of linear features whose estimated
width is ∼4.5 nm. Therefore, the size of the polymer chains on mica is close to their
size in bulk. A partially reduced height of the chains on mica might be due to slight
height depression by the tip. Estimates of the polymer chain dimensions on graphite
from the AFM image in Figure 14 indicate that the macromolecules’ height is much
smaller and their width is larger than those of the chains on mica. This finding suggests
substantial spreading of the single polymers on graphite.
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Figure 15. (a)–(c) Height images of single macromolecules of polymethylmethacrylate with
mini-dendritic groups, which were deposited on mica, graphite and WSe2, respectively.

Remarkably, the macromolecules on graphite are seen in the shape of individual
straight or bent rods whose orientation reflects their epitaxy on the substrate. As a
result of this epitaxy, the molecules are unraveled along surface lattice directions of
the graphite. This phenomenon is common for alkanes and polyethylene, and the fact
that the 0.25 nm spacing of the graphite lattice. The repeat distance along the alkyl
chain in all-trans conformation is close to 0.25 nm, and this is believed to be the
reason for the epitaxy. The multiple examples show that a presence of alkyls at the
terminals of mini-dendritic side group of polymers also leads to the same arrangement
[29]. Single macromolecules of polymethylmethacrylate (PMMA) with mini-dendritic
groups, which were deposited on mica, graphite and WSe2, are shown in Figures 15a–c.
WSe2 is the inorganic layered material with an atomically flat surface made of Se atoms
in the closed hexagonal packing with the inter-atomic distance of 0.32 nm. Mica is also
an atomically flat substrate, the surface atoms of which are arranged in a hexagonal
order with an inter-atomic spacing of 0.52 nm. The arrangement of the chains on
WSe2 is similar to graphite, whereas on mica, the individual macromolecules are less
extended and do not epitaxially orient on the substrate. This finding suggests that the
epitaxy on graphite and WSe2 is governed more by the overall symmetry than by the
matching of the atomic-scale spacings of the substrate. The hydrophilic nature of mica
has imposes restrictions on the unfolding of these macromolecules.

Height-temperature AFM measurements of PMMA chains with mini-dendritic
groups on the above mentioned substrates as well as the experiments on the tip-
force assisted transport of these objects on the substrates help understanding the
individual macromolecules’ adhesion [30]. Thermal motion of the unfolded chains
was observed on graphite and WSe2 as soon as the sample temperature was raised
10–20 degrees above room temperature. With further temperature increase, the macro-
molecules were not seen in the images because their adhesion to the substrate was too
poor to resist a tip-force. Mostly likely, the chains were floating in the liquid contami-
nation layer, which present on surfaces in air. The situation was quite different on mica,
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where the chains and their aggregates were observed without any positional changes
even at temperatures above 200◦C when partial thermal degradation has started. Strong
adhesion of these polymer chains to mica is confirmed by the unsuccessful attempts
to move the macromolecules across the substrate. These attempts led to cutting of
the chains into pieces [30]. The tip-assisted transfer of the same macromolecules on
graphite and WSe2 was successful, and the macromolecules have been moved along
the tip trajectories.

Alkanes, Polyethylene and Fluoroalkanes

To demonstrate the capabilities of AFM for studies of self-assembly and order in ultra
thin layers we will consider several results obtained on alkanes of different length and
single crystals of polyethylene (PE), one of the most important industrial polymers.
When alkanes are deposited on graphite by spin casting of their diluted solutions, they
form layers with the well-defined epitaxial order as shown in the images of C36H74,
Figures 16a–b. The domains with differently oriented striped structures are seen in
the larger-scale image. The other image shows the alternating bright and dark strips
whose order is characterized by a spacing of 4.7 nm corresponding to the length of the
extended alkane molecule. By analogy to the layers of C390H782, the darker regions
can be assigned to the interlamellar interfaces where mobile –CH3 groups and few
their –CH2- neighbors are located. With the increase of a concentration of alkane
solution, nanocrystals were formed on the top of the layers as it was observed in study
of the alkanes with longer chain, C60H122 [31]. In the C60H122 samples, the nanocrys-
tals melted around 95◦C, while the epitaxial layers were observed at temperatures up
to 140◦C. In the measurements above the bulk melting point Tm of alkane crystals
(Tm = 95◦C for C60H122), an AFM probe penetrates through a melt polymer and
reaches an ordered layer lying immediately on graphite. The lamellar order of this
layer, which exhibits an additional thermal stability due to specific interactions with
the substrate, has been observed at temperatures up to 50 degrees above Tm. This
has been found for C60H122, C122H246, C242H486 and C390H782 [21, 32]. The high-
temperature images of C390H782 layer in Figures 16c–d demonstrate its lamellar order
at two different locations. The image at 100◦C, which is the temperature below
Tm (Tm = 128◦C for C390H782), shows multiple defects reflecting a relative shift of the
chain molecules along its main direction. The lateral extent of these defects is different
at various locations, and they heal as the sample temperature approaches 130◦C. At the
left part of the image in Figure 16c, the remnants of the second layer are seen as single
bright strips of the lamellar width. They also disappeared after heating to 130◦C. The
morphology of the C390H782 layer at 140◦C, Figure 16d, has distinctive differences
compared to the previous one. First of all, the T-type defects, in which two lamellae
are merged into one, are the only defects seen at 140◦C. Second, a width of brighter
strips became smaller than that of the darker strips. This suggests that larger parts of
the macromolecules are mobile as temperature was raised from 100◦C to 140◦C.

PE molecules are essentially extra long alkanes but the main difference is that poly-
merization leads to variations of the chain length of individual molecules that influence
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Figure 16. Height images of the layers of C36H74 alkane (a)–(b) and ultra long alkane C390H782 (c)–(d).
Images in (a)–(b) were obtained at room temperature and images in (c) and (d) at 100◦C and 140◦C,
respectively. The insert at the left top corner of the image in (d) shows the power spectral density plot with
a value of most pronounced peak.

many properties of these materials. Ultra long alkanes due to their monodisperse nature
are the best know models of PE, and these alkanes have been intensively examined
during last 20 years [33]. The common feature of ultra long alkanes (starting with
alkane with carbon atoms above 150) and PE is that their crystallization in dilute
solutions proceeds by multiple folding of individual chains into thin lamellae folded
chain structures which have the lozenge shape. The chain folding is the kinetically
driven process, and thermal annealing of these crystals promotes a partial unfolding of
polymer chains toward the more energetically favorable extended chain conformation.
Morphology changes accompanying annealing of single crystals of PE have been of
interest for many years [34]. Recent AFM studies of the annealing-induced structural
transformations have revealed new details concerning these pathways, which depend
on a sample preparation history and nature of the substrate.
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Figure 17. (a)–(b) Height images of dried single crystal of PE on Si substrate before and after annealing
at 115◦C, respectively. The height histogram in the top right corner in (a) define the crystal thickness.
In (a), white arrows indicate different crystallographic directions. (c)–(d) Phase images of wet single crystal
of PE on graphite after annealing at 75◦C and 140◦C, respectively.

Main structural changes, which are observed during annealing of single crystals of
PE, are shown in Figures 17a–d. The crystals, which are grown in dilute solution, have
a tent-like shape. After deposition on a flat substrate, such crystals collapse and adopt a
shape of flat lozenge. A slightly truncated lozenge of PE crystal with a number of spiral
overgrowths and a central pleat aligned in the [010] direction is shown in Figure 17a.
The polymer chains are oriented in the [001] direction, i.e. almost perpendicular to a
substrate. The crystal thickness (11.6 nm) corresponds to the chain stem length, and the
top and bottom surfaces are formed of the chain folds. Several tiny wrinkles oriented
along the [010] direction define two small (100) sectors and a slightly truncated shape
of the crystal. It was found that during annealing of the PE crystals on Si and mica
substrates, which were dried under vacuum before the annealing, the polymer chains
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unfold without a chain reorientation. This leads to a local thickening and development
of the holes, Figure 17b.

Annealing of wet PE crystals (which were stored in air but not dried under vacuum)
on the same substrates initiated a formation of lamellar ribbons (edge-on lamellae) in
which the polymer chains reoriented parallel to the lamellar surface. The same trans-
formation was found for single crystals of PE on graphite independent from the sample
preparation history, Figures 17c–d [35]. In addition, the annealing of the crystals on
graphite was accompanied by a substantial outflow of the polymer material from the
crystal to the substrate. The image of the crystal after annealing at 75◦C shows the
outflow of the polymer in the [110] and [100] directions, Figure 17c. The outflow
material most likely consists of mobile polymer chains, which were not properly incor-
porated into the crystal. Annealing at temperatures below 100◦C was not accom-
panied by noticeable changes of the lozenge. The major evolution has initiated
above 100◦C, and it led to the formation of lamellar ribbons. The ribbons ori-
ented along the [110] and [100] directions completely filled out the crystal sectors
of the lozenge, Figure 17d. In situ monitoring of the initial steps of this transformation
allowed us to suggest that the PE recrystallization and chain reorientation are facili-
tated by traces of solvent trapped underneath these objects during their collapse on
a flat substrate. Analogous chain unfolding pathways were found for single crystals of
C390H782 [32].

The structural transformations of the single crystals of PE, which are discussed
above, were observed during their step-like annealing at different temperatures. When
heating of the crystal deposited on mica to 140◦C proceeded fast, it caused a com-
plete melting of the crystal as seen by a formation of a large droplet of melt,
Figure 18a–b. Quenching of this material to room temperature has been accompanied
by recrystallization. The patch of recrystallized material, which remained within
the frame of the initial lozenge, is illustrated by the height and phase images in
Figures 18c–d, respectively. High-magnification images revealed its fibrilar and gran-
ular structures, Figures 18e–f. The fibrilar structures represent the edge-on lamellae
whereas the isolated grainy structures can be assigned to the predominantly amor-
phous material, Figure 18e. The surface of the recrystallized material exhibits grainy
morphology similar to one, which was observed on the surface of melt-crystallized
low-density PE [36]. AFM investigations of the crystallization and melting processes
in a droplet of semicrystalline polymer with known amount of the polymer might be
a good model system to study these processes in the confined geometry.

Fluorinated materials have a number of important properties such as low surface
energy that ensure their technological value. Semifluorinated alkanes with the structure
F(CF2)m−(CH2)nH, FmHn, are forming micelles in solution and monolayers at the
air-water interfaces [37]. Structural organization of these materials has been examined
for a while yet many issues remain controversial. We have applied AFM to study
self-assembly of perfluoroalkyl alkane, F14H20, and several results, which illustrate
specifics of structural organization of this material, are presented below. In the extended
conformation, the fluorinated part of the F14H20 due to large size of F atoms and
related steric hindrance adopts a helical conformation with 1.64 nm in length and the
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Figure 18. Height images of single crystal of PE on Si substrate at room temperature—(a), after fast
heating to 140◦C – (b) and after cooling to room temperature – (c). Phase images in (d)–(e) and height
image in (f ) show structural details of the semicrystalline PE patch formed after cooling from 140◦C to
room temperature.

hydrogenated part is characterized by the all-trans zigzag conformation with 2.55 nm
in length. A width of these parts is also different: 0.60 nm for −CF2- sequences
and 0.48 nm for –CH2– sequences. In earlier work, monodisperse surface micelles
of F8H16, which were transferred from the water subface of Langmuir trough on Si
substrate, were observed in AFM images [38]. The micelles have a round shape with
a diameter of 30 nm and height of 2 nm in height. A hole in the center makes them
look like donuts. These nanoscale 2D objects decorated the substrate being packed
almost hexagonally.

When the F14H20 films were prepared by spin casting from dilute solution on
different substrates, including a water subface in Langmuir trough, we have observed
several types of structures, which depend on solvent and substrate nature. When the
material was deposited on graphite from hydrogenated solvents such as decalin and
octane, the extended ribbons of 30 nm in width and ∼2 nm in height have been seen
in AFM images, Figures 19a–b. The ribbons are aligned along three main directions
of the substrate that assumes their epitaxial arrangement. Besides these ribbons, several



144 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

Figure 19. (a) Sketch of semifluorinated alkane F14H20 and its molecular dimensions in fully extended
conformation. (b)–(c) Height images of F14H20 nanostructures deposited on graphite from decalin and
octane, respectively.

donut-like clusters are seen. In general, the donuts are twice higher than the ribbons.
Some of the donuts have a defective structure with a missing quarter of the donut, as
seen in the left bottom of Figure 19b. This observation, as well as the fact that the
external contour of many donuts exhibits a hexagonal contour, hints that the donuts
and ribbons are formed of similar molecular assemblies. Clusters of different shape
were formed in fluorinated solvents and deposited on water, mica and graphite as seen
from AFM images in Figures 20a–c. Most likely, the circular twisting of the ribbons
formed these monodisperse structures with an average diameter of 80 nm, Figure 20a.
On mica surface, these clusters were packed in a hexagonal order. The power spectra
of 2D FFT, which is shown in the insert in the right top corner of the image in
Figure 20a, exhibit two sets of the hexagonal patterns corresponding to the cluster
order and to the cluster shape. The clusters on graphite are quite alike yet they exhibit
the more pronounced hexagonal shape in Figure 20b as compared to the clusters on
mica. There are distinctive differences of the nanoscale morphology of the adsorbates,
which were deposited from the hot and cold solutions on graphite. The clusters cast
from the cold solution exhibit a fine substructure consisting of sets of linear strips
with a 7 nm spacing. Akin linear strips are seen at the substrate locations in between
the clusters, which were put on graphite from the hot solution. In both cases, linear
structures are oriented in correspondence to the substrate symmetry.
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Figure 20. (a) Height image of F14H20 nanostructures deposited on mica from hexafluoroxylene.
The insert in the right top corner shows the 2D FFT power spectral density pattern. (b)–(c) Phase images
of F14H20 nanostructures deposited on graphite from cold and hot hexafluoroxylene, respectively.

The F14C20 adsorbates, which were deposited on graphite from octane, were
examined at temperatures close and above their isotropization temperature of 95◦C,
Figures 21a–b. In the image recorded at 80◦C, the domains with the linear strips similar
to those seen in Figure 20c occupy most of the surface area. There are few straight
ribbons, which did not melt yet. At higher temperature, the ribbons disappeared, and
the domains have transformed into a continuous layer. As in the case of alkane layers on
graphite, the F14H20 layer retains its order at temperatures above Tm. The molecular
order of this layer is characterized by two spacings: 7.2 nm and 9 nm. The first one
describes the linear strips, whereas the second one – the micellar arrangement, which
is distinctively seen at the right edge of the image in Figure 21b.

AFM studies of the F14H20 adsorbates provide new information concerning the
molecular order in these systems. The fact that the molecular arrangement on graphite
shows a hexagonal symmetry implies that alkyl groups are interacting with the substrate.
The spacing of the molecular order (∼7 nm) is smaller that the double length of
the F14H20 molecule. This suggests that either the molecules are tilted within these
structures or there is a partial interdigitation of the molecules forming double layer.

AFM provides several important findings concerning self-assemblies of the semiflu-
orinated alkane although these data alone are not enough for complete understanding
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Figure 21. (a)–(b) Height images of F14H20 nanostructures deposited on graphite from octane solution,
which were obtained at 80◦C and 110◦C, respectively. The inserts in the left bottom corner show 2D
power spectral density plot and values of the most pronounced peaks.

of their molecular organization. Further interplay of AFM, X-ray diffraction and spec-
troscopic measurements is needed for accomplish this goal.

STUDIES OF HETEROGENEOUS SYSTEMS

Semicrystalline Polymers

In the following, we will consider AFM studies of heterogeneous polymer systems,
which are the most common objects of industrial research. Multicomponent polymer
systems present an important class of commercial materials that addresses variety of
practical applications. The way these materials are prepared substantially influences their
technological properties. Therefore, examination of morphology and composition of
multicomponent polymer systems provides key evidence for optimization of their
formulation and properties. Strictly saying, heterogeneous materials are those, which
consist of components with different chemical components: copolymers, polymer
blends, composites, etc., semicrystalline materials can be also assigned to such materials.

In electron microscopy, visualization of lamellar structures of semicrystalline poly-
mers is usually performed on samples, which were etched or stained. These procedures
are not necessary for AFM studies because the crystalline and amorphous components
are differentiated due to differences of their mechanical properties that are reflected in
the probe response. Practically, compositional mapping is achieved with hard tapping
when the images demonstrate the distribution of individual components on the sample
surface. For many polymer systems, especially those with rubbery-like components,
imaging at elevated forces might result in the AFM probe penetration through top
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rubbery layer. In this way, more rigid subsurface structures can be seen in the images
at the depths up to hundreds of nanometers.

Bulk morphology of polymer samples can be of primary interest and the application
of an ultramicrotome is needed to access the bulk polymer structure with AFM. This
preparation tool became the important accessory for AFM analysis of heterogeneous
polymer samples. It is worth noting that polymer blocks with a smoothly cut surface,
which is best prepared with a diamond knife, are usually employed for AFM imag-
ing. Thus an elaborate and time-consuming preparation of ultrathin slices of polymer
material, which is required for TEM, is eliminated. It is worth noting that quanti-
tative estimates of the sample composition, in the analysis of AFM images, are more
accurately reflect this important characteristics than the data obtained with TEM. The
reason is that TEM micrographs present 2D view of a thin but still 3D material section.

First two examples are dealing with morphology of PE films. AFM images of indus-
trial linear low-density PE film, whose surface and near-surface morphology can be
examined without any sample preparation, are shown in Figures 22a–b. The height
image presents the large-scale surface morphology with corrugated structures formed
by micron-size bumps. At higher magnification, lamellar structures are resolved in
the phase image. The lamellar edges are seen as individual bright strips or as their
clusters at locations where lamellar stacks are present. In addition to the image con-
trast, individual components of heterogeneous materials can be also identified due to
their specific shape. The corresponding example is presented in AFM images of com-
mercial low-density PE, Figures 22c–d. The large-scale surface morphology of this
material is different from that in Figure 22a. An orientation pattern is recognized by
surface features, which extend from the top left corner to the right bottom corner in
Figure 22c.This is a consequence of mechanical stresses during manufacturing of the
film. The platelets of a mineral filler are clear seen in the phase image in Figure 22d.
Such fillers are added to polymers in order to modify their properties, e.g. adhesion,
mechanical strength, flammability, etc.

Block Copolymers

Block copolymers are important components of engineering plastics. In recent years,
the interest to these materials is growing because of unique capabilities of tuning their
nanoscale architecture through microphase separation. Among new applications areas
are nanolithography and the templating of inorganic structures such as nanowires and
magnetic dots. Extended ordered structures, which are needed for these applications,
are developed during annealing process above glass transition temperatures (Tg) of
the blocks. Visualization of microphase separation patterns of block copolymers with
AFM is trivial when hard tapping imaging is performed at temperature where one
component is in glassy state, another – in rubbery-like. These both issues: annealing and
visualization are illustrated by AFM images in Figures 23a–b. The phase images were
obtained on a film triblock copolymer of polystyrene-block-polybutadiene-block-
polystyrene (SBS) immediately after spin-casting and after intensive annealing. The
differences of morphology of the samples are evident. The alternative lamellar structures
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Figure 22. (a)–(b) Height and phase images of surface of linear low-density PE film. (c)–(d) Height and
phase images of surface of low-density PE film.

belong to glassy polystyrene (PS) blocks, which have a bright contrast, and to rubbery
polybutadiene (PB) blocks, which are recognized by darker contrast. Actually, the
contrast between the components is strong at temperatures of around 100◦C where
softening of PS block occurs. Therefore, for some block copolymers, high-contrast
imaging can be achieved at temperatures above the glass transition of one component
but below the glass transition of another one [39].

An example of AFM characterization of bulk morphology of block copolymers is
given in Figures 23c–d. These images were obtained on two cross-sections, which
were made perpendicular and parallel to the main direction of a SBS rod, respectively.
The rod was initially prepared with a viscosimeter and subjected to an extremely long
term annealing. A well-ordered hexagonal pattern was detected in the AFM image
of the perpendicular cross-section (Figure 23c) and the extended linear structures are
seen in the image of the parallel cross-section (Figure 23d). These results unambigu-
ously indicate that the perfect packing of polystyrene and polybutadiene cylinders was
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Figure 23. (a)–(b) Phase images of polystyrene-block-polybutadiene-block-polystyrene (SBS) film just
after spin casting and after high-temperature annealing, respectively. (c)–(d) Phase image of cross-sections
of an annealed SBS rod, which were made perpendicular and parallel to the rod main direction.

achieved in this material. As in the case of the SBS film, the dark spots in the image
in Figure 23c correspond to PB cylinders and the bright spots – to PS [40].

Polymer Blends and Nanocomposites

Multicomponent rubber-like materials are often explored with AFM to tackle various
problems of morphology of elastomer blends, partially cross-linked materials and visu-
alization of filler [carbon black (CB), silica, clay particles, oil, etc] distribution, [41, 42].
Oil is usually incorporated in high viscous elastomers matrix to improve the material
rheology and decreases the cost as well. Here we present the results of the ongoing
study of morphology alterations of ethylene-propylene-diene rubber (EPDM) loaded
with oil, which is caused by cross-linking process. The phase image of uncured EPDM
filled with oil exhibits the complex morphology of this material, Figure 24a. Dark loca-
tions are related to oil component and they are distributed through the sample either
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Figure 24. Phase images of EPDM rubber loaded with oil in an uncured state (a) and after curing with
different amount of sulfur: S = 0.5 phr – (b), S = 1.0 phr – (c) and S = 1.5 phr – (d).

as homogeneously spread nanoscale inclusions or as larger clusters of various size and
shape. Bright domains, which appear in the images of the samples after curing, rep-
resent the cross-linked rubber material. With the increase of concentration of curing
agent (sulfur) from 0.5 phr to 1.0 phr the size of these domains enlarges from 52 to 82
nm, Figures 24b–c. As sulfur content increased further (S = 1.5 phr), the cross-linked
material is seen as aggregates of 100–200 nm in size, and they occupied 28% of the
image area, Figure 24d. This is twice more than the 13% area coverage by the cured
rubber at S = 0.5 phr. that is twice large than in Figure 24b.

New engineering materials—thermoplastic vulcanizates (TPV) are more easily pro-
cessed than traditional cross-linked rubbers but exhibit similar performance. They are
essentially blends of rubber components with plastics, which are loaded with different
fillers. Therefore, analysis of morphology of such TPV is helpful for optimization of
their performance. Electrically conducting TPV, which are filled by CB particles, are
can be used as sensors, switches, and electromagnetic shields. A percolation threshold
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Figure 25. (a)–(b) Height and phase images of thermoplastic vulcanizate made by mixing EPDM,
isotactic polypropylene and carbon black.

in these materials could be reached at small CB loading because of selective localization
of these conducting particles in one of the components or at the interfaces. Electric
force microscopy (EFM) in also attracted for imaging of CB particles [43]. Height
and phase images in Figures 25a–b show morphology of the material made of isotac-
tic polypropylene (iPP), EPDM and CB. The distribution of individual components
is well distinguished in the phase image. The bright patches are allocated to EPDM
domains in which the contrast variations point to locations with different cross-linking
density. There are no indications of the presence of CB particles in the rubber domains.
The darker regions with 40–50 nm bright particles represent iPP domains filled by
CB. The described morphology has been the result of the optimization of mixing
conditions and allows achieving low specific resistance (2.5 Ohm × cm) with minimal
CB loading.

Composite materials with filler particles of tens and hundreds of nanometers in size
are known and utilized for a long time. Recent attention to such composite mate-
rials has been motivated by research efforts to design nanocomposites with improved
mechanical, adhesion, thermal and other properties. Polymers filled with mineral lay-
ered materials, such as different clays, graphite, etc. are of special interest. One of the
possible developments in these systems is based on exfoliation of clay clusters into
individual sheets of molecular thickness. Success of these efforts will give considerable
increase of the filler surface that will impact properties, which depend on polymer-filler
interfacial interactions. The intercalation and exfoliation processes can be monitored
with high-resolution TEM and AFM that offer visualization of the clay particles and
their individual sheets. Two AFM images of the polymer nanocomposite are presented
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Figure 26. (a)–(b) Phase images of nanocomposite prepared of polypropylene and clay particles.

in Figures 26a–b. The images were obtained on a microtomed surface and the first
of them shows a clay particle with multilayer morphology. The sample location with
individual clay sheets, which are seen as edge-on structures of 40–50 nm in width,
is presented in the second image. This morphology hints on successful exfoliation of
the clay particles. There are several issues of sample preparation and optimization of
imaging of extremely thin filler layers that should be considered in interplay between
AFM and TEM.

Biomaterials are one of the fast growing areas where AFM role for material charac-
terization will increase substantially. Obviously, dealing with materials, which perfor-
mance includes interactions with living tissue and circulating blood in physiological
conditions, will be more challenging for characterization. Therefore, there are a lot of
hurdles to overcome, and we are just at the beginning. First steps are already made and
AFM imaging of biological objects is quite established field, and there is also knowl-
edge in studies of polymer materials, which are often used as biomaterials. Example
of AFM studies of biomaterial is give by images in Figures 27a–b. These images were
obtained on surface of felt matrix, which is prepared by mixing collagen and hyaluronic
acid (HyA). The felt is employed for connective tissues repair and cosmetic purposes
[44]. The large-scale morphology in Figure 27a shows an extended collagen aggregate
incorporated into HyA. The later is recognized by dendritic morphology, which is
formed of fibrilar strands. The phase image in Figure 27b demonstrates the details
of the collagen aggregates, which is built of individual collagen. Collagen is a triple
helix object with 300 × 1.5 nm dimensions, which consists of three extended pro-
tein chains that wrap around one another [45, 46]. The collagen molecules are also
exhibit 60 nm pitch. The fact that similar pitch is observed in the extended aggregate
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Figure 27. (a)–(b) Height and phase images of a surface of felt matrix prepared by mixing collagen and
hyaluronic acid.

(Figure 26b) implies the ordered stacking of individual collagen molecules forming
this structure. In addition, one sees a large number of thin strands unwinding from
the aggregate into the nearby surface regions. This architecture helps of the collagen
incorporation into the HyA matrix.

CONCLUDING REMARKS

Atomic force microscopy is the leading scanning probe technique and has become
important in characterization of materials at the sub-micron scale. A principle AFM
application is making high-resolution 3-dimensional images of surface topography.
The examination of roughness of manufactured surfaces and accurate control of
microscopic patterns are two important areas of industrial AFM applications. The
unbeatable force sensitivity and nm-scale resolution of AFM is likely to make it prac-
tically the exclusive method for evaluation of sub-100-nm structures that will be the
essence of nanotechnology. Ongoing development of softer and shaper probes will
empower this technique further. This progress will enhance image resolution and
will improve control over tip-sample forces at lower force level thus allow imag-
ing of extremely soft materials impossible to date. In addition to high-resolution
imaging, compositional mapping is recognized as the key feature for the majority of
applications in studies of soft materials such as polymers and biological objects. The
examples collected in this chapter support this conclusion. Further expansion of AFM
experimental data is expected with a broader use of temperature and environmental
accessories.
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Progress is also expected in local measurements of mechanical properties. There
are a number of different approaches (force modulation, oscillatory shearing, nanoin-
dentation, etc.), which are applied for this purpose. These techniques provide semi-
quantitative data in a relatively narrow frequency range, mostly around resonant fre-
quencies of the piezoactuators or probes. Although such measurements are extremely
important they should be extended to a broader frequency range over several decades
of frequencies where molecular motion and relaxation of macromolecules take place.
Such studies of polymer viscoelastic behavior have become important not only for
macroscopic samples but also for functional plastic and rubbery-like structures and
elements with dimensions in the millimeter and micron range. Measurements at those
scales should be performed with AFM–related techniques. The demand for such studies
will further increase with development of nanotechnology.

The probing of materials with AFM is basically realized through mechanical interac-
tions. Therefore, only indirect correlation between these measurements and chemical
nature of a sample or its constituents can be derived from such studies. This does
not fulfill the need of compositional analysis with chemical identification. The latest
achievements in this field are primarily related with soft X-ray microscopy, which
provide chemically sensitive mapping with resolution of tens nanometers [65]. Yet
this technique requires the use of synchrotron radiation sources. Conventional meth-
ods like FTIR-microscopy provides chemical mapping only with resolution of several
microns. Recently, a combination of AFM and infrared spectrometry has been success-
fully applied to collecting IR spectra of polymers from the tip-sample junction [66].
In perspective, such a combination might become an extremely powerful mapping
technique with lateral resolution in the tens of nanometers range.
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5. SCANNING PROBE MICROSCOPY FOR NANOSCALE MANIPULATION
AND PATTERNING

SEUNGHUN HONG, JIWOON IM, MINBAEK LEE AND NARAE CHO

1. INTRODUCTION

1.1. Nanoscale Toolbox for Nanotechnologists

In everyday life, we utilize various tools such as pens, knives, needles etc. From the
beginning of human history, “tools” have been one of the key aspects that differentiate
ourselves from wild animals and define our civilizations. For this reason, we are called
“Homo Faber,” and human history is often divided into several ages based on the tools
used at that time period: stone age, bronze age, and iron age etc.

The age of modern nanotechnology began with the inventions of nanoscale precision
imaging tools such as scanning probe microscopes (SPM). SPM utilizes a nanometer-
size needle-shape probe (or simply called, “tip”) to image surfaces in a close proximity
somewhat like blind people use a stick to find out the road conditions [1]. In scanning
probe lithography (SPL) processes, the same probes for SPM are utilized to modify
substrates in various manners such as scratching, writing, burning etc. Various SPL
methods and their functionalities are summarized in Table 1. As a matter of fact,
SPL provides quite versatile functionalities similar, but with nanometer scale precision,
to many macroscale tools. And it became a key component of modern “nanoscale
toolbox.” This review provides a brief overview about states-of-the-art SPL processes
and their applications.

The major components of SPM systems are 1) nanoscale proximal probes that
directly interact with samples and 2) piezoelectric actuator that drives the probe with
nanoscale precision. Three typical probes used in SPM systems are shown in Figure 1: 1)
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Table 1. List of Scanning Probe Lithography Methods and Their Capabilities.

Patterning Possible
SPL Method Instruments Environment Key Mechanism Typical Resolution Materials Applications

Nanoscale Pen
Writing

Dip-Pen Nano-
lithography

AFM Ambient Thermal Diffusion
of Soft Solid

∼10 nm SAM,
Biomolecules,
Sol-Gel, Metal
etc.

Biochip,
Nanodevice,
Mask Repair
etc.

Nanoscale
Printing of
Liquid Ink

NSOM Ambient Liquid Flow ∼100 nm Etching Solution,
Liquid

Mask Repair etc.

Nanoscale
Scratching

Nanoscale
Indentation

AFM Ambient Mechanical Force ∼10 nm Solid Mask Repair etc.

Nanografting AFM Liquid Cell Mechanical Force ∼10 nm SAM Biochip etc.
Nanoscale Melting AFM Ambient Mechanical Force

and Heat
∼10 nm Low Melting

Point Materials
Memory etc.

Nanoscale
Manipulation

Atomic and
Molecular
Manipulation

STM Ultrahigh Vacuum
(Often Low
Temperature)

Van der Waals or
Electrostatic
Forces

∼0.1 nm Metals, Organic
Molecules etc.

Molecular
Electronics etc.

Manipulation of
Nanostructures

AFM Ambient Van der Waals or
Electrostatic
Forces

∼10 nm Nanostructure,
Biomolecules

Mask Repair,
Nanodevices
etc.

Nanoscale
Tweezers

Possibly AFM Ambient Van der Waals or
Mechanical
Force

∼100 nm Nanostructures Electrical
Measure. etc.

Nanoscale
Chemistry

Nanoscale
Oxidation

STM or AFM Humid Air Electrochemical
Reaction in a
Water Meniscus

∼10 nm Si, Ti etc. Nanodevice etc.

Nanoscale
Desoprtion of
SAM

STM or AFM Humid Air Electrochemical
Reaction in a
Water Meniscus

∼10 nm SAM Nanodevices etc.

Nanoscale
Chemical Vapor
Deposition

STM Ultrahigh Vacuum
with Precursor
Gas

Nanoscale
Chemical Vapor
Deposition

∼10 nm Fe, W, etc. Magnetic Array
etc.

Nanoscale Light
Exposure

Nanoscale Light
Exposure

NSOM Ambient Photoreaction ∼100 nm Photosensitive
Materials

Nanodevices etc.
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Figure 1. (A)–(C) Schematic diagram depicting three different scanning probes. (A) Scanning tunneling
microscopy. (B) Atomic force microscope. (C) Near-field scanning optical microscope. (D) Schematic
diagram depicting a water meniscus formed at a probe under ambient conditions.

scanning tunneling microscopy (STM) probe, 2) atomic force microscopy (AFM)
probe, and 3) near field scanning optical microscope (NSOM) probe.

A STM probe is a nanoscale, often atomic scale, sharp metallic needle (Figure 1A).
When the tip is near the surface, usually in a few nanometer, with a voltage bias,
tunneling currents flow between tip and surface. At a small bias voltage V, the tunneling
current I can be approximated by

I ∝ Ve−
√

8mφ

�
d

where d is the distance between STM tip and sample and φ is the work function of
the tip [2]. For a typical work function of 4 eV, the tunneling current decreases about
one order of magnitude when the gap increases only by 0.1 nm. For this reason, the
tunneling current is confined usually at the very end, often at one atom, of the tip
(Figure 1A), which allows one to inject the current only in a nanometer scale region.
Also, the current change indicates the gap distance changes. In a constant-height STM
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imaging mode, the tunneling current signal is monitored by the feedback circuit to
maintain a constant gap distance between tip and surface.

An AFM probe is a sharp conducting or non-conducting needle with a flexible
cantilever (Figure 1B). In common AFM operations, an AFM probe is either in a
direct contact with sample (contact mode), or it oscillate near the surface (non-contact
mode). In a contact mode, the repulsive force between tip and surface causes the bending
of the cantilever. The bending can be measured by measuring the reflected laser beam
path utilizing a quadrapole photodetector. This force detection system combined with
piezoelectric actuator allows one to precisely control the contact force between tip
and surface.

In a non-contact mode operation, the AFM probe oscillates near the sample surface
and the oscillation amplitude of the cantilever is measured by measuring that of the
reflected laser beam path via a photodetector. When the tip is near the surface, the
attractive force between tip and surface cause the resonance frequency change and result
in the change of the oscillation frequency.

A NSOM probe is optical fiber or a hollow micropipette that can transmit light in
it (Figure 1C). Unlike other regular optical fibers, a NSOM probe is tapered at one
end so that transmitted light comes out only from a few tens of nanometer area at the
end. A NSOM probe allows us to shine light to a specific region of the sample surface.

In SPL processes, these probes are located at a desired location on the sample via
piezoelectric actuator and the nanoscale region is modified in various means (e.g.
tunneling current, force, light etc.). The results of SPL often strongly depend on
environmental conditions. One important example is a water meniscus between tip
and surface under ambient conditions (Figure 1D). When a SPM probe is in a close
proximity with the surface, water from the air condenses between tip and surface.
Based on Kevin Equation, the shape of water meniscus can be approximated by(

1
r 1

+ 1
r 2

)−1

= γV
RT log(p/ps)

where r2, γ , V, and p/ps are the radius of the water meniscus, a surface tension,
molar volume, and relative vapor pressure, respectively [3]. As matter of fact, it is a
fair statement that, under ambient conditions, scanning probes actually interact with
sample through the water meniscus. A water meniscus causes many parasitic effects
such as capillary forces and affects the result of SPL.

1.2. Motivations

Two major motivations for the development of SPL techniques can be: 1) the resolution
limit of microfabrication techniques and 2) needs for versatile lithographic method for
new materials including biomaterials.

The major lithography technique for modern microelectronics is the microscale-
resolution photographic patterning method called, “photolithography.” In this process,
solid surfaces are first coated with a photosensitive polymer resist layer, and only spe-
cific regions on the resist layer are exposed to the UV light through a photographic
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mask. The exposure of light breaks (or strengthens) the molecular bonding in the
polymer resist layer. The exposed (or unexposed) resist layer is specifically removed by
immersing the substrate into certain solvents, and the polymer resist patterns were left
on the specific area of the substrate. The polymer resist pattern can be used as a resist
of subsequent etching or other processing steps. By repeating these processes, many
complicated microelectronic components can be created on a single substrate, which
enables integrated computer chips and, eventually, modern information technology.

During the last four decades, semiconductor industry has been extensively working
on improving the resolution of photolithography method so that more components
can be integrated in a single chip. This size reduction and higher degree of integration
are crucial to improve the performance and power efficiency of the integrated circuits,
which can effectively reduce the manufacturing cost. Currently, microelectronic chips
with a feature size as small as 90 nm are commercially available.

Due to the diffraction of light, one of the major parameters determining the ultimate
resolution of photolithography is the wavelength of light. According to the Rayleigh
Equation [4], the resolution of the photolithography method is,

R = k1λ/NA

where λ is the wavelength of the light used, NA is the numerical aperture of the
lens system, and k1 is a constant that depends on the photoresist. It is usually believed
that resolution of the photolithography is approximately λ/2. Extensive efforts have
been given to use shorter wavelength light to improve the resolution. Ultra violet light
with a wavelength of ∼160 nm has been employed to fabricate ∼90 nm commer-
cial chips. However, it is becoming increasingly difficult to find transparent optical
components for shorter waverlength light. Various techniques have been studied as
a next-generation lithography method. These include scanning probe-based lithog-
raphy, extreme ultraviolet lithography based on reflection optics, X-ray lithography,
e-beam projection system and stamping methods [5]. Many new methods successfully
demonstrated the lithographic capabı́lities down to 10 nm size features. However, it is
not yet clear which method will eventually replace the photolithography technique.
SPL process also has been extensively studied as a possible candidate to overcome the
resolution limit of microfabrication.

On the other hand, another crucial applications for SPL is patterning soft mate-
rials including biomaterials. Recent dramatic development of nanotechnology and
biological science provides us new nanometer scale building blocks for functional devices
such as nanoparticles, nanowires, biomolecules, organic molecules etc. By combining
these new materials with conventional solid-state devices, one should be able to build a
generation of new functional devices. These include biological sensors [6–10] to detect
harmful virus and protein motor-based nanomechanical systems [11, 12]. These new
generation devices are often termed as hybrid devices because they are comprised of
organic materials as well as solid-state nanostructures. However, these new materials
are not compatible with conventional photolithography process. For example, pho-
tolithography processes often heat samples up to 100◦C, while many biomolecules
lose their functionalities above the body temperature. Since SPL processes can be done
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under ambient conditions or even in liquid environments, they are suitable for pat-
terning soft materials. For these reasons, SPL have been extensively utilized to pattern
chemical and biological molecules on solid substrates in a nanometer-scale resolution.

In the following, we will discuss the basic mechanisms and applications of individual
SPL methods.

2. NANOSCALE PEN WRITING

2.1. Dip-Pen Nanolithography

The dip-pen nanolithography (DPN) process is a direct deposition technique [13–16].
It utilizes an AFM tip as a nanoscale quill pen, molecular substance as ink, and solid sub-
strates as paper. Figure 2A shows the basic mechanism of DPN as well as approximate
dimensions of commonly used pen and ink molecules. When the molecule-coated tip
is in contact with the substrate, ink molecules thermally diffuse out onto the substrate
and form molecular patterns. Under ambient conditions, water condenses at the AFM
tip-substrate junction and affects the molecular diffusion. Like macroscale quill pens,
the molecular ink coating on the tip surface works as an ink reservoir. A number of
variables including relative humidity, temperature, and the tip speed, can be adjusted
to control the ink transport rate, feature size, and linewidth. The relative humidity
changes the size of water meniscus between tip and surface, which affects the diffu-
sion rate of hydrophilic molecular species. Precise control of the relative humidity is
required to achieve nanoscale precision. Even with its short history, the DPN method
demonstrated unprecedented ∼10 nm patterning resolution [14]. Considering the
resolution of current commercial ink-jet printers ∼20 μm, the resolution of DPN is
revolutionary.

Various types of organic molecules have been used for DPN experiments. The most
common molecule ink is self-assembled monolayer (SAM) molecules (Figure 2B) [5].
These molecules are usually comprised of three different parts: 1) chemisorbing group,
2) end group, and 3) chemically inert spacer. When these molecules are deposited onto
a proper substrate, they chemically anchor to the substrate and form a stable crystalline
monolayer film. Specific binding groups can be chosen depending on the substrate. By
depositing these molecules, one can completely change the chemical properties of the
surface to that of end groups. Various end groups can be used for specific applications.
For example, one can even use specific sequence DNA or proteins as end groups.

The best characterized systems of SAMs are alkanethiols R(CH2)nSH adsorbed on
gold surfaces. Here, R can be any end groups and thiol (-SH) is chemisorbing groups.
Alkanethiols are chemisorbed spontaneously on a gold surface and form alkanethiolates.
This process is assumed to occur with the loss of dihydrogen by the cleavage of the S-H
bond. Sulfur atoms bonded to the gold surface bring the alkyl chains into close contact:
these contacts freeze out configurational entropy and lead to an ordered structure. For
alkyl chains of up to approximately 20 carbon atoms, the degree of interaction in a
SAM increases with the density of molecules on the surface and the length of the
alkyl backbones. This assembly is a very quick process that may occur in a couple of



5. Scanning Probe Microscopy for Nanoscale Manipulation and Patterning 163

Figure 2. (A) Schematic diagram depicting dip-pen nanolithography. Adapted with permission from [13]
Science 283 (1999) 661. (B) Schematic diagram showing the basic structure of example self-assembled
monolayer (SAM) molecules. SAM molecules chemically anchor to the substrate utilizing the
chemisorbing groups and expose the end groups. As a result, the surface properties are converted to the
end group. (C) Schematic diagram depicting the method for generating aligned soft nanostructures.
(a) The first pattern is generated with 16-mercaptohexadecanoic acid (MHA) (denoted by white lines),
along with microscopic alignment marks (cross-hairs), by DPN. The actual lines are not imaged to
preserve the pristine nature of the nanostructure. (b) The second set of parallel lines is generated with
1-octadecanethiol (ODT) molecules, on the basis of coordinates calculated from the positions of the
alignment marks in (a). (c) Lateral force microscope image of the interdigitated 50-nm-wide lines
separated by 70 nm. (D) SAMs in the shapes of polygons drawn by DPN with MHA on an amorphous Au
surface. An ODT SAM has been overwritten around the polygons Adapted with permission from [14]
Science 286, 523 (1999).

seconds. This ability to form ordered structures rapidly might be one of the factors
that ultimately determine the success of the DPN technique.

Even though the DPN technique shares remarkable similarities with macroscale
quill pens or ink-jet printers, they also have a significant difference.

Unlike conventional pens, bulk ink coating on the pen in the DPN process remains
soft solid because DPN writing is usually performed below the melting temperature
of molecular ink (However, the readers should be cautioned. At this stage, the exact
phase at the tip/substrate junction is not yet clearly understood. Because of the water
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meniscus and nanoscale dimension of the junction, the phase of molecules at the
junction might be quite different from that on the tip surface). Thus, the behavior of
molecular ink in the DPN process can be described by individual molecular diffusion
rather than capillary flow of liquid ink. In case of macroscale pen that is based on the
capillary flow of liquid ink, the ultimate resolution of pen writing is determined by
the properties of ink solvent. It is often very difficult to control the liquid flow in
nanoscale resolution due to unpredictable behaviors of liquid such as viscosity change,
ink meniscus etc. However, in most DPN processes, ink molecules behave like non-
interacting 2-dimensional gas whose behavior can be described by Fickian diffusion
model [17]. Molecular diffusion based on random walk is usually easier to predict and
control than the capillary flow of liquid. The nanometer scale precision of DPN can
be partly attributed to this different phase of molecular ink and writing mechanism.

It is also worth mentioning several practically important characteristics of DPN.
One aspect is a stable ink deposition rate. When the DPN process is stabilized, the
deposition rate of molecules from the tip to the substrate remains almost constant. The
stable writing speed can be attributed to small contact point between AFM tip and
substrate. As a result, the amount of ink molecules deposited through the contact point
is relatively small compared with the amount of molecular ink (ink reservoir) on the
AFM tip surface. From a practical point of view, this stability is a very important in
designing practical lithography machine.

Secondly, DPN technique, like other SPL methods, utilizes the same probe for both
patterning and imaging, which allows one to image the surface structures with the
probe and deposit molecular substances onto specific regions of the substrate. DPN
can be used to generate and align nanostructures with pre-existing patterns on the
substrate with ultrahigh registration (Figure 2C, D) [14].

Finally, it is relatively easy to develop multiple-probe patterning systems based on
the DPN process (Figure 3A). Since DPN is relying on molecular diffusion for writ-
ing, its patterning speed does not depend on the contact force between probes and
surfaces. It implies that one can easily generate multiple patterns simply by attaching
multiple probes to a single AFM system and writing patterns simultaneously with-
out worrying about the contact forces between individual probes and surfaces. Hong
and Mirkin demonstrated patterning with 8 probes based on this concept [16]. Liu
et al. demonstrated fabrication of multiple solid nanostructures utilizing a 32-probe
system [18].

Patterned SAM can be utilized as an etching resist for wet chemical etching process.
Weinberger et al. demonstrated etching of Au utilizing 1-octadecanethiol as an etching
resist layer [19]. Then, the etched Au patterns are used as an etching resist for the silicon
etching process. Significantly, since the thickness of SAM is ∼2 nm, it can be an ideal
etching resist layer. Also, the resolution of DPN is not limited by optical wavelength.

Specific assembly steps inspired by DPN-generated molecular patterns can be uti-
lized to place nanoscale functional elements at the specific position. Here, surface
regions are coated by SAMs with specific functional groups which can attract desired
nanostructures (e.g. nanoparticles, carbon nanotubes etc). When the functionalized
substrate is place in the solution of nanostructures, the functional groups attract the
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Figure 3. (A) Scanning electron micrograph of a 32-DPN-probe array. The insert shows an enlarged
view of a single tip at the end of a beam. Adapted with permission from [18] Nanotechnology 13 (2002)
212. (B) Direct DPN transfer of DNA onto SiO2 substrates. Epifluorescence micrograph of
fluorophore-labeled DNA (Oregon Green 488-X) hybridized to a DPN-generated pattern of
complementary oligonucleotides on an SiO2 surface. The scale bar represents 12 μm. Adapted with
permission from [20] Science 296, (2002) 1836.

nanostructures and induce the assembly onto specific locations. Various interactions
can be utilized to specifically assembly nanostructures onto desired surface area. These
include covalent bonding, electrostatic interactions, and biomolecular interactions.
Especially, biomolecular interaction is quite intriguing because of its variety and speci-
ficity. Mirkin et al. demonstrated surface functionalization with single strand DNA
(ssDNA) molecules via DPN (Figure 3B) [20]. When the functionalized substrate is
immersed in the solution of DNA-functionalized nanoparticles, only nanoparticles
with specific complementary sequence of ssDNAs can assemble to the desired surface
area. Hong et al. demonstrated directed assembly of carbon nanotubes onto specific
location and built carbon nanotube-based electronic devices [21].

Bio-molecular patterning via DPN is of huge practical importance. DPN allows one
to directly deposit general biological molecules onto solid surfaces with a nanometer
scale resolution. This new capability allows one to envision new biomolecular func-
tional devices such as ultrahigh density gene chips or nanoscale biosensors. Wilson et
al. demonstrated direct patterning of ∼100 nm size thiol-modified collagen molecules
on Au surface [22]. In this experiment, thiol groups bind to Au surface and form
stable structures. However, they also observed that the contact mode writing is not
suitable for patterning large bio-molecules because direct contact of AFM tip to the
molecules can destroy the bio-molecular structures on the surface. Tapping mode
patterning is first applied to generate the organic molecular patterns on the surface.
In the tapping mode, the AFM tip gently taps the surface without a direct contact,
which can minimize the interaction between AFM tip and surface nanostructures. It
allows one to create stable bio-molecular structures with less damage. By this method,
Wilson et al. created a collagen patterns with 30 nm line width. Mirkin et al. demon-
strated direct deposition of thiol-modified DNA molecules onto Au surfaces [20]. To
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Figure 4. (A) Schematic diagram depicting nanoscale fountain pen system. A cantilevered micropipette is
attached to the AFM and delivered etching solution to the substrate. (B) Frames from a video that show
the progress of the controlled etching of a chrome film. The linewidth of the etched lines in these far-field
images are ∼1.45 μm. Adapted with permission from [24] Appl. Phys. Lett. 75, 2689 (1999).

enhance the ink loading on the AFM tip, the surface of the AFM tip is first modified
by 3’-aminopropyltrimethoxysilane, which promotes reliable adhesion of the DNA
ink to the tip surface. They also demonstrated the direct deposition of DNA onto the
SiO2 surface. Before the DPN writing, the surface of thermally oxidized Si wafer was
activated with 3’-mercaptopropyltrimethoxysilane (MPTMS). Then, DNA molecules
with acrylamide groups are deposited via DPN, and they form stable nanostructures
on the surface (Figure 3B).

2.2. Nanoscale Printing of Liquid Ink

A common macroscale direct deposition method is ink-jet printing where liquid ink
is driven to the substrate via a pressure and capillary flow. The most common ink-jet
systems are office ink-jet printers that deposit dyes onto paper. However, the same
strategy has been applied to deposit various materials such as metal, photoresist, DNA
etc [23]. Parameters affecting the resolutions of ink-jet type printing include 1) the
diameter of dispensing holes, 2) the precision of positioning system, and 3) the capillary
effect of liquid inks. Common office ink-jet printers have the resolution of ∼20 μm.

Lewis et al. utilized a micropipette attached to the AFM system to deposit Cr
etching solution onto Cr substrate (Figure 4) [24]. By this way, they could etch the
Cr substrate in a submicrometer scale resolution. Micropipettes are hollow glass tubes
with the opening diameter often smaller than 100 nm at one end. They are usually
used for NSOM systems to transmit light from or to the substrate. Lewis et al. bent
the micropipettes to form a cantilever so that they can be used to measure forces in
AFM system, which allow one to avoid unwanted scratch on the substrate during the
deposition due to the excessive contact force. Due to the surface tension of the liquid
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solution, a relatively high pressure (∼3 ATM) has been applied to dispense the ink
onto the substrate.

This is a general strategy that can be used for many different species of liquid ink.
However several considerations should be given to achieve a high resolution.

First, the diameter (<100 nm) of the opening of the micropipettes is usually much
smaller than the sizes (∼500 nm) of common dust particles or defects in ink. Extensive
purity control over the substrate and solution is required to avoid any clogging.

Secondly, the dispensed liquid ink can form a meniscus at the end of the
micropipette. The size of the ink meniscus, often combined with water meniscus
from the air, is hard to predict, and it can be as large as the outer diameter (∼1000 nm)
of the micropipettes. In this case, the resolution can be limited by the outer diameter
of the tube even though the hole size can be smaller than 100 nm (Figure 4B). It is
crucial to understand the capillary behaviors of ink to achieve a high resolution. In
fact, controlling extremely small amount of liquid is an important, though still very
difficult, issue for many important applications such as bio-MEMS. Until now, the
resolution of the nanopen writing with liquid ink is limited to a sub-micrometer range
though one can routinely make micropipettes with sub-100 nm-diameter openings.
However, its resolution is expected to improve as we have better understandings about
the capillary behavior of nanoscale liquid droplets.

3. NANOSCALE SCRATCHING

3.1. Nanoscale Indentation(1)

A simplest and most common SPL technique is “nanoindentation” which utilizes a
mechanically strong AFM tip to physically scratch off relatively soft substrates. In this
process, an AFM tip is in a direct contact with the substrate and applies a strong contact
force, often larger than 100 nN, to the substrate. For comparison, a common force for
AFM contact mode imaging is about 1nN. Strong AFM tips such as diamond-coated
tips are used for nanoindentation.

Kim and Lieber utilized silicon nitride AFM tip with a contact force >50 nN to
scratch 10 nm-wide line-shape grooves on MoO3 thin film on the MoS2 substrate
(Figure 5A–F) [25]. The experiment has been done in the nitrogen-filled glove box
to minimize the effect from a water meniscus. In Figure 5B and C, specific portion
of two nanocrystals are cut by nanoindentation method. Figure 5D, E, and F show
manipulation of nanocrystals using the AFM tip.

The nanoindentation is also utilized to directly machine other materials by plastic
deformation [26–28]. In this way a single resist layer or the top layer of a semiconduc-
tor heterostructure [29–37] has been patterned and subsequently used as etch mask.
Patterning of the top layer of a bilayer [38] or trilayer resist system [39] has been
demonstrated as compatible to the lift-off technique.

Important issues for nanoindentation processes are: 1) capillary forces via water
meniscus and 2) wearing of the tip.

When the AFM tip is in contact with the substrate under ambient conditions, water
from the air condenses, and water meniscus is formed between AFM tip and surface
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Figure 5. (A)–(F) AFM images of selected steps in the fabrication of a nanostructures (containing three
interlocking pieces) by AFM lithography and manipulation. (A) Initial positions of two MoO3
nanocrystals, crystal 1 and crystal 2 (preferred sliding directions are indicating by two-headed arrows). (B)
A 52-nm notch was defined in crystal 2 by nanomachining. (C) A 58-nm free rectangle (latch) was
machined in crystal 1, and crystal 2 was translated toward crystal 1. (D) Crystal 2 was translated to align the
notch of crystal 2. (F) The latch was broken after a force of 41nN was applied to the latch axis. Adapted
with permission from [25] Kim and Lieber, Science 272 (1996) 1158. (H) Schematic diagram depicting two
different forces between SPM probe and surface. In addition to repulsive contact force, adhesive capillary
due to water meniscus is applied to the surface.

(Figure 5G). The size of water meniscus often goes over submicrometer. Due to the
surface tension of the water, attractive capillary forces are applied to both AFM tip
and substrate. As shown in the Figure 5G, inside the direct contact region, the strong
repulsive contact force presses down the surface, while the capillary force pulls up the
substrate inside the meniscus region. When the AFM tip sweeps along the substrate
under ambient conditions, both forces are applied onto the substrate. Under ambient
conditions with common relative humidity (∼30%), the magnitude of capillary force
often goes over 100 nN, which is strong enough to destroy various materials. As a
result, the indented pattern size under ambient conditions is often determined by the
size of the water meniscus rather than that of the direct contact area. A low-humidity
condition is preferred for a smaller feature size.

Considering common tip-sample contact area ∼100 nm2 and indentation forces
over 100 nN, the pressure on the tip during nanoindentation can be over 1 GPa. For
example, AFM tip is often made with silicon nitride whose tensile strength is about
0.3 GPa. An AFM tip coated with polycrystalline diamond (tensile strength of ∼ 1 GPa)
is often used to minimize the wearing of the AFM tip during the nanoindentation
process. Since the depth of indentation depends on the pressure, the wearing of the



5. Scanning Probe Microscopy for Nanoscale Manipulation and Patterning 169

Figure 6. (A) Schematic diagrams depicting the nanoscale shaving method. SAM layer is removed using
the AFM tip in solution. (B) Schematic diagrams depicting the nanografting method. SAM layer is
removed in the solution of other SAM molecules so that the molecules in the solution can backfill the
region where the existing SAM. (C) The result of nanoshaving. 160 × 160 nm2 topographic images of
C18S/Au(111) with the thiols shaved away from the central 50 × 50 nm2 square. (D) Fabrication of two
C18S nanoislands (3 × 5 and 50 × 50 nm2) in the matrix of a C10S monolayer using nanografting.
Adapted with permission from [40] Acc. Chem. Res. 33 (2000) 457.

AFM tip may change the contact area and eventually result in unpredictable indenta-
tion results. The tip wearing has been a major problem especially in nanoindentation
processes on relatively hard metal and semiconductor substrates. Recent development
of extremely strong nanostructures such as carbon nanotubes (tensile strength ∼100
GPa) is expected to partially solve this problem.

3.2. Nanografting

Nanografting process utilizes an AFM tip to mechanically scratch relatively soft self-
assembly monolayer (SAM) under solution environments (Figure 6A) [40]. If the solu-
tion contains other SAM molecules, they fill up the scratched regions (Figure 6B). Since
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SAM is a soft material, moderate force (5 ∼ 10 nN) is usually enough for scratching.
One important advantage is that since the experiment is done under solution
environments without any water meniscus, one does not have to worry about capillary
forces, and final scratching result is mainly determined by the diameter of the AFM
tip. It is relatively easy to achieve a high resolution. Also, wearing of AFM tip is usually
much less than other nanoindentation processes due to the relatively weak indentation
force.

Figure 6C shows topographic images of C18S/Au(111) with the thiols shaved away
from the central 50 × 50 nm2 square. When the solution contains other SAM
molecules, the final structures depend on the two SAM molecules used in the process.
Figure 6D shows C18S nano-island in the matrix of a C10S monolayer using nanograft-
ing. Since C18S is longer than C10S molecules, it appears as a higher structure. The
C18S nanoislands not only have an order and closed packed (31/2 × 31/2) R30◦ lat-
tice but also have fewer defects such as pinholes or uncovered areas [41–43]. Using
the same procedure, thiols with various chain lengths from 2 to 37 carbons (C2SH,
C6SH, C16SH, C22SH, and C18OC19SH) have been successfully patterned [42, 43].
The observed heights and high-resolution images of these nanopatterns indicate that
the thiols are close-packed within the patterns. In addition, nanopatterns terminated
with various functional groups such as –OH, –COOH, –NH2, and –CHO have also
been produced [42–44].

One important issue in the nanographting process is replacement reaction between
two SAM molecules. Since one SAM layer is kept in the solution of other SAM
molecules during the process, the molecules in the solution may replace those on
the surface. A special consideration should be given to avoid unwanted replace
reactions.

3.3. Nanoscale Melting

In addition to mechanical forces, thermal heating can be used to speed up the inden-
tation process. Binning et al. built an array of AFM tips that can be heated individually
(Figure 7) [45, 46]. When the tip locally heated the PMMA resist layer up to 400◦C
over its glass transition temperature, an indentation mark is formed with a very weak
force. The indentation mark can be used as a mean to record information. Here,
each indentation mark corresponds to 1 bit information. The same tip can be used
to quickly read out the indented marks. For reading, the tip is heated up to 300◦C
that is below the glass transition temperature and its is swept on the surface that is
kept at room temperature. Since the tip-sample effect contact area is different when
the tip is in the indentation mark or flat surface, the heat transfer rates are different
and eventually result in different tip temperature. The tip temperature is measured by
measuring the resistance of the heater line on each tip. Currently, read/write rate of a
few kilobit/sec has been achieved. Theoretically, it can be as high as 1∼2 Mbits/sec.
Here, the resolution of the indentation process is determined by the size of the AFM
tip and the thickness of the polymer layer. Utilizing a thin PMMA layer, the density
as high as 400 Gbit/inch2 can be expected (Figure 7B).
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Figure 7. (A) Schematic diagram depicting the basic mechanism of nanomelting. The indentations on
PMMA layer are created by the pressure from the heated AFM tip. Adapted with permission from [45]
Appl. Phys. Lett. 74 (1999) 1329. (B) Nanoscale marks on PMMA created by the nanomelting method.
Adapted with permission from [46] IBM J. Res. Develop. 44 (2000) 323.

4. NANOSCALE MANIPULATION

4.1. Atomic and Molecular Manipulation (1)

In 1990, the atomic letters written with individual Zenon atoms make the world
understands the power of SPM lithography. In this process, an STM tip was utilized
to pick up and release individual atoms on the solid substrate under a low temper-
ature (∼4K) environment [47]. Two basic manipulation mechanisms are depicted in
Figure 8A [48]. Here, the tip can be approached to the atom and slide so that the
atom are attracted to the tip and follow its lateral motion. On the other hand, when
the tip is very close to the atom, it can pick up individual atoms via Van der Waals or
electrostatic forces.

This technique can be utilized for fundamental research such as imaging elec-
tron density under the confined environment (Figure 8B) [49–51]. When atoms are
arranged in a circular form, electrons are confined inside the circle and it shows
a ripple of electron density (Figure 8B). In this experiment, Fe atoms are picked
up and moved utilizing STM tip on the Mo surface. This experiment has been
done under ultrahigh vacuum at low temperature to avoid thermal motion and
oxidation.

On chemical stable surfaces, atomic manipulation can be demonstrated under ambi-
ent conditions. In 1992, Garcia et al. utilized a voltage pulse on the STM tip and suc-
cessfully removed three Se atoms from the WSe2 (001) surface [52]. The STM based
atomic manipulation technique has been applied to manipulate various materials such
as silicon, HOPG, Au, Pt etc [53, 54].

Recently, Ho et al. utilized a STM tip to manipulate and even change the chem-
ical composition of individual molecules under low temperature environments. The
chemical entities of the newly created molecules are characterized by inelastic tunnel-
ing spectroscopy method [55].
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Figure 8. (A) Schematic diagram depicting two basic mechanisms of atomic manipulation via STM.
The STM tip either slide (top) or pick up (bottom) individual atoms. Adapted with permission from [48]
Single Mol. 1 (2000) 79. (B) Formation of “atomic corral.” Fe atoms are placed on a circular formation so
that electrons are confined in the “corral.” Adapted with permission from [49] Science 262, 218 (1993).

Lyding et al. took advantage of the fact that Si surfaces become unreactive when the
Si dangling bonds are saturated by hydrogen to generate chemical inert Si(100) surface
[56]. STM tip is utilized to desorb the hydrogen from selected areas of the surface
and thus restore locally the chemical reactivity of the Si atoms. Exposure of such a
selectively depassivated surface to various gases led to reaction in only the depassivated
areas.

4.2. Manipulation of Nanostructures

Atomic force microscope also can be utilized to manipulate nanostructures. The advan-
tage is it can be used on non-conducting surfaces, while the disadvantage is it is very
difficult to obtain atomic resolution. Juno et al. [57] and Schaefer et al. [58] utilized
an AFM to push nanometer-sized particles over surfaces. In these experiments, the
sample is imaged with non-contact mode to minimize the lateral force acting on the
sample, and nanoparticles are pushed with AFM probes with the force feedback off.
The problem is that normal force cannot be controlled during the manipulation as the
feedback is switched off. This might result either in damaged tips due to too much
normal force or insufficient force to keep the tip on surface.

Hansen et al. applied a scheme where they imaged nanoparticles in tapping mode
and pushed the particles over a surface in contact mode, both while the feedback was
switched on [59]. Lieber et al. used AFM to test nanobeam mechanics by bending
them during contact mode imaging [60]. Biological molecules such as DNA [61–63]
and chromosomes [64] have also been manipulated with an AFM.

Superfine et al. combined AFM with virtual reality vision and haptic controller to
build a convenient nano-manipulator (Figure 9) [65–66]. The virtual reality vision
provides 3D images of the surface to help users. The haptic and force feedback system
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Figure 9. (A) Nanomanipulator utilizing AFM. Virtual reality controller is combined with AFM for
user-friendly process. (B) Sliding carbon nanotube. a, The tube lies in its original position. Grid lines are
overlain so that one of the grid axes corresponds to the original orientation of the tube axis. The absolute
position of the grid relative the fiducial feature indicated by the arrow was adjusted to be consistent with
that in b so that the point of rotation could be determined. b, The tube’s orientation after AFM
manipulation. The pivot point and push point are indicated by the bottom and top arrows, respectively.
The white dashes to the right of the push point are markers indicating the trajectory of the AFM tip during
manipulation. Inset shows the lateral force trace during a sliding manipulation. c, Diagram of the pushing
process. Measuring from the bottom of the tube, x1 is the push point, and x0 is the point of rotation (or
pivot point). d, The relation between the push point and the pivot point for several pushing trials is
compared with theory (plotted as a solid curve). Adapted with permission from [65] Nature 397 (1999).

allows one to feel the contact and lateral forces on the AFM tip with their hands.
The system has been utilized to manipulate various nanostructures such as carbon
nanotubes. It is also possible to manipulate biomolecules such as Fibrin, Adnovirus,
TMV, and DNA [67].

4.3. Nanoscale Tweezers

The development of new tools for manipulating and probing matter at nanometer
length scales is critical to advances in nanoscale science and technology. However,
the single probe tips used in SPMs limit these tools’ ability to manipulate objects and
measure physical properties; for example one tip cannot grab an object, and electrical
measurements cannot be made without a second contact to structures. Two probes in
the form of tweezers could overcome these limitations of single-probe manipulation
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Figure 10. (A) Schematic illustrating the deposition of two independent metal electrodes and the
subsequent attachment of carbon nanotubes to these electrodes. (B)–(C) Darkfield optical micrographs
showing the sequential process of nanotweezer manipulation of polystyrene nanoclusters containing
fluorescent dye molecules. (B) Approach of the nanotweezers to nanoclusters. (C) Alignment of the
tweezer arms on a small cluster. A voltage was applied to nanotweezer arms on the nanocluster, and then
the nanotweezers and cluster were moved away from the sample support. The fluorescent polystyrene
nanoclusters and nanotube arms are both readily observed in the dark-field image. The SiC sample, which
was deposited from a water-based suspension, consisted primarily of clusters of individual 310-nm
polystyrene beads. We focused on grabbing the smallest clusters, ∼500 nm in diameter, in our
experiments. SEM analysis of these clusters showed that they consisted of several 310-nm nanoclusters.
Scale bars, 2 μm. Adapted with permission from [68] Science 286 (1999) 2148.

and thus might enable new types of fabrication and easy electrical measurements on
nanostructures.

Kim and Lieber utilized nanometer diameter multi-walled carbon nanotubes to
create nanotweezers that can be utilized for nanoscale manipulation and measurement
(Figure 10) [68]. For fabrication of nanotube nanotweezers, free-standing electrically
independent electrodes were deposited onto tapered glass micropipettes, which can be
routinely made with end diameter of 100 nm. Then carbon nanotubes were attached to
the independent Au electrodes using an approach similar to that used for the fabrication
of single-nanotube SPM tips. They utilized this nanotweezer to grab and measure the
electrical properties of GaAs and SiC nanoparticles. Even though nanotweezers have
not yet been attached to scanning probe systems, it provides a mean to overcome the
limitation of single-probe manipulation systems.

5. NANOSCALE CHEMISTRY

5.1. Nanoscale Oxidation

Figure 11A shows an example process of nano-oxidation. When the tip is in contact
with surfaces under ambient conditions, they are connected through a water meniscus.
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Figure 11. (A) Schematic diagram depicting nano-oxidation process on hydrogen-terminated silicon
surfaces. The water meniscus works as a nanoscale reaction chamber. (B) An array of cantilevers with
integrated actuators and sensors. The cantilevers are spaced by 200 μm. Adapted with permission from
[85] Appl. Phys. Lett. 72 (1998) 2340. (C) 50 × 1 parallel AFM lithography over 1cm2. The lithography
was accomplished by electric field enhanced oxidation of silicon at 15 V, and at a scan speed of 1μm/s.
The lithographed oxide pattern was transferred into the silicon using KOH. The picture was formed from
24 optical photographs taken with 5X Nomarski microscope. Adapted with permission from [86] Appl.
Phys. Lett. 73 (1998) 1742.

When a positive bias is applied to surface (anode) relative to the tip (cathode), the
water meniscus works as a small anodization chamber. Anodization and/or oxygen
evolution proceed on the sample surface at the point beneath the tip. Surface (anode)
reactions are:

M + xH2O → MO2 + 2xH+ + 2xe−
2H2O → O2 + 4H+ + 4e−

where M is the surface material (e.g. Si, Ti etc) and x is an oxidation number. For
silicon surfaces, M is Si and x is 2.

Tip (cathode) reaction:

2H2O + 2e− → H2 + 2OH−

A faradaic current flows through the tip-sample junction as a result of these elec-
trochemical reactions. Since the nano-oxidation process utilizes a water meniscus, the
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process strongly depends on the amount of adsorbed water and, therefore, the atmo-
spheric humidity.

Nano-oxidation process utilizing STM was realized shortly after its original devel-
opment as a tool for atomic-scale microscopy. A STM operated was used to perform
tip-induced oxidation of local regions of a H-passivated Si (111) surface for use as an
etch mask [69] (Figure 11A). In this process, Si surface is first passivated by hydrogen.
When local current is applied through the conducting probe in the water meniscus,
hydrogen is removed, and water reacts with silicon to form silicon oxide. Recently,
a STM in ultrahigh vacuum (UHV) was used to form Si oxide lines as narrow as
1 nm wide [70]. On the other hand, the AFM has become an attractive option for
performing similar work because among, other reasons, it allows independent control
over the oxidation mechanism that is done by a contact force. In STMs, a voltage bias
is required for both the oxidation and feedback control of the imaging so the imaging
of an oxidized pattern must be done carefully in order to not oxidize the surface any
further. Most recently, AFM tip-induced oxide lines have been used as etch masks to
demonstrate a Si metal-oxide-semiconductor field-effect transistor (MOSFET) [71]
and side-gated FET [72]. On a thin Ti film, Matsumoto et al. have successfully fabri-
cated a room temperature operable single electron transistor (SET) with 15 nm features
[73]. One important aspect that has made their work particularly unique was that AFM-
generated oxides were used as integral parts of the SET device, and not just as a step
in the fabrication process.

In order to optimally use the SPM tip-induced oxidation process for the fabrication
of nanoscale electronic devices, it is necessary to understand the mechanisms and
kinetics of the process so that we can reliably control the featured characteristics. The
mechanisms of the AFM tip-induced oxidation process have been studied by several
authors in the case of Si [74–79], GaAs [80, 81] and other related semiconductors.
Diebold et al. demonstrated local oxidation of TiO2 surfaces [82]. Lemeshko et al.
studied the oxidation mechanism of Ti film [83]. Blum et al. demonstrated the tip-
induced oxidation of PbS surfaces [84]. Quate et al. built individually-addressable
multiple AFM probes and generate multiple silicon oxide lines simultaneously in a
parallel manner (Figure 11B, C). By this way, they can improve the throughput of the
process [85, 86].

5.2. Nanoscale Desorption of Self-Assembled Monolayers

The resolution of the patterning method is usually determined by two major factors: the
size of the proximal probe and the thickness of patterning materials. Thus, the highest
resolution can be achieved by patterning monolayer materials such as self-assembled
monolayer. Figure 12A shows the basic mechanism of SAM patterning process under
ambient conditions via conducting SPM probes. At high humidity (Figure 12 A (b)),
SAM layer is stripped off by the electrochemical reaction in water meniscus, while
it remains without a water meniscus at low humidity (Figure 12 A (a)). Here, the
water meniscus also plays a role as an electrochemical reaction chamber like nano-
oxidation processes while in a little bit different manner. Crooks et al. proposed that
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Figure 12. (A) Schematic diagram depicting nanoscale desorption process of SAM (a) with and (b)
without water meniscus. With a water meniscus, the electrochemical reaction causes the removal of the
SAM layer. However, the reaction does not occur without a water meniscus at low humidity. (B) The SAM
in the square region is removed utilizing a STM probe. The experiment is performed in air with 75%
relative humidity and 3 V tip bias. Adapted with permission from [87] J . Phys. Chem. 100 (1996) 11086.

the current flow in the water meniscus induce the oxidation process and remove the
SAM molecules from the surface [87, 88]. Example reaction for alkanethiol SAMs on
Au is:

CH3(CH2)nS − Au + 2H2O → Au + CH3(CH2)nSO2H + 3e− + 3H+

Since a water meniscus works as a reaction chamber, the patterning speed strongly
depends on the relative humidity. Figure 12B shows the result after stripping off the
SAM in a nanoscale square region. The stripped part can be later chemically etched
to transfer the pattern to the substrate.

Different self-assembled monolayers have been patterned using a conducting SPM
probes on various surfaces such as Au, GaAs, Si, SiO2 etc [89–95].

5.3. Nanoscale Chemical Vapor Deposition

In STM, a-few-volt bias is applied in a nanometer-size gap between tip and surface,
which results in a very large electric field in the gap region. When the organometallic
gas is supplied in the gap, the high field and field-emitted electrons in the gap can
decompose the gas molecules resulting in metal deposition on the surface. Common
organicmetallic compounds are metal carbonyl (M(CO)n, M=Cd, W, Fe etc) com-
pounds. Using this method, one can create various metallic nanoscale dots and line
patterns on conducting substrates.

Ehrichs et al. placed a STM system in an ultrahigh vacuum chamber (base pressure
∼10–8 Torr) and provided dimethylcadmium (DMCd) gas in the chamber. DMCd
has relatively low dissociation energy of 3.14 eV [96]. The pressure of DMCd in the
chamber is held constant at ∼200 mTorr. Nanoscale deposition of Cd on the surface
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Figure 13. (A) Schematic diagram depicting nanoscale light exposure to photoresist films via NSOM. (B)
Developed negative photoresist patterns created by NSOM. Adapted with permission from [102] Appl.
Phys. Lett. 67 (1995) 3859.

near the STM tip occurred with Vt = 11.8 V and I = 500 nA. By this method, they
can deposit sub-100-nm size Cd lines and dots on the substrate.

McCord et al. deposited tungsten and gold onto gold substrates utilizing tungsten-
hexacarbonyl and dimethyl-gold-trifluoro-acetylacetonate, respectively (Vt >15 V,
I ∼ 100 nA) [97]. McCord and Awschalom deposited magnetic iron nanostruc-
tures onto SQUID device pick coils utilizing iron pentacarbonyl (Vt > 27 V, I =
100 ∼ 500 pA) [98]. The magnetic properties of the deposited nanoparticle array were
studied via the SQUID devices.

Later, Kent et al. deposited array of iron nanoparticles on a gold-coated Hall magen-
tometer and studied the magnetic properties [99]. In this process, Iron particles are
formed by using a STM under UHV conditions (base pressure ∼2 × 10–10) to decom-
pose iron pentacarbonyl gas. To initiate the growth the substrate-tip bias is raised to
15 V and a current of 50 pA maintained in the presence of 30 μTorr of iron pentacar-
bonyl. The STM feedback loop is active and maintains a constant current and thus
constant height between tip and growing deposit. When the deposit has reached the
desired height above the surface the tip is retracted to stop the growth.

6. NANOSCALE LIGHT EXPOSURE

Since NSOM probes can transmit light to the nanometer scale regions on the surface,
they can be used to pattern various photosensitive materials (Figure 13).

NSOM technique has been utilized as a tool for photolithography [100–102]. A
major limitation of photolithography is the diffraction of light. One way to overcome
this limitation is shining a light through a small aperture or holes like NSOM probes.
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Here, the light exposure induces the local polymerization (or breakage of polymer
links in negative photoresist), and it allows one to selectively dissolve the resist layer
with a developing solution. Using this technique, a feature size typically as small as 1/6
of the wavelength can be achieved.

Madsen et al. utilized NSOM to oxidize the hydrogen passivated silicon surface [103].
The 457.9 nm line from an argon ion laser was used as the illumination wavelength.
This wavelength matches approximately the Si-H binding energy of ∼3eV. In the light-
exposed area, Si-H binding is broken and silicon is oxidized to form silicon oxide. In
the potassium hydroxide solution, silicon oxide works as an etching resist and only Si-H
regions are etched, which allows one to transfer optically written patterns.
Directly written optically induced patterns down to 110 nm in width have been
demonstrated.

NSOM also have been utilized to locally modify other photosensitive materials such
as photosensitive polymers [104] and ferroelectric films [105].

7. FUTURE PERSPECTIVES

Various scanning probe lithography methods have been utilized to manipulate and
modify materials in a nanometer scale resolution. Since SPL does not use light for
lithography, it is not limited by the diffraction limit, and its resolution can be as
small as individual atoms. Another important advantage is that it can be used under
quite versatile environments including ambient, liquid and vacuum (Table 1). For this
reason, SPL method has been applied for patterning soft and biological materials that
are very sensitive to environmental conditions. In addition, since many SPL processes
can be done under ambient conditions, SPL does not require extensive instruments
for environmental control and its instrumentation cost is much lower than those for
other lithography techniques (e.g. e-beam lithography, focused-ion beam etc).

One major bottleneck applying SPL methods for industrial application is its through-
put. Since SPL is a serial patterning process in nature, it is usually slower than parallel
patterning processes such as photolithography. One obvious solution is having mul-
tiple probes patterning simultaneously. Parallel patterning systems have been realized
for some SPL processes such as dip-pen nanolithography, nanomelting, and nanoox-
idation. As the parallel SPM technology advances, the throughput is expected to
improve.

SPL is expected to have immediate applications for high-resolution rapid prototyp-
ing and custom manufacturing area (Figure 14). These include fabrication of prototype
nano-devices, photomask repair, mask-less lithography, etc. In SPL processes, the pat-
terns designed in the computer can be directed printed to the substrates without
extensive preparation steps. It makes SPL strategy an ideal method for custom-design
high precision manufacturing tools like e-beam lithography does for microelectronics
industry. However, SPL strategy has several advantages over other custom manufac-
turing tools: 1) high resolution down to single atomic level, 2) versatile lithography
environments friendly to soft and biological materials, and 3) low instrumentation
cost.
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Figure 14. Schematic diagram depicting rapid-prototyping of nanodevices via SPL strategy. Designed
patterns are directly printed onto the substrate without any intermediate steps. The fabricated devices are
tested and the test result can be used to redesign device patterns.

Now, SPL strategy provides quite a versatile tool set for nanotechnologists, and it has
become an essential tool kit for research and development in the age of nanotechnology.
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6. SCANNING THERMAL AND THERMOELECTRIC MICROSCOPY

LI SHI

1. INTRODUCTION

Thermal and thermoelectric transport in nanometer scale devices and structures has
become one of the foci of current efforts in nanotechnology, due to the increasing
importance of nanoscale thermal and thermoelectric transport phenomena in many
applications ranging from computing to energy conversion. One important example
is heat dissipation in the metal-oxide field effect transistors (MOSFETs), which have
been the driving force of the semiconductor industry for the past two decades. The
gate length of the MOSFET has been continuously reduced in order to achieve higher
switching speed and lower manufacturing cost. This critical length has been shrunk to
85–90 nm by year 2002 and will approach 20–22 nm in year 2013 [1]. The length scale
is comparable to the scattering mean free paths of electrons and phonons. As a result,
nanotransistors exhibit unique electron and phonon transport phenomena that have not
been observed in micron-scale devices. For example, the effective thermal conductivity
of the structure is drastically reduced due to increased phonon-boundary scattering.
Additionally, as nanotransistors are miniaturized, the power density is increased. These
two effects combine to cause localized self heating and elevated operating temperatures
that can reduce device speed and time to failure.

Besides nanotransistors, a variety of other nanoscale devices and structures are being
actively developed for electronic, optoelectronic, thermoelectric, electromechanical,
and sensing applications. Examples include nanoelectronic devices based on carbon
nanotubes [2], nanolasers based on ZnO2 nanowire arrays [3], thermoelectric coolers
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Figure 1. Schematic diagram of the scanning thermal profiler.

based on superlattices [4] and nanowires [5], nanosensors based on carbon nanotubes
[6], Si nanowires [7], and metal oxide nanobelts [8]. The characteristic size of these
low dimensional structures is in the range of 1–100 nm. The short length scale gives
rise to unique thermal transport properties that cannot be observed using conventional
experimental methods developed for bulk materials.

Scanning probe microscopy (SPM) techniques have enabled the direct observation
of physical phenomena with high spatial resolution. A variety of novel SPM-based
measurement techniques have been developed to investigate electronic, optical, ther-
mal, mechanical, chemical, and acoustic properties in the nanoscale. Two of such
techniques are the Scanning Thermal Microscopy (SThM) and Scanning Thermo-
electric Microscopy (SThEM). The SThM and SThEM can measure temperature,
thermal properties, thermopower, electronic band structure, carrier/dopant concen-
tration with nanoscale spatial resolution. The ability of thermally probing nanoscale
phenomena has made the SThM and SThEM a powerful tool for studying fundamental
thermophysics and for characterizing micro-nano scale devices and materials. These
two techniques have demonstrated applications in materials, microelectronic, energy,
and pharmaceutical research and development.

A variety of SThM and SThEM methods have been explored since the invention of
the scanning tunneling microscope (STM) and the atomic force microscope (AFM).
This chapter introduces various SThM and SThEM instruments, and the theory and
applications of these two techniques.

2. INSTRUMENTATION OF SCANNING THERMAL AND THERMOELECTRIC
MICROSCOPY

2.1. Instrumentation of Scanning Thermal Microscopy

In 1986, Williams and Wickramasinghe pioneered a so-called scanning thermal profiler
technique employing a STM probe with a thermocouple fabricated at the probe tip
[9], as illustrated in Fig. 1. A thermocouple sensor was produced at the end of a
STM probe tip by the junction of two dissimilar inner and outer conductors. An
insulator separated the two conductors in all areas remote from the tip. The size
of the thermocouple junction could be made to have dimensions on the order of
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Figure 2. Schematic diagram of the wire thermocouple AFM probe.

100 nm. When a temperature difference exists between the thermocouple junction
and the end of the lead wires, a voltage could be measured at the end of the lead wires
with a minimum detectable tip temperature change less than 1 mK.

Although the main purpose of the scanning thermal profiler was not for mapping
temperature distribution of a surface but for regulating the tip-sample distance, it
stimulated intense efforts to develop a SPM technique for thermal microscopy. Because
the STM requires the sample surface to be conducting, a SThM method developed in
the configuration of a STM cannot be applied readily to a dielectric sample. In many
applications such as mapping the temperature distribution of a microelectronic device,
the sample surface is often covered by a dielectric film. Therefore, it is desirable to
develop a general SThM method that can be applied to both conducting and non-
conducting samples. In 1993, Majumdar et al. [10] introduced a wire thermocouple
AFM probe, as depicted in Fig. 2. In an AFM, the tip-sample spacing is regulated by
the force acting on the probe tip. As such, the AFM can map the topography of both
conducting and non-conducting samples. While a thermocouple is fabricated on the
probe, heat transfer between the tip and the sample changes the temperature of the
probe tip during tip scanning. This allows for simultaneous mapping of topography
and temperature.

The heart of the SThM is the thermal probe. A variety of thermal probes have
been developed following the pioneering work of Williams and Wickramasinghe and
that of Majumdar et al. A comment feature of these thermal probes is a thermal sensor
fabricated at the end of an AFM or STM tip. The thermal sensor can be a thermocouple,
a resistor thermometer, or a Schottky diode. A thermocouple measures the temperature
difference between the junction of its two constituent metals and the other (remote)
ends of the two metal wires. As such, there is no fundamental limitation to miniaturize
the junction in order to achieve a better spatial resolution. On the other hand, a
resistance thermometer can not be miniaturized readily, because the resistance of a
nanoscale resistor can be too small for sensitive electronic detection. Similar problems
exist for a temperature sensor based on a metal-semiconductor Schottky diode, as the
I–V characteristics of a Schottky diode is affected not only by temperature change at
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the metal-semiconductor junction, but also by that of the body of the semiconductor.
As a consequence, the Schottky diode sensor measures an average temperature of the
junction and the body, instead of the localized temperature at the junction.

Significant efforts have been devoted to fabricate thermal probes with a thermo-
couple junction at the end of an AFM probe. In some early works, high thermal
conductivity materials were used to make the probe. It was realized later that the
thermal probe needs to be made of low thermal conductivity materials in order to
thermally isolate the thermocouple junction at the end of the AFM tip. Otherwise, the
temperature rise at the junction can be very different from that of the sample because
of significant heat loss to the AFM cantilever. Based on a one-dimensional heat transfer
model, Shi et al. addressed this issue by using low-thermal conductivity silicon dioxide
(SiO2) and silicon nitride (SiNx) as the tip and cantilever materials [11]. It was shown
by their modeling results that compared to silicon or metal probes with a similar shape,
this design can improve the thermal isolation of the sensor from ambient. In addi-
tion, the thermocouple was made of Pt-Cr, Cr-Ni, or Cr-Ir to achieve low thermal
conductivity and large thermopower. Furthermore, they attempted to minimize the
cantilever width, metal line width and thickness, and junction size, and increased the
tip height, for increasing thermal resistance of the cantilever and thermally isolating
the junction.

The fabrication process of these thermal probes consisted of only wafer-stage pro-
cessing steps as shown in Fig. 3, with more than 300 probes fabricated on one single
wafer. First, a 0.5–1 μm thick low pressure chemical vapor deposited (LPCVD) SiNx

film was grown on both sides of 100 mm diameter double-side polished silicon wafers
with (100) orientation, followed by the growth of a 8-μm-thick LPCVD silicon diox-
ide or low temperature oxide (LTO) film. The LTO film on the backside was stripped
in 5:1 buffered hydrofluoric acid (5:1 BHF) (Fig. 3(a)). The LTO on the front side of
the wafers was annealed at 1000◦C for one hour. The SiNx film on the backside of
the wafer was then patterned for use as a mask in a subsequent bulk micro-machining
step.

The probe tips were fabricated out of the 8-μm-thick LTO film by reactive-ion-
etching (RIE) and wet etching. A chrome film was sputtered on the LTO, and patterned
by photoresist into squares (Fig. 3(b)). Masked by the photoresist and chrome squares,
the top 5 μm-thick LTO was etched in CF4 and CHF3 plasma. The photoresist plus
chrome masks were undercut and the precursor of a sharp-angle tip shape was defined
during this etching step. After the RIE etching, the remaining LTO film was etched
in BHF 5:1 until the masks were just etched free (Fig. 3(c)). Before that, the 8 μm
thick LTO film at the unprotected region was etched away. The RIE plus wet etching
process could reproducibly yield oxide tips with a tip radus of about 20 nm and a half
angle of 10◦–20◦.

After the oxide tips were fabricated, a 50–100 nm-thick Pt film (or Cr film)
was sputter deposited and patterned on the front sides of the wafers (Fig. 3(d)). A
250–300 nm thick LTO was then deposited to cover the tip. Photoresist with appro-
priate viscosity was spun on the wafer. At a certain spinning speed, surface tension
prevents a sharp tip from being covered by a spin-coated photoresist, leaving the very
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Figure 3. Fabrication process of thermally-designed thermocouple AFM probes. (a) Deposit SiNx and
then SiO2 by LPCVD, strip SiO2 and pattern SiNx at the backside of the wafer, sputter Cr; (b) pattern Cr
into 10 μm by 10 μm squares; (c) etch SiO2 by RIE and BHF until the Cr and photoresist mask was
etched free, resulting in a SiO2 tip; (d) sputter and pattern Pt on the wafer, grow SiO2 on Pt by LPCVD;
(e) spin photoresist on the tip, leaving the tip end uncovered, etch SiO2 from the tip end; and (f ) sputter
and pattern Cr on the wafer, pattern SiNx on the front side of the cantilever, release the cantilever in
TMAH.

ends of the tips uncovered (Fig. 3(e)). The exposed LTO film at the tip end was then
etched in BHF 5:1. The height of the etched region depends on the photoresist vis-
cosity and coating speed as well as etching time, and could be controlled in the range
of 100–500 nm.

After the Pt (or Cr) was exposed at the tip end, the photoresist was stripped and
50–100 nm thick Cr (or Ni) was sputter deposited and patterned to form Pt-Cr
(or Cr-Ni) junctions (Fig. 3(f )). After the thermocouples were made, the silicon nitride
film was patterned into cantilever shapes. Then 5% tetramethylammonium hydroxide
(TMAH) in water was used to etch grooves from the backside of the wafer until the
wafer was etched through and the cantilevers were released (Fig. 3(f )). Figure 4 shows
the cross section and scanning electron micrographs of a finished thermal probe.

The thermal time constant of the probe is an important parameter that determines
limits the scanning speed of the thermal probe. This parameter was measured using a
sample containing a 350 nm wide gold line. A sinusoidal current of a frequency f was
passed through the gold line, resulting in a modulated temperature of the gold line at
a frequency of 2f. The temperature oscillation led to a 2f oscillation in the four-probe
electrical resistance of the gold line, which was measured and used to calculate the
2f component in the temperature. The amplitude and phase of the 2f component of
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Figure 4. Scanning electron micrographs of a batch-fabricated probe. Left: a close up of the Pt-Cr
junction at the tip end; Right: an overview of the probe.

Figure 5. Dynamic temperature response of the junction as a function of heating frequency.

the temperature at the probe tip was measured by a lock-in amplifier while the probe
contacted the gold line. The result is shown in Fig. 5. The AC temeperature showed
a typical first order dynamic response of Tac = Tdc /

√
1 + (2πfτ )2 and decreased to

about 1/
√

2 at a heating frequency of f0 = 18 kHz. The time constant τ , defined as
1/2πf0, was calculated to be 8.8 μs.

2.2. Instrumentation of Scanning Thermoelectric Microscopy

After the invention of the scanning thermal profiler, in early 1990s Williams
and Wickramasinghe reported a novel method called Scanning Chemical Potential
Microscopy (SCMP) for mapping the local chemical potential, essentially thermoelec-
tric power, of a MoS2 and a graphite sample [12]. In their experiment conducted in
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air, an atomically sharp metal STM tip was scanned on the surface of the sample at
a constant height using a unique feedback control loop. In this feedback loop, the
voltage is applied to the tip through a large resistor (100 M�) connected in series with
the tip-sample tunneling junction. In the STM mode, a constant voltage drop across
the tip-sample junction was maintained by adjusting the tip height using the feedback
loop. Because the sample was heated to about 30 K higher than the tip temperature
held at ambient, a temperature gradient localized near the tip-sample junction was
generated in the sample. This temperature difference creates a thermoelectric volt-
age corresponding to the local chemical potential of the sample. This thermoelectric
voltage was measured intermittently between two successive STM line scans: after
each STM line scan, the STM tip scanned the same line at a constant height with
the feedback loop interrupted and the applied voltage reduced to zero. The obtained
thermoelectric voltage map shows an atomic modulation.

In the following years, few efforts were reported on the development of thermoelec-
tric microscopy. One notable experiment was done by Poler et al. using a setup similar
to the SCMP for measuring the thermoelectric property of Guanine monolayers [13].
As they pointed out, the measured property by this technique is the thermopower
(or Seebeck coefficient) of the sample. Therefore, they renamed this method as Scan-
ning Thermopower Microscopy (STPM). Later on, Ghoshal et al. proposed to use
the aforementioned thermocouple AFM probe to map the Seebeck coefficient of a
sample, and named this AFM-based method as Scanning Thermoelectric Microcopy
(SThEM) [14]. In this chapter, all these techniques aiming at probing surface thermo-
electric properties are collectively referred as SThEM.

Very recently, Shi and Shih have further investigated the use of a SThEM method
to profile Seebeck coefficient of semiconductor nanostructures including shallow
p-n junctions in MOSFET devices and individual quantum well and barrier layers
of superlattice thermoelectric devices [15]. Their measurement scheme is rather dif-
ferent from the SCPM in two aspects. First, their measurement is conducted in ultra
high vacuum (UHV) because in air, heat conduction through the air gap between the
STM tip and the sample dominates over that caused by electron and phonon coupling
between the tip and the sample. Consequently, the temperature gradient in the sam-
ple, which is created by the colder tip, spreads over to a distance comparable to the
mean free path of air molecules. This can severely limits the spatial resolution of the
thermoelectric microscopy method. Second, they allowed a nanoscale elastic contact
between the tip and the sample as this was found to be necessary for measuring a stable
thermoelectric voltage on a semiconductor sample.

In the UHV SThEM setup, a heater wire attached to the sample holder was used
to raise the sample temperature 10–30 K above ambient. The tip-sample contact was
realized in the following procedure. At each point, after a tip-sample gap of about 1 nm
was stabilized by feedback controlling a constant tunneling current, the control loop
was disconnected by a manually-triggered relay and the STM bias was reduced to zero,
as illustrated in Fig. 6. The tip and the sample were then connected to an electrometer
with input impedance larger than 1013 �. Subsequently, the piezo-tube of the STM was
used to drive the tip step by step at 0.5 Å per step toward the sample. Large fluctuation
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Figure 6. (a) Schematic diagram of the SThEM setup. (b) Time profile of the measured voltage as the
tip approached the sample. Inset: histogram of the measured voltage.

in the measured tip-sample voltage was observed before the tip contacted the sample.
The fluctuation is thought to be caused by a large and fluctuating tunneling resistance
between the metal tip and the semiconductor sample. As the tip made a nano-contact
with the sample, the voltage signal was found to be very stable. Further progression
of the tip often caused crash. Therefore, the tip was slightly moved back and forth by
up to 1 Å around the contact position to verify the stability of the measured voltage
as well as to maintain an elastic contact. After the voltage measurement was made at
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each point, the sample was scanned to obtain a STM height image, which showed
little change of image resolution. This measurement scheme is made feasible by the
low drift (∼10 Å/hour) and high vertical resolution (∼0.1 Å) of the UHV STM.

The voltage measured between the tip and the sample during the nano-contact is
caused by thermoelectric effects. As the tip contacts the sample, band bending occurs
due to the formation of a Schottky junction. This leads to a built-in contact potential.
Under an isothermal condition, however, the built-in potential does not contribute to
the voltage measured by the electrometer. On the other hand, the contact of a colder tip
and a hotter sample creates a temperature gradient in the sample concentrated near
the contact (see Fig. 6). Carriers were made to drift under the temperature graident.
This leads to a thermoelectric voltage proportional to the local S, a spatial average in
a hemispheric sample volume of a large temperature gradient, i.e.

V(x, y) = S(x, y)(Tc − T1) (1)

where Tc and T1 are the temperatures of the contact and the back side of the sample,
respectively. The thermoelectric power of the metal tip and lead wires is much smaller
than that of a semiconductor sample, and thus is ignored. This allows the SThEM to
obtain a map of thermopower variation on the sample surface.

3. THEORY OF SCANNING THERMAL AND THERMOELECTRIC MICROSCOPY

3.1. Theory of Scanning Thermal Microscopy

The sensitivity and spatial resolution of the SThM largely depend on the mechanisms
of heat transfer between the thermal probe and the sample. As shown in Fig. 7, heat
transfers between the probe and the sample via solid-solid conduction, conduction
through the air gap between the probe and the sample, radiation, and conduction
through a liquid meniscus at the tip-sample contact. Air conduction and radiation are
not localized at the tip-sample contact, and thus will cause poor spatial resolution.
Among these two heat transfer paths, the radiation contribution is usually negligible
unless the sample temperature is very high (>600 K). On the other hand, the influence
by air conduction has been found to be significant, as discussed in the following
paragraph.

The relative contribution of different heat transfer mechanisms between the thermal
probe and the sample was examined and quantified by Shi and Majumdar [16]. They
used a thermally-designed and batch-fabricated thermal probe and several calibration
samples containing thin film metal lines with different width and length. The metal
lines were joule heated during the experiment and its temperature was determined by
measuring its temperature-dependant electrical resistance.

The temperature rise of the thermocouple junction was measured when the tip was
in contact with the joule-heated metal line. It was found that the junction temperature
rise was about 53%, 46%, and 5% of that of a 50 μm, 3 μm, and 0.3 μm wide line,
respectively, showing a trend of decreasing sensitivity with decreasing sample line width.
This suggests that the probe was heated more by air conduction between the tip and
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Figure 7. Schematic diagram of a thermal probe in contact with a sample. Also shown are the
tip-sample heat transfer mechanisms and a thermal circuit diagram of the system.

the larger hot area of the wider lines. This trend indicates that air conduction plays an
important role in tip-sample heat transfer.

A further experiment was used to determine the relative contribution of various tip-
sample heat transfer mechanisms. In the experiment, the 350 nm wide line was joule
heated to 5.3 K above room temperature. The cantilever deflection and temperature
rise of the sensor were recorded simultaneously when the sample was raised toward and
then retracted from the batch-fabricated thermal probe. When the sample approached
the tip, the cantilever deflection signal remained approximately constant before the
sample contacted the tip, as shown in the deflection curve in Fig. 8. In this region,
the sensor temperature rise was mostly due to air conduction between the probe
and the sample, and it can be estimated that radiation contribution was negligi-
ble when both the sample and the tip were close to ambient temperature. As the
tip-sample distance was reduced, the sensor temperature rise due to air conduction
increased slowly. Before the sample made solid-solid contact to the tip, the adsorbed
liquid layers on the tip and the sample bridged each other. Initially, this liquid bridge
pulled the tip down by a van der Waals force, as being seen in the dip labeled as
“jump to contact” in the deflection curve. Coincidentally, there was a small jump
in the sensor temperature due to heat conduction through the liquid bridge. As the
sample was raised further, both the solid-soid contact force and the sensor temper-
ature increased gradually, until the cantilever was deflected for more than 100 nm.
After this point, the sensor temperature remained almost constant as the contact force
increased.

As the sample was retracted from the tip, the sensor temperature again remained
almost constant until at a cantilever deflection of 100 nm, the sensor temperature rise
reduced roughly linearly but at a smaller slope than that found in the approaching
cycle. As the sample was lowered further, the tip was pulled down together with the
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Figure 8. Cantilever deflection and temperature response of the probe as a function of sample vertical
position when a 350 nm wide line was raised toward and then retracted from the tip.

sample by surface tension of the liquid bridge until after a certain point, the restoring
spring force of the cantilever exceeded the surface tension and the tip “snapped out
of contact” with the sample. Associated with the breaking of the liquid bridge, there
was a small drop in the sensor temperature.

The above experiment shows several mechanisms. First, before the tip contacts
the sample, air conduction contributed to a sensor temperature rise up to 0.03 K
per K sample temperature rise, which was about 60 percent of the maximum sensor
temperature rise at large contact forces. Second, conduction through a liquid menis-
cus was responsible for the sudden jump and drop in sensor temperature when the
tip “jumped to contact” to and “snapped out of contact” from the sample, respec-
tively. Third, solid-solid conduction resulted in the almost linear relationship between
the sensor temperature rise and the contact force. This is a well understood feature
for macroscopic solid-solid contacts [17]. Since the sensor temperature decreased at
a slower slope during unloading (decreasing contact force), there must have been
plastic deformation during loading (increasing contact force). For plastic deforma-
tion, the contact area increased with load [18], resulting in the linear increase of
solid-solid contact conductance with contact force. However, since the conductance
was still a function of the load during unloading, elastic recovery must have been
significant.

One question remains as to why the sensor temperature saturated for cantilever
deflection larger than 100 nm. To clarify this, the contact force corresponding to
the 100 nm deflection need to be calculated. The spring constant of the composite
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Figure 9. Cantilever deflection and temperature response of the probe as a function of sample vertical
position when the 5.8 μm wide line approached and then retracted from the tip.

cantilever beam was calculated using Roark’s formulas [19] to be 0.38 ± 0.11 N/m
Therefore, the 100 nm deflection corresponds to a contact force F = 38 ± 11 nN.

Assuming plastic deformation, this contact force resulted in a contact spot with a
diameter

dc =
√

4F
πH

, (2)

where H is the hardness of the tip or sample, whichever is softer. Among the tip and
sample materials, the hardness of Au is the lowest and is of the order of 1 GPa. This
leads to dc ≈ 8 nm. The tip radius was about 50 nm. However, the details on the tip
end are not clearly shown in the SEM image due to the lack of resolution. The linear
increase in contact area was probably due to the roughness on the surfaces or on the
sample, since it is well known that in the junction of two random rough surfaces, the
contact area increases linearly with contact force [18]. As the contact force increased
to about 38 nN, the contact size approached the diameter of the asperity. At this point,
the contact area could not increase further with the contact force, until the asperity was
completely pressed into the sample by a contact force much larger than those used in
the experiment. As a result, the sensor temperature in Fig. 8 remained almost constant
for a deflection larger than 100 nm.

The point contact experiment was repeated for a 5.8 μm wide and 2000 μm long line
and the result is shown in Fig. 9. While the increase of normalized sensor temperature
due to solid and liquid conduction was similar in magnitude to those in Fig. 8, the
normalized sensor temperature rise due to air conduction was about 0.6 K per K
temperature rise on the sample, one order of magnitude higher than the corresponding
one (0.03 K per K temperature rise on the sample) in Fig. 8. Therefore, it is clear that
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for the 5.8-μm wide line, air conduction dominated tip-sample conduction and was
responsible for the large temperature rise.

These experiments reveal that the contribution of air conduction in tip-sample heat
transfer depends on the size of the heat source on the sample. For large heat sources, air
conduction dominates tip-sample heat transfer. As the size of the heat source reduces,
the contribution of air conduction decreases and solid-solid conduction and liquid
conduction become important. For micro/nano- devices with localized submicron
heated features, such as carbon nanotube circuits, air conduction contribution can be
reduced to a level smaller than that from solid-solid and liquid film conduction.

To estimate the magnitude of solid-solid and liquid film conductance, Shi and
Majumdar [16] developed a one-dimensional head conduction model considering
various microscale heat transfer mechanisms. Using the model, they inferred from the
experimental data in Fig. 8 that the thermal conductance of the liquid meniscus was
Glf = 6.7 ± 1.5 nW/K, and solid-solid conduction varies linearly with the contact
force with a contact conductance of 0.76 ± 0.38 W/K-N. For contact forces larger
than 38 ± 11 nN, the solid-solid conductance saturated at Gss ≈ 30 nW/K, because
the contact size between the sample and an asperity on the tip end approached the
∼10 nm diameter of the asperity. For this solid-solid contact with an effective contact
radius b ≈ 5 nm, it can be shown that

Gss = πkefb ;
2

keff
= 1

ks
+ 1

ktip(tan θ )2
(3)

where ks and ktip are the thermal conductivity of the sample and the tip, respectively,
and θ is the half angle of the tip. With θ ≈ 18

◦
, ks ≈ 200 W/m-K for the thin film

gold metal line, ktip ≈ 15 W/m-K for the Pt-Cr film at the tip end, and b ≈ 5 nm, it
can be estimated that Gss ≈ 49 nW/K. This is approximately the saturation value of
30 nW/K estimated from the thermal model.

Due to the small contact thermal conductance at the nanoscale tip-sample contact,
the temperature rise of the thin film thermocouple probe was below 0.1 K per K
sample temperature rise when micro/nano- devices with submicron localized heat
source were imaged. In addition, due to the influence of air conduction, the measured
temperature profile by the SThM was found to deviate from the true one. This makes
it necessary to correct the SThM measurement results by careful thermal modeling.
Alternatively, the influence of air conduction can be eliminated by performing the
SThM in vacuum.

3.2. Theory of Scanning Thermoelectric Microscopy

The critical feature of the SThEM is to generate a localized temperature gradient
at the tip-sample contact. The spatial extent of this temperature gradient, which limits
the spatial resolution, not only depends on the contact size or tip radius, but is also
determined by the scattering length (l ), within which local thermal equilibrium cannot
be obtained. Ignoring the latter microscale heat transfer effect, one can estimate the



196 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

temperature in the sample at a distance r away from the contact point to be

T(r ) ≈ T1 − a
r

(T1 − Tc ) (4)

As r is a few times larger than a, T(r) approaches T1 and the temperature gradient
becomes negligible. This analysis holds only if r � l. For r ≤ l, local thermodynamic
equilibrium cannot be obtained within r, and the temperature gradient will have a
spatial extent on the order of l. For example, if l = 10 nm, and a = 1 nm, accord-
ing to eqn. 7, at r = 5a = 5 nm, T(r) should have been very close to T1. However,
because local thermodynamic equilibrium cannot be obtained within r = 5 nm < l,
it is impossible to achieve a large temperature difference between Tc and T(r = 5 nm),
and the temperature approaches T1 only when r > l. Hence, eqn. (7) derived by ignor-
ing the microscale heat transfer effect breaks down for a length scale of the order
of l. At room temperature, l is on the order of 1 nm for amorphous materials, and can
be up to hundreds of nanometers for semiconductors. In degenerately doped semicon-
ductors, the scattering length is found to scale with average inter-dopant distance to
be a few nanometers [15]. In degenerately doped superlattice structures, l is expected
to be further reduced by scattering at the interfaces.

Another question in SThEM is regarding the actual temperature drop across the
sample. As shown in Fig. 6, the temperature Tc at the tip-sample contact is between
T0, the temperature of the tip holder, and T1, the temperature at the backside of the
sample. Tc is determined by the ratio of the thermal resistance (Rt) of the tip to that
of the sample (Rs), i.e.,

Tc = T0 + T1 − T0

1 + Rs

Rt

(5)

Assuming spherical symmetry in the sample and the tip and ignoring microscale heat
transfer effects, one can estimate Rt and Rs as

Rs ≈ (2πks a )−1 and Rt ≈ (2πkt a (1 − cos θ ))−1 (6)

where ks and kt are the thermal conductivity of the tip and the sample, respectively,
and a is the contact radius. Typically the tungsten STM tip has much higher thermal
conductivity than a semiconductor sample. Hence, Rs/Rt is large and Tc is close
to T0.

The third important issue for the SThEM is the Schottky barrier formed due to the
contact of a metal tip and a semiconductor sample. As a result, carriers are depleted
from the contact point. Assuming spherical symmetry in the sample and w � a, where
w is the depletion width, one can estimate that

w ≈
(

3a εε0|φ|
Ne

)1/3

(7)

With a = 1 nm, φ = 0.5 V, N = 1019 cm−3, ε = 16, one finds w = 5 nm. This
number is just slightly larger than the inter-dopant distance. In the derivation of
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Eqn. 7, a continuous distribution of dopants has been assumed. This continuum
assumption shall break down when w is shorter than the dopant-dopant distance.
Nevertheless, it can be expected the depletion width is in the range of 5–10 nm.
This depletion zone can have a different S from the bulk value, and affect the SThEM
measurement. However, it was found that the measured S values by SThEM were very
close to the bulk values [15]. This observation was attributed to a smaller radius (w) of
the depletion zone than the spatial extent (l ) of the hemispheric region with a large
temperature gradient. As such, the bulk-like region where w < r < l contributes to
most of the measured thermoelectric voltage of the SThEM.

4. APPLICATIONS OF SCANNING THERMAL AND THERMOELECTRIC
MICROSCOPY IN NANOTECHNOLOGY

4.1. Thermal Imaging of Carbon Nanotube Electronics

Carbon nanotubes (CNs) are made of graphitic cylinders. One distinguishes between
multi-wall carbon (MW) CNs consisting of a series of coaxial graphite cylinders, and
single-wall (SW) CNs that are one atom thick, usually with a small number (20–40)
of carbon atoms along the circumference and several micron long along the cylinder
axis.

At room temperatures, electrons near the Fermi level in a metallic SWCN can have a
long mean free path on the order of microns [20]. For a metallic SWCN a few microns
long, electron flows from one end of the tube to the other end without scattering with
phonons, electrons, defects, and boundary. This situation is referred as ballistic electron
transport. Semiconducting SWCNs have recently been observed to behave like ballistic
conductors [21], while both ballistic [22] and diffusive [23] transport behaviors have
been reported by MWCNs.

Experiments also found that metallic CNs can sustain high electric fields on the order
of 100 kV/cm and high current densities up to 109 A/cm2 [23, 24], two orders of
magnitude higher than a normal metal such as copper. This excellent current carrying
capacity of CNs may have potential applications for micro/nano electronics.

The potential electronic applications of CNs require a detail understanding of their
electrical as well as thermal transport properties. Despite of various studies on elec-
tron transport, there remain several unanswered questions regarding heat dissipation
in current carrying CNs. First, it is unclear whether heat dissipation occurs in the
bulk of the CNs or at the contacts. For a SWCN at low electric fields, for example,
heat dissipation is not expected to occur in the bulk. On the other hand, compared
to the low field transport property, the electron-phonon scattering mechanism can be
different at high fields for metallic SWCN. As shown by Yao et al. [24], for metallic
SWCNs current saturates at about 25 μA at applied voltage exceeding a few volts.
They proposed that the current saturation is due to electron scattering with optical
phonons at high electric field. For MWCNs and semiconducting SWCNs, heat dissi-
pation in the bulk is likely to occur if they are diffusive. However, there lack of direct
experimental evidences to justify these predictions.
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Figure 10. (a) Topographic image, (b) EFM image, (c) voltage profile, (d) thermal image, and
(e) temperature profile along a 7 nm diameter MWCN.

Shi et al. have used the SThM technique to measure temperature distribution
in current-carrying CNs and to investigate heat dissipation in the nanostructures
[25, 26]. They have observed temperature profiles supporting ballistic (diffusive) trans-
port in SWCNs and MWCNs. The measurement result on a MWCN is discussed
below.

Figure 10 shows the AFM topographic image of a sample containing a 7-nm diam-
eter MWCN on 1-μm-thick SiO2 of a Si wafer. Four 30-nm-thick Au/Cr lines were
patterned on top of the MWCN by electron beam lithography and lift off technique.
Electrostatic force microscopy (EFM) was used to determine various electrical resis-
tances in the device. A 100 mV AC voltage was applied at contact 2 with contact 3
grounded and contacts 1 and 4 floating. The frequency of the voltage was set to the
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resonant frequency of the EFM cantilever probe, which is a conducting AFM probe.
Because of the electrostatic force between the sample and the probe, the cantilever
was made to oscillate at its resonant frequency and the oscillation amplitude is pro-
portional to the voltage of the sample in close proximity to the probe tip [22]. The
sample voltage can be measured from the oscillation amplitude. The obtained EFM
image was shown in Fig. 10(b). The voltage profile shown in Fig. 10(c) indicates that
voltage decayed almost linearly along the MWCN and there were large voltage drops
near the two contacts. The two terminal resistance measured with a bias of 100 mV
between contacts 2 and 3 was 52 K�. From the EFM data, it was estimated that the
electrical resistance was about 26 K� in the tube, and 16 and 10 K� at contacts 2
and 3, respectively. The segment of the tube between contacts 2 and 3 was 2.6 μm
long. Therefore, the resistance in the tube was about 10 K�/μm. The linear voltage
drop along the tube and the resistance value confirm the results from previous EFM
study [22] that MWCNs behave as a diffusive conductor with a well-defined resistance
about 10 K�/μm. In addition, for this device, the tube-contact interface were not
clean, resulting in the much larger contact resistance than that found in the MWCN
sample used in the previous EFM experiment.

SThM was further used to verify that the MWCN sample was diffusive and dissipa-
tive. A voltage of 0.7 V was applied at contact 4 with contact 1 grounded and contacts
2 and 3 floating. This resulted in a current of 9.3 μA between contacts 1 and 4. The
corresponding thermal image and temperature profile were shown in Figs. 10(d) and
10(e). It is clear that the temperature at the middle was higher than those close to
contacts 2 and 3 and the overall curvature of the profile is negative. This indicates that
heat indeed was dissipated in the bulk of the tube.

It should be noted that on top of the metal covering the tube, the probe measured
a much lower temperature than that when the probe was directly on top of the tube.
It is possible that the temperature on top of the 30 nm thick metal had decreased
significantly although the temperature could be high in the tube underneath the metal.

4.2. Thermal Imaging of ULSI Devices and Interconnects

SThM has been employed to map temperature distribution on top and cross sectional
surfaces of MOSFETs and ULSI interconnects. Kwon et al. employed the batch-
fabricated SThM probes to map temperature distribution on the cross sectional surface
of an operating MOSFET with a gate length of 5 μm [27]. The thermal images clearly
show a hot spot near the drain side. This is believed to be caused by the pinch-off effect
near the drain, which results in a discontinuous channel and significant heat dissipa-
tion there. Efforts are currently underway to measure temperature distribution on the
cross sectional surface of nanotransistors with a gate length shorter than 100 nm. Shi
et al. have used the SThM to study localized heating in different VLSI submicrometer
W-plug via structures provided by Texas Instruments, Inc. The via samples consisted
of two levels of 0.6 μm thick Al-Cu metallization that were separated by a layer of
0.9 μm thick SiO2 and connected through one or more W-plug vias. There was a
0.1 μm TiN layer on the top and bottom of each metal line. The samples were coated
with a standard passivation layer of 1 μm thick SiO2 followed by a capping layer of
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Figure 11. Topographic image (top left), thermal image (top right), and cross section of a via structure.
The values shown in the topograph image are the temperature rise in degree Kelvin at the Pt-Cr junction
during scanning.

0.3 μm thick Si3N4, as shown in Fig. 11. The topography, cross section, and SThM-
measured temperature distribution of one via structure are also shown in Fig. 11 for
a current of 40.5 mA. For this sample, the two metal lines were 3 μm wide and
were connected by three 0.4 μm diameter vias. The temperature rise in the vias was
determined from the change in electrical resistance using a temperature coefficient
of resistance (TCR) of 1.01 × 10−3 K−1 obtained from an earlier work [28]. The via
temperature was measured by the resistive thermometry as a function of current. For
a current of 40.5 mA, the temperature rise in the via was 30 K. During scanning, the
maximum temperature rise in the junction was found to be 15 K when the probe was
directly on top of the vias. The high temperature region spread to the current flow
direction.

4.3. Shallow Junction Profiling

Homo- and hetero- junctions constitute the fundamental building blocks of electronic,
optoelectronic, and thermoelectric devices. Characterization of the dopant/carrier dis-
tribution and the electronic structures of semiconductor junctions is thus an important
task. For example, profiling shallow p-n junctions in MOSFETs has been a promi-
nent characterization issue that has challenged the semiconductor industry for many
years. Simulation and characterization of dopant implantation, diffusion and activation
is currently one of the highest-priority tasks among the research needs for extending
CMOS, to its ultimate limit at or beyond the 22-nm node. In order to understand
how different processing parameters and device structures will affect the dopant/carrier
profiles and the electronic structures, accurate characterization data must be obtained
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Figure 12. (A) STM image of a GaAs p-n junction array (filled state with sample bias of −2 V). The
bright strips are p-doped with Be to 1.1 × 1019 cm−3, and the dark strips are n-doped with Si to
9 × 1018 cm−3. Scale bar: 100 nm. (B) Measured thermoelectric voltage (circles) and calculated S profile
(dash line) across the p-n junction as a function of distance (x) from the metallurgical junction. The two
measurement profiles (open and solid circles) were obtained at two different y locations with
T1−T0 = 20 K. The x position is obtained from STM images of a scan size of 30 × 30 nm.

using 2D dopant/carrier profiling tools with a 2 nm spatial resolution and 4% accuracy,
as specified by the 2001 International Technology Roadmap for Semiconductors. A
number of 2D dopant/carrier profiling methods have been investigated. However, the
roadmap requirements have not been satisfied and 2D dopant/carrier profiling has
remained essentially unsolved [29].

Lyeo et al. have employed the SThEM method for measuring the local S at a
number of locations across GaAs p-n junctions. One set of measurement data are
shown in Fig. 12. One can observe an abrupt inversion of the polarity of the measured
thermoelectric voltage within a distance of 2 nm from the junction. The measured
thermoelectric voltage at each point of the p-n junction is due to the diffusion of local
carriers under a temperature gradient, and is coupled to the local carrier concentration.
For an n-type nondegenerate semiconductor, the local thermopower is [30]

S = 1
−eT

(
Ec − EF + 3

2
kBT

)
= −kB

e

(
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n
+ 3

2

)
< 0 (8)
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For a p-type nondegenerate semiconductor,

S = 1
eT
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kBT
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= kB
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(
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p
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2

)
> 0 (9)

where EC (EV) is the conduction (valence) band edge, EF is the Fermi level, n(p) is
the electron (hole) concentration, Nc(Nv) is the effective density of states of electrons
(holes), kB is the Boltzman constant, e is the electron charge, and T is the tempera-
ture. These equations illustrate that the magnitude and sign of S depend on carrier
concentration and type, respectively. The dependence of S on the carrier type has
been routinely used for determining the dopant type using the hot probe method in
characterization laboratories. In fact, connecting a hot probe to a semiconductor and
measuring the sign of the generated thermoelectric voltage is a textbook example for
determining dopant types.

Using Eqns. 8 and 9 and those for degenerate semiconductors, Lyeo et al. have cal-
culated the thermopower profile from the dopant profile obtained by SIMS. As shown
in Fig. 12, the calculated thermopower profile exhibits the same trend as the mea-
sured thermoelectric voltage profile. They have further calculated the band structure
and carrier profile from the STPM measurement results, as shown in Fig. 13. The
calculation procedure is as following. First, they calibrated the STPM measurement
using a sample with known dopant concentration and thermopower. The calibration
allows them to convert the measured thermoelectric voltage to thermopower. The
band structure and carrier concentration were then obtained using Eqns. 8 and 9 as
well as those for degenerate semiconductors.

As a comparison, they also calculated the band structure and carrier concentration
from the SIMS dopant profile. The band structure was obtained using the depletion
approximation, and was used to calculate the carrier profile according to the Fermi-
Dirac statistics. As shown in Figs. 13, the results from the SIMS and STPM exhibit good
agreements with each other, except at the edges of the depletion region. Lyeo et al. have
conducted a detailed study and concluded that the discrepancy shown in Fig. 13 was
due to the break down of a continuum assumption at a lenthg scale comparable to the
dopant-dopant distance (∼5 nm) and the inaccuracy of the depletion approximation,
both invoked for the calculation based on the SIMS profiles.

Nevertheless, their work demonstrates that by nanoscale profiling of S, the SThEM
can be used to map out band structure and carrier concentration with nanometer spatial
resolution. Furthermore, the carrier concentration is a reasonable good measure of the
activated dopant density, when the dopant density varies over a scale comparable to
the Debye length (13 nm at a concentration of 1017 cm−3 and 0.4 nm at 1020 cm−3)
[31].

As a 2D dopant/carrier profiling tool, the SThEM technique has two distinct fea-
tures. First, for other dopant profiling techniques such as SCM and STM, the voltage
applied to the tip creates an electric field penetrating into the sample. This electric field
further causes band bending in the sample and shift the apparent junction location. It
has been observed that the electronic junction locations obtained by SCM and STM
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Figure 13. Carrier profile across the p-n junction shown in Fig. 12. Solid and dotted lines are electron
and hole concentrations, respectively, calculated based on the energy band diagram obtained from the
SIMS dopant profile using the depletion approximation. Solid and open circles are electron and hole
concentrations, respectively, calculated from the measured S profile. To convent the measured
thermoelectric voltage to the S profile, we calibrated the SThEM measurement using a sample with
known S. Inset: Energy diagram of the p-n junction (Lines: calculated from the SIMS dopant profile using
the depletion approximation. Circles: calculated from the measured S profile)

depend strongly on the tip voltage [32], and can shift 2–20 nm from that obtained
from the SThEM. In SThEM, no voltage is applied at the tip during thermopower
measurement. Thus, the unwanted effects of tip voltage-induced band bending and
junction shifting are absent in SThEM, allowing SThEM to locate the actual elec-
tronic junction. Furthermore, the abrupt inversion of thermoelectric power across the
electronic junction allows one to use SThEM to locate the electronic junction with a
precision and resolution better than 2 nm.

5. SUMMARY AND FUTURE ASPECTS

The Scanning Thermal and Thermoelectric Microscopy methods discussed in the
preceding sections have allowed the direct observations of thermal and thermoelectric
transport phenomena in the nanometer scale. Several applications including mapping
temperature distribution on nano and molecular electronics, and shallow junction pro-
filing have been demonstrated. A variety of other applications have also been demon-
strated using these techniques. For example, the SThM has the capability of mapping
thermal conductivity and diffusivity of a polymer sample with sub micron spatial
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resolution. This unique feature has been used to image polymer blends and found
applications in drug research and development [33–36]. The ability of SThEM in
mapping Seebeck coefficient with nanometer scale spatial resolution can be applied
to probe the superior thermoelectric properties of low dimensional thermoelectric
materials, including quantum well, wire, and dot superlattices that will potentially
revolutionize the energy conversion process.

Currently, new techniques are being invented for improving the spatial resolution or
accuracy of these two techniques. For example, recent developments in near filed opti-
cal techniques for nano-thermometry have stimulated much interest in this direction.
In addition, the possibility of using tunneling [39] or nano-contact thermometry to
improve [37–38] the spatial resolution of the SThM is being investigated. The success
of these new methods will allow the SThM and SThEM to become highly-powerful
microscopic tools for nanotechnology research and development.
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7. IMAGING SECONDARY ION MASS SPECTROMETRY

WILLIAM A. LAMBERTI

1. SECONDARY ION MASS SPECTROMETRY AND NANOTECHNOLOGY

Imaging secondary ion mass spectrometry (“SIMS”) is a technique that holds great
potential for use in the field of nanotechnology. In much the same way that focused
ion beam tools evolved to become a critical capability in the fabrication of many
nano-mechanical devices, SIMS is becoming a central characterization tool within the
nanotechnology community. For example within the semiconductor industry, SIMS
employed at low incident ion energy is now used routinely to obtain trace information
from extremely thin (1 nm) layered structures in depth, albeit in the non-imaging mode
of analysis [1, 2]. Imaging SIMS lateral resolution, when employing high sensitivity
primary ion species, has historically been limited to 1000 nm. This disparity in lateral
resolution versus depth resolution can lead to measurement difficulties when analyzing
fine structures in three dimensions. However, recent instrumental developments in ion
sources and SIMS ion optics have dramatically improved lateral resolution to the regime
below 100 nm while maintaining high sensitivity [3]. Due to the higher primary
ion energies typically employed in these high lateral resolution instruments, depth
resolution is somewhat degraded, typically on the order of 10 nm. As a result, SIMS
image and depth resolutions have now converged to the point where the analyst can
now routinely obtain information from nanovolumes.

The application of Imaging SIMS to mainstream nanotechnology areas such as
nanosensors and micro-electromechanical systems (“MEMS”) has been scarce to
date. This can largely be attributed to a number of factors, including instrument
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availability, cost, and performance. There is also an inherent need for a highly skilled
SIMS analyst. However, many examples of SIMS applications exist that do indeed qual-
ify as examples of nano-analyses within fields as diverse as semiconductor technology,
biology, metallurgy, catalysis, and cosmochemistry [4].

Many novel, indirect, SIMS analyses have been possible that provide information
from regions that are smaller than the classical image resolution limit of SIMS (i.e.
1000 nm). The fundamental SIMS sputtering process, where a single primary ion
impacts a surface and produces secondary ions, is inherently highly-localized (<5 nm
radius) [5, 6]. Additionally, the probability that molecular ions are produced from a
single impact is directly related to the nearest-neighbor distribution of species at the
point of impact. Phenomena such as these can be used to obtain nano-scale information
from materials without actually determining the precise event position with a resolution
better than 1000 nm. Examples of methods utilizing this approach include coincidence
spectroscopy [7, 8] and dynamic SIMS molecular spectroscopy [9].

The advantage of modern imaging SIMS instruments is that one can now directly
probe sub 100 nanometer-scale features for compositional information, while main-
taining trace sensitivity (several ppm) in these nano-volumes. The inherent ability
of SIMS to detect any elemental species is a powerful capability for understanding
the overall chemistry of a given material. Isotopic speciation is also possible with the
high-resolution mass spectrometers incorporated into many SIMS instruments. Sta-
ble isotope tagging of reactant molecules permits the determination of reaction locales
with high spatial resolution via SIMS, and is finding application in fields such as biology,
medicine, and catalysis [10].

2. INTRODUCTION TO SECONDARY ION MASS SPECTROMETRY

2.1. Overview

The SIMS process is shown schematically below (figure 1). A beam of primary ions
is generated in a suitable ion source, and accelerated towards a sample surface under
vacuum. The interaction between the primary ion and the sample is complicated in
nature, with many secondary particles being ejected for each incident ion. This process
is referred to as “sputtering” [11, 12]. Electrons, neutral atoms, molecular fragments,
and ions are generated in the sputtering process. Ionized mass fragments (monatomic
and polyatomic) are subsequently accelerated through a mass spectrometer, where
each fragment is separated according to its mass to charge ratio (“m/z”). Detection of
the mass fragments then occurs via electron multiplier, faraday cup, or other suitable
charged-particle detector. Mass spectra and ion images are among the types of data
then produced.

Ion images can be produced via raster of the primary beam and synchronous detec-
tion of the mass filtered secondary ion signal, analogous to the process employed in
scanning electron microscopy. This mode is referred to as the microprobe mode of ion
imaging. It is important to note that in microprobe mode, image resolution is largely
dependent upon primary ion probe diameter, with submicron lateral resolution now
routinely attainable.
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+/−

Figure 1. Schematic of the SIMS sputter process.

An alternative mode of image formation is available in some instruments known as
the microscope or direct mode of ion imaging. The microscope mode is non-raster based,
and utilizes electrostatic ion lenses in the secondary ion column. These lenses enable
the formation of image planes and crossover points in the ion optical path. For final
mass filtered image formation, the image planes are projected onto a position-sensitive
detector. Several types of position sensitive detectors are in use today. Most commonly,
a micro-channel plate coupled to a phosphor screen, with the resulting image captured
by use of a suitable high-sensitivity CCD. Alternatively, ion images can be captured
by use of a direct ion-imaging detector such as the resistive anode encoder (“RAE”).
In microscope mode imaging, the image resolution is essentially dependent upon the
ion optical lenses and their corresponding electric field strengths. In practice, image
resolution is limited to roughly 1000 nm.

The choice of primary ion species will determine the efficiency of generation of
specific secondary ion species, and subsequent experimental sensitivity. Primary ion
energy will determine the subsequent spatial resolution in a given analysis, with lower
energies favoring reduced surface mixing due to sputtering, thus improving depth
resolution. However, higher primary ion beam energy can result in improved lateral
resolution when in the microprobe mode.

Typical primary ion species include cesium (Cs+), oxygen (O2
+ or O−), and gallium

(Ga+) with incident energies in the range of a few hundred eV to several keV. Cesium
and oxygen primary beams provide significantly enhanced production of secondary
ions due to the chemical interaction of each primary species with the sample surface.
When used as a primary ion, oxygen enhances the production of positive secondary
ions. This results from the increased oxygen concentration in the near-surface region
as sputtering proceeds. This implanted oxygen tends to form metal-oxygen bonds,
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which when subsequently broken due to further sputtering, tend to leave the oxygen
(high electron affinity) with a net negative charge and the counter ion with a net
positive charge. Cesium favors the production of negative secondary ions, largely due
to a reduction in the workfunction of the surface species as cesium is implanted in
the sputtering process. This reduction in workfunction permits more electrons to exist
in excited states above the surface potential energy barrier. This increased availability
of excited electrons within the surface then favors the production of negative ions
[13, 14, 15].

The SIMS process itself remains only partly understood at the fundamental level.
Molecular simulations, coupled with experimental observations continue to provide
new insights into the mechanisms underlying sputtering, ionization, and subsequent
detection of secondary ions [16, 17]. As with many techniques, there are potential
pitfalls, artifacts and quantification difficulties with SIMS. However, it remains a very
powerful tool for the determination of nano-phase compositions in materials. A com-
plete, detailed discussion of the entire SIMS process is beyond the scope of this text.
However, the reader is referred to several excellent references in the field [18, 19, 20].

2.2. General SIMS Instruments

From the perspective of instrumentation, SIMS can be categorized into one of two
possible regimes: dynamic SIMS or static SIMS. The simplest distinction between
dynamic and static SIMS is based upon relative sputter rates. Dynamic SIMS involves
the use of high fluxes of incident primary ions, with relatively rapid removal of the
atomic layers in the sample being analyzed. Much molecular information is lost in the
dynamic SIMS process due to the high primary ion flux. The high ion flux can also
increase surface roughening and loss of interface resolution as the analysis proceeds in
depth. Nonetheless, many structures can be probed in-depth readily, albeit with only
limited molecular information preserved.

Static SIMS, on the other hand, refers to the sampling of only a fraction (less than
0.1%) of the topmost monolayer of a sample’s surface. Very few incident primary ions
impact the sample, so very few molecular bonds are broken. All information stems from
the near-surface region of the sample, with extensive molecular information possible
[21]. It is worth noting that recent developments in primary ion sources utilizing
multiply-charged or cluster ions have blurred some of the distinctions between these
regimes in specialized cases [22, 23, 24]. In practice, for the analysis of organics with
a need for molecular information, static SIMS is preferred, while dynamic SIMS
usually provides the ultimate in trace elemental detection sensitivity (ppb) and spatial
resolution.

Each of these regimes also tends to determine the choice of preferred mass spec-
trometer type. The lower secondary ion flux generated in Static SIMS molecular
studies require the use of a full-spectrum mass analysis (simultaneous detection and
no lost ions), and high transmission as provided by a time-of-flight (“TOF”) mass
spectrometer. In fact, the use of TOF spectrometers has become almost synony-
mous with static SIMS, which is often referred to as TOF-SIMS. High-performance,
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commercial versions of these instruments include the Ion-TOF 5 [25] and Phi-Trift
III [26]. The mass resolution (M / delta M) of a TOF spectrometer is dependent
upon the temporal resolution of the secondary ion burst coming from the sample.
This burst originates from a pulsed primary ion burst, so the temporal quality of
primary ion pulse (in a process known as “bunching”) defines the achievable mass
resolution in an analysis. Pulsing of the primary beam is done with a duty factor of
roughly 10−5, and material removal is intentionally extremely slow. Unfortunately,
a compromise often must be reached between mass resolution, spatial resolution,
and compositional sensitivity. In some cases, TOF-SIMS lateral resolution can be
below 1000 nm and may be quite appropriate for the study of certain nanostructures.
This is especially true if organic molecular information is desired from such struc-
tures in the topmost surface layers. The choice of SIMS technique obviously depends
upon the scientific question at hand. Issues of spatial resolution, surface versus bulk,
detection sensitivity, and molecular versus elemental information must be carefully
considered.

Dynamic SIMS analysis can, in principle, also be carried out using a TOF spec-
trometer, but is more often performed using a magnetic sector mass spectrometer
with 100% duty cycle (Mattauch-Herzog configuration being common [27]), or a
quadrupole mass spectrometer. Quadrupole mass spectrometers suffer from relatively
poor mass resolution and transmission, but are generally less expensive and more com-
pact. Magnetic sector instruments can simultaneously possess very high mass resolution
and high transmission. The additional advantage of a non-TOF instrument, in the case
of microprobe imaging, is that mass resolution and transmission can be maintained
independently of image resolution. This result stems from the fact that the primary
beam need not be pulsed to provide mass resolution, thus avoiding defocusing effects on
the primary beam. The benefit of de-coupling these analytical parameters is significant
in practice, as one can now independently optimize each portion of the instrument to
serve its respective function. For example ion source design, primary ion species, and
primary ion probe size can all be optimized to produce the best possible combination of
sensitivity and image resolution for the analysis without impacting mass spectrometer
performance.

2.3. High Resolution Imaging SIMS Instruments

It may be inferred from the previous discussion that imaging SIMS instruments with
the highest spatial resolution and sensitivity tend to be magnetic sector based, dynamic
SIMS instruments. Early attempts at optimizing spatial resolution on such instruments
utilized highly focussed gallium (40 keV Ga+) primary ion beams [28]. Early com-
mercial focussed ion beam (“FIB”) instruments utilized gallium ion beams and added a
quadrupole mass spectrometer to the FIB in the hopes of producing a useful high res-
olution imaging SIMS [29]. In fact, the use of gallium as a primary ion species in these
instruments resulted in superb image resolution on the order of 10–20 nm. However,
gallium produces extremely poor secondary ion yields for most species, resulting in
poor SIMS sensitivity.
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Figure 2. Schematic of ion optics for Cameca NanoSims 50. Based upon first series of commercial
instruments. [reprinted with permission from F. J. Stadermann, Washington University at St. Louis.
C© F. J. Stadermann] (See color plate 3.)

The next major development in high resolution imaging SIMS emerged as the
NanoSIMS 50 (“N50”) a magnetic sector based, microprobe instrument utilizing
nano-focussed cesium and oxygen ion sources [30]. Conceived in the early 1990’s,
the instrument design evolved over several years, with the first commercial instrument
being installed in 2001. The N50 is uniquely designed for high transmission, high mass
resolution, high sensitivity and high spatial resolution (50 nm), providing arguably the
best overall imaging SIMS performance to date. A schematic of the N50 ion optics is
provided in figure 2.

Several design features contribute to the high performance of this instrument. For
example, the primary ion beam strikes the sample at normal incidence, permitting
a very short distance between the sample and the probeforming lens. This geometry
results in greatly reduced probe aberrations, and improved lateral resolution. Addition-
ally, the sample is immersed in a very high electric field, facilitating efficient capture
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of secondary ions (i.e., a higher useful yield). The spectrometer design provides high
mass resolution (M / delta (M) = 3000 minimum) without the use of beam stops. With
beam stops used, mass resolution can readily exceed 10,000 while still maintaining high
transmission.

One of the drawbacks of a magnetic sector instrument compared to a TOF instru-
ment is serial mass species detection. This limitation is addressed in the N50 design
by the use of multiple, parallel ion detectors that can be independently positioned at
the exit of the mass spectrometer. The latest design employs seven ion detectors, along
with ion-induced secondary electron imaging (when in the negative ion collection
mode) [31, 32].

The ultimate spatial resolution of the N50 is typically better than 50 nm when using
the cesium primary beam, and 150 nm when using the oxygen primary beam. Each
primary ion species is chosen to maximize the sensitivity for detection of a particular
secondary ion. As a primary ion, cesium enhances the yield of electronegative species,
while oxygen tends to enhance the yield of electropositive species [33]. Thus these
two primary ion sources together effectively span the entire periodic table with ppm
to ppb detection limits.

3. EXPERIMENTAL ISSUES IN IMAGING SIMS

Many issues exist in SIMS analyses that can limit the ability to quantify a result in
absolute terms. In some cases, even qualitative analysis is not possible. Examples of
issues one may encounter include:

• Sputter rates can vary significantly for multi-phase or polycrystalline samples, from
one phase to the next, even under conditions of constant and uniform primary ion
beam flux.

• Matrix effects, due to differences in local chemical environment, can cause secondary
ion yields to vary dramatically (by several orders of magnitude).

• Surface roughening can occur as sputtering proceeds, resulting in loss of interface
resolution.

• For polycrystalline samples, grain orientation effects can lead to variable secondary
ion yields due to different amounts of primary ion channeling in each grain.

• Sample charging can make an analysis completely impossible in the worst cases, and
unpredictable in some others.

• Re-deposition of sputtered material onto the analysis area, during the sputter process,
can cause high background levels in some situations.

• Sample preparation and handling can have significant effects on a given SIMS mea-
surement.

Given these issues, many analyses are still, in fact, approachable. Many quantification
schemes have been developed for SIMS analysis. A summary of the major SIMS quan-
tification methods is given in Table 1. While not exhaustive, a few of the more typical
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Table 1. Summary of Major SIMS Quantification Schemes

Method
Reported Error
Range (+/−) Benefits Drawbacks

Relative Sensitivity
Factor (“RSF”)

10–50% Simple to employ on
well-defined systems.

- Sample matrix must be constant
and well-known.

[31] - Initial standards limit accuracy of
subsequent analyses.

Ion-Implanted
Internal Standard

5–50% Can be used for any
species.

- Standards must be generated via
ion implantation for each analysis.

[32, 33, 34] Sample and standard are
always analyzed
together.

- Sample damage can occur during
implantation.

Matrix Isotope
Species Ratio
(“MISR”)

3–50% Convenient to use on
homogenous samples.

- Sample heterogeneity limits
accuracy.

[38] - Calibration curves need to be
generated for each sample type.

- Only accounts for oxide matrix
effect.

CsM+ Cluster
(“CsM+”)

10% (w/stds) Relatively insensitive to
most matrix effects.

- Poor sensitivity due to low signals.

[46, 47, 48] 50% (w/o stds) - Difficult on insulators.
Infinite Velocity

(“IVM”)
10–300% No standards required. - Not useful on insulators.

[49, 50, 51] - High error range

methods are briefly introduced below. A more complete discussion of each method
can be found within the referenced sources.

As an example, often the analysis can be facilitated through the use of external
standards developed for the system of interest. Relative sensitivity factors (“RSF’s”)
are then determined for individual species in a given matrix. This is the approach
used within much of the semiconductor industry for depth profile interpretation in
well-known matrices [34].

Quantitative results can also be obtained with the use of an internal standard for
each analyzed area. This introduction of an internal reference can be accomplished
by a variety of methods, including ion implantation [35, 36, 37] or by physically
mounting a reference standard alongside the sample in each analysis area. The use
of a physically separate reference standard has been used with success, for example,
in the study of trace alloying elements in steels. Utilizing a reference alloy sample
to be used as a relative comparison to the sample being analyzed within each field
of view, imaging SIMS analysis was performed on both the reference and unknown
simultaneously. This approach resulted in a very precise (<5%) relative determination
of trace boron (1–10 ppm) since each analysis of reference versus unknown was done
under identical conditions of instrumental alignment and primary beam dose. Useful
relative compositional information can often be obtained using this method, with final
measurement accuracy limited largely by the accuracy of the internal standard [38].
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The method of standard additions can also be employed, via methods such as ion
implantation over a range of concentrations, to establish the analytical response for a
particular species within a given matrix or sample type. Implantation of minor isotopes
can be used to minimize interference from naturally occurring levels in the standards
[39].

The approach known as the matrix ion species ratio method (“MISR”) [40] also
utilizes external standards as a means to calibrate an instrument’s sensitivity for a given
species, in a given matrix. The MISR method attempts to account for local matrix
effects (due to variable amounts of oxygen in the sample matrix).

This is accomplished by measuring the secondary ion signal from a series of stan-
dards, as a function of partial pressure of oxygen near the sample surface. Oxygen
partial pressure is controlled via an imposed oxygen gas bleed. In the MISR approach,
one monitors the production of two matrix species signals as well as the species of
interest. In the case of a ferrous NBS-662 steel alloy [41] the authors monitored the
ratio 112Fe2

+/54Fe+ as well as the species to be calibrated (52Cr+). The ratio of the
molecular iron fragment to the monatomic fragment is very sensitive to oxygen pressure,
and thus provides a means to correlate the Cr+ sensitivity factor to the local oxygen
concentration at the sample surface. The 112Fe2

+/54Fe+ ratio in an “unknown” sample
thus is a direct means to determine the appropriate Cr+ sensitivity factor. Here the
“unknown” still must be nominally of the same composition as the calibrant.

Another approach that can be useful when absolute standards are not possible to
obtain involves simply comparing samples on a relative basis. The analyst may make
very reproducible measurements within a series of samples for trends that correlate with
performance. For example, quantitative SIMS image analysis of heterogeneous catalysts
is possible using a statistical, image-based approach when analyzing large numbers of
catalyst particles [42, 43]. Here, many catalyst particles are analyzed via imaging SIMS
with subsequent multi-particle image analysis. Sufficient numbers of catalyst particles
are analyzed so that the mean of the SIMS ion intensity distribution approaches a
statistically valid estimate of the bulk concentration for each species. Bulk concentration
values can then be used to calculate an individual catalyst particle’s concentration for
a particular species.

An effective approach for obtaining relative quantitative information in biological
structures via SIMS involves the use of isotopically tagged molecules. While not directly
used for determining absolute concentrations, the distribution and quantity of isotopi-
cally tagged molecules can be determined by mapping the appropriate isotope ratio
(15 N/14 N, for example). This method works well even for samples with extreme
topography or sample charging due to the fact that all isotopes of a given species will
experience essentially the same effects. In these experiments, the enhancement of a
minor isotope over its naturally occurring abundance has been used directly to identify,
for example, the uptake of a tagged molecule towards a particular biological structure in
living organisms. Any observed increase is then used to quantify the relative growth or
repair rate of that particular biological structure versus the surrounding tissue [44, 45].

In summary, many issues need to be considered in a given SIMS analysis to ensure
that meaningful results are obtained. However, extensive experience exists within the
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SIMS literature, so very often an answer exists to most of the problems encoun-
tered. Creativity and careful experimental design are often the key to a successful
analysis.

4. APPLICATIONS IN NANOTECHNOLOGY

As stated previously, the use of SIMS for the determination of nanophase information
is well established in classical SIMS application areas such as semiconductor technol-
ogy, catalysis, cosmochemistry, biology and materials science. These studies serve as
excellent examples of what may be possible for the study of modern nanotechnol-
ogy. In each of the examples that follow, it is clear that the direct determination of
compositional information on a scale below 1000 nm (and often below 100 nm) is
readily attainable using high resolution imaging SIMS. This capability sets the stage for
exciting possibilities in many areas of nanotechnology such as MEMS, nanosensors,
nanomedicine, and more.

4.1. Example—Precipitate Distributions in Metallurgy

The performance of metallurgical systems is often dependent on the microstructure
and microchemistry present in the material at hand. The relevant length scales of
these properties can range from a few angstroms to many millimeters. Very often, light
elements such as boron, nitrogen, oxygen, and carbon are added as critical alloying
elements to enhance strength, toughness, or corrosion resistance of steels. For example,
the unwanted segregation of certain species into precipitates or grain boundaries can
degrade the performance of an alloy. Imaging SIMS is uniquely qualified as a tool to
map these compositional distributions, for any element, including hydrogen. In instru-
ments such as the N50, these distributions can now be determined with resolutions
that permit meaningful comparisons with data obtained from transmission electron
microscopy thus permitting improved correlation of composition with microstruc-
ture. In some high resolution imaging SIMS instruments, it is also possible to generate
ion-induced secondary electron images simultaneously with secondary ion images.
The sputter process also provides grain or relief contrast that can be used to advantage
for the metallurgist, even in alloys that are difficult to relief etch using traditional wet
chemical metallurgical etches. In these cases, the secondary electron image can often
provide perfect positional correlation of microstructure with composition.

An example of SIMS compositional imaging with simultaneous secondary electron
imaging is given in figure 3(a–c). The sample is a welded steel alloy forging that was
examined using a Cameca N50 using a 16keV Cs+ primary beam, with negative
secondary ion detection. The sample was sectioned, mounted in a tin-bismuth, low
melting point eutectic alloy, and mechanically polished to provide a cross-sectional
view of the material [52].

The formation of numerous fine precipitates is seen. In this particular data set,
given the pixel density (125 nm/pixel) and probe size used (100 nm), precipitates as
small as 250 nm are readily revealed. Here, conservative sampling is employed, where
2 pixels/feature (in any one direction) are assumed to be the minimum sampling level
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Figure 3. (a) Ion-induced secondary electron image of steel forging in welded zone, showing useful
microstructural features. (Cameca N50, 16 keV Cs+ primary ions). (b) SIMS ion image of sulfur (32S−).
Extensive precipitate formation detected, with 250 nm phases readily revealed. Composition is directly
correlated with microstructure at left. (c) SIMS ion image of nitrogen (26CN−). Evidence suggests that
nitrogen is distributed both in solid solution and as precipitates. (d) SIMS ion image of oxygen (16O−).
Oxygen also seems to be distributed both in solid solution and as precipitates. Grain orientation effects are
evident.
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Figure 4. (a) SIMS ion image of copper grains. 16O− image showing trace (bulk, ppm) distribution of
copper in mechanically deformed grains. (Cameca N50, 16 keV Cs+ primary ions). (b) Zoomed view
from 16O− ion image at left. Precipitate spacings well below 50 nm are clearly resolved, with precipitates
on the order of 40 nm detected.

required to define a given feature [53]. As in any analysis, the analyst must strike a
compromise between analyzed area, pixel density, dwell time, spatial resolution, and
analysis time.

An example of higher resolution data is shown in figure 4(a–b). In this example, an
‘oxygen free’ copper alloy was being examined for trace oxide distributions. The sample
at hand was mechanically deformed copper powder. Physical deformation occurred
due to high-speed (supersonic) impact of the copper grains onto a substrate. The
extreme sensitivity of dynamic SIMS in the N50 proved critical here, as both electron
microprobe and TEM were unable to perform a successful analysis. Individual grains
are revealed, with original grain boundaries and extent of plastic deformation apparent.
Features below 50 nm are clearly resolved [54].

4.2. Example—Heterogeneous Catalyst Studies

Heterogeneous catalysis is a commercially important application area for the petro-
chemical industry where imaging SIMS has been applied. For example, extensive use
of imaging SIMS has been made in the area of fluid catalytic cracking (“FCC”) [55].
Modern FCC catalysts contain a complex mixture of submicron phases such as zeolites,
clay, bulk alumina and a silica or alumina binder. From the perspective of nanotech-
nology, FCC catalysts can be considered as highly engineered nanoscale ceramics.
From the perspective of SIMS, these systems are challenging due to their inherent
compositional complexity and electrical insulating properties.
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Figure 5. (a) Lower magnification aluminum SIMS ion image (27AI+) of FCC catalyst particles as viewed
in cross section. Submicron resolution is preserved. (Cameca N50, 16 keV O− primary ions).
(b) Corresponding rare earth map (139La+) showing position of zeolite phases throughout each FCC
particle. Zeolites are intentionally doped with rare earth species to enhance hydrothermal stability.

As a first order approximation, the most important phase in FCC catalysis is the
zeolite, which can be rendered inactive in use due to the accumulation of trace poisons
such as nickel or vanadium, even at levels as low as a few ppm. The ability of imaging
SIMS to identify and quantify the levels of poisons and other species on zeolites
is obviously critical. Extending this capability to the complex mixture of nanoscale
phases is truly a powerful tool in studying these systems.

Imaging SIMS data obtained on a typical FCC catalyst is shown in figure 5(a–b) [56].
Silicon and aluminum are contained in all phases, although at different concentrations.
Silicon to aluminum difference images (or ratio images) can thus be used to effectively
discriminate between the major phases. In order of decreasing silicon to aluminum
ratio, we have the following typical progression: silica binder > zeolite > clay > bulk
alumina or alumina binder. Note that the binder is usually either a pure silica or
alumina. In addition to silicon to aluminum ratio, other trace species can often aid the
analyst in major phase identification. For example, zeolites often intentionally contain
rare earth species as stabilizers (i.e. lanthanum, cerium, etc). Similarly, clays are often
uniquely identified by species such as titanium, iron, or calcium.

In figure 5 above, the catalyst particles have been embedded into epoxy and polished
to reveal random cross sections. The particles are generally spherical, with diameters
ranging between 40–100 um. Aluminum (viewed here as 27AI+) identifies the overall
particle location. The lanthanum image (139La+) gives a clear view of the zeolite
distribution throughout the particles.
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Using the oxygen primary beam, the N50 resolution is limited to approximately
150 nm. For higher resolution imaging, the cesium source is preferred (50 nm resolu-
tion attainable routinely) but can have some difficulty with charge compensation on
difficult insulators. As can be seen in figure 6(a–f ) below, high resolution data can be
obtained on these catalyst samples, despite their electrical insulating properties. Features
as small as 50 nm are clearly resolved. Simple image arithmetic provides a convenient
tool for phase discrimination based upon appropriate compositional criteria such as
silicon to aluminum ratio [57]. Color overlays as shown in figure 6(f ) enable the rapid,
qualitative determination of phase relationships.

Once the phases of interest have been discriminated, the use of binary masks enables
the subsequent image analysis of compositional and morphological trends for these
phases. For example, percent loading of zeolite within a catalyst can be readily calcu-
lated, as can the degree of poison pickup directly on to the zeolite phase versus other
phases. The reader is referred to the work of Leta, et al. for details on the quantitative
approach employed in this system [58].

4.3. Example—Nanoscale Biological Structures

One exciting area of research utilizing high resolution imaging SIMS involves the
use of stable isotopic tracers to track biological activity within organisms [59]. Many
biological structures possess both mechanical and chemical properties that serve as
excellent analogues to the world of nanotechnology and are nano-scale in size [60].

One recent study of melanin granules within mammalian hair shafts demonstrates
the utility of high resolution elemental SIMS imaging in these systems [61]. Com-
positional information from sub-100 nm structures within the hair shaft was readily
obtained. Terrestrial isotope ratios for sulfur species were measured in the cuticle and
cortex, demonstrating the additional possibility for isotopic tagging studies with a
spatial resolution below 100 nm.

In a separate study, the distribution of iodo-benzamide melanoma markers within
the cell ultrastructure has been studied successfully via high resolution imaging SIMS
[62]. Here, the iodo-benzamide marker is used as a diagnostic tool for the detection of
cancerous cells. The iodine ion (127I−) was detected only in the melanosomes, and not
in other structures within the cells (figure 7). This confirms the suspected preferential
uptake of this molecule as a marker for cancerous cells. This also demonstrates the
potential utility of imaging SIMS in the development of therapeutic agents to attack
specific cancerous structures.

5. SUMMARY AND FUTURE PERSPECTIVES

Recent improvements in instrumental performance have brought imaging SIMS well
into the nano-regime. The ability to map trace compositional information for struc-
tures below 100 nm is now routinely possible. In order to take full advantage of these
new technologies, it is important for the analyst to learn from the extensive traditional
SIMS knowledge base that already exists. This is especially important as one attempts
to determine optimal analytical protocols or quantify observations.
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Figure 6. (a) High resolution silicon SIMS ion image (28Si−) of FCC catalyst interior with 50 nm phases
revealed. (Cameca N50, 16 keV Cs+ primary ions). (b) High resolution aluminum SIMS ion image
(27AI16O−) of FCC catalyst interior. (c) Image processing methods can be used effectively to discriminate
phases. Here, a silicon minus aluminum image (from 6a & 6b) reveals a complex phase map. (d) Simple
binary map begins to define zeolite phases uniquely. Threshold function based upon silicon-aluminum
intensities from image at left. Subsequent analysis can now reveal vanadium pickup on zeolite versus other
phases. (e) Higher magnification image of 28Si− demonstrates 50 nm phase identification. (f ) Color
overlay of 28Si− (red) and 27AI16O− (green) reveals fine scale phase relationships. (See color plate 4.)



222 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

Figure 6. (continued)

Both dynamic SIMS and TOF SIMS instruments are highly developed from the
point of view of mass spectrometry. Still, improvements continue to emerge. For
example, the use of array detectors at the exit plane of a magnetic sector has the
potential for enabling full-spectrum imaging within a limited mass range [64, 65].
Ion source development is proving to be critical in both TOF and magnetic sec-
tor SIMS, pushing the limits of resolution and sensitivity, as new source designs are
explored [66].

The future of high resolution imaging SIMS is equally exciting as one looks towards
the wide array of applications in many fields of science. The field of nanotechnology is
starting to realize the utility of SIMS, as more instruments with high spatial resolution
become available. It is widely recognized that ion-beam based instruments such as FIB
tools are critical in the development of nanodevices. In a similar way, high resolution
imaging SIMS is poised for applications in nanotechnology where one needs to probe
the composition of fine structures, at trace levels, with isotopic specificity, and a spatial
resolution on the order of 50–1000 nm.
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8. ATOM PROBE TOMOGRAPHY

M. K. MILLER

1. ATOM PROBE TOMOGRAPHY AND NANOTECHNOLOGY

A general view of nanotechnology encompasses the design and fabrication of materi-
als whose properties are controlled or influenced by features on the nanometer scale.
Although nanotechnology often refers to semiconductors and other novel devices,
the properties of many conventional materials and alloys are also controlled by fea-
tures on the nanometer scale. In order to develop the full potential of these types of
materials and understand their properties, their nanostructures must be characterized.
A variety of state-of-the-art techniques are used to characterize different compo-
nents of the nanostructure. Atom probe tomography (APT) and atom probe field ion
microscopy (APFIM) have played important roles in the characterization of materials
on the nanometer scale for more than five decades [1, 2]. Historically, the atom probe
has been mainly applied to metals, alloys, and other high-conductivity specimens, but
advances in both specimen preparation techniques and atom probe design have made
the technique increasingly applicable to lower-conductivity specimens, with particular
implications for semiconductor-based structures.

In this chapter, a description of the technique of atom probe tomography is pre-
sented. The main application of atom probe tomography is the characterization of
the size, concentration and morphology of nanometer-scale solute fluctuations, such
as precipitates, clusters and the levels of solute segregation to interfaces. The tech-
nique is generally referred to as atom probe tomography, since three-dimensional
images of the internal structures of the specimen are generated from many slices, each
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containing a few atoms. An overview of the various types of atom probes and the field
ion microscope is given. The types of analyses that may be commonly performed with
these instruments are also described. Some examples of the capabilities of the atom
probe tomography technique are also presented.

2. INSTRUMENTATION OF ATOM PROBE TOMOGRAPHY

Atom probe tomography is a unique form of microstructural characterization that has
evolved from field ion microscopy and its precursor field electron emission microscopy.
The many different variants of atom probes that have been produced and have culmi-
nated in the state-of-the-art local electrode atom probe are described in this section.

2.1. Field Ion Microscope

The field ion microscope was introduced by Prof. E. W. Müller in 1951 as a major
conceptual change from the field electron emission microscope [3]. In contrast to the
negative voltage used in the field emission microscope [4], the field ion microscope
used a positive voltage applied to the cryogenically cooled specimen in the presence of
an image gas. The field ion microscope required significantly sharper needle-shaped
specimens to enhance the field sufficiently for the electron tunneling process used to
field ionize the image gas atoms. This new instrument produced the first images of
individual atoms in a tungsten specimen.

The basic components of a field ion microscope are an ultrahigh vacuum system
in which a cryogenically-cooled needle-shaped specimen is positioned approximately
5 cm from a phosphor screen. A small quantity of image gas, typically ∼1 × 10−5 mbar
of helium for the refractory elements and neon for most other materials, is introduced
into the vacuum system and then a high positive voltage is applied to the specimen.
Other image gases, such as hydrogen, argon and nitrogen, have also been used for a
few materials with low evaporation fields [2]. The image gas atoms close to the apex
of the specimen become polarized due to the high electric field. These gas atoms are
then attracted to the specimen where they become thermally accommodated to the
cryogenic temperature. If the field strength at the apex of the specimen is a few volts per
nanometer, these image gas atoms are ionized and the resulting positive ions are radially
repelled from the positively-charged specimen towards the phosphor screen. This field
ionization process occurs over the entire hemispherical apex region of the specimen
and produces the field ion image on the phosphor screen. An example of a field ion
image of an iridium specimen is shown in Fig. 1a. The concentric rings evident in this
specimen are due to the different sets of atomic terraces of the crystal lattice and the
hemispherical nature of the apex of the specimen. The arrangement of the centers of
the atomic terraces, i.e. the crystallographic poles, is close to a stereographic projection.
The bright and dark regions of contrast evident in the field ion micrograph of iridium
are known as zone decoration and their appearance is specific to the material. In
contrast, field ion images of amorphous materials exhibit a random distribution of
spots, as shown in Fig. 1b for a Pd40Ni40P20 bulk metallic glass. Crystallographic
features such as grain and twin boundaries are evident in the field ion micrograph
as abrupt disruptions in the pattern of the atomic terraces, as shown in Fig. 1c for a
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grain boundary in NiAl. Dislocations that satisfy a visibility criterion and emerge near
crystallographic poles are evident as spirals in the atomic terraces, as shown in Fig. 1d.
Solute segregation to boundaries or dislocations can also be observed by the presence
of bright spots, as shown for boron segregation to a grain boundary in molybdenum
in Fig. 1e. However, the identity of the segregating species cannot be unequivocally
established directly from the field ion image and atom probe analysis is required.

The magnification of the image is a function of the specimen to phosphor screen
distance, d, and the end radius of the specimen, rt, and is given by η = d/ξ r t, where
ξ is a projection parameter known as the image compression factor. Since the typical
end radius of the specimen is in the 10 to 50 nm range, magnifications are in the
millions. The radius of the specimen increases and consequently the magnification
decreases as atoms are destructively removed during the experiment. This process
requires the application of an increasing standing voltage to maintain the same field
strength for the field ionization process. The typical range of operation is voltages of up
to ∼20 kV.

In modern field ion microscopes, a microchannel plate image intensifier is posi-
tioned immediately in front of the phosphor screen to increase the gain by a factor of
approximately 103 and also to use the more efficient output electrons to stimulate the
phosphor rather than the helium or neon image gas ions. This higher gain enables the
field ion images to be recorded on film or digital cameras.

Since the ionization rate is influenced by the ionization potentials, work function and
sublimation energy of the specimen, microstructural phases generally exhibit different
contrast in the field ion image. An example of nanometer scale precipitates in a nickel-
based superalloy Alloy 718 specimen is shown in Fig. 1f.

If the field on the specimen is raised further, the surface atoms of the specimen
may also be removed by field ionization. This process is termed field evaporation
to distinguish it from thermal evaporation as it is generally performed at cryogenic
temperatures. Field evaporation is used to smooth out any irregularities produced
during specimen preparation and to remove surface contamination. Field evaporation
is used to analyze the interior of the specimen by atomic scale serial sectioning thereby
revealing the morphology of features present in the microstructure. Field evaporation
is also used to remove atoms in the atom probe.

2.2. Types of Atom Probe

In 1967, Müller, Panitz and McLane developed the atom probe in order to identify the
atoms that were imaged in the field ion microscope [5]. The original variant of the atom
probe used a small hole in the center of the microchannel plate and phosphor screen
assembly which served as the entrance aperture to a time-of-flight mass spectrometer,
as shown in Fig. 2. The atoms were removed from the specimen at a well-defined
time by the application of a short duration positive voltage pulse to the specimen. For
many years, mechanical mercury-wetted reed relay based systems were used to produce
these high voltage pulses at pulse repetition rates of between 50 and 200 Hz [1]. How-
ever, modern instruments now use solid-state devices that are capable of significantly
higher repetition rates. The positive polarity high voltage pulse can be capacitively
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Figure 1. Field ion micrographs of a) iridium, b) a Pd40Ni40P20 bulk metallic glass, c) a grain boundary
in NiAl, d) a dislocation in B2-ordered NiAl, e) a boron-decorated grain boundary in the heat affected
zone of a molybdenum weldment and f) brightly-imaging γ ′′ and γ ′ precipitates in Alloy 718. The dark
circular region in the center of some of these images is dead region surrounding the entrance aperture of
the mass spectrometer in the classical atom probe.
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Figure 2. Schematic diagrams of the classical atom probe, the three-dimensional atom probe and the
local electrode atom probe. Some of the different types of detectors used on the three-dimensional atom
probe are illustrated.

coupled to the standing voltage on the specimen. Alternatively and equivalently, a
negative polarity pulse can be applied to a circular counter electrode a short distance
in front of the specimen. The magnitude of the pulse voltage and the specimen tem-
perature are selected to ensure that all the atoms present in the specimen are equally
likely to field evaporate on the application of the high voltage pulse. Typical conditions
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are a specimen temperature 50–60 K for a wide variety of materials and ∼20 K for
aluminum alloys and a pulse voltage of 15 to 20% of the standing voltage. The cor-
rect parameters ensure that the more strongly bound elements are not retained on the
surface and the less strongly bound elements are not preferentially removed by the
standing voltage between the high voltage pulses thereby influencing the accuracy of
the compositional determination. Calibration experiments are used to establish the
correct conditions on new materials. A pulsed laser has also been used to momentarily
heat the apex of the specimen to induce field evaporation on the standing voltage [6].
This pulsed laser method has been primarily used for the analysis of semiconducting
specimens where the high voltage pulse would be attenuated before reaching the apex
region of the specimen.

The field evaporated ions are detected on a single atom sensitive detector at the
end of the mass spectrometer, as shown in Fig. 2. In the field evaporation process,
the potential energy of the atom on the surface, neE, just prior to field evaporation is
converted into kinetic energy, 1/2mv2 when the atom leaves the surface. Therefore,
the mass-to-charge ratio, m/n, of each atom removed can be determined from

m
n

= c
d 2

(Vdc + Vpulse)t 2, (1)

where d and t are the flight distance and flight time from the specimen to the detector,
Vdc and Vpulse are the standing and pulse voltages on the specimen, and c is a constant
used to convert the mass into atomic mass units. Although contrary to Müller’s original
concept of the operation of the atom probe, this process is generally conducted in
the absence of the image gas to reduce the background noise. In the original atom
probe, the flight time was manually measured from an oscilloscope trace. This method
has been superseded with computer controlled high-speed digital timing systems. A
typical sample in this type of atom probe is cylindrical volume with a diameter of up
to ∼2 nm that is defined by the entrance aperture and that contains approximately
10,000 to 50,000 atoms. Nowadays, this type of atom probe is referred to as a classical,
conventional or one-dimensional atom probe.

The classical atom probe is very inefficient in the number of atoms collected from
the specimen due to the small effective size of the aperture. Therefore, several variants
have been developed to improve the collection efficiency. The 10 cm atom probe or
imaging atom probe (IAP), designed by Panitz, had a significantly larger field of view
[7, 8]. This variant used a pair of spherically curved channel plates and phosphor screen
so that the flight distance from the specimen to all points on the detector were identical.
The detector could be momentarily energized to record only the ions of a given mass-
to-charge ratio. Therefore, a two-dimensional map of the solute distribution could
be obtained. However, these data were difficult to quantify and alternative approaches
were developed.

These newer variants all feature an analysis chamber housing the field ion microscope
and mass spectrometer, a specimen storage or preparation chamber and a fast entry air
lock to load interchangeable specimens. The base pressure in the analysis chamber is
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achieved with either a turbomolecular, diffusion or ion pump supported with a tita-
nium sublimation pump (TSP) or non-evaporable getter (NEG) pump and is typically
less than 1 × 10−10 mbar. These designs differ primarily in the type of position-sensitive
single atom detector that is used, as shown in Fig. 2. All the detectors are based on a stack
of two (in a chevron configuration) or three (in a Z configuration) microchannel plates
providing a gain of more than 106 times. However, different types of position-sensing
elements are used. In these instruments, the active area of the detector together with
the flight distance defines the area of analysis on the specimen’s surface. Typical flight
distances are smaller than the 1 to 2.5 m used in the one-dimensional atom probe and
are typically between 0.45 and 0.62 m. These variants include the optical atom probe
(OAP) that uses a phosphor screen and a CCD camera [9–11], the position-sensitive
atom probe (PoSAP) that uses a three anode wedge-and-strip detector [12, 13], the
tomographic atom probe (TAP) that uses a 10 × 10 square array of anodes [14],
the optical position-sensitive atom probe that features a primary detector with a phos-
phor screen and a pair of secondary image-intensified detectors consisting of an 8 × 10
array of anodes and a phosphor screen and a CCD camera [15], and the optical tomo-
graphic atom probe (OTAP) that uses a combination of a linearly segmented anode
and a phosphor screen and a CCD camera [16]. These types of instruments are collec-
tively referred to as three-dimensional atom probes (3DAP). A typical sampled volume
in a three-dimensional atom probe has an area of ∼10 × ∼10 nm to ∼20 × 20 nm
and contains approximately 105 to 106 atoms. The typical time required to collect
this number of atoms is of the order of 20 h. In both the classical atom probe and
the three-dimensional atom probe, field ion microscopy is almost always performed at
the start of the experiment. A region of the specimen is then selected for analysis by
rotating the specimen about its apex until the field ion image of the selected region
covers either the probe aperture or the single atom detector. The image gas is then
removed from the system and the specimen is field evaporated until a sufficient number
of atoms are collected or the specimen fails.

A new variant of three-dimensional atom probe known as a scanning atom probe
(SAP) or a local electrode atom probe (LEAP®) has been introduced recently [17–20].
This instrument uses a small aperture or local electrode positioned extremely close to
the apex of the specimen, as shown in Fig. 2c. A photograph of the local electrode atom
probe is shown in Fig. 3. Nishikawa’s original concept of the scanning atom probe
was that the local electrode could be scanned across the surface of a rough specimen
and a natural protrusion could be selected for analysis thereby extending the type of
specimen that could be studied. However, the analysis of natural protrusions is limited
to simple compositional analysis since the non-uniform end forms of these types of
protrusions do not permit reliable reconstructions of the positions of the atoms. In
addition, surface contamination and surface diffusion can have a serious influence on
the reliability of the analysis. It is also possible to analyze traditional needle-shaped
field ion specimens with this variant. In addition, in-situ analyses may be performed
on many individual microtips in two-dimensional arrays of microtips that are fabricated
from the surface of flat specimens by focused ion beam based techniques. An integral
part of this instrument is a nano-positioning piezoelectric stage to accurately align
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Figure 3. Photograph of the local electrode atom probe. Courtesy Imago Scientific Corporation.

the aperture in the local electrode with either the apex of a traditional needle-shaped
specimen or a protrusion. The alignment of the specimen with the local electrode is
performed while viewing the process with a pair of orthogonal high resolution video
cameras attached to long working distance microscopes.

The primary advantage of this local electrode configuration is that the voltage that
has to be applied to the specimen is significantly reduced from traditional atom probe
configurations. For example, only ∼50% of the voltage is required for a 30 μm aperture
positioned ∼10 μm in front of the apex of the specimen compared to the 5–10 mm
diameter apertures placed 4–10 mm in front of the specimen in the conventional
three-dimensional atom probe. This lower voltage not only extends the range of the
instrument to blunter specimens but, more importantly, allows the instrument to be
operated at significantly faster repetition rates that are possible due to the correspond-
ingly lower pulse voltage. The repetition rate currently available commercially for
generating these high voltage pulses is 200 kHz and the limit is likely to be in excess
of 1 MHz. In order to take advantage of these high repetition rates, a different type
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of position-sensitive detector is used. Therefore, the local electrode atom probe uses
a chevron microchannel plate with a crossed delay line coupled to an ultrafast digital
timing system. Unlike other types of atom probe, the close proximity of the local
electrode with the specimen dictates that the design uses a vibration isolated cryo-
generator to minimize any change in the field due to small changes in the alignment
of specimen to the local electrode. This local electrode configuration also enables the
single atom detector to be positioned significantly closer to the specimen without
the normally associated degradation in mass resolution. As this configuration has a
wide field of view, the design and operation of the local electrode atom probe can
also be simplified by eliminating the goniometer that is normally used to rotate the
specimen to select the region of analysis. A typical sample volume in the local elec-
trode atom probe contains 106 to 3 × 107 atoms and datasets containing over 108 atoms
have been collected. Due to the faster high voltage pulser, detector and electronics,
the analysis time has been reduced by several orders of magnitude (∼300X) compared
to the traditional three-dimensional atom probe. Typical collection rates in the local
electrode atom probe are 5 to 10 × 106 ions per hour. This high collection rate enables
many specimens to be characterized in a day.

Since a time-of-flight mass spectrometer is used in all of these instruments, the atom
probe is able to detect and has equal sensitivity for all elements. Unlike some other
techniques, no pre-selection of elemental species is required to perform an analysis. The
mass resolution of the atom probe is limited by small deficits in the energy of the ions.
These energy deficits arise due to the full magnitude of the pulse not being transferred
to the ion as it leaves the specimen. The initial method to improve the mass resolution
in the one-dimensional atom probe was the addition of a Poschenreider lens to the
mass spectrometer [2, 21]. This lens is a section of a toroid with matched length field
free regions. Ions with different energies take slightly different length paths in the lens
and are isochronally focused on the single atom detector. One additional advantage
of the Poschenreider lens is that it can filter out any residual image gas and other
impurity ions that are field evaporated on the standing voltage before they strike the
detector thereby improving the background noise level in the analyses. Unfortunately,
the Poschenreider lens configuration cannot be used in the three-dimensional atom
probes due to their large acceptance angles. Therefore, reflectron lenses or energy
mirrors have been used in three-dimensional atom probes [2, 22]. In this type of lens,
the ions enter a region of increasing field and are reflected back to the detector. Ions
with lower energy do not travel as far into the lens as ions with the full energy and
are isochronally focused on the detector. However, the reflectron also reduces the
detection efficiency by ∼10% due to a field defining mesh at the entrance/exit of
the lens. These energy-compensation devices improve the mass resolution so that the
individual isotopes of the elements can be resolved. Due to the close proximity of the
counter electrode, energy compensation is not required in the local electrode atom
probe to resolve the individual isotopes. However, further improvement in the mass
resolution can be achieved with a method based on post acceleration [23]. This post
acceleration method can also increase the field of view.
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2.3. Specimen Preparation

As with many techniques, the quality of the specimen is one of the most important
parameters in the success of an experiment. The aim of specimen preparation is to
produce a needle-shaped specimen with an end radius that is less than approximately
50 nm. In addition, the taper angle of the shank of the needle should be no larger than
10◦ as this parameter defines the maximum number of atoms that may be collected
from the specimen. Most atom probe specimens are produced by either electropolishing
or ion milling techniques depending on the material, original shape and the type of
specimen [1, 2].

In most metallic specimens, the bulk sample is reduced into square or cylindrical
shaped bars that are ∼0.25 mm across by ∼10 mm long usually with the use of a
diamond wire saw or diamond impregnated cutting wheel. Other starting forms of
material such as wires or whiskers are also suitable. The bar is generally crimped into
an annealed copper tube to facilitate handling in subsequent stages. Electropolishing
is generally performed in two stages. In the first stage, the specimen is suspended in
a 5 to 6-mm-thick layer of electrolyte floated on top of a dense inert liquid such as a
polyfluorinated polyether. The electropolishing cell is configured with the specimen
as the anode and a wire or circular cathode made of gold or platinum. Since only the
middle portion of the specimen is in the electrolyte, a necked region is formed in the
central region of the bar. For some materials, the electropolishing process is continued
until the necked region is too narrow to support the weight of the bottom half of
the bar and two atom probe specimens are made. However for many materials, the
process is normally terminated before this point is reached so that a second stage with
more controlled electropolishing conditions may be used. Since the necked region
has been formed in the first stage, the specimen may be transferred to a simpler cell
without the inert liquid and electropolishing continued until separation occurs. A list
of suitable electrolytes for a wide variety of materials may be found elsewhere [2].
The resulting needles are then carefully cleaned in a suitable solvent to remove any
traces of the electrolyte. Specimens are generally examined in an optical microscope
at magnifications of 100 to 200X to check the quality of the surface finish, taper angle
and the end radius before insertion into the atom probe.

Specimens that are either too blunt for further analysis or had fractured during
analysis may be resharpened. This micropolishing method may also be used on freshly
made or corroded specimens to remove any damaged regions or surface films. In this
method, the specimen (anode) is carefully positioned in a drop of electrolyte suspended
in a platinum loop (cathode). The electrolyte is held in place in the ∼3-mm-diameter
loop by surface tension. A voltage is then applied to the cell to electropolish the region
of the specimen in the electrolyte. The position of the specimen in the electrolyte may
be adjusted with the use of a micromanipulator and is generally monitored under a
low power (∼30X) microscope. A desired taper angle may be sculpted by adjusting
position and the time spent polishing in the electrolyte.

Thin film specimens such as surface, bi- or multi-layer films are generally fabricated
into the needle-shaped specimens with the use of a focused ion beam (FIB) miller.
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The aim of the fabrication process is to position the area of interest in the apex of the
needle. One common method is to use a silicon substrate that has been Bosch etched
into an array of ∼5 × ∼5 μm square or rod posts [1, 24]. The resistivity of the silicon
should be less than 0.05 �-cm to ensure that the pulse voltage is not attenuated in the
specimen and thereby rendered ineffective. Alternatively, posts may be cut with the use
of a dicing saw [25]. The multilayer film is then deposited on the surfaces of these posts.
A 2- to 3-μm-thick platinum cap is deposited on top of the region of interest, i.e. the
center of the post, to protect the underlying region from gallium implantation during
milling. In specimens without this cap, concentrations of up to 30% gallium has been
measured. The post is then ion milled with an annular 30 keV gallium ion beam where
the outer diameter is slightly larger than the extent of the post and the inner diameter
is ∼2 μm. The inner diameter is progressively reduced to ∼0.06 μm during milling
to produce the desired taper angle and end radius. Milling is terminated when the end
radius of the specimen is less than ∼50 nm and the last remnant of the platinum cap is
removed. Examination or monitoring of the specimen should be performed with the
electron beam rather than the gallium ion beam to minimize gallium implantation,
and therefore instruments featuring ion and electron columns within a single system
are preferred.

In the case of the local electrode atom probe, this milling method may also be used
to fabricate specimens from a specific location on the surface of a specimen by placing
a platinum cap or marker at the desired location and then milling a wide moat around
that cap before preparing the microtip as described above. This milling method may
also be used to fabricate specimens of fine powders. For this starting form of material,
an individual powder particle is attached to the end of a relatively blunt needle with
either a conducting epoxy or a platinum bridge deposited in the FIB.

3. BASIC INFORMATION

The raw data from the instrument, i.e., the pixel coordinates in the case of the CCD
camera based detectors, the charges from the anodes, or the times measured at the ends
of the crossed delay lines, are first converted into true x and y distances on the detector.
These distances are then scaled by the magnification to obtain the atom coordinates in
the specimen. The accuracy of these positions is limited by small trajectory aberrations
due to interactions with the neighboring atoms as the atom leaves the surface of
the specimen. Consequently, the spatial resolution in this x-y plane is approximately
0.2 nm. The third or z coordinate is estimated from the position in the evaporation
sequence taking into account the detection efficiency of the mass spectrometer,
typically ∼60%, and the atomic density of the material under analysis. The spatial
resolution in this direction is typically 0.05 nm. Additional corrections are required
to take into account the hemispherical nature of the specimen and the orientation
of the volume of analysis relative to the main axis of the needle-shaped specimen.
These resolutions only permit the reconstruction of atomic planes if their orientation
is close to a suitable direction and their lattice spacing is sufficiently large, and are not
sufficient to place the atoms on their atomic sites in the crystal structure.
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The elemental identity of each ion is interpreted from the mass-to-charge ratio.
Fortunately, the time-of-flight mass spectrometer has sufficient mass resolution to dis-
tinguish the individual isotopes of all the elements, generally produces only one or two
different charge states for each element, and produces a limited number of complex
molecular ions. Databases of these charge states and molecular ions have been compiled
for almost all elements [1]. Therefore, most peaks in the mass spectra can be readily
assigned to the correct element. In cases involving more than one possibility, tables of
natural isotope abundances may be used to distinguish the elements and deconvolute
overlapping peaks for concentration estimates.

The concentration, c, of a solute in a small volume is determined in atomic fraction
from the number of atoms of each type, ni , in the volume, i.e., c = ni /n, where n
is the total number of atoms in the sample. The accuracy of the concentration and
the minimum detection level are therefore functions of the number of atoms in the
volume sampled. The standard error of the concentration measurement, σ , is given
from counting statistics by σ = √

c (1 − c )/n.

4. DATA INTERPRETATION AND VISUALIZATION

The initial data produced in the three-dimensional atom probe by the reconstruction
process described in the previous section are the x, y, and z coordinates and the mass-
to-charge ratio of each ion. These data may be investigated in a variety of methods
that involve either the examination of pairs of atoms, shells of atoms surrounding
an atom of interest, one-dimensional strings of atoms, and one-, two- and three-
dimensional arrays of blocks of atoms. The methods may be considered as being
naturally divided into two main categories: the visualization of solute inhomogenities,
such as precipitates and solute segregation, and the quantification of the magnitude of
the solute inhomogenities. These methods are generally applied after the experiment
is completed although some simplified versions of these methods can be performed as
the data is being acquired.

Due to the three-dimensional nature of the data, most visualizations are per-
formed interactively so that the data can be viewed rapidly from different perspec-
tives. When the first generations of three-dimensional atom probes were developed,
expensive graphically-oriented workstations were required to visualize the data. Nowa-
days, modern personal computers generally have sufficient processing and render-
ing power to perform these visualizations in real time on datasets containing many
million ions.

4.1. Visualization Methods

The basic and most intuitive method used to visualize the solute distribution is the
atom map. In this representation, a sphere or dot is used to indicate the position of
each type of solute atom, as shown in Fig. 4a for a distribution of ∼3-nm-diameter
copper precipitates in a model pressure vessel steel. Different colors and sizes of spheres
may be used to visualize multiple types of solutes simultaneously. The atom map is
normally used to view the distribution of the solute atoms rather than the solvent
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Figure 4. Atom maps of the copper atoms in a model iron-0.8% copper alloy that was annealed for
7,200 h at 290 ◦C to produce ultrafine copper precipitates. All the copper atoms are shown in a), whereas
only the copper atoms within 0.6 nm of another copper atom are shown in b). 60 ∼3-nm-diameter
copper precipitates are detected in this volume. These ultrafine copper precipitates have been shown to
be one of the main features responsible for the embrittlement of the pressure vessel of nuclear reactors
during service.

atoms. This method is most effective in cases where there is a large difference in solute
concentration between the feature of interest and the surrounding matrix and the solute
level in the matrix is relatively low. Therefore, atom maps are frequently used to detect
small precipitates and segregation to interfaces, grain boundaries, dislocations, etc. The
significantly larger area of analysis and orders-of-magnitude larger number of atoms
in the sample in data from the local electrode atom probe imposes additional visibility
criterion and consideration of the longer rendering times. For higher concentration
solutes, displaying only a fraction of the solute atoms or subsampling the volume can
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Figure 5. Isoconcentration surfaces in a Pd40Ni40P20 bulk metallic glass. a) A fine-scale isotropic
interconnected network structure of two amorphous phases is evident after annealing for 80 min at 340 ◦C.

improve the visibility of features. Alternately, the background or matrix atoms can be
eliminated from the display through the use of the maximum separation method, as
shown in Fig. 4b. This method is based on the principle that the solute concentration
in a precipitate is significantly higher than in the surrounding matrix and therefore the
solute atoms are closer together. Therefore, a maximum separation distance between
solute atoms can be defined that will encompass all the solute atoms in the particle and
eliminate those in the surrounding matrix.

The morphology and size of features present may be visualized with the isocon-
centration surface. This method is the three-dimensional equivalent of a contour map.
In this representation, the compositions of a finely spaced (∼0.5 to 1 nm), regular
three-dimensional array of volume elements are estimated. The composition array
may be smoothed with a moving average to minimize the influence of the statistical
fluctuations due to the relatively small sample size in each composition determination.
Then, a surface is constructed at a selected solute concentration generally with the
use of an applied marching cube algorithm [26]. The concentration level used for the
isoconcentration surface influences the volume fraction of the phases and may change
the degree of interconnectivity in complex structures. An example of a highly inter-
connected, percolated, network structure of amorphous phases in a Pd40Ni40P20 bulk
metallic glass that was isothermally aged at 340 ◦C are shown in Fig. 5.

Fine-scale concentration variations may be visualized with orthogonal or arbitrary
slices through the sample. As in the previous method, a three-dimensional composition
array is constructed from the data. Then, the concentrations of a two-dimensional
plane through these composition data are exhibited as different levels on a grey
or color scale, as shown in Fig. 6. This plane may be swept interactively through
the entire volume to highlight different composition regions and to examine their
morphologies.

The presence of small precipitates can also be visualized with the x-ray tracer rep-
resentation. As before, a composition array is constructed from the data. Then, one
of the primary axes—usually the x or y axis—is chosen. The maximum or mini-
mum concentrations of the columns of cells perpendicular to this selected direction
are exhibited on a two-dimensional intensity map, as shown in Fig. 7 for the copper
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Figure 6. Arbitrary slice through a Pd40Ni40P20 bulk metallic glass showing regions of high and low
phosphorus corresponding to the crystalline phase and the matrix, respectively.

Figure 7. An x-ray tracer representation of the maximum copper concentration in a model iron-0.8%
copper alloy that was annealed for 7,200 h at 290 ◦C. The ∼3-nm-diameter copper precipitates are
evident by the high contrast regions.
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precipitates in the model pressure vessel steel. This method is most effective in cases in
which the volume fraction of the features of interest is insufficient to produce image
overlap of those features along the chosen direction.

4.2. Quantification Methods

Atom probe tomography data may be analyzed to quantify the size, composition and
some topological parameters of the microstructure [1, 2]. In this section, some of the
more common methods are outlined.

Several methods have been developed to determine the size of nanometer-scale
features. In the previous section, the maximum separation method was applied to
visualize the atoms that belong to individual features. This method yields the position
of all the solute atoms in the features. Since the atom positions are known, the center of
mass and the radius of gyration and the related Guinier radius can be calculated directly
from standard formulae. In particles where there are multiple elements present, these
parameters may be estimated for each element individually. An alternative statistical
method to evaluate the size of feature is the autocorrelation function either in one
or three-dimensional forms [1, 2]. The size of small particles is estimated from the
position of the first minimum in the lags.

For spherical particles, radial concentration profiles may be constructed from the
centers of mass of each particle into the matrix. These radius concentration profiles
are constructed by calculating the compositions of thin spherical slices of increasing
radius centered at the center of mass. This information may be used to estimate the
extent of any interfacial segregation or solute inhomogeneities within the particles.

The number density of the features may be estimated from the number of features in
the analyzed volume. The volume of the analyzed region is generally estimated from
the number of atoms, detection efficiency of the mass spectrometer and the atomic
density of the sample.

The original method to determine the composition of features in the data was
the selected volume method. In this method, a small spherical or cuboidal volume
is defined to match the size of the feature of interest and the numbers of atoms of
each solute within the volume are determined. The composition of the feature is then
estimated, as described above from the number of atoms of each solute. In practice, this
method is extremely time consuming to perform for a high number density of small
particles and is usually only applied to coarse particles. Alternative automatic methods
are generally used for other cases.

One of the fastest methods to estimate the individual compositions of a high number
density of small particles is the envelope method [1]. This method uses the atom
positions defined by the maximum separation method to define the extent of each
particle by marking the cells in a fine three-dimensional grid. The typical grid spacing
is 0.1 to 0.2 nm. The composition of the particle is then determined from all the atoms
in these marked cells.

In materials where there is a high volume fraction of more than one phase, as
in the example of the bulk metallic glass shown in Fig. 5, the compositions of the
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coexisting phases can be estimated from the statistical analysis of concentration fre-
quency distributions. The frequency distribution is constructed from the concentra-
tions of equiaxed blocks of atoms typically containing 25 to 250 atoms. The frequency
distribution is the number of blocks with each solute concentration. Phase separation
is detected if the measured frequency distribution deviates statistically from a binomial
distribution with the average solute content. The extent of the phase separation and
the compositions of the coexisting phases can be estimated from the sinusoidal based
Pa method or the Gaussian based Langer-Bar-on-Miller (LBM) method [27–30].

The co- and anti-segregation behavior of the solutes in a volume containing different
phases may be examined with the use of contingency tables. The contingency table
for the two solutes of interest is created from the compositions and may be regarded
as a two-dimensional frequency distribution [31, 32]. The correlation between the
elements is determined by comparing the numbers of composition blocks containing
high or low concentrations of the two elements with those expected from a random
distribution.

The early stages of phase separation, clustering and chemical short range ordering
may be investigated with methods based on the analysis of Markov chains. For this
type of analysis, the three-dimensional data is converted into a one-dimensional string
or chain of atoms. The chain is usually taken along the z direction as it has the highest
spatial resolution and is typically the longest dimension in the data. In this type of
analysis, B refers to the solute of interest and A is any other type of atom. Two main
methods of examining the chains have been devised. The Johnson and Klotz method
is based on the examination of pairs of atoms, nAA, nAB and nBB, and comparing the
results to the numbers expected for a random solid solution [33]. If nAB is higher
than expected in a random solid solution, then the data exhibit short range order.
Conversely, if nBB is higher than expected in a random solid solution, then the data
exhibit solute clustering. The Tsong method compares the number of sequences of
ABnA atoms, where n is the number of consecutive B atoms [34]. If the number of
ABA (n = 1) chains experimentally observed is larger than expected, the data exhibit
solute clustering. If the number of ABBA, ABBBA, (i.e., n ≥ 2) chains experimentally
observed is larger than expected, then the data exhibit solute clustering.

The amount of segregation at interfaces and grain boundaries may be quantified
directly from an analysis that contains an interface with the use of a method based on
the Gibbsian interfacial excess [35]. The Gibbsian interfacial excess of element i, �.i , is
defined as �i = nix

A , where nix is the excess number of solute atoms associated with the
interface and A is the interfacial area over which the interfacial excess is determined
[35–37].

The three-dimensional data obtained in atom probe tomography can also be analyzed
for topological parameters. Topological analysis has been used to determine the degree
of interconnectivity of the microstructure. In order to quantify the interconnectivity,
the number of loops per unit volume or “handles” is determined. The handle density
may be regarded as a similar parameter to the number density of isolated precipitates.
One such measure is the Euler characteristic, E = nn − ne + n f, where, nn is the
number of nodes, ne is the number of edges and n f is the number of faces in a
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Figure 8. Niobium and titanium atom maps and isoconcentration surface from a sputter deposited
niobium (3.3 nm) -titanium (2.2 nm) multilayer film.

structure [38]. The data may also be examined to determine whether a continuous
path can be traced within the second phase from one surface of the volume to another
i.e., the microstructure is percolated. Other topological parameters such as the fractal
and fracton dimensions can also be determined [39].

5. SAMPLE ANALYSIS OF NANOMATERIALS: MULTILAYER FILMS

The characterization of the atomic chemical composition of nanostructured materials
is important in applications such as magnetic data storage and semiconductor thin film
devices. The performance-defining properties of these multilayer films and devices
are sensitive to the nature and quality of the inter-layer interfaces. Some atom probe
tomography results are presented from a multilayer film comprising of 40 layer pairs of
2.2 nm Ti/3.3 nm Nb that were sputter deposited under UHV conditions at ambient
temperature onto a n-doped Si [100] wafer (resistivity = 5 �-cm) [40, 41]. The atom
probe specimens were prepared by the focused ion beam process described previously.
The niobium and titanium atom maps and the isoconcentration surface depicting the
interface between the niobium and titanium layers are shown in Fig. 8. The interface
between the niobium and titanium levels was relatively smooth. Niobium and titanium
concentration profiles oriented perpendicular to the plane of the interface, shown in
Fig. 9, indicate that significant solute interdiffusion of niobium had occurred in the
titanium layers. The niobium interdiffusion into the titanium layers has facilitated the
titanium phase to grow in a pseudomorphically body centered cubic form rather than
in its bulk equilibrium hexagonal closed packed form [40, 41].
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Figure 9. Niobium and titanium concentration profiles oriented perpendicular to the interfaces of the
multilayer film shown in Fig. 8. Some intermixing of the solutes is evident.

6. SUMMARY AND FUTURE PERSPECTIVES

Atom probe tomography is a powerful tool for the characterization of the size, mor-
phology and composition of ultrafine features in a variety of materials. With the
development of new forms of specimen preparation especially with focused ion beam
milling systems, atom probe tomography should be extended to a wider variety of
applications in nanotechnology.

The local electrode atom probe is a major advance in atom probe design and has
greatly simplified the operation of the instrument. There is considerable scope for its
continued improvement through increases in the area of analysis, mass resolution and
overall data acquisition speed. New, more efficient and automated methods to analyze
the three-dimensional data should be also forthcoming as the user base for atom probe
tomography increases.
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9. FOCUSED ION BEAM SYSTEM—A MULTIFUNCTIONAL TOOL
FOR NANOTECHNOLOGY

NAN YAO

I. INTRODUCTION

With nanotechnology being at the forefront of modern day research and development,
new knowledge and successful application of increasingly small technologies is in high
demand. Having this in mind, it is clear that the advancement and production of new
high grade tools is a necessity if we are to see industrial progress. In particular materials
science, with its never ending push for smaller scale analysis, is constantly looking for
new tools that will help characterize materials and phenomena in addition to being
able to machine at micro and nano-scales.

One tool which is expected to continue having success in answering this plea is the
focused ion beam (FIB). The machine is relatively new, with great potential in nan-
otechnology and material science, and so naturally, there is much interest in exploring
its applications. It allows slim or even no disruption of a procedure in addition to having
tremendous micro and nano-machining capabilities. This interest has resulted in the
development of the two-beam FIB system, which has advanced hand in hand with the
complexity of new materials. Materials now being developed have more geometric
intricacies and smaller feature size than ever before. Such complexity is inherent in
most biomaterials and their synthetic analogues, as well as in nanotechnology. Beyond
the structural complexity, phenomena occurring on even smaller length scales often
adversely affect the performance and reliability of these materials. Foremost among
these is inter-diffusion among the layers, resulting in chemical and structural gradients
(figure 1). Understanding and improving on the performance and durability of these



248 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

Figure 1. Schematic diagram of interlayer diffusion.

systems requires high-resolution structural, chemical and geometric analysis of cross
sections through the layers, a function which the two-beam FIB system excels at.

This chapter is intended as a review of the major literature on the two-beam system.
Since the FIB is an essential component of the two-beam, a survey of the FIB is
presented first, followed by a discussion of the new or improved features of the two-
beam system achieved by importing the scanning electron microscope (SEM). The
goal is to discuss the wide spectrum of possibilities resulting from FIB technology, so
as to serve as a reference guide for future work.

We begin by describing the fundamental differences between ions and electrons, and
then continue to explain how these properties affect the structure and functionality of
the FIB and SEM. After a brief explanation of the properties of interest and theory
behind the FIB, we discuss various techniques for which it is most useful. Milling, of
course, is a natural result of using relatively heavy ions in the beam. It allows precise
modification of sample surfaces, as well as creating well defined cross-sections. The
milling machine can easily be converted to a deposition system by using a gas deliv-
ery device to apply the desired chemical compound near the surface impact point of
the ion beam. In conjunction with its milling potential, the FIB’s deposition capa-
bilities allow the creation of almost any micro-structure (figure 2). In addition, ion
implantation, another technique available in the FIB system, is very useful in modi-
fying certain materials. Of course, we also study the imaging possibilities of the FIB,
where the large size of the ions can also provide advantages found in no other imag-
ing tool. Once we’ve covered these aspects of the FIB, we discuss how these and
other processes are improved by incorporating both the FIB and SEM into a single
machine, justly named the two-beam FIB system. We will observe that in combin-
ing the two, we obtain capabilities that exceed anything found in either the FIB or
SEM.

After discussing the advantages available from using the two-beam FIB system,
we focus on several major areas of FIB applicability, beginning with its vast milling
capabilities for surface modification of materials. Since the FIB machine is first and
foremost a micro scale milling machine, its applications for material alteration are
countless. We look into the ever advancing field of integrated circuits and discuss how
the FIB can be used for defect analysis as well as structure modification. We also consider
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Figure 2. Example of the FIB’s milling and deposition capabilities. (Courtesy of Fibics Incorporated)

the lithographic advantages of the FIB in addition to its brute physical capabilities of
cross sectioning and sharpening, and proceed to study the characterization of the
interaction between certain materials and focused ions.

In addition to milling, TEM sample preparation has been a widely studied and
familiar use for the FIB machine, and thus is worth noting. The FIB can perform
this function significantly faster than old methods, saving valuable time. For electron
transparent samples, the FIB machine is able to thin out a region of a bulk material
by digging trenches and subsequent shavings to make the samples as thin as possible.
We discuss the basic techniques of lift-out and micro-pillar sampling, issues such as
warping, and an environmental application of the FIB pertaining to TEM sample
preparation.

We also take a deep look into the many imaging applications of the FIB in the
two-beam system. Images can be obtained from a secondary electron detector using
either the SEM or the FIB by simply toggling between the two. Each has its advantages
depending on the specific needs. For example, using electrons to image, as in the SEM,
entails much less damage to the material, while providing a much better resolution.
On the other hand, ion beam imaging, found in the FIB, provides better sensitivity
to details such as crystal orientations and grain structure because of the depth of
penetration from channeling. The two-beam system is then an exceptionally practical
machine, as it combines the crisp non destructive images of the scanning electron
microscope with the milling capabilities of the focused ion beam. Additionally, we
explore a very useful method of obtaining three-dimensional data by shaving off thin
layers, and as a result, obtaining a series of two dimensional. With this data, available
only from the combining SEM and FIB applications, graphs and images can easily be
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interpolated with the two dimensional data. By then performing a secondary ion mass
spectrometry (SIMS) analysis to yield elemental composition, we can have a complete
set of data.

Finally, we comment on the sample damage that using the FIB can induce. Although
this can sometimes be a problem, we will discuss ways of using this as an advantage.
Even with this limiting quality, the FIB has tremendous breadth in its applicability, and
deserves all the attention it has received as an important new technology.

II. PRINCIPLES AND PRACTICE OF THE FOCUSED ION BEAM SYSTEM

A focused ion beam system is an effective combination of a scanning ion microscope
and a precision machining tool. The FIB was developed as a result of research by Krohn
in 1961 on liquid-metal ion sources (LMIS) for use in space [1]. Interested in developing
thrusters that used charged metal droplets, he first documented ion emission from a
liquid metal source [2]. The discovery of LMIS found novel applications in the areas
of semiconductors and materials science. Commercialization of the FIB was occurred
in the 1980’s, mainly geared towards the growing semiconductor industry, but also
finding a niche in the materials sciences industry.

The modern focused ion beam system utilizes a LMIS at the top of its column
to produce ions, usually Ga+. From here the ions are pulled out and focused into a
beam by an electric field and subsequently passed through apertures, then scanned over
the sample surface (figure 3). Upon impact, the ion-atom collision is either elastic or
inelastic in nature. Elastic collisions result in the excavation of surface atoms—a term
called sputtering—and are the primary cause of the actual modification of the material
surface (figure 4). Inelastic collisions occur when the ions transfer some of their energy
to either the surface atoms or electrons. This process produces secondary electrons
(electrons which become excited and are able to escape from their shell), along with
X rays (the energy released when an electron drops down into a lower shell). Secondary
ions are also produced through the collision, seemingly after secondary electrons have
been emitted.

Valuable information can be gathered from all emission, depending on the capabili-
ties of the machine. The signals from the ejected ions, once collected, can be amplified
and displayed to show the detailed structure of the sample surface. Beyond its imaging
capabilities, the FIB can be used as a deposition tool by injecting an organometallic
gas in the path of the ion beam, just above the sample surface. This technique proves
to be practical for certain material repair applications. In addition, by containing the
ion beam over a specific region of the sample for an extended length of time, the
continuous sputtering process will lead to noticeable removal of material, which is
useful for probing and milling applications.

The underlying factor in the physics behind the FIB is the fact that ions are sig-
nificantly more massive than electrons (table 1), a remarkably enhancing feature. The
collisions between the large primary ions and the substrate atoms cause surface alter-
ations at various levels depending on dosage, overlap, dwell time, and many other
variables, in a way that electrons cannot achieve [3].
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Figure 3. Schematic diagram of the FIB system.

The properties of the FIB system give it a unique ability to isolate a specific region
of the sample, so as to only make necessary modifications without undermining the
integrity of the entire sample. This has a wide range of applicability, from simple
techniques like making probe holes to more complicated techniques such as cutting a
precise three-dimensional cross-section of a sample. In addition, the FIB, having both
drilling and deposition capabilities, is ideal for failure analysis and repair.

2.1. Ion Beam Versus Electron Beam

Because of the analogous nature of ion beam and electron beam microscopy, a compar-
ison of the two can help provide a better understanding of the subject. The fundamental
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Table 1. Quantitative Comparison of FIB Ions and SEM Electrons.

Particle: FIB SEM Ratio

Type Ga+ ion Electron
Elementary charge +1 −1
Particle size 0.2 nm 0.00001 nm 20,000
Mass 1.2 × 10−25 kg 9.1 × 10−31 kg 130,000
Velocity at 30 kV 2.8 × 105 m/s 1.0 × 108 m/s 0.0028
Velocity at 2 kV 7.3 × 104 m/s 2.6 × 107 m/s 0.0028
Velocity at 1 kV 5.2 × 104 m/s 1.8 × 107 m/s 0.0028
Momentum at 30 kV 3.4 × 10−20 kgm/s 9.1 × 10−23 kgms 370
Momentum at 2 kV 8.8 × 10−21 kgm/s 2.4 × 10−23 kgm/s 370
Momentum at 1 kV 6.2 × 10−21 kgm/s 1.6 × 10−23 kgm/s 370

Beam:
Size nm range nm range
Energy up to 30 kV up to 30 kV ∼
Current pA to nA range pA to μA range ∼
Penetration depth:
In polymer at 30 kV 60 nm 12000 nm 0.005
In polymer at 2kV 12 nm 100 nm 0.12
In iron at 30 kV 20 nm 1800 nm 0.11
In iron at 2 kV 4 nm 25 nm 0.16

Average signal per 100 particles at 20 kV:
Secondary electrons 100−200 50−75
Back-scattered electron 0 30−50 0
Substrate atom 500 0 infinite
Secondary ion 30 0 infinite
X-ray 0 0.7 0

Figure 4. Schematic diagram of the ion beam sputtering process.
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difference between these two techniques lies in the use of different charged particles
for the primary incident beam; as their names suggest, the former utilizes ions while
the latter relies on electrons. Ions and electrons have three major differences. To begin
with, electrons are negatively charged while ions can be positively charged. This alone
does not have any significant consequence, but the other two differences—size and
mass—can appreciably alter the interactions between the beam and the sample. These
differences are shown quantitatively in table 1.

When a beam of energetic particles, be it ions or electrons, strikes a solid surface,
several processes get underway in the area of interaction. A fraction of the particles
are backscattered from the surface layers, while the others are slowed down within the
solid. Unlike electrons though, the relatively large ions have a difficult time penetrating
the sample by passing between individual atoms. Their size increases the probability of
interaction with atoms, causing a rapid loss of energy. As a result, ion-atom interaction
mainly involves the outer shell, resulting in atomic ionization and breaking of the
chemical bonds of the surface atoms. This is the source of secondary electrons and
the cause of changes in the chemical state of the material. Similarly, since the inner
electrons of the sample cannot be reached by the incoming ion beam, inner shell
excitation does not occur, and as a result, usable X-rays are not likely to be generated
as is the case when using an electron beam.

The total length the ion travels is known as its “penetration depth,” a term which
also applies to electrons, although they often pass much deeper into the sample (table 1).
The atomic collision has a statistical nature, and therefore, the penetration depth
adheres to a symmetric Gaussian distribution around the mean value. The moving
ion recoils one of the atoms in the sample, which then causes another constituent
atom to recoil. As a result, the ions create many atomic defects along their path. This
generation of defects plays an important role when using an ion beam for material
modifications.

As for the difference in mass, ions—being many times heavier—can carry about 370
times the momentum of electrons. Upon contact, this momentum can be transferred
to the atoms in the sample, causing enough motion to remove the atoms from their
aligned positions. This sputtering effect, not present when an electron beam is used,
has important milling applications which are discussed later. The key idea to remember
is that as a result of the ions’ large size and mass, an ion beam surpasses the functional
range of an electron beam by removing atoms from the sample surface in a precise,
controlled manner.

In particular, gallium (Ga+) ions are used in the FIB for several reasons. Firstly, its
low melting point makes gallium convenient in that it requires only limited heating,
and therefore is in the liquid phase during operation. Also, its mass is just about ideal, as
it is heavy enough to allow milling of the heavier elements, but not so heavy that it will
destroy a sample immediately. Finally, since some of the ions used in the beam will be
implanted into the sample, it is important to use an element that will not interfere with
the analysis of the sample. Gallium can easily be distinguished from other elements,
and therefore does not cause trouble in this regard. Although gallium is not the only
possible choice, it has become the popular ion for use in the FIB system.
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Unlike with electrons, the collision using a gallium ion beam induces secondary
processes such as recoil and sputtering of constituent atoms, defect formation, elec-
tron excitation and emission, and photon emission. Thermal and radiation-induced
diffusion contribute to various phenomena of interdiffusion of constituent elements,
phase transformation, amorphourization, crystallization, track formation, permanent
damage, and so on. Ion implantation and sputtering change the surface morphology;
craters, facets, grooves, ridges, pyramids, blistering, exfoliation, and a spongy surface
may develop. All of these are interrelated in a complicated way, so that a single phe-
nomenon cannot be understood without discussing several of these processes. There-
fore, it is necessary to quantitatively understand the experimental observations and to
have stringent design abilities for sophisticated applications of these versatile processes
in the field of nanotechnology. With that, we can aim at material modification, depo-
sition, implantation, erosion, nanofabrication, surface analysis, and a seemingly endless
list of other applications.

2.2. Focused Ion Beam Microscope Versus Scanning Electron Microscope

The differences between ions and electrons can be extended to their respective
machines, the FIB system and the scanning electron microscope (SEM). The two
are designed and work very similarly, but the FIB’s use of gallium ions from a field
emission liquid metal ion (FE-LMI) source rather than electrons provides functionality
and applicability different from that of the SEM. As discussed in the previous section,
this focused primary beam of gallium ions is rastered on the surface of the material to
be analyzed. As it hits the surface, a small amount of material is sputtered, or dislodged,
from the surface. The dislodged material may be in the form of secondary ions, atoms,
and secondary electrons. These are then collected and analyzed as signals to form an
image on a screen as the primary beam scans the surface. This image forming capability
allows high magnification microscopy in the FIB system.

In both the FIB and SEM machines, a source emits charged particles which are then
focused into a beam and scanned across small areas of the sample using deflection plates
or scan coils. In the SEM, the focusing is accomplished using magnetic lenses. Ions
though, are much heavier and therefore slower than electrons, so the corresponding
Lorenz force is lower. As a result, magnetic lenses are less affective on ions, so the
FIB system is equipped with electrostatic lenses which prove much more effective in
focusing the ions into a beam (figure 5).

Both instruments are used for high resolution imaging by collecting the secondary
electrons produced by the beam’s interaction with the sample surface. Contrast is
formed by the fact that raised areas of the sample (hills) produce more collectable
secondary electrons than depressed areas (valleys). A viewing monitor is synched to
the scan coils controlling the beam so that as the beam scans across the sample surface,
its image is reproduced on the screen. For the FIB, imaging resolution below 10 nm
is possible. This image will show both topographic information and materials con-
trast and often provides information complementary to that obtained from an SEM
image. Since the ion-solid interaction also depends on the crystal grain orientation,
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information concerning grain size and orientation can be obtained simply by collecting
an image of the surface using the FIB. Note that although ions move much slower
than electrons of the same energy, they are still fast compared to the image collection
mode; in practice this has only negligible consequences, taking into account an image
shift of a few pixels.

As for the sample itself, the FIB can accommodate wafer samples up to 8 inches
(200 mm) in diameter; there is no minimum sample size. The sample must be vacuum
compatible and conductive samples are preferred. Both individual and packaged parts
can be used. Unlike in the SEM though, the sample will be altered during examination
under the FIB, as the large, heavy ions will cause sputtering on the sample surface.
Also, when using ions the sample often develops a positive charge which can distort
the image. To combat this effect, an electron flood gun is used in the FIB to keep the
sample more neutral.

2.3. Milling

By far the most powerful and versatile capability of the FIB system is milling. It adds
a third dimension to microscopy, allowing us to modify the material surface, create
cross sections, and carve materials into any shape we desire. For example, this method
can provide electron-transparent, site-specific cross-sections of heterogeneous catalysts
(figure 6). Again, when the relatively heavy and high-momentum ions collide with
atoms on the sample surface, significant amounts of energy are transferred to the atoms,
causing them to break bonds and leave their place in the atom matrix. Unlike electrons,
which are hardly heavy enough to cause any atom movement in the sample (like trying
to move a soccer ball by throwing ping pong balls at it), the ions, acting like soccer
balls themselves, easily disrupt the placement and alignment of the atoms and create
a sputtering effect. So when using an ion beam to bombard a sample, milling is a
natural and continuous consequence. By controlling aspects the sputtering such as
rate, location, and depth, we can take advantage of the FIB system’s remarkable milling
abilities.

In general, the higher the primary beam current, the faster material is sputtered from
the surface. Therefore, if only high-magnification imaging is desired, a low-current
beam must be used. For milling applications though, high-current beam operation is
used to sputter or remove material from the surface initially, then a lower beam current
is used for fine polishing. The sputtering rate can be easily and accurately controlled
by altering the beam current or using smaller spot sizes. In addition, material sputter
rate selectivity can be achieved through a process known as gas assisted etching (GAE).
In this technique, one of several halogen gases is introduced to the work surface in
the immediate vicinity of the desired hole or cut. The material-specific absorbency
rates enhance the formation of volatile products under ion bombardment. This allows
oxides to be cleared without damage to conductors, and conductors to be cut without
damage to underlying insulators. Typical resolution for cutting is around 0.1 μm. The
holes and cuts can be very accurately placed (usually within 20 nm) [4] and can reach
buried layers provided that the depth to width aspect ratio is kept below 4:1. GAE,
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Figure 6. FIB sections from a heterogeneous catalyst. Arrow shows a thin sample slice that can be
extracted from an individual small crystal.

often using iodine or xenon difluoride, can increase the aspect ratio to 8:1 or better.
As a result, the milling efficiency is typically a few μm3/nC but varies in different
materials. The actual rate depends on the mass of the target atom, its binding energy
to the atom matrix, and its matrix orientation with respect to the incident direction
of the ion beam.

The GAE technique is more efficient in removing large volumes of material that
would be prohibitively time-consuming otherwise. It is important to keep in mind
that GAE is quite chemistry-specific, which gives us the ability to selectively etch one
material without affecting the others. For example, materials like Si, Al and GaAs can
have their removal rate increase 20 to 30 times through GAE, while oxides like SiO2

and Al2O3 are not affected [5]. Similarly, in the presence of water vapor, carbon based
materials show a highly enhanced removal rate whereas materials that oxidize, such as
Al metallization lines and silicon, will actually show dramatically reduced rates [6].

In addition to changing the rate of material removal, GAE can be “neater” than
ordinary ion milling, as redeposition of etched materials does not occur when using
the former. However, the GAE technique has its problems as well. It contaminates
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the sample deeper into the surface than simple ion milling [7]. Also, GAE does not
have the pinpoint precision that ion milling can achieve. Oftentimes, a combination of
initial GAE followed by ion milling is used when an operation requires bulk volumes
of material removal as well as high precision.

With the FIB system, we have both lateral and depth control over the beam. Of
course, if the beam is held over one area for a length of time, more material will be
removed from that area. This process can be used to expose buried lines for eventual
cutting or attaching to other circuit elements, depending on the desired modification
of the structure. Unfortunately, an ion beam will not etch through unlimited thick-
nesses of material. By injecting a reactive gas into the mill process, the aspect ratio
of the ion beam’s cutting depth can be dramatically altered, depending on such vari-
ables as sample composition, mill area, beam parameters, and whether an enhanced
etch process is used; this allows us to reach lower levels in the sample disturbing the
upper layer. Having this precision and control allows applications unique to the FIB
system.

2.4. Deposition

The FIB demonstrates its versatility by how easily it can be converted from a micro-
milling system to a deposition system. A simple adjustment allows the addition of
material instead of the usual sputtering and removal of material. To create this change
in function, a gas delivery system is added in order to supply a chemical compound
just above the sample and directly in the path of the ion beam. The gas, usually an
organometallic compound, is adsorbed onto the sample surface. This precursor is then
struck by the gallium ion beam (and additionally by some secondary emission products),
causing it to decompose as its bonds are broken. The volatile organic impurities are
released and removed by the FIB’s vacuum system. The desired metal, say platinum, is
heavy enough to remain deposited on the surface, creating a thin film that can act as
an electrical conductor (figure 7).

Although the chemical deposition just described is the predominant method of
deposition with the FIB, there are two others which in certain situations may be
advantageous. The first method, direct deposition, uses large diameter beams with
low energy to deposit thin films, usually of gold. Low energy microbeams need very
small currents and are very slow. The other alternate deposition method is nucleation
with chemical vapor deposition (CVD), usually used to deposit carbon, aluminum,
and iron. As an extension of chemical deposition, this technique uses the same gas
injection system to create nucleation on the substrate. Once that is done, CVD is used
to grow a thin film in the nucleation regions. The main advantage of this method is
that it produces a film of uniform height [8].

Once again, when an organometallic gas such as W(CO)6 is introduced in the area
of the ion beam, the ion beam can be controlled to decompose the molecules which
adsorb onto the surface and form a metal layer. This metal conduction layer can function
as a probe pad or be used to make a new connection for nano-circuitry. Unfortunately,
the film is often impure, causing a high resistivity. Long wiring runs requiring lower
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Figure 7. Schematic diagram of the platinum deposition process.

resistivity can be achieved by combining FIB local connections with long laser CVD
deposited gold conductors. In this technique, a gold carrier gas is decomposed by a
scanning laser beam, leaving a 5–10 μm wide gold line on the work surface with a
relatively low sheet resistance. In addition, just as it can deposit a conducting thin film,
the FIB can be used to deposit a high quality oxide insulator. A siloxane type gas and
oxygen are introduced into the path of the ion beam at the impact area. Decomposition
of the complex silicon bearing molecule in the presence of oxygen leads to absorption
into the surface and formation of a silicon dioxide insulator layer. With the aid of oxide
deposition, the re-insulation of cut IC wiring and FIB deposited conductors is now
possible, making complex multilevel wiring repair practical.

The FIB deposition system, although very useful, is not perfect. In general, the
cracking of the organometallic molecule is not complete, leaving some organic impu-
rities deposited in the thin film. In addition, some lingering gallium atoms can hurt
the insulating ability of a deposited layer. Still, although CVD deposits are often more
pure, the advantage of using the FIB system it its ability for precise, localized deposi-
tion, and its capacity for controlling the different heights of the depositions. Even so,
the use of ion beams may not always be ideal; research has shown that in certain cases,
electron nanofabrication has been able to match the work of the ion beam without
the impurities that come along with using the FIB [9].

Nevertheless, the FIB is unparalleled in its patterning capability. By adjusting param-
eters of time, gas flux, and ion current, it allows deposition of three-dimensional struc-
tures with complete control over size, position, and height. For example, Khizroev, et al.
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Figure 8. SE images of a two-beam FIB fabricated Pt nano-fin structure on Si surface, where (a) and
(b) are viewed from different directions (scale bar: 0.3 μm) [11].

have successfully deposited non-magnetic tungsten at the nanoscale range to aid in the
fabrication of nanomagnetic probes [10]. In addition, we have performed experiments
with ion-beam induced deposition of self-assembled nanostructures using a technique
that formed nanoscale hollow bulk structures. These nanofins were deposited per-
pendicular to the substrate (figure 8) [11]. Using deposition in combination with its
milling capabilities, the FIB can accurately build almost any nanostructure, a feature
which is invaluable in today’s research.

2.5. Implantation

Another critical feature of the FIB system is its ability to produce maskless ion implan-
tation, a technique fundamental in the fabrication of semiconductor devices. In tra-
ditional semiconductor fabrication, ions are allowed to bombard the entire wafer, and
regions which are not to be implanted are covered by a patterned film, or mask [3].
With the FIB, whose level of localized control and specificity has already been dis-
cussed, we now can discard the mask and simply aim the beam at the areas where
implantation is desired. This provides new abilities to control gradients in doping and
the control the depth of the implantation [3]. Like many of the other capabilities of
the FIB system, its use for ion implantation will minimize costs, both in time and
money.

Ion implantation has been used for materials modification as well. In general, defect
formation following ion implantation plays unpleasant roles when using the FIB system,
but occasionally it can have a positive effect. For example, recent experiments have
shown that implanted atoms can be induced to self-assemble into nanoclusters through
thermal annealing or radiation. To understand these properties, a Monte Carlo model
has been developed with the ability to simulate diffusion, precipitation and interaction
kinetics of implanted ions [12].

With all its advantages in accuracy and precision, an almost directly related disad-
vantage in using the FIB for ion implantation is its slow processing rate. Even so, there
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are situations where this rate is not an issue, and in these cases, the FIB becomes an
crucial tool.

2.6. Imaging

Although we have already discussed some aspects of FIB imaging, they are worth
repeating and expanding upon. Again, the method used in FIB imaging is similar to
that in the SEM, except that the incident particles are ions instead of electrons. When
the ion beam strikes the sample surface, one of the resulting processes is the emis-
sion of secondary particles, including low energy secondary electrons, neutral atoms,
secondary ions, and photons. In general, the most prevalent among these emissions is
secondary electrons, whose signal is usually used to obtain the image. In some cases
though, images can only be obtained from secondary ion signals [13].

As mentioned earlier, imaging resolution below 10 nm is possible with the FIB, but
what makes FIB images particularly useful is their ability to display detailed surface
topography. The key mechanism for displaying topographic contrast is the fact that
the emission rate of secondary particles (ions or electrons) will vary with the angle
between the incident beam and the normal to the surface of the sample. Since the FIB
has a shallow penetration depth relative to an electron beam, particles are generated
from only a limited portion of the sample, and therefore the FIB allows much higher
surface sensitivity, and in some cases is able to display a more detailed topographical
map [4, 13].

In addition to topographical contrast, another merit of FIB imaging is its ability
to contrast between grounded conductors and insulating areas or isolated conduc-
tors. The incident Ga+ ions will place a positive charge on the insulating or isolated
conducting surface areas, suppressing the yield of secondary electrons collected for
imaging from these regions. Insulators and isolated conductors will therefore appear
darker in the images, while grounded conductors will be bright. Although moderate
surface charging can enhance voltage contrast in ion beam images, too much charge
can severely depress secondary electron emission, and so with insulator surfaces, sec-
ondary ions are often used to obtain the image. In general, the voltage contrast imaging
technique is useful for locating failure sites in devices as well as detecting endpoints
when etching (figure 9), making the FIB an attractive tool in many integrated circuit
applications [14].

The FIB system is also proficient in providing materials contrast. This results from
the fact that different materials produce different yields of secondary particles because
of the complex way the ion beam energy is lost within the sample. Materials contrast
is frequently the dominating effect in FIB images. It is worth mentioning that the
yield of secondary ions from metallic surfaces in greatly increased by the presence of
oxides of carbides, making these regions much brighter. This property gives the FIB
applications in studies involving corrosion or grain boundary oxidation of metals [4].

The last type of contrasting we will mention is channeling, or crystallographic ori-
entation contrasting. Some of the incident ions are “channeled” down between the
lattice planes of the specimen, with the penetration depth depending on the beam
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Figure 9. Voltage contrast reveals open via positions in a contact chain structure. The cross-section image
at the position of the line (right) shows deep etching of the vias. (Courtesy of IMEC )

current, the relative angle between the ion beam and the lattice plane, and the inter-
planar spacing of the lattice. Channeled ions yield fewer secondary particles, causing
the channeling grains to appear darker in FIB images. This technique is often used in
monitoring the grain size distribution within Al-Cu films as well as in the study of
electromigration effects in metallization [13, 15].

In conjunction with the high resolution picture, the FIB can be equipped for
secondary ion mass spectrometry (SIMS), which allows detailed elemental analysis
(figure 10) [16]. With this and the various contrasting techniques discussed, the FIB
can produce an elemental map with a nearly complete set of vital data for almost any
microscopy application.

2.7. The Two-Beam System

So far, we have focused on the properties and capabilities of the FIB system, and cer-
tainly a plethora of applications can be derived from these capabilities alone. Still, by
combining the FIB’s imaging and sample interaction abilities with the SEM’s high reso-
lution, non-destructive imaging, new heights in microscopy research can be achieved.
The two-beam system accomplishes just that; by putting FIB and SEM technology
together in a single machine, the two work symbiotically, achieving tasks beyond the
limitations of either individual system.

In a two-beam system, the ion beam and electron beam are placed in fixed positions,
with the former coming in at an angle (figure 11). The two beams are co-focused at
what is called the “coincidence point,” typically with a 5 mm working distance; this
point is an optimized position for the majority of operations taking place within the
machine. For best performance, the ion beam is tilted 45◦–52◦ from the electron
beam, allowing SEM imaging and FIB sample modification without having to move
the sample. In addition, the stage can be controlled to tilt, allowing changes in the
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Figure 10. Chemical map of a cross-sectioned face of an IC. (A) FIB secondary electron image.
(B) Mass 27 Al. (C) Mass 28 (Si). (D) Mass 48 (Ti). The maps are 256 × 256 pixels. Primary beam current
= 40 pA [16].

sample-beam orientation. As with the FIB system, the two-beam can be controlled
using integrated software with a single user interface.

Within the two-beam system, the FIB and SEM complement each other perfectly,
providing new advantages which can simplify and improve microscopy research. For
example, FIB imaging is very useful because of its high contrasting abilities, but it
can cause damage to the sample. The SEM, on the other hand, has relatively lower
contrast, but its images have higher resolution, and its use will not damage the sample.
Depending on the specific needs of the user, the FIB, SEM, or a combination of
the two can be used to obtain whatever imaging data is required. For example, in a
study done at Portland State University, both the FIB and SEM were used to image
and characterize carbon nanotubes, each providing useful information [17]. Similarly,
reconstruction of 3D structure and chemistry of a sample will be simplified by the
use of the two-beam system, as this technique is achieved by interpolating the 2D
SEM/FIB images and ion-assisted SIMS chemical maps of successively exposed layers
milled by the ion beam [18].

In addition to the combined imaging benefits, the two-beam system allows precise
monitoring of FIB operation through the SEM. By using the slice-and-view technique
for observing the progress of an ion-beam cross section, the operator can precisely stop
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Figure 11. Schematic diagram of two-beam system.

the milling process at any point to obtain local information. Furthermore, state of the
art technology now allows us to use the ion beam and electron beam simultane-
ously without interference, eliminating the trouble of switching back and forth. In
the “CrossBeam” system, the sample can be imaged in real time with the SEM while
the FIB is being used, giving the operator complete control over the milling process.
This provides even higher levels of accuracy when creating cross-sections [19]. The
SEM’s damage-free monitoring is especially useful in the final phase of TEM sample
preparations. It solves the dilemma found when using the FIB system alone, where the
only way to observe the process is ion imaging, which can damage the sample. In a
successful physical localization of IC fails, Zimmermann et al presented a completely
in-situ two-beam technique that combines SEM monitored ion milling, XeF2 staining
and SEM imaging [20].

When dealing with charge neutralization, the two-beam system once more
eliminates a problem encountered in the FIB. In general, when a sample is flooded
with positively charged ions, the surface becomes charged, hurting the resolution of
the image. With the availability of the electrons from the SEM, this problem is trivial.
Similarly, a negative surface charge could be combated using the positively charged
ions.

Another capability of the FIB machine, deposition of metal or insulating layers, can
also be improved using the two-beam system. In some cases, using the ion beam for
insulator deposition may lead to a material with poor insulating properties because
of the high amount of gallium incorporated into the layer; when this is a problem,
SEM induced deposition can be used, ensuring high insulating quality. In the case of
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Figure 12. EBIC “hot spot” signal superimposed on secondary electron image showing one leakage site
on this test structure [22].

SiOx pads deposited by the SEM, it has been found that the resistance of the layer
is two orders of magnitude higher than when using the ion beam [21]. In addition,
while attempting to localize IC fails, this time electrically, Zimmermann et al. used
the electron beam to deposit a highly insulating SiOx layer in-situ in the two-beam
system. A Pt probe pad was then deposited on the insulating SiOx layer with ion beam
assistance [22]. As before, the combination of FIB and SEM systems has proved both
practical and valuable.

Finally, the SEM brings with it to the two-beam system an electron beam induced
current (EBIC), a feature not present in the individual FIB system [23]. This is a useful
technique for locating defects in diodes, transistors, and capacitors. The SEM beam
generated a characteristic electron flow signal in the sample, which is then collected
and amplified, providing an EBIC “hot spot” image (figure 12). This is powerful in
pinpointing the bad site in a device that may contain as many as a few hundred thousand
structures. Since the FIB can be used to prepare the sample for EBIC characterization
and then to further analyze the located failure site through precision cross-sectioning,
the two-beam has an advantage above the SEM alone.

We have seen now that the two-beam FIB system is an excellent multifunctional
tool for sample imaging, modification and analysis. It offers high resolution 3D non-
destructive imaging with the electron beam, as well as useful contrast imaging and SIMS
chemical mapping with the ion beam. It can carry out precise, highly controlled an
automated sample modification including ion milling, lithography, micro-machining,
gas-assisted etching, and deposition. With all these and other capabilities, it is no
question that the two-beam system will have an even longer list of applications. The
remainder of this review is devoted to highlighting some of the most important of
these applications.
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III. APPLICATION OF FOCUSED ION BEAM INSTRUMENTATION

Thus far, we have discussed in depth the tremendous power of the FIB machine,
with its wide-ranging functions and capabilities. Yet the capabilities by themselves are
not the direct reason for the great industrial interest in FIB technology; instead, it
is the abundance of applications yielded by these capabilities that have given rise to
excitement. These applications seem to come with a promise of commercial success,
and will therefore be discussed in detail in this review. We will begin with applications
related to surface structure modifications, then look at the popular application of
TEM sample preparation, and finally go over the imaging applications found in the
FIB machine.

3.1. Surface Structure Modification

As discussed in earlier sections, the focused ion beam has the capabilities of a milling tool
at micro and nano scales, making it an attractive new technique for micro-machining
among other tasks. Three industrial fields particularly stand out as ideal candidates
for the application of this ability in the FIB system. It is an almost perfect fit for the
integrated circuit industry, and its need for more precise failure analysis and modifi-
cation of its products. The FIB provides engineers with a tool for defect location and
investigation, defect sample prep, circuit rewiring, and surface modification, all vital
in circuit design and fabrication. In addition, the FIB holds lithographic capabilities
that are becoming more and more effective. Critics have questioned the speed of the
FIB system for patterning and lithography because of its serial nature, but studies have
shown not only that FIB is up to par with lithographic standards, but also that FIB
lithography and patterning have proven effective with numerous materials and specific
applications.

Of course, as with any new technology, it is important to study its limitations. With
the FIB, there is interest in knowing what surface modification at low ion dosage will
do. At the Oxford University Department of Materials, a recent study was done to
characterize low-dose ion beam surface manipulation. A Si wafer was bombarded with
Ga+ ions at different doses between 1013 and 1019 ions cm−2 (where the dose = (Iion

∗

texposure)/(Apattern
∗ 1.602 E −15)). Rectangles with depths varying around 4 nm and

dimensions of 4 × 1 μm were created and investigated, along with grids consisting
of lines 5 μm by 20 nm. Atomic force microscopy was then used to characterize the
topology of the altered surface. It was discovered that the results differed for varying
doses of ions. In almost all cases, edge protrusions were noted, ranging from 0 nm
(1013 ions cm−2) to a maximum height of approximately 1 nm, when below a dosage of
1017 ions cm−2 (figure 13). Edge effects were blamed mainly on Ga+ implantation from
stray ions that would unintentionally deposit in nearby regions, as well as redeposition
of secondary and backscattered material [24].

With the knowledge we have from this and other research, we can understand
the limitations of the FIB system and work within these limits to achieve successful
applications of this valuable technology.
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Figure 13. AFM image of features produced by low does Ga+ ions on Si. Note the protruding edge
effect on 1016 ions cm−2 dosage (top right) [23].

3.1.1. Integrated Circuit Analysis and Modification

The semiconductor industry has made tremendous use of the FIB machine for its
applications in defect analysis and modification of integrated circuits during the pro-
totype stages. The benefits of being able to both remove and deposit material can
be directly observed, as the ion beam is capable of milling away enough to cut a wire
while depositing conducting material in another area to connect two pieces of wire
(figure 14). All this is done with minimal damage to the wafer itself, allowing for
the test product of be continually improved. The FIB can easily be used to create
samples of the wafer for further analysis.

Unfortunately, when investigating integrated circuits for defects, it is often difficult
to find the specific area of interest because of the lack of visible signs on the surface
of the material. As good of a repair tool as the FIB may be, the failure cannot be
repaired if it cannot be found. This problem has been analyzed at FEI Europe, Ltd.
and a technique has been developed to effectively locate the area of concern utilizing
the FIB machine for the entire process. The group examined a transistor containing
a certain gate (approximately 1μm2) under which a thin gate oxide layer had broken
down due to excessive voltage application (figure 15). The source and drain lay on
opposite ends of the gate, which sat on top of the gate oxide layer, all of which resided
on a silicon substrate. TEM samples of the failure site (<100 nm in diameter) were
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Figure 14. Image of rewired circuit. (Courtesy of Integrated Reliability)

(a)

(b)

Figure 15. (a) Transistor Structure (b) Image of defect, where the break is clearly visible [24].
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Figure 16. Combination SEM and FIB passive voltage contrast images. The FIB portion (at the right)
shows an area of memory cells after exposing the wings of the floating gates. One floating gate appears
bright, indicating that it is grounded and therefore the tunnel or gate oxide has failed [25].

desired for investigation on the mechanics behind the problem, but the area of failure
had to first be located. By starting on high beam currents, an outline and subsequent
trenches were dug around the region thought to be of focus. Removal of thin slices
together with fast imaging was performed until the structure became apparent. Once
achieved, low beam currents were used to uncover the region, noting that all focusing
and stigmation adjustment were done away from the region. It was found that these
basic steps succeeded in efficiently locating an area of defect [24]. Again, once the
defect is located, the FIB’s capabilities make it an ideal tool for use in integrated circuit
modification.

Other work, reported by Haythornthwaite et al., shows the versatility of the FIB
system and its wide range of circuitry applications. The group worked with electri-
cally erasable programmable read only memory, which after extensive use experiences
failures. The FIB machine proved useful in three stages of the failure analysis process.
Initially, using the FIB in passive voltage contrast mode helped confirm the occurrence
and location of the failures (figure 16). Then, as an added benefit, the FIB was able
to identify weak storage transistors on the memory device, which if not taken care of
could soon lead to other failures. Finally, TEM samples were created using the FIB
system, a process which will be discussed in depth in a later section [25].

3.1.2. Lithography and Patterning

Another application of the FIB machine related to surface modification involves its
lithographic capabilities in nanofabrication. It holds clear advantages over other meth-
ods in its ability for high resolution patterning and depth of focus, and therefore should
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Figure 17. AFM images of FIB patterning. On the left are the actual FIB cuts, and on the right are their
PDMS replicas [26].

be studied as a practical alternative. Unfortunately, because of the precision of the FIB
system and the detail of lithography, this application of the FIB has one major drawback;
although producing high quality results, the FIB machine appears unable to perform
high throughput production. This problem was studied in depth at the University of
Cambridge, where Li et al. replicated FIB created structures with nanocontact imprint-
ing. Silicon wafers were patterned (10 μm single pixel line and 20 nm diameter dots)
with a 30 kV Ga+ ion beam at currents of 1, 4, 11, and 70 pA. Analysis was done using
the AFM and replicas were made by pouring polydimethylsiloxane (PDMS) over the
print master, then peeling it off (figure 17). Dwell time, ion dosage, and beam current
were characterized, and satisfactory molds were created on almost all accounts [26].

As a result of its slow rate of progress, the FIB system, though proven capa-
ble of lithography, is still often criticized. With patterning rates generally around
0.1–1 μm3/nC incident ion current, its limited ability has been deemed as a restric-
tion in the applicability of FIB. However, Liu et al. have reported the ability to rapidly
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Figure 18. AFM images of topography in PMMA following FIB exposure at (a) 1 pA beam current
and a total irradiation time of 20 μs/feature, (b) 11 pA beam current and a total irradiation time of
500 μs/feature. (c) TEM image (recorded at 200 kV, using mass–thickness contrast with an objective
aperture, including just the transmitted beam of an array of sputtered features created using an 11 pA
beam and a total irradiation time of 5 ms per feature). Samples were prepared by direct spinning of PMMA
films onto TEM grids coated with thin (5 nm) amorphous C films [27].

create features, at rates exceeding those of past methods. Patterns were created on
polymethylmethacrylate (PMMA) that was spun onto Si wafers, producing a 120 nm
thin film (figure 18). Using a Ga+ ion beam with beam currents varying from 1–70 pA,
features were created with sizes ranging from 60–200 nm in diameter and 5–30 nm in
depth. At diameters of 60 nm and depth of 5 nm, the paper reports milling times at
20 μs per feature and a material removal rate of 1000 μm3/nC. Other features were
also created at rates orders of magnitude faster than previously reported. One point
of particular interest was the fact that all sputtering yields were consistently unusually
high. The group proposed the possibility that this was the result of a depolymerization
of the polymer being etched that was aided by the ion beam, a phenomena generally
seen at higher temperatures [27]. This is only one of several cases of successful high
speed lithography using the FIB. Although this method may not be the best in all
situations, there are clearly cases when the FIB is the best tool, both in speed and
quality, for lithographic and micro-printing applications.

Recently, a group at the University of Limerick in Ireland developed a two step
negative resist image by dry etching (NERIME) process for lithography. The method
combines exposure to Ga+ ions from the FIB machine with reactive ion etching
(RIE). By doing so, the group has further strengthened their abilities beyond those of
conventional lithography, as the process eliminates some of the limitations of basic FIB
lithography, such as low penetration depth and sample damage [28].

3.1.3. Materials Characterization and Alteration

We have already discussed in depth the characteristics of the FIB system which make
it excel at material characterization and alteration. Again, its milling and deposition
abilities allow the creation of almost any three-dimensional microstructure (figure 19),
and its cross-sectioning capability proves to be very useful in the study and characteri-
zation of materials. As a result, there is a seemingly endless list of applications that can
be derived from the FIB system. We discuss here just some of the many studies done
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Figure 19. Creation of nanometer 3D structures. (Courtesy of FEI Company)

with the FIB into materials characterization and alteration. As with any new machine,
there is an interest in finding out new processes and techniques that improve the old
ones, as well as an interest in new information that can be gathered. This section serves
to highlight some of these studies.

Gallium Nitride (GaN) is a widely applicable semiconductor material that has a
high melting point and strong light sensitivity properties, which make it well suited for
both high temperature devices and light detecting or emitting devices [29, 30]. Unlike
traditional methods of etching, the FIB does not need an etch mask for manipulation
because of its local specificity and precision; this is a most valuable feature in semicon-
ductor fabrication. In a study done at the University of Bristol, FIB etching onto GaN
structures was studied with both AFM and SEM techniques. Using an FIB machine
with a gallium ion gun as well as a magnetic sector mass analyzer, a 20 nm Ga+ ion
beam was used to etch square patterns of 49 μm2 onto a 1.2 μm thick GaN specimen at
doses of 500, 1000, 1500, and 2000 pC/μm2 (all done without an etch mask). Images
were obtained from the SEM using a secondary electron detector, as well as performing
a SIMS analysis. The etch depths and surface roughness were closely studied, and it
was found that the etch rate increased linearly with ion dose, which in turn resulted
in an increase in etch depth. The edge sections were found to have a roughness below
0.1 μm, a quite favorable number. All in all, it was found that although slower than
traditional methods, FIB etching on GaN proved to be more advantageous in its high
quality production and versatility [30].

In other experiments, it has been shown that ion bombardment on hydrogenated
silicon-carbon alloy films (a-SiC:H) creates optical contrast between crystal layers (dif-
ferentiating between those bombarded and those not) (figure 20). This is of great
interest because having a large optical contrast in a-SiC:H will result in a good mate-
rial for opto-electronic devices as well as for difficult environmental conditions. A
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Figure 20. Optical contrast pattern written into a GD a-Si0.85C0.15:H film deposited on Corning 7059
glass substrate. The transparent and opaque regions represent unimplanted and implanted parts of the film,
respectively. The patterning has been performed with the help of a program-controlled Ga+-focused ion
beam. The minimum feature size is 2.5 μm.

recent study compared Ga+ and Sn+ bombardment with previous experiments using
As+. Films were prepared with two methods, one being a glow discharge technique
(GD), and the other reactive magnetron sputtering (SP). Samples were bombarded at
50 keV (Ga+) and 60 keV (Sn+), with an ion-beam intensity of 2 μA/cm2 and doses
between 1015 and 1017 ions cm−2. In both cases, huge increases in optical absorption
coefficients were noted as compared to previous experiments with As+, indicating that
the formation of optical contrast was much more prevalent. Although strong in both
cases, this effect was even greater in the GD films as compared to the SP films [31].

Furthermore, the extent of the FIB’s material altering capabilities, particularly when
part of an integrated two-beam system, was demonstrated in work done by Anzalone
et al. in creating complex 3D structures. They show that using the milling and depo-
sition techniques discussed earlier, it is possible to model structures based on software
defined inputs or bitmap files using a digital patterning generator. Computer Aided
Design (CAD) files were used in conjunction with ion beam assisted CVD to create
3D helical structures (figure 21) [32].

In addition to alteration, many experiments have shown that the FIB machine is
a great tool for the characterization of nanosized objects. For example, we expanded
the applicability of the FIB by using it in combination with high-resolution strain
mapping software. These two techniques, when used together, provide a new method
for in situ measurement of the residual stresses in thin films. First, the FIB system is
used to create narrow slots having precise location. These slots serve to relieve residual
stress, causing the surrounding film to displace. The strain mapping software is then
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Figure 21. SEM images of an electron beam deposited Pt helical feature obtained with the use of the
digital patterning generator [32].

used to measure these displacements and relate them to the residual stress (figure 22)
[33]. Clearly, the FIB system is not only a useful stand-alone machine, but that it also
complements other techniques, making them more efficient and of a higher quality.

In a different experiment, we studied the lubricated wear of steel couples coated
with W-DLC. Among the methods used to characterize the samples, the two-beam
FIB system was used to reveal the sub-surface condition of the coating and substrate.
The ion beam was used to make small sections at specific locations, which were then
observed using the electron beam (figure 23) [34]. Similarly, the FIB was used to
characterize sub-surface damage in a study of foreign object damage (FOD) in a
thermal barrier system. The conditions were set to simulate those of a turbine engine,
and the FIB observations indicated damage in the thermal barrier coating (figure 24).
The study demonstrated that these changes were caused by particle impact, confirming
the presence of FOD [35]

These are, of course, only a few examples of the tremendous applicability of the
FIB system for the alteration and characterization of materials. With all its uses, the
FIB has become an invaluable tool for nanotechnology research.

3.2. TEM Sample Preparation for Imaging and Analysis

Perhaps the most studied and commonly used application of the FIB is for transmission
electron microscopy (TEM), specifically in sample preparation, where the FIB provides
revolutionary methods of creating electron transparent samples [36–41]. The TEM
is very useful for finding information on the atomic structure and composition of
solid materials. As its name suggests, the TEM collects its data from electrons that
are transmitted (or diffracted) through the sample. Therefore, TEM samples must be
extremely thin, with optimal samples less than 50 nm thick and an maximum near
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Figure 22. (a) A schematic of a FIB slot introduced into a film, defining the coordinates. (b) SE images
of a region of a diamond-like carbon film before and after the introduction of the FIB slot [33].

200 nm. In addition, it is quite necessary to have a sample which has been cleanly
extracted from the bulk specimen because of the fact that defect analysis (a major use
of TEM) is so location specific. In the past tedious time consuming techniques for
producing samples such as grinding and polishing were constantly a limiting factor in
the progression of research. In recent years however, the focused ion beam machine
has shown vast improvement in the time and quality of sample preparation.

The FIB holds a number of advantages over previous methods for TEM sampling.
For example, since the sample can be rotated and oriented without ever having to
take it out of the chamber, much time is saved while digging or etching the sample.
The defective area can be found by thinning away at different areas until the defect
is located, and then the milling process can begin. Also, samples can be much more
precise in there overall shape and size due to the exactness of the FIB. Lastly, the
FIB lets the user watch as he or she is sectioning a sample, allowing for much better
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Figure 23. (a) SE image of surface morphology of damaged area. (b–d) SE images of FIB cross-section
of W-DLC coating at ‘A,’ ‘B,’ and ‘C,’ respectively. The arrows identify regions where the retained
W-DLC coating segments have either translated or rotated [34].

Figure 24. SE image of FIB cross-section showing the kink band beneath the impact site. The cracks,
magnified in (b) and (c), extend along the kink band from the densified zone to the TGO layer [35].
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decision making. This feature is greatly enhanced with a two-beam FIB system, where
the SEM can be used for high-resolution imaging. In general, the FIB’s capabilities of
precise cutting and polishing give it a unique ability to quickly create excellent TEM
samples, a process which once needed numerous machines to take care of. Cairney,
et al. have taken advantage of this, using the FIB to create sample of “large, uniformly
areas with relative ease” for their TEM work studying TiN and TiAlN thin films
[37]. Similarly, Volkert et al. used the FIB to prepare TEM samples for their work on
synthetic fluorapatite-gelatine composite particles. They report that the FIB-prepared
samples make “high-quality, crack-free specimens with no apparent ion beam-induced
damage” [38].

The most practical method for sample creation is the so called lift-out technique,
where the focused ion beam, with its massive density, is able to perform site specific
milling on bulk samples. The samples are generally coated ahead of time with some
conducting metal so as to eliminate charging, and are then placed in the FIB machine
for alteration. Once secured in the chamber, the region of investigation is found and a
trench is dug around the area in a step-like fashion. It should be noted that the X and
Y dimensions of the rectangular trenches must be at a ratio of 2:1 respectively so that
one is able to image the entire trench. When the sample is thin enough, it is basically
cut along the attached edges and lifted out with a glass rod, then placed in the TEM
grid for analysis (figure 25). The lift-out technique was used by Wang et al. to prepare
CMOS cross-sectional specimens starting with integrated circuit wafers. They report
success in producing a “large and uniform sectional specimen in a very short time.”
On the other hand, they mention a disadvantage of the lift-out technique, namely that
a finished specimen cannot be refabricated if it is too thick; newer techniques using
the FIB have been able to overcome this problem [39, 40].

Another significant problem which has been observed to occur during thinning in
the lift-out method is a warping effect in the sample. As thinning occurs (to roughly less
than 200 nm), stressed samples fall into a bent shape to alleviate the pressure (figure 26).
Stress can be caused by the bulk sample because of poor mounting or can be the result
of the internal structure of the material. In either case, a study done at FEI Europe
Ltd. found that cutting either one or both of the edges (depending of the seriousness
of the warping) of the near fully thinned sample would alleviate the stress by giving
it room for relaxation. This technique has proved to solve almost all cases of warping
problems [41].

An alternative to the lift-out method of TEM sample preparation is called micro-
pillar sampling. This technique is particularly useful in preparing specimens in situ
for the scanning transmission electron microscope (STEM). The FIB micro-sampling
method is used to extract a pillar shaped sample from the specimen, which is then
mounted on top of a conical stage developed specifically for this method. The sample
is then transferred to the STEM, where various imaging techniques are used [40].

In addition to material science, the FIB machine’s success in TEM sample preparation
has been used for environmental science applications. Copper run off from the roofs of
many buildings is becoming a serious environmental concern, and strategies to reduce
infiltration are being explored. One such idea has been to place filter systems in major
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Figure 25. (a) Schematic of FIB cutting for TEM sample prep [39]. (b) SE image of sample directly
before actual lift out. (Courtesy of FEI Company)
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Figure 26. Image of warping effect. Cuts will be made around two endpoints to decrease warping.

runoff areas, the focus of a study done by the Swiss Federal Institute for Environmental
Study and Technology. Iron hydroxide was found to be the most effective Cu filter.
Testing focused on Cu adsorption on suspended specimens in the water as well in the
iron hydroxide. TEM was used with iron hydroxide samples prepared using the FIB
lift out technique, and it was found that indeed the iron hydroxide was effective in
decreasing the copper runoff [43].

With TEM sample preparation, as with most other FIB applications, the two-beam
system can provide certain advantages beyond those already discussed. Sivel et al. have
studied two cases in which the two-beam FIB system has succeeded where other
methods have failed. In the first, the two-beam was used to make samples for TEM
imaging of an interface in a metal/organic coating sample (figure 27). The samples were
composed of an 80 μm thick epoxy coating applied onto a 1 mm thick aluminum
alloy. Sample preparation of interfaces is generally difficult because of the different
mechanical properties of the two layers, but while conventional ion milling damaged
the sample, preparation using the two-beam was successful. Similary, the two-beam
was needed to successfully prepare a TEM sample of a grain boundary in a Cu3Au
alloy [44].

The TEM itself has a wide-range of uses, which can all now be added to the list
of applications for which the FIB system is helpful. Undoubtedly, using the FIB has
made improvements in both speed and quality of TEM sample production, and is a
most important tool to have available.
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Figure 27. (a) Bright-field TEM image of the aluminum-epoxy interface of sample 1. No interface
layer is visible. (b) TEM image of sample 2. A regular 30-nm-thick hydroxide layer is visible at the
interface. (c) TEM image of the interface of sample 3. A 150-nm-thick pseudoboehmite layer can be
seen. The epoxy coating has fully penetrated the rough pseudoboehmite layer [44].

Figure 28. High grain boundary definition in Nickel Polycrystals ion beam image [45].

3.3. Sample Imaging—Defining the Third Dimension

As discussed earlier, the FIB machine has the capability to image a surface, and the
two-beam system in particular can obtain images using either an electron beam or
and ion beam. Using the ion beam is advantageous for obtaining images that illustrate
high grain boundary definition, as compared to the electron beam which gives crisp
resolute surface images. This feature of ion beam images can be observed in work
done on modeling the plasticity in LIGA nickel MEMS structures (figure 28) [45].
Though there have been marked advancements in FIB imaging such as adding oxides
or carbides for enhancement, one must be aware that using the focused ion beam to
image a surface will damage the surface to some extent. This is where the advantages
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Figure 29. Schematic of cross sectioning for grain shape determination.

of the two-beam system come into play by allowing the user to switch back and forth
between etching with the FIB and imaging with the SEM [7, 18, 46].

What is so unique about the FIB machine is its ability to uncover the third dimension
of a material for imaging. Revealing the internal structure is of the utmost importance
to many researchers because it yields valuable information regarding the properties of
the material and predictable behavior under certain conditions. In particular, studying
the grain structure or grain boundary of a material can provide good insight. In this
respect, the two-beam FIB machine can be of great aid. Three-dimensional images are
put together using a group of two dimensional images, obtained by shearing off sections
of a sample using the FIB, then imaging with the SEM (figure 29). Interpolation of the
graphs gives a three-dimensional representation, and important data about the grain
structure and other features can then be attained. Internal elemental distribution can
also be obtained using SIMS [18, 46]. Dunn and Hull recently demonstrated this ability
of the FIB to create three-dimensional volume reconstructions. Their method used
FIB serial sectioning and linear interpolation, and was able to produce well defined
images of the sample’s 3d structure (figure 30) [47].

Cross-sectioning with data analysis using the FIB machine has also been shown
to be useful in investigating the effect of additive exposure. A study done at the
University of Tokyo used the FIB machine to create cross sections in non-woven
fibers with additives for spatial and distribution analysis. Researchers took non-woven
polyester fiber samples and added Chimassorb 944, an additive known to improve the
functionality of the fiber. Elemental distribution was of particular interest, and a new
method of gathering this data was performed using FIB/SIMS technology. Samples
of altered fiber were cross sectioned throughout the interior and surface in 3 different
manners: perpendicular to the fibers, at a 45◦ angle, and parallel to the length of the
fibers. SIMS mapping was then performed on the cross sections yielding the desired
chemical distribution. Signals for C−, O2

−, AlO−, Na+, K+, Ca+, CaO+, and C+ ions
were detected, analyzed and mapped for three-dimensional spatial analysis. Voids were
found in the material where the additive seemed to concentrate, but most importantly
a method of three-dimensional analysis using FIB/SIMS/SEM technology was proven
successful (figure 31) [48].
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Figure 30. An array of vias reconstructed from a series of secondary electron images collected as a
function of depth [47]

Figure 31. Focused Ion beam-induced secondary electron images. The cross-section is approximately
perpendicular (a), parallel (b) and 45◦. (c) to the longitudinal of the fiber, respectively, as shown in the
diagram [48].

As usual, these are just a minute sample of the ways the FIB has been applied to 3D
imaging purposes. Nonetheless, they demonstrate the great success and practicality of
the FIB system, characteristics that make it an ideal tool.

3.4. Damage to the Sample Induced by the FIB

Having discussed many of the advantages of using the FIB system, this review would
not be complete without a warning of the possibility of causing damage to the sample.
Typically, the focused ion beam has several detrimental effects which result from its
use. Firstly, bombardment with Ga+ ions will likely result in some level of gallium
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Figure 32. The structure of (a) the side-wall and (b) bottom-wall of the trench milled using a 10 keV
beam energy and a 250 pA ion beam current [49].

implantation into the surface layers of the sample. Additionally, this bombardment can
cause the formation of an amorphous layer, as atoms are knocked out of place and
vacancies are created. Finally, some heterogeneity in thickness can occur by means of
preferential sputtering or redeposition. It is very important that we gain an under-
standing of the nature and cause of this sample damage, so that we are both able to
recognize it and develop techniques to minimize its occurrence.

Many studies of FIB-induced damage have been undertaken. For example, Rubanov
et al. looked at cross-sections of trenches milled using the FIB to observe the types
and range of damage incurred. They discovered that side-wall damage layers were
amorphous, a direct result of using the gallium beam. As for the bottom-wall damage,
the group found that there was a layer of material rich in gallium, and that local
recrystalization had occurred (figure 32). They experimented with different beam
energies, and noted that a reduction from 30 keV to 10 keV cut the thickness of the
damage layer in half. In more complex milling patterns, redeposition often occurred
[49].

Of course, these limitations of the FIB should not discourage the use of the FIB
machine for research. It is the very ability to cause damage to the sample that gives the
FIB its remarkable range of capabilities and applications. In addition, several methods
to reduce the damaging effect are being developed, each of which has both benefits
and weaknesses. Sutton et al. looked at the affect of the sample tilt, and noted that the
depth of damage could be decreased by tilting the specimen by angles between 4 and
8 degrees at the end of the thinning process. The downside of this technique is its
inability to create parallel sidewalls for chemical analysis [50]. Alternatively, using the
GAE techniques discussed earlier has been shown to not only increase the etching rate,
but also reduce the rate of re-deposition and gallium implantation [51]. The optimal
method depends on the needs of the specific user and experiment, but in almost all
cases, the FIB is considered as a versatile tool that combines both nanofabrication and
microscopy capabilities for nanotechnology research.



284 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

ACKNOWLEDGEMENTS

The author is grateful to his students: Nathan Etessami, Gabriel Mas, Fei Wang, who
have partially contributed in preparation of the manuscript; to the National Science
Foundation-MRSEC program and New Jersey Commission of Science and Technol-
ogy for their support.

REFERENCES

1. Krohn, V. E. Progr. Astronautics R (1961) 73.
2. Krohn, V. E. and Ringo, G. R., “Ion source of high brightness using liquid metal”, Appl. Phys. Lett.

27 (1975) 479.
3. Orloff, J., Utlaut, M., and Swanson, L., High Resolution Focused Ion Beams: FIB and Its Applications,

Kluwer Academic/Plenum Publishers, New York, NY (2003).
4. Phaneuf, M.W., Applications of focused ion beam microscopy to materials science specimens, Micron,

30 (1999) 277.
5. Van Doorselaer, K., Van den Reeck, M., Van den Bempt, L., Young, R., and Whitney, J., How to

Prepare Golden Devices Using Lesser Materials in, Proc. 19th International Symposium for Testing and
Failure Analysis (1993).

6. Russell, P. E., Stark, T. J., Griffis, D. P., and Gonzales, J. C., Chemically Assisted Focused Ion Beam
Micromachining: Overview, Recent Developments and Current Needs, Microsc. Microanal., 7S2 (2001)
928.

7. Phaneuf, M. W. and Li, J., FIB Techniques for Analysis of Metallurgical Specimens, Microsc. Microanal.,
6S2 (2000) 524.

8. Gerlach, R. and Utlaut, M., Focused ion beam methods of nanofabrication: room at the bottom, Proc.
SPIE Int. Soc. Opt. Eng., 4510 (2001) 96.

9. Mitsuishi, K., Shimojo, M., Han, M., and Furuya, K., Electron-beam-induced deposition using a
subnanometer-sized probe of high-energy electrons, Appl. Phys. Lett., 83 (2003) 2064.

10. Khizroev, S., Bain, J. A., and Litvinov, D., Fabrication of nanomagnetic probes via focused ion beam
etching and deposition, Nanotechnology, 13 (2002) 619.

11. Allameh, S. M., Yao, N., and Soboyejo, W. O., Synthesis of self-assembled nanoscale structures by
focused ion-beam induced deposition, Scripta Mater., 50 (2004) 915.
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10. ELECTRON BEAM LITHOGRAPHY

ZHIPING ( JAMES) ZHOU

1. ELECTRON BEAM LITHOGRAPHY AND NANOTECHNOLOGY

The field of nanotechnology covers nanoscale science, engineering, and technology
that create functional materials, devices, and systems with novel properties and func-
tions that are achieved through the control of matter, atom by atom, molecule by
molecule or at the macromolecular level. The domain of nanoscale structures, typ-
ically less than 100 nm in size, lies dimensionally between that of ordinary, macro-
scopic or mesoscale products and microdevices on the one hand, and single atoms
or molecules on the other. There are two approaches to making building block arti-
facts such as quantum dots, nanotubes and nanofibers, ultrathin films and nanocrystals,
nanodevices: bottom-up synthesis and top-down miniaturization.

The bottom-up approach ingeniously controls the building of nanoscale structures.
This approach shapes the vital functional structures by building atom by atom and
molecule by molecule. Researchers are working to find the mechanism of “self-
assembly”. “Self-assembly” involves the most basic ingredients of a human body self-
reproducing the most basic structures. “Self-assembly” covers the creation of the func-
tional unit by building things using atoms and molecules, growing crystals and creating
nanotubes.

“Top down” is an approach that downsizes things from large-scale structures into
small-scale structures. For example, vacuum tubes yielded to transistors before giving
way to ICs (integrated circuits) and eventually LSIs (large scale integrated circuits).
This method of creating things by downsizing from centimeter size to micrometer size
is called “microelectronics”.
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It is a well-known fact that microelectronics has advanced at exponential rates dur-
ing the past four decades. Due to its rich functionality in applications, low energy
consumption in operations, and low cost in fabrication, microelectronics has entered
into almost all aspects of our lives through the invention of novel small electronic
devices. The most important advancement is the extension of microelectronics and
its fabrication methodology into many non-electronic areas such as micro-actuators,
micro-jet, micro-sensors, and micro DNA probes.

As this technology continues to advance, it has been extended from micrometer
to nanometer scale, hence the existence of “nanotechnology” or “nanofabrication”.
Using nanotechnology, the narrowest line pattern on massive produced semiconduc-
tor devices is now approaching the 50-nanometer level. In research labs, horizontal
dimensions of the device feature sizes have been further scaled down from 130 nanome-
ters to 6 nanometers [1] and its vertical dimensions have been reduced to less than
1.5 nanometers or a couple of atoms [2]. These nanoscale devices known as
“nanodevices” are obtained through the top-down miniaturization approach.

The heart of the top-down approach of miniaturization processing is the nanolithog-
raphy technique, such as Electron Beam Lithography (EBL), Nanoimprint Lithogra-
phy (NIL), X-ray Lithography (XRL), and Extreme Ultraviolet Lithography (EUVL).
Among the four techniques of nanolithography, the EBL approach is the front-runner
in the quest for ultimate nanostructure due to its ability to precisely focus and control
electron beams onto various substrates. It has been demonstrated that electron beams
can be focused down to less than 1 nm. This will extend the resolution of EBL to the
sub-nanometer region provided that appropriate resistant material is available.

Electron Beam Lithography is a method of fabricating sub-micron and nanoscale
features by exposing electrically sensitive surfaces to an electron beam. It utilizes the
fact that certain chemicals change their properties when irradiated with electrons just
as photographic film changes its properties when irradiated with light. With computer
control of the position of the electron beam it is possible to write arbitrary structures
onto a surface, thereby allowing the original digital image to be transferred directly
to the substrate of interest. EBL followed soon after the development of the scanning
electron microscope [3]. Almost from the very beginning, sub-100 nm resolution was
reported. As early as 1964, Broers [4] reported 50 nm lines ion milled into metal
films using a contamination resist patterned with a 10 nm wide electron beam. Later
in 1976, with improved electron optics, 8 nm lines in Au-Pd were reported using a
0.5 nm probe [5]. In 1984, a functioning Aharonov-Bohm interference device was
fabricated with EBL [6]. Muray et al. [7] reported 1 to 2 nm features in metal halide
resists. Until recently, EBL was used almost exclusively for fabricating research and
prototype nanoelectronic devices. Currently, its precision and nanolithographic capa-
bilities make it the tool of choice for making masks for other advanced lithography
methods.

In EBL nanofabrication, working conditions at which electron scattering causes
minimal resist exposure is required. To achieve this goal, either very high energy or
very low energy [8] electrons are used. In high-energy case, the beam broadening in
the resist through elastic scattering is minimal [5] and the beam penetrates deeply into
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Figure 1. Electron beam lithography instrument. Electrons are generated and accelerated by the electron
gun, and guided through the column by the electromagnetic lenses and the deflection scan coil. Both the
scanning system and the X-Y-Z stage are used to define the working point on the workpiece.

the substrate. Low energy electron approaches are effective because the electrons have
too low an energy to scatter over large distances in the resist.

To implement electronic beam nanolithography into a manufacturing process, speed
and precision are required as well as control and yield in the nanofabrication processes.
At nanoscale, the fundamental limits of e-beam resist interactions are also important
issues, which concern electron scattering and the sensitivity of particular classes of resists
to low-voltage in elastically scattered electrons. The issues of throughput, precision,
and yield are relevant to instrument design, resist speed, and process control.

2. INSTRUMENTATION OF ELECTRON BEAM LITHOGRAPHY

2.1. Principle

An EBL instrument is a result of working a scanning electron microscope (SEM) in
reverse, that is, using it for writing instead of reading. Its view field and throughput
are, therefore, limited by the nature of this working principle. Similar as in the SEM,
an EBL instrument consists of three essential parts: an electron gun, a vacuum system,
and a control system. Figure 1 shows the diagram of an EBL instrument.
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An electron gun is a device that generates, accelerates, focuses, and projects a beam of
electrons onto a substrate. Electrons are first produced by cathodes or electron emitters.
They are then accelerated by electrostatic fields to obtain higher kinetic energy and
shaped into an energetic beam. Finally, the guidance system, consisting of the electric
and magnetic focusing lenses and deflecting system, transmits the beam to a work point
on the substrate.

The electron beam can only be properly generated and unrestrictedly propagated to
the substrate in high vacuums. Depending on the material used for the electron gun
and the application of the electron beam processing, the vacuum level requirement
can usually range from 10−3 to 10−8 mm Hg. Therefore, the vacuum system, which
creates a vacuum environment in the electron gun column and the working cham-
ber, is considered one of the most important parts in the electron beam processing
instrument.

The control system provides the manipulation capability for the electron beam
generation, propagation, and timing. It also provides control over substrate translation
and other functions. The coordination between translating substrates and blinking the
electron beam on and off makes it possible to transfer the AutoCAD design onto a
thin layer of electron beam resist.

There are two ways to generate actual patterns using an EBL instrument: raster-
scanning and vector-scanning. A raster-scanning system patterns a substrate by scanning
the exposing beam in one direction at a fixed rate while the substrate is moved under
the beam by a controlled stage. In order to compose a designed pattern the electron
beam is blanked on and off thousands of times during each scan. It is much like the raster
scanning of a television. The vector-scanning scheme attempts to improve throughput
by deflecting the exposure beam only to those regions of the substrate that require
exposure. In this way, significant time can be saved since the beam skips over the areas
that have no pattern.

2.2. Electron Optics

The theory of electron beam lithography can be understood through the electron
motion in electric and magnetic fields and the basic Electron Optical Elements. Gen-
erally speaking, the electron motion in electric and magnetic fields can be described
by Maxwell’s equations. However, it is very difficult to solve the practical design prob-
lem of an electron beam system by simply applying the boundary conditions to the
Maxwell’s equations. Therefore, only the basic electron dynamics will be given in this
section.

2.2.1. Basic Electron Dynamics

Assuming the velocity of the electrons during the processing is very small compared
to the speed of light, assuming the applied electric and magnetic fields are static or
varying slowly so that they can be treated as constants, and assuming electrode shapes,
potentials, and magnetic field configuration are known, the general equation of motion
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Figure 2. Ray diagram of electric lens. It is used for deriving the focal lengths of a thin lens.

for an electron in electric and magnetic fields can be written as:

d 2r

d t 2 = q
m

(E + v × B) (1)

where q is the charge of the electron, m the mass of the electrons, and r a position
vector locating the electron with respect to any origin. E and B denote electric and
magnetic field, respectively. v is the velocity of the electron moving in the fields.

electric lens Considering an axially symmetric field system of the electron beam
generating column, the electron beam passes through a common point near the axis
can be made to pass through another common point by a relatively limited region
of the field variation. In analogy to the light optics, it is appropriate to call the first
common point the object, the second the image, and the region of the fields the
electric lens. Properties and parameters of the electric lens can be derived from the
following paraxial ray equation:

d 2r
d z2

+ d r
d z

(
V ′

0

2V0

)
+ r

4
V ′′

0

V0
= 0 (2)

whereV0 is the potential on the axis. For examples, since the derivativesV ′
0 andV ′′

0 are
normalized with respect toV0, it is understandable that the field distribution rather than
the intensity of the potential will determine the electron trajectories. The equation
is unchanged in form even if a scale factor is applied to the location r. This indicates
that all trajectories parallel to the axis will have the same focus regardless of their initial
radius. It should be noticed that the electron charge q and electron mass m are absent
from the ray equation. This implies that the equation is also applicable to other particles
such as ions. Using the ray diagram in Figure 2, two focal lengths of a thin electric
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lens can be obtained from equation (2) as

1

f i
= (−1)i

1

4
√

Vi

2∫
1

V ′′
0√
V0

dz i = 1, 2 (3)

and the relationship between two focal lengths is similar to that in optics

f2

f1
= −

√
V2√
V1

, (4)

where
√

Vi is equivalent to the optical index of refraction, Ni.

Magnetic lens As in the electric case, an axially symmetric magnetic field also
has lens characteristics and is called a magnetic lens. The paraxial ray equation for a
magnetic lens is written as:

d 2r
dz2

=
q
m

r B2
0

8V
(5)

whereB0 is the magnetic field on the axis. Clearly, the magnetic lens effect will depend
on the charge and mass of the electrons involved. The magnetic lens is symmetrical
because the equation is unchanged if B0 is reversed in sign. The spatial invariance
of the magnetic lens ensures that electronic imaging can be performed without dis-
tortion near the axis. Similar to the case of the electric lens, the focal lengths are
given as

1
f2

= −
q
m
8V

2∫
1

B2
0 d z (6)

and

f1 = − f2. (7)

The symmetry in equation (5) has been applied to obtain the equation (7). Since
electrons have a negative charge of q , the back focal length of f2 is always positive.
Therefore, the magnetic lens is always convex.

Bipole element Electron beam deflection could be achieved by using electrostatic
and magnetic bipole elements. An electrostatic field will bend the passing electron beam
towards the positive pole, while a magnetic field deflects the beam to the direction
perpendicularly to the direction of the field. A pure magnetic field will change the
direction of the electron’s motion, but not the speed. The relationship between the
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magnetic field and the curvature of the electron path can be written as

R = mv

qB sin θ
(8)

whereR is the instantaneous center of curvature and θ is the angle between the magnetic
field and the velocity vectors.

Equations (1)–(8) describe the focusing imaging, and deflection of the electron beam
and provide the basic electron dynamics needed in simple electron beam system design.

2.2.2. Electron Optical Elements

Compared with other lithography instrument, the use of electron guns is the core
characteristic of the electron beam lithography technique. The principles of electron
guns can be understood through the way of optical pass to rays of light. The electron
optical elements are simply their optical counterparts. Therefore, this section will be
mainly focused on the electron guns, including source generation, beam shaping, and
the beam guiding system.

Based on the physical laws of electron emission and the desired energy conversion
at the work point, almost all guns are of similar design, although they might differ
widely with respect to beam power, acceleration voltage, and electron current. In the
gun, free electrons are first generated from emitters, or cathodes, and are then shaped
into a well-defined beam, which is ultimately projected onto the work point. The
common concerns of the source generation and beam shaping systems are described
below.

Source generation

Emission There are two kinds of electron emission. The first kind, called
thermionic emission, happens when the emissive materials are heated up to a high
enough temperature. The second type is field emission, in which electrons are
produced due to an intense applied electric field. Since thermionic emission has
higher efficiency in producing electrons at lower cost, it is widely used in industry
and will be our primary concern here.

According to quantum dynamics, electrons are at rest in the ground state at 0◦K
and their energy levels and bands are well defined. As the temperature of the mate-
rial increases, some electrons obtain more energy and jump to higher energy levels.
Therefore the width of the energy bands increases. When the temperature is high
enough, the electrons obtain sufficient energy to overcome the natural barrier, the work
function that prevents them from escaping. In particular, as the temperature increases,
the upper limit on the conduction band of metals smears and stretches out. Some of the
conduction electrons obtain enough energy to overcome the potential barrier at the
surface of the metal. These electrons may then be drawn off by the application of a
suitable field. If the field is sufficiently high to draw all the available electrons from a
cathode of work function �, the saturation current density J obtained at temperature T
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Figure 3. Space-charge-limited emission and temperature-dependent emission. Most cathodes in
electron guns operate in the transition range between the space-charge and saturation regimes so that the
desired emission current density can be obtained at the lowest cathode temperature.

is given by the well-known Richardson-Dushman Law

J = AT 2 exp
(

−q �

kT

)
(9)

where A is a constant determined by the material and k is the Boltzmann constant.
In practical electron gun design, less than the saturation current is usually drawn from

the gun. In this situation, the field is not strong enough to draw off all the available free
electrons from the cathode. Therefore, the residual electrons are accumulated near the
surface of the cathode, forming an electron cloud layer. Such operation, termed space-
charge-limited emission, has the advantage that a smaller virtual cathode is formed
slightly in front of the cathode that has a stable charge density, essentially independent
of cathode temperature. The current that flows between parallel electrodes is given by
Child’s law [9]

J = 4
√

2ε0

9

√
e/m

V3/2

L2
= 0.0233

V3/2

L2
(10)

where V is the acceleration voltage and L is the distance between the cathode and
anode.

Figure 3 shows the current density in the range of space-charge-limited emission
and temperature-dependent emission. Most cathodes in electron guns operate in the
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transition range between the space-charge and saturation regimes so that the desired
emission current density can be obtained at the lowest cathode temperature.

Equations (9) and (10) give the conditions for obtaining the required emission from
a given cathode material. As long as the material is specified, the preliminary cathode
design can be completed.

Materials Free electrons may be obtained from the cathodes of many kinds of
materials. However, the primary gun design requirements are that the cathode has a
low work function and good thermal efficiency, supplies an adequate emission current,
and is simple to construct. Among all the constraints, the vacuum condition of the
electron gun puts strong limits on the choice of cathode materials.

At low vacuum level (less than 1 × 10−5 mm Hg), materials with low work functions
and high bulk evaporation rates, such as barium, are frequently used. The material is
first contained within the body of another material which provides structure and shape
for the cathode, and then migrated to the surface by a diffusion process. This kind of
cathode is called a dispenser cathode. The dispenser cathode generates and maintains an
excess of barium metal at its surface and relies on that excess for its emission properties.
In this configuration, the evaporation of the materials can be slowed down and easily
controlled.

At vacuum levels higher than 1 × 10−5 mm Hg, the choice of cathode material is
restricted to the refractory metals, which have higher work functions and operate at
higher temperatures. The most attractive refractory metals are tungsten and tantalum
with work functions of 4.55 and 4.1 electron volts, respectively. The melting point of
tungsten is 3410◦C, while that of tantalum is 2996◦C. At temperatures below 2500◦C,
tantalum will emit 10 times the current of tungsten. Tantalum is also easy to work
with and can be formed into a sheet to produce special cathode shapes.

If the vacuum is to be recycled to atmosphere but not operated above 5 × 10−6 mm
Hg, a cathode of lanthanum hexaboride (LaB6), with work function of 2.4 electron
volts, may be used [10]. This arises from the need for relatively high emission current
densities at lower emission temperatures. Among other activated cathodes, LaB6 is
much less sensitive to problems such as cathode contamination and lifetime but its
long-time stability and thermal cycling stability are still unsolved problems.

Among all these cathode materials, tungsten may not be the best in most respects, but
for normal applications it is a cheap, robust, and reliable emissive source. As of today,
tungsten remains the most important cathode material in the field of electron beam
processing, even though tantalum, LaB6, as well as tungsten with emission-increasing
alloying elements are also widely used.

Beam shaping and guidance After the free electrons are emitted from the
cathode, they are first shaped into a well-defined beam with the desired beam diameter
and focal length and then guided to the work point on the workpiece. This is achieved
through different gun design and via focusing and deflection by using the principles
of electron optics.
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Figure 4. Three-electrode telefocus gun. Its long focal length is primarily due to the hollow shape and
negative bias of the Wehnelt electrode, which acts as a simple electrostatic lens.

Gun type A basic electron gun consists of a cathode, a focusing electrode, and an
anode. It is called a two-electrode gun if the focusing electrode has the same potential as
that of the cathode. A design with different potentials of the cathode and the focusing
electrode is called a three-electrode gun. Multielectrode guns have several focusing
electrodes or control electrodes at different potentials.

Analogous to the terminology in light optics, it is called an axial gun if the elements of
the beam-generating system, the electrostatic field, and the beam itself are rotationally
symmetrical. There are three basic axial gun types for general use: the Telefocus gun,
the Gradient gun and the Pierce gun.

The Telefocus gun is a three-electrode gun, see Figure 4. It is primarily designed to
produce a relatively long focal length. The long focus effect is due to the hollow shape
and negative bias of the Wehnelt electrode, which acts as a simple electrostatic lens.
It operates as follows. First, the electrons near the cathode are pushed outwards along
the diverging electric field. Due to the special design, the equipotentials between the
Wehnelt electrode and the anode then become flat, and finally converge toward the
anode (shown as dotted lines). At this final step, the electron beam obtains a net radial
velocity inward. The magnitude of the net radial inward velocity is smaller than the
initial outward velocity because the electrons now have higher energy. Consequently
the electron beam converges quite slowly and has a long focal length. If the bias
on the Wehnelt electrode increases, the field curvature in the cathode region also
increases. Therefore, the focal length will be longer because the starting electron beam
is more divergent. The ray traces are shown in solid lines. Position P is the focal
point.

The Gradient gun [11] shown in Figure 5 is a post-acceleration gun. Similar to the
conventional triode, the relatively high voltages and large currents are controlled by a
small “grid” voltage V1. Thus the total beam power may be varied over a wide range
with a small variation in spot size. In order to take full advantage of the gun’s capabilities,
the total accelerating voltage must be much larger than the controlling voltage V1. Also,
V1 must be high enough to draw adequate emission from the cathode.

In many applications in semiconductor manufacturing, uniform high intensity elec-
tron beams are required. It was suggested by Pierce that such a uniform electron beam
could be obtained over a limited region if the region is considered a segment of exten-
sive beam flow, and the electrodes, including cathode and anode, are shaped to maintain
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Figure 5. Triode gradient gun. Similar to the conventional triode, the relatively high voltages and large
currents are controlled by a small “grid” voltage V1. Thus the total beam power may be varied over a wide
range with a small variation in spot size.

Figure 6. Two-electrode pierce gun. It is designed to produce, under the space-charge-limited emission,
a parallel or slightly divergent uniform high intensity electron beams.

the same voltage along the edge of the segment. The so-called Pierce gun is designed
to produce, under the space-charge-limited emission, a parallel or slightly divergent
beam, see Figure 6. In this design, a broad electron beam is emitted by a flat cathode
and propagates as a parallel laminar flow with a sharp planar or cylindrical surface. To
keep this beam propagating as a parallel beam, the shape of the electrodes outside the
beam must be carefully considered. The simplest solution is to have a 67.5◦ angle at
the cathode and the curved anode surface, which coincides with an equipotential.
A spherically curved cathode will converge the beam. However, the resultant focus
point will be relatively large due to the outward directed force of the space charge.
The Pierce gun is a two-electrode gun and is easy to design. The beam can be par-
allel, divergent or convergent. The efficiency of the gun can be as high as 99.9 % or
more.
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Figure 7. A double deflection system in which a focal point at the object plane is deflected by α degree
at the image plane.

Beam guidance Shaped in the gun, the beam is characterized by the parameters of
the focal spot. The most important focal spot parameters are the diameter and location
of the focal spot on the axis, the current density and current density distribution on the
focal plan, and the aperture. The object of the beam guidance system is to transform
these parameters into parameters required by the particular application process on the
workpiece. Figure 7 shows a simple beam guiding system. In this system, a focal point
at the object plane is first deflected by a double deflection system, and then imaged
and refocused onto the image plane. For some applications, the beam diameter formed
inside the gun must be imaged either on an enlarged or reduced scale to obtain a beam
with a defined diameter, a particular current density, and a specified power density
on the workpiece. The beam current at the working point may be lower than the
beam current in the gun through aperture limiting. Other applications may require
that the beam be guided into the working chamber without any noticeable loss in
beam current.

Like all other electron beam applications, beam guidance for electron beam process-
ing is achieved via imaging, focusing and deflection under the principles of electron
optics. In general, rotationally symmetrical magnetic fields produced by magnetic-lens
systems are used for imaging and focusing; either plain or crossed magnetic bipole
elements are often used for beam deflection. In the case of turning the beam over wide
angles, magnetic sector fields may be added for additional deflection.

The magnetic lenses can be generated by permanent magnets. It can also be created
by electrical coils. The simplest magnetic lenses are iron-clad coils, as shown in Figure 8.
In this configuration, the magnetic induction is proportional to the excitation NI,
where N is the number of turns and I is the coil current. The magnetic field profile
and the electron optical features of the lens are totally dependent on the gap width, w,
and the bore diameter of the pole pieces, D. In practice, the aberration and astigmatism
should also be considered in lens design.

It can be seen from Equations (6) and (7) that all magnetic lenses are convex lenses.
These lenses can be used for either producing a magnified image of the object or
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Figure 8. A magnetic lens generated by iron-clad coils, which is a basic element of the electron beam
processing equipment to project an electron beam pattern to the workpiece.

focusing a parallel electron beam to a fine point. Assuming the front and back focal
lengths of the convex “thin” lens are same, Newton’s lens equation can be applied for
the electron beam formation:

1
ξ

+ 1
ζ

= 1
f

(11)

where u is the distance between the object and the lens, v the distance from the lens
to the image, and f the focal length of the lens. It can be seen that to obtain a real
magnified image, both ξ and ζ should be greater than f. The magnification is defined
as:

M = ζ

ξ
· (12)

As in a well-designed optical imaging system, it is often necessary to change the
magnification while operating the electron beam system. The magnification of the
electron beam system is varied by changing the strength of its electric or magnetic
lens. This is totally different from the light beam system, in which the magnification
is changed by moving the optical lens or the objective back and forth.

Both electrostatic and magnetic bipole elements can be used for beam turning and
deflection. They are created by electrical fields between two plates or by magnetic
fields between the opposite poles of a permanent magnet and inside current-carrying
coils. In electron beam processing, the electrostatic bipole element is usually employed
for beam blanking or some other special purposes.
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There are many designs of magnetic bipole elements. In the simplest case, the field
between the poles of a permanent magnet is used for deflection. The pole-piece
spacing w and their width b are usually much larger than the electron beam diameter.
In most of cases, the magnetic fields for deflection elements are produced electro-
magnetically. The magnetic induction B is directly proportional to the excitation NI,
and indirectly proportional to the pole-piece spacing w. In order to obtain the highest
possible induction at a given excitation, the magnetic circuit must have fairly large
dimensions.

Figure 9(a) and (b) shows narrow and wide angle deflection in a uniform magnetic
field normal to the electron beam direction. Based on electron dynamics, the radius
of the electron trajectory is given by

R =
(

2m
q

)1/2 V 1/2

B
= 3.37 × 10−6 V 1/2

B
. (13)

When the electron beam vertically enters a limited magnetic field [12], the beam
deflection over a narrow angle is expressed as:

sin θ = 2.97 × 105 LB
V 1/2

(14)

where L is the field length. In a magnetic sector field, the deflection angle can be
found through the following equation:

θ = α − β1 + β2 (15)

Clearly, the deflection angle can be enlarged by increasing the sector angle α.

3. ELECTRON-SOLID INTERACTIONS

3.1. Electron Scattering in Solid

As the electrons penetrate the solid materials, such as the electron beam resist, the inter-
action can be characterized by scatterings. There are two kinds of scatterings during
the electron-solid interaction: small angle scattering (forward scattering), which tends
to broaden the initial beam diameter, and the large angle scattering (backscattering),
which causes the proximity effect [13], where the dose that a pattern feature receives is
affected by electrons scattering from other nearby features. The backscattering happens
as the electrons penetrate through the resist into the substrate.

During the interaction, the primary electrons slow down, producing a cascade of
electrons called secondary electrons with energies from 2 to 50 eV. These are responsible
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Figure 9. Electron beam deflection in a homogeneous magnetic field: (a) deflection in a limited field; (b)
bending in a sector field. The sector field produces larger deflection angle.
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Figure 10. Monte Carlo simulation of electron scattering in resist on a silicon substrate at a) 10 kV and
b) 20 kV (Kyser and Viswanathan, 1975).

for the bulk of the actual resist exposure process. Since their range in resist is only a few
nanometers, they contribute little to the proximity effect. However, a small fraction
of secondary electrons may have significant energies, on the order of 1 keV. These
so-called “fast electrons” can contribute to the proximity effect in the range of a few
tenths of a micron.

Figure 10 shows a computer simulation of electron scattering in typical samples [14].
The combination of forward and backscattered electrons results in an energy deposition
profile in the resist that is typically modeled as a sum of two Gaussian distributions.

3.2. Proximity Effect

The result of the electron scattering is that the dose delivered by the EBL system is not
confined to the shapes that the system writes. This results in pattern specific linewidth
variations known as the proximity effect. Due to the proximity effect, a narrow line
between two large exposed areas may receive so many scattered electrons that it can
actually be developed away in positive resist.

Higher beam voltages, from 50 kV to 100 kV, are used to minimize both forward
and backward scatterings when writing on very thin membranes such as those used
for x-ray masks [15]. On the other hand, by using very low beam energies, where
the electron range is smaller than the minimum feature size, the proximity effect can
also be eliminated [8]. In this case, the thickness of a single layer resist must also be
less than the minimum feature size so that the electrons can expose the entire film
thickness.
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3.3. Electron Beam Resists

EBL is classified as a reactive processing in terms of Electron Beam Processing. In
this process, ionization and excitation of constituent molecules of the material occur
during the scattering of the incident electrons. Some excited molecules lose their
energy by collisions with other molecules and change into radicals. All these ions,
excited molecules, radicals, and the secondary electrons are called active species that
induce chemical reactions inside the material. Electron beam resists are used as the
recording and transfer media for EBL process. The electron beam exposure alters the
nature of the resist, through the breaking of chemical bonds, with the result that a
subsequent immersion of the sample in a chemical solution removes the exposed parts,
or the unexposed parts, of the resist film.

Therefore, the selected resist must be sensitive to the active species, which means
that it must be altered by the beam in such a way that, after development, the portions
exposed to the beam are removed (positive resist), or remain (negative resist). These
materials are usually polymeric solutions that are applied to the surface of the substrate
by a spin coater and dried by baking to form a uniform thin layer. To reduce proximity
effects, positive resist is usually exposed and/or developed lightly while still adequately
clearing the resist down to the substrate for all features.

In the EBL process, it is possible to make resist structures with very high aspect
ratios (>5:1). But, when the aspect ratio exceeds about 5:1, the tall features may fall
over during development, due primarily to surface tension in the rinse portion of the
development sequence. For typical applications, the resist thickness should not exceed
the minimum feature size required.

When exposing resist on insulating substrates, substrate charging causes considerable
distortion [16]. A simple solution for exposure at higher energies (>10 kV) is to
evaporate a thin (10 nm) layer of gold or chrome on top of the resist. Electrons travel
through the metal with minimal scatter, exposing the resist. The metal film should be
removed before developing the resist [17–18].

3.3.1. PMMA Electron Beam Resists

Polymethyl methacrylate (PMMA) is the standard high-resolution polymeric electron
beam resist. PMMA at lower doses is a positive-acting resist and at higher doses is a
negative-acting resist. For line doses the sensitivity difference between the positive resist
and the negative resist is a factor of 20–30X. The best resolution obtained in PMMA
was 10-nm lines in its positive mode. In negative mode, the resolution is about 50 nm.
It was suggested [19] that the limitation was due to secondary electrons generated in
the resist, although the effect of molecule size and development could also play a role.
By exposing PMMA on a thin membrane, the exposure due to secondary electrons
can be greatly reduced and the process latitude thereby increased.

The sensitivity of PMMA is roughly proportional with electron acceleration volt-
age, with the critical dose at 50 kV being roughly twice that of exposures at 25 kV.
When using 50 kV electrons and 1:3 MIBK:IPA developer, the critical dose is
around 350 μC/cm2. PMMA has poor selectivity in plasma etching, compared to
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novolac-based photoresists. It has an approximately 1:1 etch selectivity for silicon
nitride [20] and silicon dioxide [21]. PMMA makes a very effective mask for chemically
assisted ion beam etching of GaAs and AlGaAs [22].

3.3.2. Positive Resists

In positive resists, electron beam breaks polymer backbone bonds and transfer the
exposed polymer into fragments of lower molecular weight. A solvent developer selec-
tively washes away the lower molecular weight fragments and leaves the unexposed
portion of the resist film intact. Three most commonly used positive resists are described
below.

EBR-9 EBR-9 is an acrylate-based resist, poly(2, 2, 2-trifluoroethyl-chloro-
acrylate) [23]. It is 10 times faster than PMMA. But, its resolution is more than
10 times worse than that of PMMA. EBR-9 is perfect for mask-writing applications,
not because of its speed but because of its long shelf life, lack of swelling in developer,
and large process latitude.

PBS Poly(butene-1-sulfone) (PBS) is a common high-speed positive resist used
for mask making due to its very high sensitivity (∼1 to 2 μC/cm2). However, the
processing of PBS is difficult: masks must be spray developed at a tightly controlled
temperature and humidity [24]. For small to medium scale mask production, the time
required for mask processing can make PBS slower than some photoresists [25].

ZEP ZEP-520 from Nippon Zeon Co. [26] is a relative new resist for EBL. It
consists of a copolymer of -chloromethacrylate and -methylstyrene, with sensitivity
of an order of magnitude faster than PMMA and similar to the speed of EBR-9.
Comparing with EBR-9, the resolution of ZEP is very high and close to that of
PMMA. ZEP has about the same contrast as PMMA. The etch resistance of ZEP in
CF4 RIE is around 2.5 times better than that of PMMA but is still less than that of
novolac-based photoresists.

3.3.3. Negative Resists

In negative resists, electron beam cross-links the polymer chains together so that they
are less soluble in the developer. Negative resists have less bias (the difference between
a hole in the resist and the actual electron beam size) than positive resists. However,
they tend to have the problems of insoluble residue in exposed areas, swelling during
development, and bridging between features. Two commercially available negative
electron beam resist are follows.

COP COP is an epoxy copolymer of glycidyl methacrylate and ethyl acry-
late, P(GMA-co-EA). The speed of this resist is very high: 0.3 μC/cm2 at 10 kV.
But the resolution is only about 1 um [27]. The plasma etch resistance of COP
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is relatively poor. The resist requires spray development to avoid swelling. Because
cross-linking occurs by cationic initiation and chain reaction, the cross-linking con-
tinues after exposure. Therefore, the size of the features depends on the time
between exposure and development. COP is commonly used for making mask plates
[28–29].

SAL The popular SAL resist [30] consists of three components: a base polymer,
an acid generator, and a crosslinking agent. After exposure, a baking cycle enhances
reaction and diffusion of the acid catalyst, leading to resist hardening by cross-linking.
Common alkaline photoresist developers will dissolve the unexposed regions. The acid
reaction and diffusion processes are important factors in determining the resolution
[31], and a tightly controlled postexposure baking process is required. The extent of the
cross-linking reaction is therefore affected by the thermal conductivity of the sample
and by the cooling rate after the bake. The sensitivity of SAL is about 7 to 9 μC/cm2 at
either 20 or 40 kV, and is therefore suitable for mask making. A resolution of 30 nm has
been demonstrated at very low voltage [32], and 50 nm wide lines have been fabricated
using high voltage [33]. This novolac base polymer has etching properties similar to
those of positive photoresists. It is interesting to note that, unlike PMMA, the critical
dose of SAL does not scale proportionately with accelerating voltage. Although it is
not as sensitive as other negative resists, such as COP, SAL has far better process latitude
and resolution.

3.3.4. Multilayer Systems

Multilayer resist systems are needed in the following cases: when an enhanced undercut
is needed for lifting off metal, when rough surface structure requires planarization, and
when a thin imaging (top) layer is needed for high resolution.

Bilayer systems The simplest bilayer technique is to spin a high molecular weight
PMMA on top of a low molecular weight PMMA. The low weight PMMA is more
sensitive than the top layer, so the resist develops with an enhanced undercut. The
two-layer PMMA technique was patented in 1976 by Moreau and Ting [34] and was
later improved by Mackie and Beaumont [35] by the use of a weak solvent (xylene)
for the top layer of PMMA.

Trilayer systems Virtually any two polymers can be combined in a trilayer resist
if a barrier such as Ti, SiO2, aluminum, or germanium separates them [36–37]. This
trilayer system has been applied for fabricating dense and high aspect ratio resist profiles
as described below. First, the top layer is exposed and developed and the pattern is
transferred to the interlayer by RIE in CF4 (or by Cl2 in the case of aluminum).
Then, using the interlayer which serves as an excellent mask, the straight etch profile
is obtained by oxygen RIE. Such high aspect ratio of resist profiles can then be used
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Figure 11. (a) Resist cross-section (PMMA on P(MMA-MAA) on PMMA) for the lift-off of a “T”
shaped gate. (b) Metal gate lifted off on GaAs (R. C. Tiberio et al., 1989).

for liftoff or for further etching into the substrate. Figure 11 shows two gate structures
obtained by using the multiplayer system [38].

4. PATTERN TRANSFER PROCESS

After the resist is patterned by EBL, it is necessary to transfer the pattern onto the
underlying substrate. There are two basic pattern transfer methods: additive process or
subtractive process.

4.1. Additive Processes

Lift-Off and Plating are two basic additive processes as shown in Figure 12 and
Figure 14.

4.1.1. Lift-Off Process

The lift-off process is based on the following requirements: there is an undercut profile
in developed resist and the resist remains soluble after other material has been deposited
onto it. The undercut profile is used as a “stencil” during the additive deposition
process. Since the resist remains soluble after the deposition, soaking the substrate in a
good resist solvent lifts the unwanted material together with the resist while the desired
pattern structure remains on the substrate, hence the name “Lift-off ”, (see figure 12).
It was predicted and observed that undercut profiles can be obtained in PMMA resist
under a certain exposure dose and beam voltage [39–40]. Figure 13 shows that about
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Figure 12. The lift-off process flow.

Figure 13. An undercut profile in PMMA resist.
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100 μC/cm2 at 15 kV produces a good undercut profiles in one micron thick PMMA
resist.

In order to apply lift-off successfully, however, certain requirements must be met. 1).
The resist undercut profile angle to the surface normal must always be larger than the
deposition beam angle. 2). The temperature stability of the resist, which is determined
by the glass transition temperature, Tg, should not be exceeded during the material
deposition or substrate cleaning. Above Tg, the resist will flow and cause distortion
of developed image and loss of the undercut profile. For PMMA resist, it will flow
above 110◦, therefore, care should be taken not to exceed 100◦C temperature on the
substrate during deposition. 3). Care also should be taken to remove the resist and
clean the substrate after the material deposition. 4). The resist should remain soluble
in some solvent or liquid after deposition, otherwise, lift-off cannot be completed.
In some cases, ultrasonic agitation may be necessary in order to lift-off the unwanted
metal, although this should be used only as a last resort, since the deposited pattern on
the substrate may also be damaged especially if the material adhesion to the substrate
is not very good.

4.1.2. Plating Processes

The second additive technique, which has found uses in circuit board fabrication and
also in nanofabrication of such devices as zone plates for x-ray imaging, is plating of
the metal in the areas where the resist has been removed after development. More
recently this technique has also been used in the fabrication of x-ray masks where gold
is used as the absorber. The most commonly used method is electroplating and this
requires that a thin, electrically conducting layer is used as a plating base under the
resist that is continuous over the entire surface of the substrate so that electrical contact
can be made to it during electroplating. Figure 14 shows a schematic of the plating
process.

4.2. Subtractive Processes

Subtractive patterning processes comprise all processes in which the layer to be pat-
terned is deposited first, as a uniform layer, on the substrate followed by the resist,
Figure 15. After exposure and development, the parts of the underlayer not pro-
tected by the resist, are removed either by immersion in an acid or other liquid, (wet
etching), or by placement in a plasma reactor in which a chemically active gas has
been added, (dry etching). Although wet etching is very fast and inexpensive, this pro-
cess presents a major disadvantage that prohibits its use in high-resolution lithography.
The resolution limitation of wet etching is a direct result of undercutting or metal
etching under the resist mask due to the isotropic nature. Subtractive patterning in
micro and nanostructure fabrication became possible only after the development of
plasma or dry etching and specifically reactive ion etching, (RIE) in which the reac-
tive gas ions are accelerated on to the surface of the resist covered substrate striking it
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Figure 15. Subtractive pattern transfer process.

in a direction perpendicular to the substrate. This way, the etching is anisotropic or
only in the vertical direction thereby eliminating undercutting effects. This process
is used today, almost exclusively, for the patterning of most layers, including metals,
in memory and logic circuit production with a few exceptions where lift-off is still
used.
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It should be mentioned that for additive processes positive resists are generally used
because it is not possible to obtain the required undercut profiles from negative resists
due to electron beam scattering effects, as seen in Figure 13, which force negative resists
to develop sloping profiles, opposite to undercut. In subtractive processes, however,
any resist can be used. In most subtractive cases the resist profile is replicated on the
substrate after etching since the resist is also etched during substrate etching.

The etching of silicon, silicon oxides or silicon nitrides is done with gas mixtures that
contain fluorine as the active gas while metals such as aluminum or chromium require
chlorine gas for etching. Reactive ion etching systems use, in general, two parallel
plates with the top plate grounded and the bottom plate, on to which the samples or
silicon wafers to be etched are placed, connected to the RF power source, typically set
at 13.5 MHz. Since the resist is also etched during the process, the plasma parameters,
such as power, pressure, gas flow and gas composition, have to be optimized in order
to increase the etching selectivity between resist and other materials.

It has been found that acrylic-type polymers, such as PMMA or its copolymers, are
not very stable in the plasma and, therefore not very useful in RIE transfer processes,
while phenolic-type polymers of which most AZ-type photo-resists are made, are
much more stable and more widely used. For this reason and because phenolic resins
can resist higher temperatures than acrylic polymers, all new resists, including the new,
acid-catalyzed ones use as their base resin phenolic or aromatic polymers. Also, the
choice between positive or negative resists is independent of the RIE process, as long
as both types are made with aromatic polymers, and depends only on the density of
the circuit pattern. This is especially true with electron beam lithography where the
pattern polarity (and the resist) is chosen to minimize the beam writing time.

The resolution of the new, very sensitive acid-catalyzed resists does not approach
that of PMMA. At this moment, it can only resolve line widths in periodic patterns of
about 0.2 μm in 0.4-μm thick layers. While intensive investigation is been performed
in many labs, PMMA is still in use for sub-100 nm structures.

5. APPLICATIONS IN NANOTECHNOLOGY

5.1. Mask Making

5.1.1. IC Fabrication Mask

As microelectronics continues to advance, the field has been extended from micrometer
to nanometer scale, hence the development of nanotechnology and nanoelectronics.
However, nanoscale mask making remains the key technique in nanoelectronics tech-
nology, as it has been in microelectronics technology. Due to its inherently high spatial
resolution (less than 1 nm) and wide process margins, EBL is still the technological
choice for mask making.

The most popular and well-established mask making system is the MEBES [41]. The
MEBES uses a focused Gaussian spot to write a pattern in stripes while moving the
stage continuously. The beam deflection is primarily in one direction, perpendicular
to the motion of the stage. The MEBES is designed for high-throughput mask making,
with a minimum feature size of 0.25 m.
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Figure 16. (a) Imprint mold with 10 nm diameter pillars (b) 10 nm diameter holes imprinted in PMMA
(Stephen Y. Chou, Princeton).

The EBES4 mask making system [42] is another system using a Gaussian spot.
In this system the coarse/fine DAC beam placement is augmented with an extra
(third) deflection stage, and the mask plate is moved continuously, using the laser stage
controller to provide continuous correction to the stage position. The EBES4 mask
making system has a spot size of 0.12 um, uniformity to 50 nm (3), stitching error of
40 nm, and repeatability of 30 nm over a 6 in. reticle.

5.1.2. Nanoimprint Mask

Nanoimprint lithography [43] patterns a resist by deforming the resist shape through
embossing (with a mold), rather than by altering resist chemical structures through
radiation (with particle beams). After imprinting the resist, an anisotropic etching
is used to remove the residue resist in the compressed area to expose the substrate
underneath. It is a major breakthrough in nanotechnology because it can produce
sub-10 nm feature size over a large area with a high throughput and low cost.

One of the key elements for nanoimprint lithography is the mold, which relies
on EBL technology to be produced. Figures 16 shows an imprint mold with 10 nm
diameter pillars and the 10 nm diameter holes imprinted in PMMA material.

5.1.3. X-ray Lithography Mask

X-ray lithography’s (XRL) penetrative power and scatterings free of X-rays are two
primary reasons for its popularity in nanotechnology and nanofabrication. But, the
mask fabrication has been the most difficult challenge to XRL. The XRL mask consists
of a thin layer (200–250 nm) of X-ray absorbent material (e.g. Au and W), supported
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Figure 17. An x-ray mask configuration suitable for a 10–dB attenuation at the wavelength of 1.32 nm
(Henry I. Smith and M. L. Schattenburg, MIT).

on a thin membrane (∼1 μm) that is 20–30 mm in diameter. Figure 17 shows a mask
configuration suitable for a 10-dB attenuation at the 1.32 nm radiation. The primary
concern for the mask is distortion, which can be introduced by the following four
sources: the original mask patterning; the mask frames; radiation damage; or absorber
stress. To have a reasonable yield of the desired nanostructure, mask distortion at any
point in a pattern should not exceed 1/5 to 1/10 of the minimum feature size. For a
10 nm feature, the distortion should be no more than a couple of nanometers.

Many techniques, such as e-beam lithography, photolithography, holographic lithog-
raphy, X-ray lithography, and ion-beam lithography, have been developed to make
XRL masks. But, e-beam lithography is the most frequently used method. Either
additive or subtractive process has been used for pattern formation on the mask.

Examples of x-ray mask fabrication schemes for an Au additive process are shown in
Figure 18. The process involves plating x-ray absorber on the resist-patterned mem-
brane. It includes deposition of membrane film on a silicon wafer, back-etching the
silicon to the membrane film, glass frame attachment, deposition of chrome for plat-
ing base, resist coating, pattern formation by electron beam lithography, Au plating
(additive process), and finally resist removal. Figure 19 is an actual X-ray mask with
75 nm features fabricated by EBL.

5.2. Direct Writing

5.2.1. Self-Assembly

Carbon nanotubes (NTs) [44] have opened a promising path in nanotechnology. They
provide insulating, semiconducting or truly conducting nanoscale wires for electronic
applications. Devices such as a junction [45–47] and a field-effect transistor [48–51]
have been demonstrated. But, up to now, all the demonstrated NT electrical devices
have been fabricated either by randomly depositing NTs on a multi-electrode array or
by patterning contacts onto randomly deposited NTs, after their observation.

K. H. Choi et al. [52] demonstrated a method for achieving controlled fabrication
with the help of the EBL. This method is based on the electrostatic anchoring of
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Figure 18. A gold additive process for x-ray mask fabrication.

Figure 19. 75 nm features of plated gold absorber on an X-ray membrane.

surfactant covered NTs onto amino-silane functionalized surfaces [53]: first, a reactive
amino-silane template is prepared using chemical vapour deposition of silane molecules
through a PMMA mask patterned by conventional electron-beam lithography. Surfac-
tant covered NTs are then selectively deposited onto the template. Finally, the PMMA
mask is lifted-off, leaving the tubes on the template. Figure 20 shows AFM images
of NTs onto the patterned silane monolayer. The typical thickness of the NTs of (a)
(measured relative to the silane surface) is 1.6 ± 0.2 nm.
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Figure 20. NTs onto the patterned silane monolayer. The silane stripes appear brighter than the bare
silica surface. The NTs appear brighter than the silane stripes onto which they are adsorbed (K. H. Choi
et al., 2000).

Similarly, patterned amine-functionalized self-assembled monolayers have poten-
tial as a template for the deposition and patterning of a wide variety of materi-
als on silicon surfaces, including biomolecules. C. K. Harnett et al. [54] obtained
results for low-energy electron-beam patterning of 2-aminopropyltriethoxysilane and
(aminoethylaminomethyl) phenethyltrimethoxysilane self-assembled monolayers on
silicon substrates. They demonstrated that, on the ultrathin (1–2 nm) monolayers,
lower electron beam energies (<5 keV) produce higher resolution patterns than high-
energy beams. At 1 keV, a dose of 40 μC/cm2 is required to make the patterns
observable by lateral force microscopy. Features as small as 80 nm were exposed at
2 keV on these monolayers. After exposure, palladium colloids and aldehyde- and
protein-coated polystyrene fluorescent spheres adhered only to unexposed areas of the
monolayers.

5.2.2. Nanoscale Device Fabrication

The steps taken to produce a nanoscale device by EBL are shown in Figure 21: the
sample is covered with a thin layer of PMMA, then the desired structure or pattern is
exposed with a certain dose of electrons. The exposed PMMA changes its solubility
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Figure 21. EBL steps for fabricating nanoscale devices.

towards certain chemicals. This can be used to produce a trench in the thin layer. If
one wants to produce a metallic structure, a metal film is evaporated onto the sample
and after dissolving the unexposed PMMA with its cover (lift-off ) the desired metallic
nanostructure remains on the substrate.

Until recently, the EBL system was used almost exclusively for fabricating research
and prototype nanoelectronic devices. It is still the only tool used for this kind of
device scale since a lithography system for mass production is not available for deep
nanometer features [55–57]. Devices fabricated by using EBL include quantum dots,
single electron transistors [58], nanotube transistors [59], and other nanoscale structures.

The following four examples of nanoscale structures are fabricated by using
EBL. Figure 22 is a pattern for “Binary position-modulated sub-wavelength grat-
ing (BPMSG)” [60] fabricated using a “lift-off” process. BPMSG is a very important
building block for many micro scale optical instruments such as spectrometers and
multiplexors.

In Figure 23, the hexagon array was written with the beam making a single pass over
each line. First, the beam moved back and forth across the entire structure writing the
non-vertical lines. Then, each short vertical line was written to complete the pattern.
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Figure 22. EBL generated 150 nm chromium lines with variable spaces ranging from 150 nm to 300 nm
on a silicon substrate. The thickness of the lines is about 100 nm. [Zhou, 1993].

Figures 24–25 were fabricated at the Nanoscale Science Laboratory of the University
of Cambridge headed by Professor Mark Welland [61]. Figure 24 is a field-emitting
device fabricated on silicon. Its feature size is in the 100 nm regime. Source, drain and
gate are made from tungsten.

Figure 25 shows a line of 5 nm wide written into PMMA. This line has a homo-
geneous width over more than 100 nm and is an example of the smallest features that
can be produced with electron beam lithography.

5.2.3. Electron Beam Processing

Another important application of electron beams is their use as energy carriers for
the local heating of a work point in a vacuum. Electron beams are specially used
to carry high power densities and to generate a steep temperature rise on the work
point. Furthermore, the energy input at the work point can be accurately controlled
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Figure 23. EBL generated Hexagons. Copyright (c) 1996 JC Nabity Lithography Systems.

Figure 24. A field-emitting device fabricated on silicon using EBL.



318 I. Optical Microscopy, Scanning Probe Microscopy, Ion Microscopy and Nanofabrication

Figure 25. A line of 5 nm in width written into PMMA by EBL.

with respect to time and space. With such desirable characteristics, electron beam
processing has been widely used in semiconductor manufacturing for the last three
decades.

More recently, patterning of porous silicon (PS) at the nanometer length scale has
been obtained by electron-beam-induced carbon masking [62]. This technique is able
to locally modify or mask the Si substrate before the PS formation. It provides great
possibilities in the field of micromachining [63] and photonics [64–65].

On the other hand, direct electron-beam irradiation of semiconductor surfaces has
been attempted in recent years to remove H passivation [66] or to favor O desorp-
tion [67]. In many cases, it has been demonstrated that, as a consequence for this
treatment(s), the surface shows a selective reactivity to subsequent treatments. The
same effect, even larger as a consequence for the higher reactivity, can be expected
for nanoporous silicon (NPS). This direct electron-beam treatment on PS opens the
possibility of defining nanometer-sized structures on a nanosized material.

The availability of EBL apparatus allows for the structuring of several semicon-
ducting and metallic materials down to few tens of nm. For these reasons, electron
irradiation of submicrometric areas of PS can have interesting applications in micro-
machining and could allow for the realization of two- or three-dimensional photonic
structures.

6. SUMMARY AND FUTURE PERSPECTIVES

One of the methods to create functional materials, devices, and systems through the
control of matter at the atomic or molecular level is the top-down miniaturization.

The top down approach downsizes things from large-scale structures into small-
scale structures. It is the major method used for the microelectronics development.
As the microelectronics technology continues to advance, it has been extended from
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micrometer to nanometer scale, hence the “nanotechnology” or “nanofabrication”.
Using nanotechnology, the narrowest line pattern on mass produced semiconductor
devices is now approaching the 50-nanometer level. In research labs, horizontal dimen-
sions of the device feature sizes have been further scaled down from 130 nanometers to
6 nanometers and its vertical dimensions have been reduced to less than 1.5 nanometers
or a couple of atoms.

The heart of the top-down approach of miniaturization processing is the nano-
lithography technique. Among many techniques of nanolithography, the EBL tech-
nique is, at least for now, the best choice for ultimate nanoscale structures due to
its ability to precisely focus and control electron beams onto various substrates, and
therefore, create virtually any kind of nanostructures. It has been demonstrated that
electron beams can be focused down to less than 1 nm. This will extend the resolution
of EBL to the sub-nanometer region provided that appropriate resistant material is
available.

However, parallel writing schemes of EBL have to be developed so that higher
throughput can be achieved.
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11. HIGH-RESOLUTION SCANNING ELECTRON MICROSCOPY

JINGYUE LIU

1. INTRODUCTION: SCANNING ELECTRON MICROSCOPY
AND NANOTECHNOLOGY

Ultimately, all materials, organic or inorganic, have their origins in the collective
assembly of a small number of atoms or molecules. Human beings have been fascinated
by the interior world: the secrets of cells and the building blocks of matter. Ever since
various types of microscopes were discovered, they have been the primary instruments
for helping us to directly observe, understand, and manipulate matter or cells on an
ever-decreasing scale. By understanding what the building blocks are and how they
are arranged together to form architectures that possess unique properties or display
specific functions, we hope to modify, manipulate, and sculpt matter at nanoscopic
dimensions for desired purposes. To understand the fundamental properties of various
nanosystems, it is necessary to characterize their structures at a nanometer or atomic
level and integrate the nanoscale components that provide macroscale functions or
properties. This, in turn, allows us to understand the synthesis-structure-property
relationships of nanosystems, thus achieving the ultimate goal of molecular engineering
of functional systems.

The scanning electron microscope (SEM) is undoubtedly the most widely used of
all electron beam instruments. The popularity of the SEM can be attributed to many
factors: the versatility of its various modes of imaging, the excellent spatial resolution
now achievable, the very modest requirement on sample preparation and condition,
the relatively straightforward interpretation of the acquired images, the accessibil-
ity of associated spectroscopy and diffraction techniques. And most importantly its
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Figure 1. Secondary electron images of a Pt/graphite system showing the surface morphology at low
magnification (a), medium magnification (b) and high magnification (c); low magnification secondary
electron image (d) of a Pd/TiO2 catalyst showing the general morphology of the catalyst powders and
high-resolution backscattered electron image (inset) showing the size and morphology of the Pd and
TiO2 nanoparticles.

user-friendliness, high levels of automation, and high throughput make it accessible to
most research scientists. With the recent generation of SEM instruments, high-quality
images can be obtained with an image magnification as low as about 5× and as high
as >1,000,000×; this wide range of image magnifications bridges our visualization
ability from naked eyes to nanometer dimensions. Image resolution of about 0.5 nm
can now be achieved in the most recent generation field-emission-gun SEM (FEG-
SEM), clearly rivaling that of a transmission electron microscope (TEM); the sample
size, however, can be as large as production-scale silicon wafers.

As an example, Fig. 1 shows a set of images that demonstrate the usefulness of
correlating low magnification images to high-resolution images. Figure 1a shows a low
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magnification secondary electron (SE) image of an annealed Pt/graphite sample. The
sample was prepared by sputtering Pt nanoparticles onto freshly cleaved graphite surface
and then the Pt/graphite composite was annealed at 900◦C in a flowing mixture of
N2 and H2 for 10 hours. The purpose was to study the dependence of Pt-graphite
interaction processes on the gas environment, annealing temperature, and residence
time. Figure 1a and many other images clearly showed that many large pits had been
generated on the graphite surface during the annealing process. Medium magnification
images such as the one shown in Fig. 1b revealed the presence of many surface steps,
terraces, and the presence of some small particles within the pits. High-resolution
images such as the one shown in Fig. 1c not only showed the size and shape of some
nanoparticles residing on the graphite terraces and steps but also showed the step
structure and the fine details on the graphite terraces. By analyzing these SE images
and the corresponding X-ray energy dispersive spectroscopy (XEDS) data, information
about the interaction processes between Pt nanoparticles and the graphite substrate and
how the gas environment affects these processes can be extracted. Figure 1d shows
another example of extracting useful information on nanostructured Pd/TiO2 catalyst,
which has important industrial applications. Nanoscale features on the catalyst beads
can be easily obtained by zooming the magnification of the region of interest; and Pd
nanoparticles can be easily identified in high-resolution backscattered electron (BE)
images such as the one shown in the inset of Fig. 1d. Not only the size and spatial
distribution of the Pd nanoparticles can be determined but also their spatial relationship
to the TiO2 nanocrystals can be extracted.

The SEM had its origins in the work of Knoll [1] and von Andenne [2, 3]; images
of surfaces with material, topographic, and crystallographic contrast were obtained [4].
The first modern SEM, however, was described by Zworykin et al. [5]; the instru-
ment incorporated most of the features of a current SEM such as a secondary electron
detector and a cathode-ray-tube display, achieving an image resolution of about 5 nm
on solid specimens. The aggressive development of the various components of a mod-
ern SEM by the Oatley group at Cambridge University led to the first commercial
production of the SEM [6].

The introduction of the use of a field-emission gun (FEG) in a scanning electron
microscope made it possible to image individual heavy atoms in the transmission mode
by collecting scattered electrons with an annular detector [7–9]. The wide use of the
field-emission guns in the commercial SEM during the 1980s and 1990s, the significant
improvement in the design of the probe-forming lens, the development of new detec-
tion schemes and detectors, and the revival of the development of high-resolution
SE imaging in this time frame established the current practice and understanding
of the high-resolution SEM techniques [10–20]. The continuous improvement in
the field-emission guns, the probe forming lenses, the efficiency of various detec-
tors, the automation of sample stages, and the digital image acquisition systems has
made the modern high-resolution FEG-SEM a powerful and high-throughput tool
for examining the physicochemical properties of a plethora of inorganic materials and
biological systems on a nanometer scale.

The development of low-voltage SEM (LV-SEM) clearly broadened the application
of the SEM techniques to non-conducting or delicate specimens; LV-SEM is now
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the preferred mode of operation [20–23]. Although low-voltage SEM was not a new
concept [1, 5] nanometer scale resolution is achievable only in the modern FEG-SEM;
nanometer scale surface features of bulk samples is now obtainable with primary elec-
tron energies <1 keV. The significant reduction in the electron-specimen interaction
volume clearly makes low-voltage SEM more surface-sensitive; and the charge balance
at the specimen surface makes it possible to directly observe non-conducting materials
without a conductive coating layer.

A very recent development is the use of a retarding field to modulate the land-
ing energy of the primary electrons. By simply applying a negative potential to the
specimen, a retarding field can be generated between the specimen and a grounded
electrode just above the specimen; with this arrangement the specimen itself is part
of a “cathode lens” system and high-resolution images can be obtained with ultra-
low-energy electrons [24–25]. The use of primary electrons with a landing energy
below 100 eV significantly enhances the surface sensitivity and greatly reduces the
electron-beam-induced irradiation effects. With further improvement of low-voltage
FEG-SEM optical systems the ultra-low-voltage SEM (ULV-SEM) technique will
become a powerful tool for studying nanoscale systems.

The combination of a high-performance thermal FEG with improved condenser
lens designs can produce electron nanoprobes with high stability and high probe-
current, thus enabling various signals generated from the specimen to be collected
with good signal-to-noise ratio. The incorporation of a high-sensitivity detector for
collecting electron backscatter diffraction patterns (EBSP) allows lattice orientations
of crystalline materials to be measured at each pixel and thus orientation images of
individual grains can be formed. The incorporation of high-efficiency spectrometers
makes it possible to perform high spatial resolution chemical microanalysis by XEDS
[22–23] and wavelength dispersive spectroscopy (WDS) techniques.

Among many characterization techniques, microscopy should and will play an
important role in understanding the nature of nanosystems. Microscopy and the asso-
ciated analytical techniques can provide information on the physicochemical proper-
ties of individual nanocomponents as well as the spatial relationships among these
nanocomponents. Among many microscopy techniques that are discussed in this
volume, SEM techniques are unique in the sense that almost any sample can be exam-
ined in a modern, variable pressure or environmental FEG-SEM [26–29]; powders,
films, pellets, conducting, semiconduing, non-conducting, “dirty”, hydrated, and even
wet samples can be examined with high spatial resolution and high image quality.
Another advantage of the SEM is the amount of materials that can be examined: from
macroscale such as pellets, powders, films, or even whole silicon wafers to nanoscale
such as carbon nanotubes, metal nanoparticles, ceramic nanopowders, or nanoscale
networks in polymers and fibers. The ability to quickly correlate the observations of
nanostructures to macroscale properties is invaluable for providing statistically mean-
ingful data in developing nanostructured systems.

The modern high-resolution FEG-SEM and associated techniques are suitable for
applications to both the materials and life sciences. For example, it can be used in
the automotive industry for metallurgy applications, in the chemical industry for
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polymer and catalyst applications, in the semiconductor industry for device applica-
tions, in the food industry for particle and morphological applications, in the consumer
health industry for nano-particulate applications, and in the pharmaceutical industry
for drug and drug delivery applications. With the use of a low temperature system,
fully hydrated biological systems can be examined at high spatial resolution providing
morphological and ultrastructural information. With the rapid development of the
computer technology and automated operations, live SEM images are now used in
classroom lectures or are observed by scientists located at remote sites; telemicroscopy
is now a reality.

Although there are many imaging, diffraction, and spectroscopic techniques available
in the modern FEG-SEM, we review, in this chapter, only the recent development
of high-resolution imaging techniques and the applications of these techniques to
studying various types of nanophase materials. Interested readers should consult the
existing textbooks for more detailed discussions on the fundamentals of SEM and
related techniques [30–31]. This chapter is closely related to the chapters in this volume
by D. Newberry on high-resolution quantitative chemical microanalysis, by J. Michael
on EBSP and orientation imaging microscopy, and by J. M. Cowley on scanning
transmission electron microscopy.

2. ELECTRON-SPECIMEN INTERACTIONS

When an electron beam interacts with a bulk specimen, a variety of electron, photon,
phonon, and other signals can be generated (Fig. 2). There are three types of electrons
that can be emitted from the electron-entrance surface of the specimen: secondary
electrons with energies <50 eV, Auger electrons produced by the decay of the excited
atoms, and backscattered electrons that have energies close to those of the incident
electrons. All these signals can be used to form images or diffraction patterns of the
specimen or can be analyzed to provide spectroscopic information. The de-excitation
of atoms that are excited by the primary electrons also produces continuous and charac-
teristic X-rays as well as visible light. These signals can be utilized to provide qualitative,
semi-quantitative, or quantitative information on the elements or phases present in the
regions of interest. All these signals are the product of strong electron-specimen inter-
actions, which depends on the energy of the incident electrons and the nature of the
specimen.

2.1. Electron-Specimen Interactions in Homogeneous Materials

Both elastic and inelastic scattering processes critically depend on the energy of the
incident electrons. In a SEM instrument, the elastic and inelastic mean-free-paths
of the primary electrons rapidly decrease with decreasing energy. Both the electron
range, which is a measure of the penetration depth of the incident electrons, and the
interaction volume, which is a measure of the diffusion of the incident electrons, are
significantly reduced at low energies. By performing Monte Carlo simulations of the
electron cascading processes inside a specimen, the energy dependence of the change in
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Figure 2. Schematic drawing illustrates the signals generated inside a scanning electron microscope when
an electron beam interacts with a specimen.

the interaction volume, the yields of secondary electrons and backscattered electrons,
and the penetration depth can be demonstrated [32].

As an example, Fig. 3 shows trajectories of incident electrons in bulk carbon and
platinum for electrons with energies of 1 keV and 15 keV, respectively. In low atomic-
number (Z) materials such as carbon, a large fraction of the high-energy electrons
is scattered through small angles and subsequent electron diffusion results in a pear-
shaped spatial distribution (Fig. 3b). In high-Z materials such as platinum, large-angle
scattering events are enhanced and thus the electron trajectories are more strongly
coiled up (Fig. 3d), reducing the penetration of the primary electrons into the sample.
At low voltages, the differences in electron range between low-Z and high-Z materials,
although still appreciable, are considerably reduced. For low-Z materials such as carbon,
alumina, or silica, the electron interaction volume is reduced by five to six orders of
magnitude from 15 keV to 1 keV. The corresponding electron range decreases by
about 100 times. For high-Z materials such as platinum, gold, or tungsten, however,
the decrease in the electron range and the interaction volume is not as drastic as that
for low-Z materials. It is interesting to note that the range of 1-keV electrons in bulk
platinum is less than about 10 nm.

Figure 3 also shows that at higher energies there are significant differences in the
electron range and interaction volume between low-Z and high-Z materials. At lower
energies, however, these differences rapidly diminish. At electron energies <0.5 keV,
all materials have approximately the same range and interaction volume. At ultra-
low electron energies (<100 eV), surface scattering may play a significant role in
determining the nature of the electron-specimen interactions. The imaging theory of
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Figure 3. Monte Carlo simulations of the electron beam interactions with bulk carbon (a, b) and
platinum (c, d) for 1-keV (a, c) and 15-keV (b, d) electrons, respectively.

low energy electron microscopy (LEEM) may be applicable here if clean surfaces are
examined in ultra-high vacuum SEM [33]. In most practical applications, however,
this condition will not be met.

Although the electron backscattering coefficient of a bulk sample is almost con-
stant for electrons with energies >10 keV, it changes significantly between 1 keV
and 10 keV because of the stronger electron-specimen interactions at low energies.
For incident electrons with energies >10 keV, the electron backscattering coefficient
increases monotonically with increasing Z. At low energies, however, with decreasing
electron energy the electron backscattering coefficient increases for low-Z materials
and decreases for high-Z materials. Therefore, we have to be cautious in interpreting
low-voltage backscattered electron images. At ultra-low voltages, both the SE and BE
signals are surface sensitive and it is possible that the BE signal may have an aver-
age escape depth smaller than that of the corresponding SE signal. Strongest surface
interactions occur for electrons with energies in the range of 20 eV to 100 eV.

The drastic reduction in the interaction volume provides many advantages of using
low-energy electron beam techniques to characterize a plethora of materials includ-
ing semiconductor devices and nanoparticles. With low-energy electrons, we can
perform high spatial resolution microanalysis of bulk samples; we can reduce the
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electron-induced damaging of delicate specimens; we can tune the surface-sensitivity of
the detected signals; and we can examine non-conducting or less conducting materials
with high spatial image resolution.

2.2. Electron-Specimen Interactions in Composite Samples

When the sample of interest is chemically non-homogeneous, the electron-specimen
interaction processes are more complex. We use here a model system consisting of
metallic nanoparticles supported on the surface of, or embedded in, a carbon sub-
strate to illustrate the complexity of electron-specimen interactions in composite sys-
tems. The fundamental scattering processes we discussed here should apply to other
nanoscale, non-homogeneous systems as well.

To demonstrate the effect of small metal particles on the scattering of incident
electrons, we have performed Monte Carlo simulations of the trajectories of incident
electrons and the corresponding backscattering coefficients from small particles sup-
ported on, or embedded in, a bulk substrate. Backscattered electrons are defined here
as those incident electrons that are scattered out of the target after suffering single or
multiple deflections through such an angle that they leave the target on the side by
which they entered. A plural scattering model with appropriate modified scattering
cross-sections was used for all the simulations [32].

Figures 4a and 4b show electron trajectories in bulk carbon for electron energies of
3 keV and 30 keV, respectively. In the plots shown in Fig. 4, the trajectories of all inci-
dent electrons are traced until they rest in the sample or escape out of the sample. It is
clearly shown that a large number of the 3-keV electrons are multiply scattered close
to the electron entrance surface while the 30-keV electrons penetrate deep inside the
carbon without encountering many scattering events. When a small, heavy-element
particle is located on, or inside, a light-element substrate, the electron-specimen inter-
action with the composite sample is more complicated. Depending on the size and the
location of the particle as well as the energy of the incident electrons, the electron-
particle interaction may play a dominant role in determining the scattering processes
of the incident electrons. Figures 4c and 4d show trajectories of 3-keV and 30-keV
electrons, respectively, for normal incidence at the center of a Pt particle with a size of
20-nm in diameter, positioned on the external surface of a carbon substrate. Most of
the 3-keV electrons interact strongly with the 20-nm Pt particle and a large fraction
of the incident electrons can escape at the particle surface as backscattered or as high-
angle scattered electrons (The trajectories of the backscattered electrons are not easily
discernible in the plot. But careful examination of Figure 4c should show that many of
the incident electrons are backscattered by the small Pt particle). In contrast, most of
the 30-keV electrons penetrate through the particle and diffuse deep into the carbon
substrate although a few of the incident electrons can escape the particle surface.
Note that some of the high-angle scattered electrons re-enter the carbon substrate
and can travel along the carbon surface for a distance from several to tens of microns.
These “grazing” electrons can generate appreciable amount of secondary electrons
from the carbon substrate. When the 20-nm Pt particle is positioned 20 nm below the
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Figure 4. Monte Carlo simulations of the electron beam interactions with bulk carbon (a, b), a 20 nm
Pt particle on the surface of the carbon support (c, d), and a 20 nm Pt particle located 20 nm inside the
carbon support (e, f ) for 3-keV (left hand side) and 30-keV (right hand side) electrons, respectively. The
backscattering coefficients are also shown.

carbon surface, a large fraction of the 3-keV electrons are first backscattered by the Pt
particle, then travel through the carbon substrate, and finally exit the carbon surface as
backscattered electrons (Fig. 4e). The 30-keV electrons, however, do not experience
significant high-angle scattering events (Fig. 4f ); most of the high-energy electrons
pass through the Pt particle without being backscattered.

The value of η for a particle-substrate composite strongly depends on the primary
electron energy E and the size and location of the particle. A 20-nm Pt particle located
on the surface of a carbon support may give a very high contrast in BE images obtained
with 3-keV electrons since ηP = 0.6 for the platinum-carbon composite sample and
ηC = 0.1 for the carbon support. A contrast

C = 100% × (ηP − ηC)/(ηP + ηC) = 71% (1)

is then obtained for this Pt particle in high-resolution BE images. On the other hand, a
20-nm Pt particle embedded 20 nm below the surface of the carbon support may not be
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Figure 5. Schematic diagram illustrates the formation of SEM images.

easily observed in BE images obtained with 30-keV electrons (Fig. 4f ) since the electron
backscattering coefficient for the particle-carbon composite sample (ηP = 0.05) does
not change appreciably from that for pure carbon. If 3-keV electrons are used (Fig. 4e),
this Pt particle, however, can be easily observed with a contrast of about 62% since
now ηP = 0.42, much larger than that of pure carbon. Electron interactions with
composite samples are complicated, especially when low-energy electrons are used.
The interaction processes of low-energy electrons also critically depend on the size
of the Pt particle. For example, although 3-keV electrons cannot penetrate through
a Pt particle with a size of 50 nm in diameter, electrons scattered to high angles
by the Pt particle can exit the particle surface and strongly interact with the carbon
substrate.

3. INSTRUMENTATION OF THE SCANNING ELECTRON MICROSCOPE

3.1. General Description

Unlike in a TEM where a stationary, parallel electron beam is used to form images,
the SEM, similar to that of a fax machine or a scanning probe microscope, is a map-
ping device. In a SEM instrument, a fine electron probe, formed by using a strong
objective lens to de-magnify a small electron source, is scanned over a specimen in
a two-dimensional raster. Signals generated from the specimen are detected, ampli-
fied, and used to modulate the brightness of a second electron beam that is scanned
synchronously with the SEM electron probe across a cathode-ray-tube (CRT) display.
Therefore, a specimen image is mapped onto the CRT display for observation (Fig. 5).
If the area scanned on the sample is As and the corresponding area on the CRT display
is Ad, then the magnification (M ) of a SEM image is simply given by M = Ad/As.
The SEM magnification is purely geometric in origin and can be easily changed by
varying the scanned area on the sample. These operating principles are the same as
those of the STEM instrument.
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Since SEM is a serial recording instead of a parallel recording system, the whole
process of generating a SEM image could be slower than that in the TEM. A high-
quality SEM image usually builds up over several seconds to several minutes, depending
on the types of signals; thus, high probe-current within a small electron nanoprobe
is desirable and microscope and sample stability is critical to obtaining high-quality
and high-resolution SEM images. Unlike in TEM, there is no rotation between the
object and image planes, and the microscope magnification can be changed without
refocusing the electron beam to obtain an optimum focused image. The resolution
of SEM images at high magnifications is primarily determined by the size of the
incident electron probe, the stability of the microscope and the sample, and the inherent
properties of the signal-generation processes.

Multiple imaging and analytical detectors have been developed to simultaneously
collect several signals that can be displayed individually or combined in perfect register
with each other. This unique capability makes the SEM a powerful microanalytical
tool since multiple views of a sample, in different imaging, diffraction, or spectroscopy
modes, can be collected, analyzed, and compared in a single pass of the incident electron
beam. When a thin specimen is used, both bright-field (BF) and annular dark-field
(ADF) detectors can be used to form STEM images [34]; the image formation theory,
the contrast mechanisms, and the applications of the STEM are fully discussed by
Cowley in this volume. Figure 6 illustrates the available detectors commonly used
for collecting imaging and analytical signals in a modern high-resolution FEG-SEM
instrument.

Because of the intrinsic nature of a mapping device, the SEM is ideal for digital
imaging and for on-line or off-line processing of images, spectra, and EBSP. Signals
from several detectors can be digitally acquired either simultaneously or independently;
different signals can also be combined together by addition, subtraction, multiplication,
or other mathematical manipulations to gain insight about the structure of the sample.
These digital images or spectra can be electronically transferred to remote locations
through the intranet/internet or the world-wide-web for live image observation or
for fast dissemination of vital information.

3.2. Performance of a Scanning Electron Microscope

The performance of an electron microscope is generally defined by its achievable spatial
resolution. In the case of the high spatial resolution FEG-SEM the attainable resolution
is determined by many parameters including the diameter d of the effective electron
probe, the total beam current Ib contained within that probe, the magnification of the
image (or pixel resolution), and the type of the imaging mode and the corresponding
electron-specimen interaction processes.

The diameter of the effective electron-probe at the specimen surface is by far the most
important parameter that determines the performance of the FEG-SEM. The current
distribution in an electron nanoprobe depends on the beam parameters (brightness β,
energy E, and energy-spread �E), the lens system parameters (spherical and chromatic
aberration coefficients Cs and Cc), the application settings (probe current Ib and the
aperture angle α), and the focus value f [30].
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Figure 6. Schematic diagram illustrates the available detectors in a modern FEG-SEM: primary electron
(PE), objective lens (OL), secondary electron detector (SED), backscattered electron detector (BED),
X-ray energy dispersive spectrometer (XEDS), wavelength dispersive spectrometer (WDS), electron
backscattering diffraction (EBSD), orientation imaging microscopy (OIM), secondary electron (SE),
bright-field detector (BFD), annular dark-field detector (ADFD), scanning transmission electron
microscopy (STEM).

The current density within an electron nanoprobe is not uniform; thus, measure-
ment of the width of the current density distribution is not a good measure of the
characteristics of the nanoprobe. The commonly used FWHM (full width at half
maximum) method is too simplistic and can give misleading information about the
characteristics of the electron probe; electron probes having the same FWHM value can
have drastically different current density distributions as shown in Fig. 7 of three very
different probes but they all have the same FWHM value. More than 98% of the elec-
trons are contained within the FWHM of the top-hat probe (#1); about 78% of all
electrons are contained within the FWHM of the Gaussian probe (#2); and only about
57% of the total number of electrons are contained within the FWHM of the spike
probe (#3). Probe #3 may yield higher image resolution but probe #1 can provide a
better “analytical” resolution.
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Figure 7. Calculated one-dimensional curves illustrate that different current density distributions within
a probe can give the same value of full width at half maximum (FWHM) but may give very different
image resolution or contrast.

To most of the practitioners, the full wave optical description of the current density
distributions of electron nanoprobes and how these distributions vary with the beam
and lens parameters is too complicated to provide intuitive guidance for understanding
the electron probe-forming system in a FEG-SEM. Although the probe current distri-
bution in an electron nanoprobe needs to be calculated from the wave-optical theory,
geometrical optical theory of the electron-probe formation processes can provide some
insights and can provide practical guides to control and to manipulate attainable sizes
of the electron nanoprobes.

Considering the geometric probe-diameter d0 and its broadening due to the action
of the lens aberrations of the objective lens, the effective electron-probe diameter dp

can be estimated by [30, 30–36]
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where dd is the probe broadening due to the diffraction effect, ds due to the effect of
spherical aberration, and dc due to the effect of chromatic aberration. The parameter αp

is the electron probe aperture and is defined by the size of the objective aperture. The
parameters Cs and Cc are the spherical and chromatic coefficients of the final probe-
forming lens, respectively. The parameters λ and E are the wavelength and the energy
of the primary electrons, respectively; and �E is the energy spread of the electron
beam. The parameter C0 contains the probe current I p and the gun brightness β and
is given by

C0 =
(

4I p

π2β

)1/2

(3)

The final probe size is therefore determined by the size of the objective aper-
ture, the gun brightness and the total probe current, the spherical and chromatic
aberration coefficients, and the energy and energy spread of the primary electron
beam.

Figure 8a shows each of the various factors affecting the effective probe size and
their dependence on the probe-aperture angle for two electron energies. The loga-
rithmic plot is used here to show the various dependencies and for easy discussion and
visualization. The diffraction lines for both the 30-keV and the 1-keV plots have a
slope of −1; the probe size can never reach the regions below these lines due to the
uncertainty principle. The plots for chromatic aberration give a line of slope +1; the
effect of chromatic aberration on the final probe size becomes dominant with decreas-
ing incident electron energy. The effect of spherical aberration does not depend on
the incident electron energy; with a line of slope +3, it quickly becomes, however,
dominant when larger probe apertures are used.

In a modern FEG-SEM, when high-energy electrons (10–30 keV range) are used,
the contribution of dc to the final probe size is negligible; with a high-brightness FEG,
the probe size of a high-energy electron beam is primarily determined by the Cs

value, the diffraction limit, and the total beam current. When low-energy electrons
(<5 keV) are used, however, the effect of the chromatic aberration becomes
increasingly dominant and the achievable resolution is primarily limited by the Cc

value.
Figure 8a also shows the dependence of the effective probe sizes d1keV and d30keV on

the probe-aperture angle (ref equation (2)). There exists an optimum probe aperture
which provides the minimum probe size. The value of the optimum probe aperture
depends on the values of Cc, Cs, C0, �E, and the incident beam energy E. Figure 8b
shows the dependence of the minimum probe size on the energy of the incident
electrons (RMS curve); and Fig. 8c shows, for 30-keV electrons, how the total probe
current affects the obtainable minimum probe size and the value of the optimum probe
aperture.

Figure 8d shows how the optimum probe aperture and minimum probe size vary
with Cc and Cs values for 1-keV electrons. To achieve a 1-nm probe size with 1-keV
electrons both the chromatic and spherical aberrations of the objective lens have to be
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Figure 8. Plots (a) show the dependence of the probe size on the probe-aperture angle for diffraction-
limited probe, spherical aberration limited probe, chromatic aberration limited probe, and the root mean
square sum of these contributions for 1-keV and 30-keV electrons, respectively. Plots (b) show the
dependence of minimum probe size on the primary electron energy based on the root mean square
(RMS) rule and the root power sum (RPS) rule. Plots show (c) the dependence of the probe size on the
probe-aperture angle for different total beam current values. Plots (d) show the dependence of the
obtainable minimum probe sizes on the spherical and chromatic aberration coefficients.

dramatically reduced. This has been recently achieved by using Cc and Cs correctors
in a low voltage FEG-SEM [39]. Besides achieving ultrahigh image resolution, other
advantages of using aberration-correctors include increase of the total beam current at a
given probe size and the increase of the effective working distance without sacrificing
the image resolution. For ultra-low-energy electrons, the use of a cathode lens in
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combination with the electron-focusing lens may be a better alternative for achieving
high spatial resolution imaging [40].

While the plots in Fig. 8 allow us to gain some insight into the various contributions
to the probe size formation and how the electron probe changes with the probe
aperture, they do not allow us to calculate the smallest probe size achievable. The
reason, as pointed out in [37], is that we cannot simply form the root mean square of
the various contributions to find the minimum size of the electron probe since different
components have very different characters and may not even occur at the same position
along the optical axis of the electron microscope. A root-power-sum algorithm is
recently proposed to find the optimized probe size for given parameters [38]; and the
authors showed that the values obtained from this new algorithm is very close to those
given by the full wave optical calculations. The dependence of the optimum probe
size (the probe size here is defined as the width of the probe current distribution that
contains 50% of the total probe current) calculated from the root-power-sum algorithm
is plotted in Fig. 8b (the RPS curve). It clearly shows that the obtainable minimum
probe sizes are much smaller than those estimated from equation (2), especially at low
energies; the trend, however, is similar.

When high-current electron probes are desired, for example, for applications in
electron beam nanolithography, electrons within the finite-sized nanoprobe interact
with each other through Coulomb force; the electron-electron repulsive interaction
can perturb the axial (along the electron optic axis) and transverse velocities of the
emitted electrons, especially at crossovers of intense electron beams. The electron-
electron interactions can affect the property of an electron beam in three ways [41]:
1) the space charge effect, 2) the trajectory displacement effect, and 3) the energy
broadening effect. The space charge effect refers to the deflection of an electron,
traveling along the optic axis, by the effective average charge of all other electrons
within the electron beam; the degree of deflection is proportional to the distance of
the electron from the optic axis, thus causing a defocus of the electron beam. The
space charge effect increases linearly with the total current of the electron beam; it
becomes dominant in high current applications.

The effect of defocus on the probe size is a simple first order effect originating
from a shift along the optic axis by an amount, say, �z; this will produce a uniformly
illuminated circle of diameter given by �d = �z tan αp, where αp is the probe-
aperture angle. The effect of defocus on the probe size determines the depth of focus
in SEM images. If we assume the resolution on a cathode ray tube display is δCRT,
then the corresponding resolution required at the specimen is given by δ = δCRT/M
and specimen details at a depth

T = δ

tan αp
= δCRT

M tan αp
(4)

will appear sharp in the SEM images. If we further define a field width of the image
on the CRT display as WCRT, then the width of the scanned area at the specimen is
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Figure 9. Plots show the dependence of the depth of field in a SE image on the image magnification and
the probe-aperture angle. Higher image resolution, which requires larger probe-aperture angles, results in
lower depth of field.

given by W = WCRT/M. The normalized depth of field t, which is more meaningful
in practice, is given by

t = T
W

= δCRT

WCRT tan αp
∼ 10−3

tan αp
(5)

In equation (5), we approximated δCRT to one pixel and WCRT to 1024 pixels.
The normalized depth of focus clearly drops dramatically with the increase of the
probe-aperture angle. Figure 9 shows plots of the dependence of depth of focus
on the microscope magnification and the probe-aperture angles. In practical appli-
cations of a modern FEG-SEM, one needs to effectively utilize the interrelated
relationships among probe-aperture angle, magnification, depth of focus, and image
resolution.

Figure 8d shows that probe-aperture angles >20 mrad have to be used to obtain
a probe size ≤1 nm with low-energy electrons; then, the depth of field in the high-
resolution SEM image is only about 5% of the viewing screen. The use of large
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probe-aperture angles significantly reduces the depth of focus in SEM images; and
thus makes it possible to observe only those features that are located on the focal
plane; out of focus features will be highly blurred and contribute only to the image
background. This feature can be effectively utilized to obtain confocal SEM images that
provide not only high spatial resolution in the x-y plane but also useful information on
the z-axis direction. Three-dimensional images of non-flat surfaces may be obtainable
with high spatial resolution confocal SEM images.

To effectively employ the power of a modern high-resolution FEG-SEM, the envi-
ronmental conditions of the microscope become a critical issue. For example, presence
of the stray magnetic field near the microscope can severely interfere its performance,
especially at low electron energies. Thermal disturbances, mechanical vibrations, and
acoustic disturbances can all profoundly affect the performance of a modern-day low
voltage SEM.

4. THE RESOLUTION OF SECONDARY AND BACKSCATTERED ELECTRON IMAGES

Probe size and resolution are interrelated in the SEM but they are not the same.
The image resolution can be worse but not better than the probe size of the elec-
tron beam (Digital processing, via deconvolution processes, may provide a resolu-
tion better than the probe size; but these computationally labor-extensive processes
are not routinely used for two-dimensional images and deconvolution procedures
have their intrinsic limitations.) At low magnifications, the image resolution is usu-
ally determined by the pixel size since features smaller than the pixel size cannot be
observed. At high magnifications, however, the pixel size may be much smaller than
the probe size so resolvable features can be displayed in several pixels. The information
source, which we will discuss below, becomes the resolution-limiting factor at high
magnifications.

When a SEM image is formed, the specimen is illuminated by a primary beam of
a total current Ip with a current density distribution function i(r). Upon entering the
specimen, the electron probe interacts with a thin slice of material from which various
signals can be generated and some of these signals escape from the specimen surface. If
we assume that for a point source the spatial distribution of the generated signals can be
described by a function S(r), then the information source generated by a finite-sized
electron probe at position r is given by

∫
i (r′)S(r − r′) dr′ (6)

When a primary electron beam interacts with a specimen, secondary, Auger, and
backscattered electrons can all be generated. On their way traveling to the specimen
surface, these electrons will generate more secondary electrons with lower energies;
therefore, a cascade process occurs within the specimen. If we designate the yield
of the secondary electrons that are directly generated by the primary beam as δ, the
BE yield as η, and the yield of the secondary electrons that are generated by the
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backscattered electrons as βδ, then for each probe position the amplitude distribution
of the information source in the specimen surface plane is given by

I (r )
I p

= δ

∫
i (r ′)Sδ(r−r ′)dr ′ + η

∫
i (r ′)Sη(r−r ′)dr ′ + ηβδ

∫
i (r ′)Sηδ(r−r ′)dr ′ (7)

The first term in equation (7) represents the spatial distribution of the secondary
electrons that are directly generated by the primary electrons; these secondary electrons
are usually called SE1. The second term in equation (7) represents the spatial distribu-
tion of the backscattered electrons at the specimen surface. The third term in equation
(7) represents the spatial distribution of the secondary electrons that are generated by
the backscattered electrons; these secondary electrons are usually called SE2.

Detailed calculations of equation (7) is not possible at the present time since the
S(r) functions are not known although many approximations and models have been
proposed to gain insights into the generation, diffusion, and escape processes of the
backscattered and secondary electrons. Monte Carlo simulations, however, have pro-
vided useful knowledge on the electron-specimen interaction and SE generation
processes (see reference [42] for a recent review). When high-energy electrons are
employed, the SE1 and SE2 can be spatially separated since the SE1 signal is localized
within a very close range of the impact position of the incident electron beam, but
the SE2 signal can originate from a region similar to that of the electron range of the
primary electron beam. Although the strength of the SE2 signal can be higher than
that of the SE1 due to the cascading process, the current density distribution of the
SE1 signal is much more shaper than that of the SE2 signal. Therefore, at high magni-
fications, the resolution of the SE image is determined by the spatial distribution of the
SE1 signal; the SE2 signal contributes to the background of the high magnification SE
images. Since the strength of the SE1 signal may be only a small fraction of that of the
SE2 signal, the high-resolution details revealed in a SE image has poor signal-to-noise
and signal-to-background ratios.

At middle range magnifications, the pixel size may be close to the range of the SE2
signal and the image resolution and contrast are now determined by the properties of
the SE2 since SE2 contributes to most of the detected signal. We should note that
the energy distribution of the SE1 signal could not be distinguished from that of the
SE2 signal. Only if a very thin specimen is used can SE2 be significantly reduced or
eliminated. The SE2 signal should carry information similar to that of the BE signal.

When the energy of the primary electron probe is reduced, the range of the SE2
signal significantly decreases as demonstrated in Figure 3. The spatial distribution of the
SE2 approaches that of the SE1 signal; thus, the SE1 and SE2 signals can no longer be
differentiated even at high magnifications. In this case, both components contribute to
high-resolution information; thus, high-resolution SEM is significantly more efficient
at low electron energies although the probe size may be larger as demonstrated in
Fig. 8. With the use of aberration correctors, the resolution of an SEM will become
less dependent on the primary beam energy; the accelerating voltage of the SEM can
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therefore be used to modulate the interaction volume, to optimize the image contrast,
or to probe the subsurface information.

The ultimate resolution limit of SE imaging is determined by the first term in equa-
tion (7). When a point probe or a very small electron probe is used, the image resolution
is determined by the source function Sδ(r). The ultimate resolution is determined by
the spatial distribution of the secondary electrons initially excited by the primary beam;
the subsequent transportation of these hot electrons toward the specimen surface may
not deteriorate the image resolution. The values of the inelastic mean free paths of
the generated secondary electrons are not related to the ultimate achievable resolution
of SE images at all; very high-resolution SE images of insulators such as MgO smoke
crystals have been obtained [43].

To determine the source function Sδ(r) we need to know the specific processes for
generating secondary electrons inside solid specimens; this is a non-trivial problem and
the detailed discussions are beyond the scope of this chapter. Recent data from the
electron coincidence spectroscopy experiments [44–45] confirmed the early proposal
that the high-resolution SE signals are generated via large momentum transfer exci-
tation events and are thus highly localized in the initial generation process [15]. The
detailed generation and escape processes of SE1 signals are still not clearly understood.
Inner-shell and single electron valence excitations may account for the SE production,
especially for the high spatial resolution signals [46].

The resolution and the contrast of a SE image depend on the rate at which the
collected signal changes as the electron probe is moved across a non-homogeneous
region; and this depends primarily on the change in the number of the collected
signals. Thus, even if the escape distance is not very small and the acquired signals
actually originate from some other region of the specimen, variations in composition,
for example, can still be detected over small distances because of the associated change
in the elastic or inelastic scattering events of the primary electrons.

In view of the above discussion, BE signals can also provide high spatial resolu-
tion information; and the high sensitivity of the BE signal to the atomic number
Z of solid materials makes the high-resolution BE imaging the method of choice
in the modern FEG-SEM for providing compositional information on a nanome-
ter scale. Nanometer-scale metal nanoparticles in supported catalysts can be easily
detected by collecting the BE signal; information on the spatial and size distribu-
tions of metal nanoparticles can be obtained on bulk samples and even the depth
distribution of the metal nanoparticles can be inferred [20]. At lower primary beam
energies, the BE signal becomes more surface sensitive and its source of generation
becomes much smaller, approaching that of the SE1. The recent development of
high-sensitivity BE detectors will make the BE imaging or the combination of BE
and SE imaging the most powerful tool for studying nanophase materials or other
nanosystems.

The current achievable image resolution in a modern FEG-SEM is still primarily
limited by the achievable probe size and poor signal-to-noise ratio. An image resolution
of about 0.5 nm or better, however, can be achieved in both the in-lens type FEG-
SEM or in STEM instruments. Atomic resolution imaging, for example, of lattice
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fringes of bulk crystals that are oriented at the exact channeling conditions, has not
been achieved yet.

5. CONTRAST MECHANISMS OF SE AND BE IMAGES OF NANOPARTICLES
AND OTHER SYSTEMS

The contrast mechanisms of SE images have been of extensive study ever since the SEM
was invented. Depending on the materials of interest many factors can contribute to
the observed image contrast: material contrast, topographic contrast, voltage contrast,
magnetic contrast, electron channeling contrast, charging contrast, etc. Some or most
of these contrast mechanisms may play a role in the SE images of interest. Detailed
discussions on the origin of these contrast mechanisms have been well documented in
literature and readers of interest should consult the relevant textbooks, for example,
references [30–31]. We will briefly discuss below, however, some recent developments
that are relevant to the study of nanosystems and surfaces.

5.1. Small Particle Contrast in High-Resolution BE Images

The small particle contrast is of interest to correctly interpreting high-resolution SE
and BE images of supported catalysts, nanoparticle systems, or other nanoscale systems.
Figure 10 shows a set of SE and BE images of a carbon supported Pt catalyst obtained
with different primary electron energies; all the images were obtained from the same
sample region. Because of its high Z-contrast, the high-resolution BE images clearly
revealed the Pt nanoparticles located either on the carbon surface or within the highly
porous carbon support. A better image resolution is achieved at higher incident electron
energies because of the smaller size of the incident probe and less beam broadening
in the sample. The image intensity of a Pt nanoparticle does not necessarily increase
monotonically with its size in BE images.

In Fig. 10a, for example, some smaller Pt particles (e.g., the particle indicated by
the letter B) clearly have higher visibility than that of some bigger Pt particles (e.g.,
the Pt particle indicated by the letter A). In Fig. 10b, however, the particle A shows a
much higher intensity than that of particle B. The interpretation of high-resolution BE
images of supported nanoparticles is complicated and many factors may contribute to
the observed image contrast. To understand the effect of the incident electron energy
and the size and location of Pt nanoparticles on the particle contrast, Fig. 11a shows
the dependence of η(E) on incident electron energy for various sizes of Pt particles
located on the surface of a bulk carbon support. The values of η(E ) for bulk carbon
and bulk Pt are also shown for comparison. With increasing electron energy, η(E ) first
increases, reaches a maximum, and then slowly decreases. This trend is true for all sizes
of the particles although the rate of change depends on the particle size. For each par-
ticle size, there exists an optimum electron energy, Eop, which gives a maximum value
of ηmax(Eop). This maximum value is reached when the range (R(Eop)) of the incident
electrons is about the diameter d of the Pt particle. The Eop value increases with the size
of the Pt nanoparticle. Note that the maximum value of the backscattering coefficient
ηmax from a small Pt nanoparticle is about the same for different sizes of particles. The
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Figure 10. High-resolution SE and BE images of a Pt/C catalyst obtained with the primary electron
energies of 3 keV and 20 keV, respectively, clearly showing the spatial and size distribution of the Pt
nanoparticles as well as the detailed morphology of the carbon support. See text for detailed discussion.

value of ηmax may be related to the scaling parameter α = d/R(Eop) which is about
unity for all particle sizes. For smaller Pt particles, although η decreases rapidly with
increasing electron energy it does not approach the value of bulk carbon. Thus, small
Pt particles positioned on the surface of a carbon substrate will always give an observ-
able bright contrast in high-resolution BE images regardless of the incident electron
energy.

Figure 11b shows the dependence of η(d ) on the size of a Pt particle at different
electron energies. With low-energy electrons, a smaller Pt particle may have a higher
intensity at the center of the particle than that of a larger Pt particle. For example, a
20 nm Pt particle will give a maximum contrast in BE images obtained with 4 keV
electrons while both smaller and larger particles will give a lower image contrast. With
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Figure 11. Monte Carlo calculations of backscattering coefficients (η) of Pt particles positioned on a
carbon substrate: (a) as a function of electron energy for various sizes of Pt particles and (b) as a function of
the size of Pt particles for various energies of the incident electrons. The values of η for bulk carbon and
bulk platinum are also shown for comparison. Number of trajectories used: 30,000.

higher-energy electrons, however, the image intensity of a small Pt particle increases
monotonically with its size. With further increases of the particle size, the η values
for all electron energies will gradually approach their corresponding values of bulk
Pt. Figure 11 indicates that the interpretation of high-voltage BE images of small Pt
particles located on the surface of bulk substrates is straight forward while that of
low-voltage BE images is more complicated.

Another complicating factor in interpreting BE images of supported metal catalysts
or other inhomogeneous systems is that some small particles are often located below
the substrate surface. For example, some of the small Pt particles with a diffuse con-
trast in Fig. 10a (e.g., particle A) are definitely located at various depths below the
carbon surface. Monte Carlo simulations of the contrast of nanoparticles embedded
within matrix materials have been performed [20]. Regardless of the incident electron
energy, the backscattering coefficient is the highest when the Pt particle is located
on the surface of the carbon substrate. The backscattering coefficient or the contrast
of BE images, however, is sensitive to the geometry of the particle-matrix composite
as well as the location of the nanoparticle. When a nanoparticle is located below the
substrate surface, the incident electrons are first scattered by a layer of the substrate
material and then are scattered by the nanoparticle. The electrons backscattered by
the nanoparticle will be scattered again by a layer of carbon before they can finally
exit the substrate surface as backscattered electrons. Since the energy of the inci-
dent electrons is continuously decreasing during these scattering processes and the
electron backscattering coefficients from small nanoparticles strongly depend on
the energy of the electrons (see Fig. 11a) the electron backscattering processes from
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the particle-matrix composite can be very complex. The particle-substrate interface
may also play an important role in contributing to high-angle scattering events.

The Monte Carlo calculations clearly show the complex nature of the contrast
of small Pt particles in high-resolution BE images of carbon supported Pt catalysts,
especially at low voltages. However, by examining high-resolution BE images obtained
with different incident electron energies and by comparing these BE images with the
corresponding SE images, information about the lateral distribution as well as the depth
distribution of metal nanoparticles in supported metal catalysts can be extracted [20].

5.2. Small Particle Contrast in High-Resolution SE Images

High-resolution SE imaging of supported metal catalyst samples was first demon-
strated with 100-keV electrons in the STEM [13, 47–48]. The increased emission of
secondary electrons from small, heavy-element particles is partially attributed to the
local increase in the stopping power of high-energy electrons. Topographical contrast
is also a main factor that contributes to the observed bright contrast of small particles.
With high-energy incident electrons, the integrated SE intensity of a small metal par-
ticle is proportional to the total number of atoms within that particle [49], suggesting
that the number of secondary electrons generated is proportional to the total stopping
power of a small particle. Small metal particles embedded inside supporting materials
may not be revealed in high-resolution SE images [43]. Only those metal particles that
lay on, or very close to, the sample surface can give observable image contrast.

When the energy of the incident electrons decreases from high energies, the elec-
tron backscattering from a small, heavy-element particle increases. The backscattered
electrons generate additional secondary electrons when they pass through the speci-
men surface (SE2 signal) or when they impinge onto the pole pieces and other parts
of the optical system and specimen chamber (SE3 signal). Both the SE2 and SE3 sig-
nals carry information similar to that of backscattered electrons. Therefore, if the SE2
and SE3 signals significantly contribute to the collected SE signal then metal particles
located deep inside a light-element support may also be revealed in high-resolution
SE images.

To understand the contrast of small Pt particles in high-resolution SE images, both
the BE and SE signals were collected to form images of the same area of a Pt/carbon
catalyst (see Fig. 10). The relatively poorer image resolution shown in Fig. 10a and
10c is partially attributed to the larger working distance (WD = 7 mm) used to
accommodate the retractable BE detector. The visibility of the smaller Pt particles in
SE images is clearly low when compared to that in the corresponding BE images.
Furthermore, only some of the Pt particles which are visible in the BE images are
revealed in the SE images. Because of the deeper penetration of electrons at higher
energies, more Pt particles are revealed in the higher energy BE image. In contrast,
Fig. 10d shows almost the same number of Pt particles, with an improvement in image
resolution though, as those revealed in Fig. 10c. Some smaller Pt particles (e.g., the
particle indicated by the letter C) have a surprisingly high contrast compared to that
of some bigger particles (e.g., the particle indicated by the letter D). While some Pt
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Figure 12. Schematic diagrams illustrate the contributions of various SE signals to the small-particle
contrast in high-resolution SE images. PE—primary electrons; SE1—type 1 secondary electrons;
SE2—type 2 secondary electrons; SE3—type 3 secondary electrons; HASE—high-angle scattered
electrons; BE—backscattered electrons.

particles (e.g., the particle indicated by the letter B) are clearly visible in both the BE
and SE images other Pt particles (e.g., the particle indicated by the letter A) are only
revealed in the BE images. If we assume that the particle A was embedded inside the
carbon support then the variations of the visibility of the particle A in both the BE
and SE images of different primary electron energies can be explained. The visibility
of small Pt particles in the SE images is also affected by the dominating topographic
contrast of the carbon mesopores. A small positive voltage applied to the specimen
can, however, greatly suppress the topographic contrast of the carbon support and thus
enhance the visibility of metal nanoparticles [50].

The visibility of small metal particles in high-resolution SE images of supported
metal catalysts is determined by the following factors: a) topographic contrast; b)
diffusion contrast; c) material contrast due to the SE1 signal; d) material contrast due
to the SE2 signal; and e) material contrast due to the SE3 signal. Experimental results
showed that only those metal nanoparticles that are located on, or very close to, the
surface of the substrate can be observable in high-resolution SE images.

The topographic contrast may play a dominant role for nanoparticles located on
the surface of a substrate as illustrated in Fig. 12a. When the radius of a small particle
becomes comparable to, or smaller than, the escape depths of the secondary electrons,
most of the secondary electrons, generated inside the particle, with energies higher
than the surface barrier may escape from the particle. In contrast, because of the
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total internal reflection of low-energy secondary electrons only about 10% of the
total internal secondary electrons that are generated within the escape depth region,
can escape from a flat surface. Because of this geometric effect in SE emission from
spherical particles, small particles located on a flat substrate surface, even if the substrate
and the particle are the same material, are often observed with a bright contrast in high-
resolution SE images. In fact, small particles of low-Z materials supported on high-Z
substrates can often give a bright image contrast because of this dominant topographic
effect; this is in striking contrast to BE images in which high-Z materials always give
bright image contrast.

The topographic contrast of small particles can be delineated by the ratio of the
particle radius (R) to the average escape depth (L) of the collected secondary electrons.
If R/L � 1, the image intensity is proportional to the total number of atoms within
that particle. If R/L < 1, the image intensity increases with the particle size and has a
maximum at the center of the particle. If R/L > 1, the image intensity slowly increases
with particle size and the highest image intensity is approximately located at a distance
d = (R–L) from the center of the particle. If R/L � 1, the particle contrast evolves
into the edge-brightness contrast, commonly observed in SE images.

For heavy-element particles located on the surface of a light-element support, elec-
trons scattered to high angles (<90 degrees) by a small particle can re-enter the substrate
at a glancing angle as schematically illustrated in figure 12b. Monte Carlo simulations
show that these high-angle scattered electrons (HASE) can travel a long distance inside
the substrate, generating additional secondary electrons that lie within the escape depth
of the substrate material. These “extra” secondary electrons will add to the bright,
topographic contrast of small particles. This electron diffusion effect is enhanced at
low electron energies as demonstrated by the Monte Carlo simulations shown in
Fig. 4. This electron diffusion contrast is significantly reduced for particles located just
below the substrate surface. The fraction of high-angle scattered electrons by a small,
heavy-element particle depends on the size and shape of the particle, the incident
electron energy, the average atomic number of the particle, and the location of the
particle relative to the substrate surface.

The increased stopping power in a small particle of heavy-element materials can
generate more secondary electrons (SE1) per unit volume than that in the light-element
supports (schematically illustrated in Fig. 12c). Taking into consideration of the effects
of work function and escape depth on the emission of secondary electrons, heavy-
element materials may have a higher SE yield than that of light-element materials.
Thus, a material contrast may contribute to the visibility of nanoparticles in SE images.
There is, however, no direct correlation between the SE yield of a material and its
atomic number. So it cannot be generalized that high-Z elements will have a higher SE
yield even though they may have a higher electron stopping power. For example, some
non-conducting materials may have a much higher SE yield than that of heavy-element
metals.

The SE2 signal due to a small, heavy-element particle can be generated within, and
escape from the surface of, a small particle (if the particle is located on the surface of the
substrate). They can also be generated in the substrate (if the particle is embedded in
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the substrate) and escape from the sample surface (schematically illustrated in Fig. 12d).
Because of the higher BE yield from small, heavy-element particles, especially at low
electron energies (see Fig. 4), more SE2 signals are generated whenever the incident
electrons encounter a small particle. The small-particle contrast due to the SE2 signal
is directly related to the image contrast of the corresponding BE images.

Similar to the discussion for the SE2 signal, the SE3 signal also carries informa-
tion directly related to that of the BE signal (Fig. 12e). The SE3 signal should also
give a bright contrast in SE images of small, heavy-element particles. Without special
arrangements of the SE detection system, the effects of the SE2 and SE3 signals on
the small-particle contrast cannot be distinguished or eliminated. Experimental results
showed, however, that the contribution of the SE2 and SE3 signals from small, heavy-
element particles to the collected SE signal may not be significant; the contribution of
these signals from larger particles, however, may be appreciable [20].

5.3. Other Contrast Mechanisms

The contrast in both SE and BE images is a number contrast; any change (above
the statistical noise level) in the number of the collected signal will give an image
contrast. Thus, change in work function, which affects the emission step of the internal
secondary electrons, can be visualized in biased SE images [51–52]. Submonolayer,
monolayer, or multilayer deposits can be readily visualized and distinguished.

By using a directionally sensitive detection system, it is also possible to reveal, in
strong contrast, atomic steps and the crystallographically equivalent but differently
oriented 1 × 2 and 2 × 1 domains at the reconstructed Si (100) surface [53]. The
origin of this contrast could come from a Bragg reflection effect in the reconstructed
layer with a strong dependence on the azimuthal direction of the electron crossing the
surface barrier [46]. Since the energy distribution of the internal secondary electrons
near the surface of the specimen is highly skewed toward low energies, any change of
the work function or even the shape of the surface potential may intricately modify
the SE emission probability, especially when an external field is applied.

Local potential variations on a non-homogeneous specimen surface generate patch
fields, which may influence the emission or movement of the secondary electrons.
Depending on the polarity of the patch fields, these regions may give a reduced or
enhanced SE emission, especially in the low energy part of the SE spectrum. There
is not much experimental or theoretical work done on the effect of local patch fields,
which may be becoming increasingly important in understanding nanosystems, on
the emission of secondary electrons or on the image contrast of high-resolution SE
images. Recent interest in this topic [46] may provide much needed impetus for further
exploration on the possibility of high-resolution imaging of local variations in work
function, contact potential, or even charge transfer in nanoscale systems.

Changes in surface barrier height or subsurface band bending effects have recently
been shown to provide good image contrast of p-n junctions in high-resolution images
of doped semiconductor devices [54]. The authors observed that the p-type regions
always appear brighter relative to the n-type regions in a doped GaAs sample. The
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observed contrast was attributed to band pinning effects associated with the chemisorp-
tion of oxygen at the sample surface, which enhances the yield variations between the
p- and n-type regions; band bending and the modification of the shape of the surface
potential may as well play a role in the observed image contrast. The effect of energy
filtering by the in-lens type FEG-SEM, which was used to obtain these results, on the
observed image contrast was also proposed [21].

6. APPLICATIONS TO CHARACTERIZING NANOPHASE MATERIALS

High-resolution SEM imaging can be conveniently applied to extract nanoscale infor-
mation from many different types of nanophase materials or systems. Any solid mate-
rials, even soft materials, can be imaged in a modern FEG-SEM; with the use of a
cryo system or by using an environmental SEM, almost all the organic and inorganic
materials can be examined and useful information about the morphology, ultrastruc-
ture, and composition of the region of interest can be extracted. Not only nanophase
materials but also intact micro- or nano-devices can be imaged in the modern day,
large chamber FEG-SEM instruments.

High-resolution SEM imaging and associated techniques are now routinely used in
the semiconductor industry for failure analyses of semiconductor devices, for example,
analyses of cell-blocks, trench capacitors, bit lines, gate conductors, or cross-sections of
the DRAM cells. Specialized electron beam lithography and wafer processing inspec-
tion systems have been in extensive use in the semiconductor industry. Critical dimen-
sion measurements and nano-metrology will become more critical to the successful
development of next generations of micro and nanodevices. Creation of micro electro
mechanical systems, nanostructures, and nanodevices is certainly the most important
frontier of nanoscience research and nanotechnology. To know what we have created
or how they work or how to make improvements, we need to use high-resolution
FEG-SEM techniques to examine these devices or materials. It is expected that the
high-resolution FEG-SEM will become the most important tool in developing nan-
otechnology products, especially nanodevices and bio-nanodevices.

As an example of applications, Fig. 13a shows a low voltage (1 KV), high-resolution
SE image of a freshly fractured IC device clearly showing the individual components.
The cross-section device could not be examined at high voltages due to severe sample
charging effect [25]. In this particular case, low-voltage SE imaging proves to be
more useful and reliable. High-resolution BE images, especially at low voltages, also
provided useful information on the identification and measurement of the individual
components. Rapid and reliable identification of defects and high throughput are of
essence here.

On the other hand, Fig. 13b shows a high voltage (100 KV), high resolution SE
image of a MgO smoke crystal, clearly revealing surface steps, facets, and the various
faces of the incomplete MgO cube. Individual (111) planes are not charge neutral; the
presence of a net dipole moment normal to the surface leads to a divergence in the
surface energy. Therefore, the (111) planes are not stable and facet into (100) planes
as clearly shown in Fig. 13b. Figure 13b also shows that the MgO (110) planes are
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Figure 13. High-resolution, low-voltage SE image of a freshly fractured IC device clearly showing the
different components of the device (a); high-resolution, high-voltage SE image of a MgO smoke crystal
revealing steps, facets, and the different planes of the incomplete MgO cube (b).

also not stable although these surfaces are non-polar with equal numbers of cations
and anions in each atomic plane parallel to the surface. The surface energy of MgO
(110), however, is reported to be much higher than that for the (100) surface [55];
thus, the MgO (110) may relax or exhibit rumpling. The high-resolution SE image in
Fig. 13b clearly shows that the (110) surfaces of the MgO smoke are not smooth and
are faceted toward (100) planes, at least along the direction connecting the different
(110) planes. These studies are important for understanding the formation mechanisms
of nanoparticles or nanocrystals and for the interactions between metallic nanoparticles
and metal oxide nanocrystals.
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Figure 14. High-resolution SE images of (a) carbon supported Pt nanoparticle catalyst, (b) antimony-
doped SnO2 nanocrystals, (c) TiO2 nanoparticles, and (d) carbon nanorods growing from a carbon
substrate. These examples illustrate the powerful applications of high-resolution FEG-SEM to the
characterization of various types of nanophase materials.

Other examples of applying high-resolution SEM imaging to the study of nanophase
materials are shown in Fig. 14. Figure 14a shows a SE image of a carbon-supported Pt
catalyst used in many catalytic chemical reactions. The image clearly provides infor-
mation on the size and spatial distribution of the Pt nanoparticles; it also provides
information on the pore structure of the carbon support as well as the spatial rela-
tionship between the Pt nanoparticles and the carbon pores. By varying the inci-
dent electron energy and by combining high-resolution SE imaging with BE imag-
ing the three-dimensional distribution of the Pt nanoparticles may also be extracted.
This type of information is invaluable for understanding the catalytic performance
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of the supported catalyst, and for developing better nanostructured heterogeneous
catalysts.

Figure 14b shows a high-resolution SE image of antimony-doped SnO2 (ATO)
nanoparticles. The ATO nanoparticles were developed for applications in sensors and
smart devices, for example, electrochromic displays and windows. The information
on the size distribution, the connectivity among, and the aggregation behavior of, the
ATO nanoparticles is critical to optimizing the performance of the desired devices; the
detailed pore structure of the ATO nano-powders is also critical to the optimization
of electrochemical devices.

Figure 14c shows a high-resolution SE image of TiO2 nanoparticles. These nanopar-
ticles have important applications as pigments, as photo-catalysts, or as catalyst support
materials; again, the size and shape distributions as well as the aggregation behavior of
the TiO2 nanoparticles are important parameters in determining their properties and
applications. Tuning of the size distribution and the electronic structure of the TiO2

nanoparticles determines the specific applications of these important semiconduting
metal oxide nanoparticles.

Figure 14d shows clearly the shape and morphology of carbon nanorods as well as
some extremely small metallic nanoparticles on the surfaces of these nanorods. This type
of information can be effectively used to correlate the structure of the fabricated carbon
nanophase materials to the synthesis processes. Carbon nanotubes and nanotube-based
devices are in the forefront of nanoelectronics; and the ability to be able to statistically
analyze large numbers of nanotubes or to be able to examine how these nanotubes
interact with various substrates or other nanosystems is critically important.

In addition to the wide applications of high-resolution SEM to the semiconductor
and nanoelectronics industries, the above examples clearly demonstrate the power of
high-resolution SEM in solving challenging nanoscale materials problems.

7. SUMMARY AND PERSPECTIVES

In this chapter, we illustrated by using nanoparticles as a specific example the recent
developments in SEM instrumentation and applications of high-resolution SEM to
characterizing nanophase materials. High-resolution SEM techniques are now widely
used in R&D laboratories, in manufacturing facilities, or in areas such as art, archeology,
forensic investigations, environment preservation, etc.

At high electron energies, nanometer or subnanometer resolution SE images can
now be routinely obtained in the new generation FEG-SEM instruments. To achieve
the same image resolution at low electron energies, however, is still very challenging.
As we discussed in section 3, both Cc and Cs aberration correctors have to be used to
significantly reduce the effect of spherical and chromatic aberrations on the formation
of low-energy electron nanoprobes. Such an attempt has already resulted in significant
resolution improvement [39]. The use of aberration correctors not only makes the
obtainable probe size much smaller but it makes possible to obtain high beam cur-
rent contained within a small nanoprobe; high total beam current provides adequate
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characteristic X-ray signals for chemical microanalysis or BE signals for high-quality,
high-resolution imaging.

When the lens aberrations are corrected by using the aberration correctors, large
probe-aperture angles have to be used, due to the diffraction limit, to obtain smaller
probe sizes; the use of large probe-aperture angles significantly reduces the depth of
field in SE images. However, we can effectively utilize this property to form confocal
SEM images, similar to that of confocal laser scanning microscopy. The development of
confocal SEM techniques will certainly make the high-resolution FEG-SEM technique
much more powerful since true three-dimensional images of various samples can be
obtained to provide not only the lateral but also the depth information on a nanometer
scale.

For some samples, high probe current may be detrimental due to electron-beam
induced irradiation damage of the sample; low probe current, however, usually results
in poor signal-to-noise ratio and thus poor image or spectrum quality. Development
of highly efficient detectors for both high-energy and low-energy electrons will prove
to be fruitful in imaging and analyzing delicate samples. High-sensitivity BE detectors,
especially at low-electron energies, are needed to differentiate phases that have small
compositional differences. Use of SE and BE spectrometers in a modern FEG-SEM
can further improve the image resolution and provide additional contrast. Energy-
filtered SE and BE imaging will provide more detailed information on the samples of
interest. It is possible that lattice fringes of bulk crystalline materials can be obtained
in energy-filtered high-resolution BE images due to electron bean channeling effect.

The recent wide adoption of the environmental or variable pressure SEM instru-
ments undoubtedly demonstrated the power of these microscopes. These microscopes
can be operated as high-vacuum instruments or various gases can be allowed into the
sample chamber to reduce sample-charging effects, to maintain low vapor pressure, or
to study sample-gas interactions. It is anticipated that within a few years all the SEM
instruments will be environmental or variable pressure SEM microscopes.

The recent development of ultra-low-voltage (ULV) imaging in the modern
FEG-SEM is clearly interesting since this technique bridges the gap between SEM
and low energy electron microscopy (LEEM) techniques. It is expected that different
lens configurations will have to be used in order to achieve nanometer scale resolu-
tion with primary electron energies as low as a few eV. High-resolution ULV imaging
makes it possible to reduce sample charging effect, to significantly reduce electron-
induced damage of delicate samples, and to significantly increases surface sensitivity.
For example, Fig. 15 shows a set of images obtained from the same region of a partially
metallized polymer film. With the use of 500 eV electrons (Fig. 15a), the polymer
film charged up and some of the metal particles appear dark in the image. With
100 eV electrons (Fig. 15b), the charging of the polymer film is significantly reduced
and the metal particles appear bright now; but the contaminant in the center of the
image was still charged up. When the electron energy was reduced to 50 eV or below,
the image (Fig. 15c) clearly shows the sizes and morphology of the metal particles, the
contaminant particle, and the surface details of the metal/polymer composites. Note
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Figure 15. Low voltage (a, b) and ultra-low-voltage (c) SE images of a partially metallized polymer film
illustrate the advantage of using low energy electrons. The Au particles are better revealed in images (b)
and (c).

that the image resolution did not change much at all in all the images; high-resolution
images can be obtained with primary electron energies <50 eV [23].

On the other hand, the recent development of ultra-high-voltage (∼100 KV
or above) SEM integrates the traditional SEM techniques to those of the STEM
techniques; thus, both bulk samples and thin specimens can be examined by SEM
techniques and TEM/STEM techniques can be applied to thin specimens. Subsurface
structures can be revealed in high voltage SE or BE images. These microscopes are now
broadly used in the semiconductor industry to characterize micro- or nano-devices.
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The future generation electron microscopes may integrate all the functions that are
now provided by SEM, TEM, and STEM techniques.
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12. HIGH SPATIAL RESOLUTION QUANTITATIVE ELECTRON BEAM
MICROANALYSIS FOR NANOSCALE MATERIALS

DALE E. NEWBURY, JOHN HENRY J. SCOTT, SCOTT WIGHT, AND JOHN A. SMALL

I. INTRODUCTION

A dominant theme in modern materials science is the determination of the relationships
between material microstructure and macroscopic physical, chemical, and engineer-
ing properties. Because microstructures of materials consisting of several elements are
typically segregated into two or more different chemical phases, a critical component
of this task has been the development of tools that can characterize the compositional
microstructure of materials on the micrometer to nanometer spatial scales, both later-
ally and in-depth. Electron beam excitation has provided an important class of these
tools because of the powerful combination of high resolution morphological imag-
ing through transmission and scanning electron microscopy, the elemental/chemical
analysis made possible by associated x-ray and electron spectrometries, and the deter-
mination of crystal structure by electron diffraction methods [Newbury and Williams,
2000]. The emergence of nanoscale science and technology has increased the chal-
lenges facing these characterization methods.

Measuring elemental composition at high spatial resolution with electron
microscopy is the theme of this contribution. For this discussion, the following arbitrary
definitions will be adopted when referring to broad classes of concentration levels:

Major constituent (concentration, C > 0.1 mass fraction)
Minor constituent (0.01 ≤ C ≤ 0.1)
Trace constituent (C < 0.01)
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By this convention, the lower limit of the trace category is not defined and is eventually
determined when the single atom limit within the sampled volume is reached.

II. THE NANOMATERIALS CHARACTERIZATION CHALLENGE: BULK
NANOSTRUCTURES AND DISCRETE NANOPARTICLES

Materials with nanometer-scale features can be divided into two broad classes for the
development of appropriate microanalytical strategies: bulk nanostructures and discrete
nanoparticles.

A. Bulk Nanostructures

Bulk nanomaterials include those “natural” systems in which rapid solidification from
the melt and/or solid state reactions create nanoscale microstructural features in certain
metal alloys and ceramics. A second class of bulk nanomaterials consists of “materials
by design” that are built up from the atomic scale with processes such as ion sputtering
deposition where indivual atoms, molecules, and clusters are manipulated. A third class
of bulk nanomaterials includes engineered materials, such as complex layered electronic
devices, that are synthesized by “building down” with massively parallel processing such
as photolithography to create the discrete nanoscale features that compose advanced
electronics.

Characterizing the fine structure of bulk materials with nanoscale features has been
a long standing theme in materials science. Imaging and crystallographic studies with
nanometer scale resolution have been performed for more than 40 years with the trans-
mission electron microscope (TEM) [Williams and Carter, 1996]. For the past 25 years,
these studies have been augmented by compositional measurements with energy dis-
persive x-ray spectrometry (EDS) and electron energy loss spectrometry (EELS) per-
formed in the modified TEM known as the analytical electron microscope (AEM)
[Joy et al., 1986]. Examination of matter in the TEM/AEM places great demands on
the form of the specimen. The range in nanometers of the primary electron beam in
a target is given by equations of the form [Kanaya and Okayama, 1972]:

R(nm) = [(27.6A )/(ρZ 0.89)]E1.67
0 (1)

where A is the atomic weight (g/mole), ρ is the density (g/cm3), Z is the atomic
number, and E0 is the incident beam energy (keV). The range of high energy
(≥100 keV) electrons (see Table 1) in solid matter is so great that in order to retain high
resolution imaging, diffraction, and analytical information, the beam electron inter-
actions must be restricted to single or plural (at most) scattering events. To achieve
this restriction, the specimen thickness must be limited to only tens to hundreds of
nanometers, depending on composition. TEM/AEM examination of bulk specimens
thus requires preparing a suitably thin cross section, and this step has often been the
greatest impediment to a successful study, especially when a specific sub-micrometer
feature of a complex device must be located and thinned for examination. When the
dimensions of specimen features are less than the foil thickness, as is likely to be the case
for fine scale nanostructured materials, multiple features are likely to be encountered
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Table 1. Electron Range in Bulk Materials (Kanaya-Okayama Range)

E0 (keV) C Si Fe Ag Au

100 73.5 μm 70.4 μm 23.6 μm 20.2 μm 12.6 μm
30 9.9 μm 9.3 μm 3.2 μm 2.7 μm 1.7 μm
20 5.0 μm 4.7 μm 1.6 μm 1.4 μm 860 nm
10 1.6 μm 1.5 μm 500 nm 430 nm 270 nm
5 490 nm 470 nm 160 nm 130 nm 85 nm

2.5 160 nm 140 nm 50 nm 43 nm 27 nm
1 34 nm 32 nm 11 nm 9 nm 6 nm

through the thickness. In viewing/analyzing such a complex thin section, information
from the different structures through the thickness will be superimposed in transmis-
sion images and integrated into composite x-ray and electron spectra. To truly isolate
such nanostructures, exceptionally thin sections must be prepared, with the desired
thickness depending on the scale of the features. The traditional methods of thin sec-
tion preparation, which have utilized mechanical abrasion, chemical polishing, and
ion beam sputtering, have been greatly advanced with the evolution of systems that
combine an ion beam sputtering system with a scanning electron microscope (SEM)
to achieve exquisite control in locating the target area of interest and preparing the
thin section [e.g., Phillips et al., 2000]. With successful thin foil preparation, typi-
cal characterization problems include determining the morphology and composition
of single phase regions, information that includes both the elemental concentrations
derived from spectrometry and the crystallographic parameters derived from diffraction
patterns. More complex problems involve the nature of interfaces between different
phases in natural materials or the engineered interfaces in technological structures that
often control the macroscopic behavior of a device.

The development of the SEM has provided a powerful alternative tool for probing
the first surface of massively thick bulk specimens, thus simplifying the specimen
preparation problem to that of a single surface, and indeed permitting examination of
the surface of rough materials in the as-received condition [Goldstein et al., 2003].
In the “conventional” beam energy range for the SEM, 10–30 keV, the range is
greater than a micrometer for materials of low and intermediate atomic numbers (e.g.,
Z < 40), as listed in Table 1, which is not satisfactory for characterizing the individual
components of bulk nanomaterials. However, the emergence of the high performance
SEM based upon the high brightness field emission gun (FEG-SEM) has enabled
practical operation of the SEM in the “low voltage” regime, E0 ≤ 5 keV, where the
range is typically reduced to 100 nm or less, even in materials of low atomic number,
as also listed Table 1. Low voltage SEM thus provides access to nanoscale structures in
bulk materials with the possibility of minimum or even no specimen modification.

B. Nanoparticles

The second broad class of nanomaterials consists of discrete particles with nanome-
ter dimensions which will be referred to as “nanoparticles” [e.g., Komarneni, et al.,
1997]. Discrete nanoparticles with dimensions ≤100 nm are sufficiently small that
they are already compatible with high beam energy transmission electron microscope
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techniques without further specimen preparation. Following dispersion and mounting
on a suitable thin foil substrate, such as 10-nm thick amorphous carbon film supported
on a Cu, Ni or C grid, nanoparticles can be examined directly in the as-received condi-
tion in the TEM/AEM or SEM. More complex preparation problems are encountered
when nanoparticles are aggregated, either as a result of the fabrication scheme or after
subsequent processing, which may require redispersion or thinning for AEM/TEM
examination. Alternatively, the SEM can be applied to study the outer layer of aggre-
gated nanoparticles regardless of the total thickness of the aggregate without the need
for thinning methods which might alter the structure or composition.

The typical characterization problem required for discrete nanoparticles is the deter-
mination of the morphology, composition and crystalline phase of individual particles
and the variation of these properties within particle populations. While individual
nanoparticles may be found that are homogeneous, populations of particles with dif-
ferent compositions may be found intermixed. More complex nanoparticles may have
a surface coating with a composition different from the interior, and the nature of
this coating and its interface to the underlying substrate particle can provide a range
of increasingly challenging characterization problems. Finally, nanoparticles may have
internal compositional heterogeneities on an even finer scale, down to clusters of
atoms.

III. PHYSICAL BASIS OF THE ELECTRON-EXCITED ANALYTICAL
SPECTROMETRIES

The physical basis for spectrometric analysis under electron bombardment is illustrated
in Figure 1 for a carbon atom. The initial interaction is an inner shell ionization event
created by inelastic scattering of the energetic beam with a bound inner shell electron.
In this inelastic event, the beam electron transfers an amount of energy at least equal
to the binding energy (critical ionization energy), Ec, of the bound atomic electron,
which is then ejected from the atom, leaving a vacancy in the shell. If the incident beam
electron has a sharply defined energy, E0, then because the ionization edge energy Ec

is also sharply defined, such an inelastic interaction, a so-called “core loss” event, will
cause a well-defined change in the energy of the beam electron. Following such a core
loss event, the incident beam electron leaves the sample with a reduced energy given
by E0–Ec. Because the amount of energy lost is defined by the binding energy of the
inner shell atomic electron, a spectrum of energy losses experienced by the incident
beam forms the basis for elemental analysis of the sample; this techniques is known as
electron energy-loss spectrometry (EELS) (Egerton, 1986).

After the primary ionization of a K-shell of carbon (Ec = 240 eV) in Figure 1, the
excited atom resides in the excited state for a few picoseconds and then undergoes
electron transitions between the L and K shells to lower its energy back toward ground
state. The lower section of Figure 1 illustrates the first stage of this decay process. In one
case (radiative transition, referred to as fluorescence), the excess energy difference after
the electron transition between the shells is expressed in the form of electromagnetic
energy, as an x-ray photon. Because the energy levels of the atomic shells are sharply
defined and specific to each element, the transition of an electron from one shell to
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Figure 1. Inner shell ionization and de-excitation tree for carbon (Goldstein et al., 2003).

another produces a sharply defined difference in energy that manifests as the energy
of the x-ray photon, making it characteristic of the particular atom species. As a result
of the transition process, the vacancy moves out to an outer atomic shell, where the
transition process can repeat for a sufficiently complex (intermediate to high atomic
number atom), resulting in a family of characteristic x-ray photons. Measuring the
energy of the photons forms the basis of x-ray spectrometry [Goldstein et al., 2003].

In the second case (the non-radiative transition), as the excited atom undergoes
electron transitions, the energy difference between the shells is imparted to another
bound outer shell electron, known as the Auger effect (Auger, 1923). This atomic
electron is ejected with a kinetic energy equal to the energy difference of the initial
transition minus the binding energy of the ejected electron. Because all of the energy
levels are sharply defined, the as-ejected Auger electron also has a characteristic kinetic
energy that identifies the atomic species responsible for the emission. Measuring the
energy of the electrons ejected from the target forms the basis of Auger electron
spectrometry (AES) (Bishop, 1989).

Each of the analytical spectrometries derived from the physics of inner shell ion-
ization has its strengths and weaknesses for analysis of nanoscale materials, whether
prepared in thin section or in the form of discrete nanoparticles. The following sec-
tions describe key factors that must be considered when approaching nanoscale analysis
problems.
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The electron microscopy platforms upon which these analytical spectrometries can
be applied to nanoscale characterization problems can be divided into two broad classes
depending upon beam energy. The high energy (≥100 keV) class is represented by
the transmission electron microscope (TEM)/scanning transmission electron micro-
scope (STEM) equipped for analysis as the analytical electron microscope (AEM),
while the intermediate (10 ≤ E0 ≤ 30 keV) and low energy (≤5 keV) classes are based
upon the scanning electron microscope (SEM) (Sarikaya et al., 1994).

IV. NANOSCALE ELEMENTAL CHARACTERIZATION WITH HIGH ELECTRON
BEAM ENERGY

A. Electron Energy Loss Spectrometry

Electron energy loss spectrometry (EELS) in the AEM involves the measurement of the
kinetic energy of an electron that has passed through the specimen (Egerton, 1986).
In order for this kinetic energy to be analytically meaningful, the incident electron
energy must be sharply defined, so that the energy loss after the interaction results in
a value that is characteristic of that particular inelastic scattering process, such as inner
shell ionization. The beam electrons emitted from the gun of the electron microscope
satisfy the requirement to be sharply defined in energy, with a kinetic energy range
that depends upon the type of source: thermionic, thermal field emission, or cold
field emission. Even when using a source dependent on thermionic emission (which
yields the broadest distribution of energies), the incident energy for a high voltage
transmission electron microscope operating at 100 keV is typically defined within
3 eV. This represents a relative energy spread of 3 eV/100,000 eV, or 3 × 10−5, which
is sufficient for useful EELS spectrometry of inner shell ionization features, which are
typically spaced in energy by tens or hundreds of electron volts.

The measurement of the EELS spectrum is accomplished with a parallel detection
spectrometer consisting of electromagnetic lenses which efficiently couple the beam
that exits the specimen to a magnetic prism, and the prism to an imaging detector that
can simultaneously view a large energy loss band, e.g., 0–1 keV. Generally, the limit
on the energy losses is approximately 2.5 keV.

1. Analytical Aspects of EELS

The characteristic core loss edge structures provide the critical information for ele-
mental analysis by EELS. Inevitably, EELS is sensitive to the complete range of inelastic
scattering processes encountered by the energetic beam electrons. These phenomena
range in energy loss from low energy transfer processes such as phonon scattering at
a fraction of an eV energy loss, to ionization of valence and molecular-bonding elec-
trons in the 1 eV–10 eV range, to scattering with bulk and surface plasmons in the
5 eV–50 eV range, and finally to the ionization of core-level electrons that can be used
to identify and quantify the elements present. The core loss peaks useful for elemental
analysis are illustrated for NIST Standard Reference Material 2063a (Thin Glass Film)
in Figures 2 and 3. While all of these interactions enrich the information available,
they also complicate the EELS spectrum of a thick specimen through multiple inelastic
scattering. When multiple scattering occurs, the energy losses of different events are
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Figure 2. EELS spectrum of NIST Standard Reference Material 2063a (Thin Glass Film) showing core
edges for Ca L, O K, and FeL edges (Leapman and Newbury, 1993).
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edges for Mg K and Si K edges edges (Leapman and Newbury, 1993).
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superimposed upon the same beam electron, which has the effect of degrading the spe-
cific detail at an excitation edge or other feature. Multiple inelastic scattering increases
with thickness. With sufficiently thin specimens where the inelastic scattering consists
of, at most, single events per beam electron, the excitation edges permit, in principle,
the detection of any element in the entire periodic table from a K, L, M, or N edge
in the energy loss range from 0–2.5 keV. Calculation procedures have been devel-
oped to deconvolve the effects of multiple scattering, extending the practical thickness
range for EELS (Egerton, 1986). Since inelastic cross sections generally decrease with
increasing beam energy, the EELS technique is applied in the high voltage analytical
electron microscope, where 100 keV ≤ E0 ≤ 300 keV. Nevertheless, specimen thick-
ness is the chief limitation to the application of EELS to nanoscale materials, espe-
cially bulk nanoscale and aggregated nanoparticles which must be thinned prior to
examination.

At 100 keV in Si, the average rate of energy loss with distance from all inelastic
processes is estimated to be 0.6 eV/nm from the Bethe energy loss model. Because of
the stochastic nature of inelastic scattering, an individual beam electron will have lost an
indeterminate amount of energy after passing through a portion of the specimen. While
such an energetic electron can still initiate the ionization tree shown in Figure 1 further
along its trajectory in the specimen, the measured kinetic energy of the beam electron
after the event is no longer characteristic of a single inner shell ionization event that
identifies the atom species present but will be transferred to the background continuum
below the edge energy. The usefulness of EELS is thus restricted to specimens whose
thickness is of the order of 10–100 nm, depending on the atomic number of the most
abundant atom species. For Si, a thickness of 50 nm would result in a dispersion of
approximately 30 eV in the beam energy through the foil.

The fraction of beam electrons that will undergo a specific event while traversing a
particle or foil of thickness t is given approximately by (t/λ), where λ is the mean free
path for the event:

λ = A/(N0ρQ) (2)

A is the atomic weight (g/mol), N0 is Avogadro’s number, ρ is the density (g/cm3),
and Q is the cross section for the process of interest. For inner shell ionization, the
cross section can be described by:

Q = 6.51 × 10−20(ns b s )
/(

UE2
c

)
loge (c s U ) (3)

where ns is the number of electrons in the shell being ionized, bs and cs are constants,
Ec is the shell binding energy (keV), and U is the overvoltage = E0/Ec and the dimen-
sions of Q are [ionizations/e/(atom/cm2)]. Brown (1974) took cK ∼ cL ∼ 1, with the
following expressions for bs:

b K = 0.52 + 0.0029Z (4a)

b L23 = 0.44 + 0.0020Z (4b)
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Figure 4. Plot of the inner shell ionization cross section Q of Jakoby versus overvoltage, U.

where Z is atomic number. The inner shell ionization cross section for the Si K-shell is
plotted versus U in Figure 4, where the value of Q initially rises from U = 1, reaches
a peak at a value of U = 3, and then decreases asymptotically for further increases
in U.

For silicon, the ionization energy EK = 1.838 keV, so that for E0 = 100 keV, U =
54.4 which gives Q = 1.59 × 10−21 cm2. This cross section results in a mean free
path for Si K-shell ionization as λ = 0.0128 cm. In traversing a 50 nm Si foil, (t/λ) =
3.9 × 10−4, which means only about 4 in 10,000 of the incident electrons will undergo
Si inner shell ionization while traversing 50 nm of Si. Thus, inner shell ionization is
expected to be a weak feature in an EELS spectrum compared to higher probability
inelastic events, such as plasmon scattering. Fortunately, these rare core-loss electrons
are still traveling in much the same direction after interaction so that they can be
efficiently collected. The mean scattering angle, θE, for a given process is given by:

θE = �E/2E0 (5)

where �E is the energy loss. At E0 = 100 keV and for Si ionization where �E =
1.838 keV, θE = 9.2 × 10−3 radians or ∼0.5 degrees, which is within the maximum
angle that can be accommodated with an EELS spectrometer. Moreover, the EELS
measurement does not depend on the subsequent decay of the excited core edge state
and partitioning of the emission, as is the case for x-ray or Auger spectrometry. Finally,
although there are certainly beam–sensitive materials such as biological and organic
specimens, the EELS measurement is usually non-destructive, so the collection of
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atoms being examined can be repeatedly measured. As a result of these considerations,
EELS can achieve extraordinary absolute mass sensitivity despite the relative paucity of
ionization events, reaching the attogram to zeptogram level. Under some circumstances
where the core edge displays features that are sharply defined in energy loss (e.g.,
“white lines”), nanoscale analysis with trace sensitivity as low as 10−5 mass fraction
has been demonstrated by accumulating high count spectra combined with special
mathematical methods of spectrum processing (“first difference” processing) (Leapman
and Newbury, 1993).

The typical maximum practical energy loss utilized in a parallel collection EELS
spectrometer is approximately �E = 2.5 keV, making the S K-edge at 2.47 keV
the highest energy K-edge before L-edges, M-edges, etc. must be utilized. For some
elements, the L-, M- and N-edges are not as sharply defied in the onset energy as the
K-shell of similar energy, which restricts the sensitivity for these elements.

2. EELS QUANTIFICATION

Quantification of elemental constituents with EELS is based upon integrating the
energy loss region beginning at the ionization edge to a defined limit above the edge,
typically a window 50 eV wide (Egerton, 1986). This range represents atomic electrons
scattered to various final kinetic energies. For thin specimens where multiple scattering
is minimized, the intensity IK measured above the K-ionization edge for an atomic
species A, is given by:

IK,A = NAQK,AI0 (6a)

where Ni is the number of atoms of element “i” in the excited volume of the speci-
men, QK is the K-ionization cross section, and I0 is the incident beam current. Similar
relations can be written for L-, M-, N- etc. edges. Because the thickness of a speci-
men is often locally variable and difficult to measure, absolute analysis is not typically
performed, but rather where multiple elements coexist in the excited region of the
specimen, one element is typically determined relative to another. For relative elemen-
tal analysis of two species “A” and “B”, equation (6) can be written for each species,
and by separating the parameters equal to the beam current, which is identical for
both “A” and “B” since the two quantities are simultaneously measured with a parallel
spectrometer, the following relation is obtained:

IK,A/(NAQK,A) = I0 = IK,B/(NB QK,B ) (6b)

NA/NB = (IK,A/IK,B )(QK,B/QK,A) (6c)

The relative error budget of this EELS quantification procedure consists of the mea-
surement errors associated with the intensities I (the variation in IA/IB is likely to be
less than 5% relative with parallel EELS spectrometry) and uncertainties in the theo-
retical ionization cross sections (partial in energy range �E and scattering angle �Q
for which errors are more difficult to estimate). If a standard of known composition
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Table 2. Sigma-K, Sigma-L EELS Quantitative Analysis of SRM 2063a Leapman and Newbury
(Analytical Chemistry, vol. 65, 1993, p. 2409)

Element/Edge Certified atom fraction Measured by EELS atom fraction Relative error, %

O K 60.8 ± 2.2 61 ± 3 0.3%
Mg K 7.5 ± 0.3 7.6 ± 0.4 1.3
Si L2,3 20.3 ± 0.9 19.2 ± 1.0 −5.4
Ca L2,3 6.6 ± 0.3 7.9 ± 0.4 19.7
Fe L2,3 4.5 ± 0.4 4.6 ± 0.2 2.2

(i.e., the ratios NA/NB for all elements) is available, then the overall error budget can
be estimated by comparing the calculated ratios of NA/NB to the known values. Such
studies have suggested that quantitative EELS measurements of K-shells can deter-
mine simple stoichiometric binaries, such as BN or SiC, within 5% of the ideal value,
and more complex systems within 20% relative when the specimens are sufficiently
thin that multiple scattering effects are negligible. An example that demonstrates this
performance is given in Table 2, where the Sigma-K and Sigma-L cross sections of
Egerton (1986) were used for quantification.

3. SPATIAL SAMPLING OF THE TARGET WITH EELS

The spatial resolution of any of the techniques based upon the ionization tree in
Figure 1 is determined by two major factors, the diameter of the incident probe
that contains sufficient beam current for the measurement and the scattering of the
beam electrons and the emitted radiation within the target. The smallest volume of
analysis would be the ideal cylinder defined by the footprint of the beam on the
entrance and exit surfaces and the specimen thickness, with the exit diameter only
increased by the angle of divergence of the beam, as shown in Figure 5. Compared
to the spatial resolution situation for x-ray spectrometry described below, the action
of elastic scattering to remove beam electrons from the ideal cylinder and degrade
the lateral spatial resolution of analysis is not a significant effect for EELS. The reason
is that any significant elastic scattering will cause the electron trajectory to deviate
outside the input acceptance angle of the EELS spectrometer so that these scattered
and spatially degraded electrons cannot contribute to the energy loss spectrum. Thus,
although EELS must be restricted to thin specimens to reduce multiple scattering so
as to preserve the integrity of the core loss information, a positive aspect is that the
lateral spatial resolution can actually correspond to the practical beam diameter, e.g.,
1 nm or smaller in a field emission AEM.

B. X-ray Spectrometry

The x-ray spectrum is almost universally measured with the semiconductor energy
dispersive x-ray spectrometer, usually of the silicon (lithium compensated) type, des-
ignated Si(Li) or Si-EDS, which operates at a temperature near 77 K. Such Si-EDS
spectrometers are generally capable of an optimum energy resolution of approximately
130 eV at the energy of MnKα radiation (5890 eV). The resolution is dependent
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Figure 5. Schematic of the excitation cylinder plus the x-ray excitation cone calculated with the
mid-specimen beam broadening criterion (thick lines).

on the energy of the x-ray photon, with peak widths of 65 eV at C K (282 eV) and
175 eV at CuKα(8040 eV). The limiting count rate is approximately 3 kHz at optimum
resolution (long pulse integration time constant) and 25 kHz with degraded resolution
at short time constant [Goldstein et al., 1993].

Two recent and ongoing developments in x-ray spectrometry may soon radically
change this x-ray measurement performance. (1) The “silicon drift detector” (SDD)
is a new design for the Si-EDS that operates at 250 K and achieves similar energy
resolution to the Si-EDS when long pulse time constants are used [Struder et al.,
1998; Iwanczyk et al., 2001]. However, the SDD is capable of operating with a much
shorter time constant, with some compromise in resolution, that enables spectrum
counting rates of 400 kHz or higher. (2) The microcalorimeter EDS determines the
energy of an x-ray photon by measuring the temperature rise when the photon is
absorbed in a metal target held at a temperature of 100 mK [Wollman et al., 1997].
The resolution of the microcalorimeter EDS has been demonstrated to be 4.5 eV
at MnKα, with a resolution of 2 eV at AlKα (1487 eV). The limiting count rate is
approximately 1 kHz.

1. Analytical Aspects of X-ray Spectrometry

Once the x-ray photon is emitted from an atom inside a solid, Figure 1, it must
propagate through the other atoms of the material to escape. X-rays are subject to
photoelectric absorption (i.e., the x-ray is annihilated during an interaction with
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a bound atomic electron which gains the entire energy of the x-ray and which is
subsequently ejected from the atom as a photoelectron), incoherent (inelastic) scatter-
ing, and coherent scattering. Incoherent or inelastic scattering, which alters the x-ray
energy, is much less probable, by a factor of 10−6 to 10−2, than photoelectric absorption
over the range of photon energies of analytical interest (0.1–15 keV). For the range
of electron excitation through which the emitted x-rays subsequently must propagate,
inelastic scattering is so much lower in probability than absorption that for practi-
cal measurements, it can be ignored. An x-ray photon will either be annihilated by
absorption or else it will escape carrying its original energy. Thus, a characteristic x-ray
will remain capable of identifying its source atom even after it has passed through the
solid.

2. X-ray Spectrometry Quantification: Thin Specimens (High Beam Energy AEM Case)

When x-ray spectrometry is employed in the high beam energy (100–300 keV) ana-
lytical electron microscope (AEM), the specimens are in the form of thin foils or
discrete nanoparticles. This simple specimen geometry and limited mass thickness
through which the x-rays must propagate permits a straightforward empirical approach
to quantitative analysis through the application of sensitivity factor analysis and the use
of calibration standards. A sensitivity factor kAB for element A relative to element B is
defined as follows (Cliff and Lorimer, 1975):

kAB =
[

CA

CB

]
∗
[

IB

IA

]
(7a)

where C is the weight (mass) concentration of the element in the standard, I is the
measured x-ray intensity, and A and B represent any two elements in the specimen.
B is the reference element, generally chosen to be a major constituent of the standard
whose concentration is known with good accuracy. Once values of kAB are measured
experimentally from known standards, they can be applied to the analysis of unknowns.
Any measured relative x-ray intensity ratio IA/IB from an unknown can be converted
to a relative concentration ratio CA/CB by multiplying the intensity ratio by kAB:

CA/CB = (IA/IB )kAB (7b)

The concentrations of the individual constituents in terms of the concentration of the
reference element B can be obtained by rearranging equation (7b):

CA = CB ∗ kAB ∗ [IA/IB ] (7c)

By measuring all elemental constituents, the absolute concentrations can be calculated
from the following relationship:

CB +
∑

i

Ci = 1 (8a)
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where CB is the concentration of the reference element and Ci represents all other
elemental constituents. Equation 7(c) can be substituted in equation 8(a) for each
element i, so that equation 8(a) is reduced to an equation in one unknown, CB:

CB +
∑

i

CBkiB (Ii /IB ) = 1 (8b)

because the kiB terms are known from standards and the (Ii/IB) terms are the experi-
mental measurements on the unknown. Equation (8b) can then be solved to give an
absolute value of the concentration for the reference element in the unknown, CB.
This CB value can be substituted into equation (7c) to give absolute values of the con-
centrations of all other constituents. The error budget of such an empirical procedure
is such that the errors are in the range 5–10% relative, typically limited by the accuracy
with which the standard concentrations are known.

When suitable multiple element standards of known composition that are homo-
geneous on the nanometer scale are not available to determine the values of the kAB

sensitivity factors, an alternate approach based upon physical theory is possible. The x-
ray intensity, I ∗

A, generated for an element A by an electron beam that passes through
a solid of thickness t, where t is small compared to the mean free path for elastic
scattering, t � λelastic, is given by:

I ∗
A = constant CA QA ωA a A ρt/AA (9)

where C is the weight (mass) fraction, Q is the ionization cross section, ω is the
fluorescence yield, a is the x-ray family abundance for the peak measured (e.g., Kα

or Kβ), ρ is the density (g/cm3), and t is the thickness (cm). The fraction of this
radiation that is actually measured depends upon absorption or penetration through in
the components of the x-ray spectrometer:

IA = I ∗
A εA (10)

where εA is the efficiency of the spectrometer. The spectrometer efficiency can be
generally described as (Goldstein et al., 1993):

εA =
〈
exp

[
−
(

μ

ρ

)A

win
ρwinswin −

(
μ

ρ

)A

ice
ρices ice −

(
μ

ρ

)A

Au
ρAusAu

−
(

μ

ρ

)A

SiDL
ρSi sSiDL

]〉
∗
〈
1 − exp

[
−
(

μ

ρ

)A

Si
ρSi s Si

]〉
(11)

In equation (11), the terms of the form (μ/ρ) represent the mass absorption coefficients
for x-rays of element A and the terms “s” the thicknesses of the various spectrometer
components including the window(s), pathological ice buildup on the detector, gold
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Figure 6. EDS detector efficiency versus photon energy for a silicon detector with a 10 nm Al light
reflection coating, a 400 nm diamond window, a 10 nm gold surface electrode, 100 nm silicon dead layer,
and an overall Si detector thickness of 3 mm.

front surface electrode, the “dead” or partially active silicon layer just below the Au
electrode, and the overall silicon detector thickness. The terms in the first set of
brackets <> describe the absorption of x-rays passing through the window and various
components of the EDS to reach the active volume of the detector. The second
term in brackets <> represents the loss of x-rays through the thickness of this active
volume, which becomes significant for photon energies above about 10 keV depending
on detector thickness. An example of the detector efficiency response calculated for
a detector with a 400 nm diamond window, 100 nm of ice, 10 nm gold surface
electrode, 100 nm silicon dead layer, and a 3 mm detector thickness is shown in
Figure 6.

If equations (9) and (10) are written for two elements “A” and “B”, then the ratio
IA/IB can be expressed as:

IA

IB
= CA

CB

[
(Qωa /A )A εA

(Qωa /A )B εB

]
(12)

Note that in this ratio, the mass thickness term, ρt, divides out quantitatively so
that knowledge of the local specimen thickness is not required. Matching terms in
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Figure 7. EDS spectrum of SRM 2063a recorded in an AEM with E0 = 100 keV.

equation 12 with equation (7b), the sensitivity factor kAB is explicitly calculated as:

1
kAB

=
[

(Qωa /A )A εA

(Qωa /A )B εB

]
(13)

Equation 12 enables the analyst to convert measured intensity ratios to ratios of con-
centration from “first principles” with suitable expressions for Q, ω, and a for the
elements of interest and with a model for the efficiency of the EDS detector. The
efficiency of the EDS detector can be estimated from the known window and detec-
tor parameters, and then “fine tuned” by comparing the x-ray continuum from a
known target. Following this procedure for the EDS x-ray spectrum of the SRM 2063
thin glass film shown in Figure 7, yields the results given in Table 3a (100 keV) and 3b
(300 keV). In general, the concentration values obtained from the first principles calcu-
lation fall within ±25% of the known standard reference values for elements measured
with K-shell x-rays.

The error budget has significant contributions associated with the detector efficiency
and the physical calculations. The detector efficiency is modeled from knowledge of
the materials of construction (window, detector electrode, silicon dead layer, etc.) and
tested by comparing measured thin film continuum spectra with calculated continuum
spectra. Such a procedure is likely to have significant errors for low energy photons,
e.g., E < 2 keV and especially for light elements like oxygen, where the efficiency
is low and sensitive to contamination. The magnitude of the contributions to the
error budget associated with calculating sensitivity factors with equation (12) depend
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Table 3a. “First Principles” Quantitative EDS Analysis of SRM 2063a at 100 keV
(All elements measured with K-shell x-rays)

Element Certified atom fraction Measured by EDS∗ atom fraction Relative error, %

O 60.8 ± 2.2 62.3 ± 2.5∗∗ +2.5%
Mg 7.5 ± 0.3 5.8 ± 4.1 −23
Si 20.3 ± 0.9 20.4 ± 2.0 +0.5
Ca 6.6 ± 0.3 6.6 ± 3.1 0
Fe 4.5 ± 0.4 5.0 ± 3.6 +11

∗ Quantification with Jakoby cross section for K-shell ionization
∗∗ relative standard deviation of the count (1 σ )

Table 3b. “First Principles” Quantitative EDS Analysis of SRM 2063a at 300 keV
(All elements measured with K-shell x-rays)

Element Certified atom fraction Measured by EDS∗ atom fraction Relative error, %

O 60.8 ± 2.2 55.9 ± 1.1∗∗ −8.0%
Mg 7.5 ± 0.3 7.8 ± 1.4 +4.0
Si 20.3 ± 0.9 23.6 ± 0.7 +16
Ca 6.6 ± 0.3 7.4 ± 1.1 +12
Fe 4.5 ± 0.4 5.3 ± 1.3 +18

∗ Quantification with Jakoby cross section for K-shell ionization
∗∗ relative standard deviation of the count (1 σ )

on the atomic shells involved. Thus the ionization cross section, fluorescence yield,
and family abundance factor are generally known within ±5% to 10% relative for
the K-shell, but are more poorly known for the L- and M-shells. The error budget
can be especially large when calculation of kAB must involve different shells, e.g., K
vs. L or L vs. M, for elements “A” and “B”. Relative errors of 20% to 50% or more
can be encountered with such raw theoretical calculations for L and M shells. To
reduce the errors contributed by the imperfect knowledge of the physical parameters,
a good strategy is to use even a limited suite of known standards, ideally with K, L,
and M-shell elements represented, to provide an empirical measurement base with
which to constrain the theoretical calculations. The theoretical calculations are then
used to fill in the kAB values that are not represented in the standards suite but which
are required for the analysis of the unknown. Such a combined procedure is capable of
achieving errors within 10–20% relative when known stoichiometric compounds are
tested.

From the point of view of quantitative x-ray microanalysis, a specimen is considered
‘thin” as long as the error contribution of the differential self-absorption of the char-
acteristic x-rays remains below a specific value, e.g., 5%. As the specimen thickness
increases, the effects of specimen self-absorption will eventually influence the relative
x-ray intensities. The thickness at which this happens depends on the photon energies
of interest and the composition. This relative absorption effect is most pronounced if
a range of photon energies from low (<1 keV) to high (>5 keV) is represented in
the elements to be measured. Goldstein et al. (1977) have described a criterion for
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estimating the limit of specimen thickness for which the thin film approximation is
valid for any pair of elements, based upon the differential x-ray absorption:

∣∣∣∣∣μ
B

ρspec
− μA

ρspec

∣∣∣∣∣ ρt csc ϕ < 0.2 (14)

where μ/ρ is the mass absorption coefficient for the respective element in the speci-
men, ψ is the spectrometer take-off angle, ρ is the density, and t is the thickness.

For specimens that exceed this thickness criterion, an absorption correction is neces-
sary. Goldstein et al. (1986) described a model for a multiplicative absorption correction
factor (ACF) that considered a constant rate of x-ray production through the thickness,
which is a good approximation for the AEM case and nanoscale materials:

CA

CB
= IA

IB
kAB ACF (15a)

where the absorption correction factor is given by:

ACF =
[

(μ/ρ)A
spec

(μ/ρ)B
spec

][
1 − exp

[−(μ/ρ)B
spec ρt csc ϕ

]
1 − exp

[−(μ/ρ)A
spec ρt csc ϕ

]
]

(15b)

To apply the absorption correction factor, a specific estimate of the thickness, t, must
be provided.

Additionally, a correction for fluorescence induced by the characteristic radiation
may be needed for thicker specimens when the characteristic x-ray energy of a major
element “A” is within 1 keV above the critical ionization energy of a second element
“B”, which leads to extra emission of “B” beyond that directly excited by the electron
beam (Goldstein et al., 1986). Such a correction is needed when a wedge-shaped
specimen is used, such that x-rays created by the beam impact in the thin area can
propagate laterally into the thick rim of “bulk” material. However, because of the
much greater range of x-rays in matter, compared to electrons, such a fluorescence
correction is almost never significant for nanoscale particles and ultrathin material
sections.

3. Spatial Resolution of X-ray Microanalysis by AEM

The fundamental spatial resolution of x-ray microanalysis in the AEM is determined
by the same interaction volume as that for AEM-EELS described above: a cylinder
defined by the beam footprint on the entrance and exit surfaces and the specimen
thickness, Figure 5. However, for x-ray microanalysis, the effects of elastic scattering
of a fraction of the beam electrons cannot be neglected because x-ray events produced
by these elastically scattered electrons outside of the beam cylinder are collected by the
EDS with equal efficiency as those x-rays produced inside the cylinder. Goldstein et al.
(1977) developed a formula that describes the degradation of the spatial resolution of
x-ray microanalysis for the single elastic scattering regime by considering that beam
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electrons scattered from the fundamental cylinder are distributed in a cone shaped
volume centered at the middle of the object, Figure 5. The diameter, b (cm), of the
base of the cone at the exit surface that contains 90% of the electrons is given by
(Goldstein et al., 1977):

b = 6.25 × 105(Z/E0)(ρ/A)1/2t 3/2 (16)

where Z is the atomic number, E0 is the incident beam energy in eV, ρ is the density
(g/cm3), A is the atomic weight (g/mole), and t is the specimen thickness (cm).

V. NANOSCALE ELEMENTAL CHARACTERIZATION WITH LOW AND
INTERMEDIATE ELECTRON BEAM ENERGY

The SEM becomes the instrument of choice when nanomaterials and nanoparticles
must be examined on a bulk substrate or within the interior of bulk material that
cannot be thinned for the AEM but which may be directly viewed at the naturally
exposed surface or which can be revealed by fracture or another procedure (Goldstein
et al., 2003). Because image spatial resolution is inevitably a critical performance factor
for such nanoscale problems, the field emission gun SEMs, which have a high source
brightness and therefore optimum probe diameter/current characteristics, are the best
choice. In applying the FEG-SEM to nanomaterial/nanoparticle problems, the choice
of the beam energy depends strongly on the type of problem to be solved. The electron
optical performance, as measured by the source brightness, is proportional to the beam
energy. Thus, a 20 keV beam is 20 times brighter than 1 keV beam, with proportional
improvement in the focused beam characteristics. This high brightness at the upper end
of the operational energy scale can be of great value in nanoscale particle investigations.
When the specimen consists of nanoscale particles dispersed on a thin support foil
which minimizes scattering, a good strategy is to operate the FEG-SEM at the extreme
upper end of the intermediate beam energy regime, e.g., 30 keV or more, to achieve
the high spatial imaging and analytical resolution of the finely focused beam. However,
when the specimen has “bulk” characteristics (i.e., thickness greater than the electron
range), the critical factor that controls the spatial resolution for the SEM is the elastic
scattering of the beam electrons regardless of how small the beam is initially focused
(Goldstein et al., 2003).

A. Intermediate Beam Energy X-ray Microanalysis

1. X-ray Range in Bulk Materials

The range of the production of characteristic x-rays by beam electrons in a bulk target
can be described through a modification of equation 1 to account for the limit of x-ray
production at the critical excitation energy, Ec (Goldstein et al., 2003):

R(nm) = [(27.6 A)/(ρZ0.89)]
(
E1.67

0 − E1.67
c

)
(17)

For a flat specimen placed normal to the beam, the range of x-ray production can be
thought of as the radius of a hemisphere whose origin is centered on the beam impact
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Figure 8a. Range given by equation 17 for E0 = 20 keV in Cu and various x-ray edges: CuK; TiK, and
MgK;

footprint at the specimen surface, as shown in Figure 8(a). This x-ray production range
is only a crude description of the interaction, which has a strongly varying volume
density as a function of location within the interaction volume, as shown in the Monte
Carlo simulation of the depth distribution of x-ray production shown in Figure 8(b).

Equation 17 and Figure 8(a) reveal that the sampling of the target is inevitably
different depending on the characteristic photon energies being measured. The dif-
ference in sampling volumes can be quite large, an order of magnitude or more, when
there is a large range in photon energies measured, e.g., Mg Kα (1.25 keV) vs. CuKα

(8.04 keV). Thus, when bulk nanostructures are being examined, it may not be possi-
ble to confine the excitation for x-ray photons of different energies within a nanoscale
structure of interest using a fixed beam energy in the intermediate range (10 keV to
30 keV).

2. Matrix Effects in Quantitative X-ray Microanalysis

Furthermore, quantitative x-ray microanalysis of bulk materials with x-ray excitation
in the intermediate beam energy range is subject to “matrix or interelement effects”
(Goldstein et al., 2003). Matrix effects arise because of the elastic and inelastic scattering
of the beam electrons to form the interaction volume and the subsequent propagation
of x-rays through the specimen. All of these physical effects are dependent upon the
particular atomic species present. That is, the generation and propagation of the charac-
teristic x-rays of a particular element are modified by the presence of the other elements
that make up the specimen at the location sampled by the beam. Thus, the “atomic
number effect” arises from the combined effects of electron backscattering, which
reduces the ionization power of the beam, and inelastic scattering, which determines
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Figure 8b. Monte Carlo simulation of the depth distribution of x-ray production in Cu at E0 = 20 keV.

the ionization power with depth. The “absorption effect” results from the photoelec-
tric absorption of x-rays while propagating through the specimen, and the “secondary
fluorescence effect” is a consequence of photoelectric absorption, in which the absorb-
ing atom can subsequently emit its own characteristic x-ray, in addition to those x-rays
generated directly by the beam electrons. For intermediate beam energy analysis of
thick, bulk specimens, these matrix effects can change the measured intensity relative
to the generated intensity, which directly depends on the concentration, by a factor of
10 or more, especially for x-rays of low energy (E < 2 keV), and for situations involving
high atomic number elements (Z > 40) which both strongly scatter electrons and have
high absorption for x-rays. Detailed methods based upon a combination of empiri-
cism and physical theory exist for calculating the matrix effects to derive quantitative
results with an acceptable error budget of ±5% relative or less (Goldstein et al., 2003).
However, intermediate beam energy x-ray microanalysis is not generally appropriate to
bulk nanoscale materials because the sampling volume is too large to isolate individual
nanoscale features of interest.

3. Analysis of Nanoparticles

Intermediate beam energy x-ray microanalysis does have significant advantages when
the specimen consists of discrete, well dispersed nanoscale particles. Beam electrons
only undergo modest to negligible scattering when passing through nanoscale particles,
and if the particles are supported upon a thin (e.g., 10 nm thick) carbon film, the beam
electrons that are transmitted through the particle/support film can be eliminated by
trapping in a Faraday cup. More usefully, such transmitted electrons can be collected
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Table 4. Quantitative EDS Analysis of SRM 2063a at 30 keV (All elements
measured with K-shell x-rays)

Certified atom Measured by EDS∗ Relative error, %
Element fraction atom fraction

O 60.8 ± 2.2 58.3 ± 0.4∗∗ −4.1%
Mg 7.5 ± 0.3 8.1 ± 0.3 +8.0
Si 20.3 ± 0.9 22.3 ± 0.2 +9.9
Ca 6.6 ± 0.3 6.7 ± 0.3 1.5
Fe 4.5 ± 0.4 4.7 ± 0.3 4.4

∗ Quantification with Jakoby cross section for K-shell ionization
∗∗ relative standard deviation of the count (1 s)

with an appropriate detector to provide the signal for scanning transmission electron
microscopy (STEM) images, which are highly sensitive to small amounts of particle
mass.

When x-ray microanalysis of nanoscale particles is considered under these condi-
tions, the reduction in electron scattering and retardation and the extremely short
x-ray absorption path lengths result in matrix corrections that tend to unity. For
nanoscale particles measured with intermediate beam energies (e.g., 20–40 keV), the
Cliff-Lorimer sensitivity factor method from the AEM can be applied. When appro-
priate standards are available to determine the Cliff-Lorimer factors, the error budget
consists mainly of contributions from the uncertainty in the standard compositions
and the counting statistics for the standards and the unknowns. First principles analysis
with calculated corrections for the ionization cross section and the detector efficiency,
illustrated in Table 4, can produce relative errors for the K-shell that are generally 10%
or less, but L- and M-shell measurements are subject to much larger error uncertainties.

B. Low Beam Energy X-ray Microanalysis: Bulk Nanostructures

1. Range at Low Beam Energy

The strong exponential dependence on the beam energy indicates that improved spa-
tial resolution can be obtained at low beam energies for bulk materials. As shown
in the Monte Carlo simulation for Si in Figure 9, the interaction volume dimen-
sions decrease into the nanometer scale when the beam energy is lowered. At E0 =
2 keV, the interaction volume is less than 90 nm in radius. This dramatic reduction
in excitation volume, coupled with the high brightness FEG-SEM to achieve use-
ful beam size/current performance, has led to the development of the “low voltage
microscopy” regime, arbitrarily defined as E0 ≤ 5 keV. This mode when applied to
nanoscale materials/particles offers the important advantage that the specimen can
be examined without thinning, thus minimizing or avoiding sample preparation arti-
facts. Additionally, the matrix effects that operate strongly in the intermediate beam
energy x-ray microanalysis of bulk materials are much reduced at low beam energy.
The x-ray path length through the specimen is sufficiently short such that, except
for x-rays of the lowest energy, E < 500 eV, absorption is effectively eliminated. The
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Si E0 = 15 keV(a)

(b) Si E0 = 5 keV

Figure 9. Monte Carlo simulation of electron interactions in silicon at (a) E0 = 15 keV. (b) 5 keV;
(c) 2 keV. Depth scales: (a) 1856 nm; (b) 306 nm; (c) 75 nm

electron scattering effects are also much reduced because of the limited energy lost to
backscattering. Matrix correction factors thus tend to unity at low beam energy.

2. Limits Imposed by X-ray Spectrometry and Specimen Condition

The negative consequences of performing x-ray spectrometry in the low voltage
microscopy regime are the limited photon energies that can be excited with the low
beam energy, E0 ≤ 5 keV and the low overvoltage that is available for those x-rays
that can be excited. The production of x-rays depends upon the beam electron having
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Si E0= 2 keV(c)

Figure 9. (continued)

sufficient energy, E0, to ionize the inner shell with an ionization energy, Ec, expressed
as the overvoltage:

U = E0/Ec (18a)

For a solid specimen, the x-ray intensity generated depends upon the overvoltage:

I ≈ (U − 1)n (18b)

where n is an exponent with a value in the range 1.3 to 1.7, depending on the element
and shell. For practical x-ray spectrometry, U must at least have a value of 1.1 to detect
major constituents (C > 0.1 mass fraction) in a reasonable measurement interval,
e.g., 100 seconds. Figure 10(a,b,c) shows EDS spectra of silicon with overvoltage
values decreasing toward unity. The Si K-peak decreases relative to the continuum
background as U decreases. The limit of detection, CDL, can be estimated from pure
element spectra, such as those shown for silicon in Figure 10, by using the formula of
Ziebold (1967):

CDL ≥ 3.3a /[nτ P (P/B)]0.5 (19)

where a, which generally has a value near unity, is the coefficient in the Ziebold-
Ogilvie hyberbolic expression relating concentration and measured x-ray intensity
ratio (unknown/pure standard), n is the number of replicate measurements, t is the
integration time, P is the peak count rate on a pure element, and (P/B) is the spectral
peak-to-background.measured on the same pure element. Figure 11 shows the calcu-
lated value of CDL as a function of U for τ = 100s and n = 1. The value of P was
defined for a beam current that produced a significant EDS detector deadtime of 25%
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Figure 10. EDS spectra of Si as a function of E0. (a) Linear; (b) expanded linear; (c) logarithmic.

at U = 1.5. Generally to achieve at least minor element detectability under low voltage
conditions requires a U of at least 1.25 and greater than 100s integration time.

However, a complicating factor is the often complex surface layer structure that
occurs on most materials. “Native oxide” layers often form due to the inherent reac-
tivity of the material with oxygen from the atmosphere. A bare aluminum surface, for
example, when exposed to the atmosphere rapidly forms a native oxide layer that is
about 4 nm thick, and most elements are similarly reactive. Thus, the measurement of
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Figure 10. (continued)
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a standard is likely to yield a complex spectrum unless special efforts are undertaken
to clean the surface and preserve it with very high vacuum conditions.

C. Auger Spectrometry

1. Sampling Depth

The ionization and de-excitation tree shown in Figure 1 shows that Auger electrons
and characteristic x-rays come from the same primary ionization events, so that the
spatial distribution of Auger electron emission sites within the beam interaction vol-
ume must be exactly the same as the emission sites for characteristic x-rays. The only
difference between x-ray production and Auger production is the relative abundance of
the emission products, with the Auger effect strongly favored for low energy shell ion-
izations, with the x-ray emission increasing for higher ionization energies, Ec > 4 keV
(Bishop, 1989). An example of an Auger spectrum from a small particle of tin oxide
is shown in Figure 12. The characteristic features from the major constituents are
observed as relatively small peaks with an asymmetric low energy tail on a high, con-
tinuous background. The low energy tail consists of Auger electrons of the peak energy
that have lost energy due to inelastic scattering while escaping from the sub-surface
region.

There is a marked difference in the spatial distribution of the detected Auger elec-
trons and characteristic x-rays (Bishop, 1989; Goldstein et al., 2003). As noted above,
x-rays passing through matter are subject to photoelectric absorption, which com-
pletely consumes the x-ray, but those x-rays which are not absorbed do not suffer
significant inelastic scattering, so that they arrive at the detector bearing their original
energy, thus remaining characteristic of the atom that emitted the x-ray. Auger elec-
trons, however, are subject to inelastic scattering so that after traveling a few nanometers
in the target, depending on the initial kinetic energy, the Auger electron will lose energy
due to a variety of inelastic events, so that its energy will no longer be characteristic
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Figure 13. Inelastic mean free path as a function of initial electron energy (Seah and Dench, 1979).

of the initial emission. Such degraded electrons contribute to the background under
the characteristic peaks, which also includes beam electrons that have backscattered
and have lost energy due to inelastic scattering (Bishop, 1989; Seah, 1989). The clas-
sic approach to estimating the Auger sampling depth is shown in Figure 13, which
shows the mean free path for inelastic scattering as a function of the inital Auger kinetic
energy. Generally, the mean free path is below 10 nm for all but the lowest Auger ener-
gies. A more advanced approach is to model the complete Auger scattering history,
including elastic scattering, to interpret the measured spectrum. The Auger signal is
thus confined to surface/near-surface sensitivity, while the x-ray signal generated with
the same incident beam energy samples more of the “bulk” of the material. For inter-
mediate beam energies, E0 ≥ 10 keV, the spatial sampling difference can easily be a
factor of 1,000, or nanometers for Auger versus micrometers for x-rays. Under low
voltage microscopy conditions, the range of the primary beam is greatly restricted, so
that the Auger and x-ray sampling begin to approach a common value.

2. Lateral Sampling

While the sampling depth of the Auger signal is limited by inelastic scattering, the lateral
resolution of the Auger signal for a bulk target is degraded by the Auger electrons
produced by the backscattered electrons (Bishop, 1989). The contributions of the
focused beam and the backscattering can be modeled as a pair of Gaussian distributions
with different values of the standard deviation, σ B and σ BSE, that scale each distribution.
With a high brightness field emission gun, σ B can be 1 nm or less. For intermediate
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beam energies, E0 ≥ 10 keV, the value of σBSE determined by the backscattering
distribution can be a micrometer or more, while at low beam energies, E0 < 5 keV, σ BSE

can be a few tens of nanometers or less, depending on the matrix. The backscattering
coefficient is atomic number sensitive, so that for a copper target, 30% of the total Auger
signal may come from the backscattered electron contribution, with lower fractions
for lower atomic number matrices.

3. Quantification of Auger Signals

The development of “first principles” quantification methods is rapidly proceed-
ing, including advanced methods that model the inelastic and elastic scattering that
the Auger electrons undergo while propagating through complex layered structures
(Werner, 2001; Powell and Jablonski, 2002). However, most practical quantitative anal-
ysis is currently performed by means of instrumental sensitivity factors measured on
pure elements or simple stoichiometric compounds using the same instrument under
identical conditions as used for analysis of the unknowns (Bishop, 1989). Because of
the action of inelastic scattering, which can be strongly dependent on local compo-
sition and structure, to transfer electrons from the characteristic peak energy into the
“shoulder” on the low energy side of the peak, careful attention must be paid to
establishing consistent sampling of the band of energy used to define the Auger peak
for the intensity measurement. With careful attention to the spectral intensity mea-
surement, the error budget is such that measurements within ±10% relative can be
achieved.

D. Elemental Mapping

An especially effective way to study materials that are laterally heterogeneous is to
prepare an elemental map that shows the distribution of one or more atomic species
(Goldstein et al., 2003). Elemental maps are generated by scanning the focused pri-
mary beam over the specimen in a regular raster pattern, usually controlled digitally
from a computer. The beam is addressed to a location (x, y) and the signal intensity
corresponding to one or more regions of the spectrum is measured for a defined dwell
time and recorded as a data matrix (x, y, I). In the simplest case, the resulting intensity
maps provide qualitative information that enables a user to determine the spatial rela-
tionships of the constituents. In more advanced systems, the entire spectrum of interest
will be recorded at each location, thus constructing a “data cube” (x, y, N(E)), where
N(E) is the intensity versus channel number (or other calibrated value). This “spectrum
imaging” form of mapping is the most efficient procedure because it maximizes the
information per unit radiation dose to the specimen and it does not require the analyst
to presuppose anything about the specimen composition. By recording all of the avail-
able data, post-collection processing can be used to recover any desired compositional
information that is resident in the region of the spectrum that has been collected. This
spectrum imaging approach is especially powerful because sufficient data is available to
perform peak fitting, background corrections, and full physical matrix corrections to
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Figure 14. Fe2O3-SiO2 particles as viewed in dark field scanning transmission electron microscopy,
where higher intensity indicates stronger scattering power.

achieve quantitative compositional mapping. Such maps are vital to eliminate artifacts
when constituents at minor or trace levels are pursued.

For EELS, an alternative mapping mode to scanning the primary beam and record-
ing the entire spectrum exists, that of transmission electron microscope imaging with
energy filtering. In this case all points in the image are simultaneously illuminated and
recorded, but only a narrow energy slice �E is transmitted through an appropriate
electron optical prism. By successively changing the average energy transmitted by the
prism and recording a series of images, the information to construct a comprehensive
data cube is again obtained. Both scanning and direct EELS imaging have their respec-
tive merits. Generally, direct imaging can record a higher density of discrete picture
elements, but scanning permits full use of every channel of the recorded spectrum.

VI. EXAMPLES OF APPLICATIONS TO NANOSCALE MATERIALS

A. Analytical Electron Microscopy

1. STEM Imaging/EELS Spectrometry of Nanoparticles

One of the most surprising aspects of nanoscale particles is that, as small as they are,
such particles frequently display an even finer scale internal structure. An interesting
system that forms such ultrafine structure is iron oxide—silicon dioxide, where the
insolubility of iron oxide in silicon dioxide is such that when the two substances are
forced to co-exist by a flame synthesis process, particles with a distinctive substructure
are formed, as shown in Figure 14. Particles with distinct Fe-rich inclusions located
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Table 5. Fe/O (atom ratio)

Location Inclusion Adjacent Matrix

Particle 1 0.92 (0.7%)∗ 0.12 (1.5%)
Particle 2 0.74 (1.0%) 0.11 (1.9%)
Particle 3 0.70 (0.5%) 0.043 (1.1%)
Particle 4 0.60 (1.5%) 0.090 (2.8%)
Particle 5 0.41 (0.7%) 0.11 (0.8%)
Particle 6 0.39 (0.4%) 0.079 (0.6%)
Particle 7 0.35 (0.5%) 0.052 (1.0%)
Particle 8 0.28 (1.4%) 0.065 (2.3%)
Particle 9 0.25 (0.5%) 0.055 (0.8%)
Particle 10 0.24 (1.5%) 0.094 (1.7%)

∗ Relative standard deviation based on counting statistics only.

at the particle periphery were selected for EELS analysis. Table 5 contains the results
for 10 randomly chosen particles in which the inclusion and the matrix immediately
adjacent were measured. For measurements made when an inclusion was located at
an extreme edge of a particle, and therefore the minimum amount of matrix signal
should be observed, the maximum Fe/O atom ratio was found to exceed 0.9, which
suggests as a possible phase the compound FeO. Three other edge locations yielded
Fe/O values in the range 0.6–0.74, which is consistent with Fe2O3. The remaining
Fe/O values were much lower (0.24–0.41), most likely due to the contribution of
O-signal from the underlying SiO2 matrix. The measurements of the Fe/O ratio in
the matrix gave a lowest value of 0.043 with a range up to 0.12. Close examination
of Figures 14 and 15 reveals that there is a size spectrum of ultra fine-scale inclusions,
recognizable by the enhanced scattering detected in the dark field image, within the
SiO2 matrix that may be responsible for the apparent iron signal detected there.

2. STEM/EELS Compositional Measurements of Nanoparticles at High Fractional Sensitivity

Equation (19) for the instrumental limit of detection, CMMF, in x-ray microanalysis can
be generalized for other spectrometries around the two critical spectrometry terms: P,
the peak counting rate (characteristic x-ray peak, counts/second) and P/B, the spectral
peak-to-background [Ziebold, 1967]:

CMMF ∼ 1/[nτP (P/B)]0.5 (20)

Electron energy loss spectrometry is capable of high absolute mass sensitivity, but
EELS is not generally considered to be capable of achieving high fractional sensitivity
because the P/B term is generally low, as can be seen for the major constituent peaks
visible in Figures 2 and 3. However, a situation does exist for EELS whereby high
fractional sensitivity can be achieved, namely the existence of “white lines”, i.e. sharp
threshold peaks with an inherently high P/B that occur at the critical ionization edges
due to resonance effects (Egerton, 1986). With advanced EELS spectrum acquisition
and processing based upon “second difference” techniques, such white lines have
been demonstrated to provide fractional limits of detection in the range 10−5 to 10−4
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Figure 15. Fe2O3-SiO2 particle as viewed in dark field STEM and electron energy loss spectra recorded
in the matrix and in the bright (strong scattering) phase.

mass fraction (10–100 ppm) (Leapman and Newbury, 1993) depending on the specific
element. An example of the simultaneous detection of several elements at low fractional
levels below 10−4 mass fraction is shown in Figure 16 for a single nanoscale particle
(thickness estimated to be less than 100 nm) of a multi-constituent glass standard
reference material. The ultimate limits of detection under these conditions (beam
energy 100 keV; beam diameter 1 nm, and beam current 1 nA) have been estimated
to be approximately 10−6 to 10−5 mass fraction (1–10 ppm). This combination of
analysis with trace sensitivity and nanoscale spatial specificity has been termed “trace
nanoanalysis.” For an EELS analytical volume in a silicon target defined by the scanning
the beam over an area of 10 nm × 10 nm with a thickness of 100 nm, the total
number of atoms contained is approximately 500,000. For an EELS limit of detection
of 10−5 mass fraction, this implies a detection of fewer than 5 atoms of similar mass to
silicon.

3. EELS Elemental Mapping

One of the most powerful techniques for analyzing nanoparticles in the AEM is energy-
filtered transmission electron microscopy (EFTEM). As with all AEM characterization
techniques that are based on EELS, in EFTEM the electrons are transmitted through
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Figure 16. EELS of a single particle of NIST SRM 610 (Trace Elements in Glass) with a thickness below
100 nm demonstrating detection of several constituents at trace levels below 10−4 mass fraction (Leapman
and Newbury, 1993).

the sample, many experiencing energy losses from inner shell scattering events that
are characteristic of the elements in the sample. Unlike conventional point-analysis
EELS, in EFTEM the entire TEM image is passed through the electron spectrom-
eter in a way that preserves the spatial relationship of the pixels with a minimum
of aberration. Instead of producing a spectrum from these electrons, in EFTEM the
spectrometer is used as an imaging energy filter. A slit is placed in the electron optical
plane containing the EELS spectrum to filter out all electrons except those within a
user-defined pass band of energies. This pass band is usually 10 eV or 20 eV wide
and can be centered precisely in the energy spectrum, either before, after, or on top
of an element-specific feature in the EELS spectrum such as a core-loss ionization
edge. A charge-coupled device (CCD) detector after the spectrometer and post-slit
electron optics captures the filtered TEM data, producing an energy-selected image.
When many such images are combined into a multispectral or hyperspectral data cube,
quantitative chemical compositions can be determined for each pixel in the field of
view.

An example of this capability is shown in Figure 17, using a manganese oxide
nanoparticle supported on a holey carbon support grid as a test specimen. Figure 17(b)
is an example of a map of the carbon content (brighter pixels mean more carbon at
that location). The map was made using the carbon K ionization edge in the electron
energy-loss spectrum (EELS) of the sample. Figure 17(c) is an analogous map of the
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Figure 17. EFTEM images of a nanoparticle of manganese oxide: (a) color superposition of carbon (red),
oxygen (green), and manganese (blue). (b) Carbon content map (brighter pixels mean more carbon at that
location). The map was made using the carbon K-edge. (c) Analogous map of the manganese using the
Mn L-edge. (See color plate 6.)

manganese in the sample. These two maps were combined with an oxygen map (not
shown) to produce a three-color elemental map showing carbon (red), oxygen (green),
and manganese (blue) all in one image. This combined, multicolor elemental map is
shown in Figure 17(a).

Although this figure is composed only of the actual elemental maps themselves,
the level of spatial detail and the signal-to-noise ratio in the image is so high it rivals
a conventional TEM image in quality. This is in contrast to scanned-beam tech-
niques which typically provide much more spectral detail than EFTEM, but at the
expense of spatial detail. While the spatial resolution of scanned-beam techniques is
comparable to that achievable in EFTEM, the time needed to acquire scanned ele-
mental maps often limits the image sizes to 256 × 256 pixels, and sometimes much
smaller than this. Because EFTEM images acquire all the spatial pixels in parallel,
the acquisition time is independent of the number of pixels in the image. EFTEM
maps of 1024 × 1204 and 2048 × 2048 pixels are common, presenting the analyst with
nearly two orders of magnitude more spatial information than scanned-beam elemental
maps.

B. Low Voltage SEM

1. Low voltage x-ray mapping for characterization of nanoscale structures in an elec-
tronic device.

The relentless push to making engineered devices with ever smaller features has
resulted in electronic and microelectromechanical systems with features below 300 nm
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Figure 18. FEG-SEM secondary electron image (through the lens detector) of the poly Si gate region of
a CMOS device is shown in Figure 1. Elemental x-ray maps for Si-K at 1.74 keV, and 0–K at 0.53 keV,
were collected at a nominal magnification of 70,000 diameters at beam energies of 15 keV and 5 keV.

in dimension. Such a scale is well below the resolution of x-ray mapping with the
SEM/EPMA in the conventional beam energy range. For example, equation (17)
gives a range of 2860 nm for Al K-shell x-ray production in silicon at 15 keV. X-ray
mapping with the low voltage FEG-SEM can provide a sufficient improvement in
spatial resolution to distinguish nanoscale structures. For E0 = 5 keV, equation (17)
gives a range of 400 nm for Al K x-rays in Si, but the x-ray production is very much
more concentrated near the beam impact point because of the more rapid loss of
energy with distance traveled in the target. Figure 18 shows an SEM image (secondary
electron signal collected with a through-the-lens detector) of a cross section of a CMOS
device with a complex structure. The Si K x-ray maps are shown in Figure 19. In the
15 keV Si map, Figure 19(a), the variation in intensity over the mapped area is so low
that only the position of the Si wafer base can be recognized, so that only minimal
information can be deduced about the structure of the gate. In comparison the 5 keV
Si map, Figure 19(b), while noisy, clearly shows the four separate zones of the device
corresponding to the top oxide layer, the polycrystalline Si, the buried oxide, and the
Si wafer. The corresponding O K x-ray maps are shown in Figure 20. Similar to the
results from the Si maps, the 15 keV O map, Figure 20(a), shows the oxidized regions
versus the underlying Si wafer, but again this map provides minimal information on
the structure of the gate. The 5 keV map, Figure 20(b), clearly shows the structure
of the device. While the 5 keV maps are noisy due to the low efficiency of x-ray
generation and the low primary beam current, the observer’s eye can integrate the
area information sufficiently to recognize the regions of interest. With data integration



396 II. Electron Microscopy

Figure 19. Si K x-ray maps. (a) 15 keV electron beam energy. (b) 5 keV electron beam energy.

Figure 20. O K x-ray maps. (a) 15 keV electron beam energy. (b) 5 keV electron beam energy.

across the window shown superimposed in Figure 18, the various parts of the structure
become more obvious, and the feature interfaces can be distinguished in the intensity
versus position plots shown in Figure 21.

C. Auger/X-ray SEM

1. Simultaneous Auger and EDS X-ray Microanalysis of Particles

Often the surface of a material differs in composition from the interior, either inten-
tionally as a result of the fabrication or accidentally as a result of corrosion effects
in service. Simultaneous x-ray and Auger analyses provide a powerful combination
to distinguish between elements partitioned between the surface and interior regions
because of the differences in relative sampling depths of the characteristic signals. As
the dimensions of objects enter the nanoscale domain, the fraction of an object that
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Figure 21. Line scans for the Si K and O K x-rays at E0 = 5 KeV. The line scans were determined from
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Figure 22. Combined x-ray and Auger electron analysis of nanoscale particles (ZnO coated with silver).
Beam energy 5 keV. (a) Auger electron spectrum. (b) EDS x-ray spectrum. (c) FEGSEM image.

lies within the “surface” region sampled by the Auger signal increases until, for suf-
ficiently small particles, even the most remote interior portions fall within the Auger
sampling depth. Because of the effects of excitation and propagation of both x-rays
and Auger electrons of different energies, each analytical situation must be carefully
evaluated to determine if sensible differences between the interior and the surface can
be distinguished. Figure 22(c) shows an aggregate of zinc oxide particles coated with
silver as imaged with the FEG-SEM. The individual particles comprising the aggre-
gate have lateral dimensions that are generally below 100 nm while the thicknesses of
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Figure 22. (continued)

the flake-like particles are substantially less than 100 nm. The corresponding Auger
electron and EDS x-ray spectra measured simultaneously in the same instrument are
shown in Figures 22(a) and (b). Examination of these spectra reveal the same prin-
cipal elements in both, which may arise because of the nature of the specimen, e.g.,
incomplete surface coverage of Ag could permit the underlying ZnO to be detected
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in the Auger spectrum, or because of similarities in the relative sampling depths for
both types of characteristic radiation due to the thin dimensions of the particles.
Differences in depth may exist in the distribution of minor and trace elements, although
the spectrum interpretation is problematic. The Auger spectrum shows a small peak
for iron that does not appear in the EDS spectrum, but the severe interference from
O K on the FeL peak in EDS prevents detection of the low level of iron. A small peak
for silicon is seen in the EDS spectrum, but the energy range of the Auger spectrum
does not include an appropriate Si Auger peak. Developing careful analytical strategy
is clearly critical for drawing meaningful conclusions from simultaneous X-ray and
Auger spectrometries.

VII. CONCLUSIONS

Transmission and scanning electron microscopes provide platforms for a powerful
arsenal of electron and x-ray spectrometries that yield chemical characterization of
nanoscale particles and nanostructured bulk materials. Combined with the imaging
and crystallographic measurement functions of TEMs and SEMs, comprehensive char-
acterization of morphology, crystal structure, and composition becomes possible. The
advent of more efficient electron optical systems, spectrometers, and digital imaging
devices promises to increase the throughput of these instruments, many of which
are already capable of automatic, unattended operation, at least in some operational
modes, to vastly increase the accumulation of data. Thus, techniques that are capable
of isolating a single nanoparticle or nanostructure feature are also becoming capable
of accumulating a great deal of information about a particle array or complex bulk
nanostructure. Such large scale databases of information themselves pose a challenge to
extract relevant information. Parallel developments in “data mining” techniques will
increasingly come into play to solve the challenges raised by nanoscale materials.
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13. CHARACTERIZATION OF NANO-CRYSTALLINE MATERIALS USING
ELECTRON BACKSCATTER DIFFRACTION IN THE SCANNING
ELECTRON MICROSCOPE

J. R. MICHAEL

1. INTRODUCTION

Nano-crystalline and ultra-fine-grained materials provide unique challenges in char-
acterization. Until recently, the study of crystallography at the sub-micrometer scale
has been the exclusive domain of the transmission electron microscope (TEM), or
if microstructural observations are not needed x-ray diffraction (XRD). Electron
backscatter diffraction (EBSD) now allows the crystallography of bulk samples to be
studied in the SEM with sub-micron spatial resolution. The obvious advantage to the
study of crystallography in the SEM over the TEM is that the bulk specimen used in
the SEM can reduce the need for thin sample preparation and may permit larger, more
representative areas of the sample to be analyzed.

EBSD in the SEM has been developed for two different purposes. The oldest
application of EBSD is for the measurement of texture on a pixel-by-pixel basis.
Texture determined in this way has been termed the microtexture of the sample.
The other use of EBSD is for the identification of micrometer or sub-micrometer
crystalline phases. However, phase identification has not yet succeeded in addressing
features smaller than 100 nm [1, 2]. Both applications of EBSD add an important
new tool to the SEM which now has the capability to study the morphology of a
sample through either secondary or backscattered electron imaging, the chemistry
through energy dispersive spectrometry (EDS) or wave-length dispersive spectrometry
(WDS) and the addition of EBSD permits the crystallography of the sample to be
studied.
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Important structure-property relationships may depend strongly on the crystallo-
graphic texture of the sample. Properties of polycrystalline materials are determined
by the individual properties of the grains and the statistical characteristics of the poly-
crystal as a whole. The information that may be obtained through EBSD are the
distributions of crystallographic orientations of the individual grains and the distribu-
tion of the orientations between the grain or the grain boundary misorientations. The
development of electron backscattering diffraction (EBSD) into commercial tools for
phase identification and orientation determination has provided a new insight into the
links between microstructure, crystallography and materials physical properties that
was not previously attainable. The combination of field emission electron sourced
scanning electron microscopes and EBSD has now allowed EBSD to be applied to
nano-crystalline materials (grain size < 100 nm ) and ultra-fine grained materials (grain
size < 500 nm) [3].

Microtexture is a term that means a population of individual orientations that are
usually related to some feature of the sample microstructure. A simple example of
this is the relationship of the individual grain size to grain orientation. The concept
of microtexture may also be extended to include the misorientation between grains,
often termed the mesotexture. Thus, the misorientation of all the grain boundaries in
a given area may be determined. It is now possible using EBSD to collect and analyze
tens of thousands of orientations per hour thus allowing excellent statistics in various
distributions to be obtained. The ability to link texture and microstructure has lead to
significant progress in the understanding of recrystallization, gain boundary structure
and properties, grain growth and many other physical phenomena and properties
important in nanocrystalline materials [4, 5].

This chapter will first describe the origin of the EBSD pattern in the SEM. The
hardware required to collect these patterns is then discussed along with the instru-
mental operating conditions. The chapter will then proceed to discuss the details of
microtexture determination using EBSD.

2. HISTORICAL DEVELOPMENT OF EBSD

This technique has had many different names over the past 40 years. The original
developers called them high angle Kikuchi patterns (HAKP) [6]. Others have used
electron backscatter patterns (EBSP), electron backscatter diffraction (EBSD), and
backscattered electron Kikuchi diffraction (BEKP or BKD). We will use the terms elec-
tron backscatter diffraction to describe this technique. The first EBSD patterns were
observed over 40 years ago and were termed high angle Kikuchi patterns. This was
almost ten years before the first SEM was built so a special experimental apparatus
had to be constructed. The apparatus consisted of a cylindrical chamber that was lined
with a strip of photographic film. An electron beam was focused on to a tilted sample
of LiF exposing the film. This produced patterns that are every bit as good as those
collected today on modern SEMs with modern EBSD acquisition hardware [6].

The addition of an appropriate camera system to an SEM for the observation of
EBSD patterns was demonstrated in the early 1970’s [7]. These authors demonstrated
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that sample orientations could easily be measured from EBSD patterns and coined the
term electron backscatter patterns (EBSP). At about that same time others demon-
strated some of the significant advantages held over selected area electron channeling
patterns (SAECP) [8]. Subsequently, in the late 1980’s and early 1990s, the auto-
mated indexing of EBSD patterns was developed followed by systems that could scan
the sample point-by-point and determine the orientation at each point automati-
cally [9]. This is the basis for determining the microtexure of a sample region. There
are now many commercial tools that represent variations of these original develop-
ments. Also in the early 1990’s, EBSD for phase identification was perfected, which
has also served as the basis for a commercial phase identification system [10, 11]. A
more detailed review of the historical development of EBSD may be found elsewhere
[12].

3. ORIGIN OF EBSD PATTERNS

EBSD patterns are obtained in the SEM by illuminating a highly tilted specimen with
a stationary electron beam. Currently two mechanisms may describe the formation
of EBSD patterns. In one description, the elastic scattering of previously inelastically
scattered electrons forms the patterns. These backscattered electrons appear to originate
from a virtual point below the surface of the specimen. Some of the backscattered
electrons will satisfy the Bragg condition (+θ and −θ ) and are diffracted into cones of
intensity with a semi-angle of (90◦−θ ), with the cone axis normal to the diffracting
plane. Since the wavelength of the electron is small, the Bragg angle is typically small,
less than 2◦. These pairs of flat cones intercept the imaging plane and are imaged as two
nearly straight Kikuchi lines separated by an angle of 2θ . An alternative description of
EBSD pattern formation is the single event model. In this model, it is argued that the
inelastic and elastic scattering events are intimately related and may be thought of as
one event. In this case the electron channels out of the sample and forms the EBSD
pattern [13].

A typical electron backscatter diffraction pattern is shown in Figure 1. The pattern
consists of a large number of parallel lines of intensity. These lines may appear as
discreet lines or may appear as a band of increased intensity in the patterns. Frequently,
as shown in figure 1, one of the pair of a set of Kikuchi lines will appear dark relative
to the other. This is a result of the unequal angles between the scattered beam and
the primary beam that leads to an unequal intensity transfer to one of the diffracted
cones of intensity. There are many places where a number of line pairs intersect. The
intersections are zones axes and are related to specific crystallographic directions in
the crystal. The lines represent planes with in the crystal structure and the zone axes
represent crystallographic directions within the crystal. The actual trace of the plane
for a given set of diffracted lines lies exactly in between the two lines or at the center
of a band. The EBSD pattern is essentially a map of the angular relationships that exist
within the crystal.

The spacing between a pair of lines is inversely related to the atomic spacing of
those planes within the crystal. The EBSD pattern is an angular map of the crystal
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Figure 1. A typical EBSD pattern from Fe2O3 (hematite, rhombohedral) recorded at 20 kV with a
CCD-based slow scan camera.

so we should relate the distance between any pair of lines to an angle. The angle for
diffraction from a given set of planes is called the Bragg angle and is given by:

λ = 2d sin θ (1)

Where d is the spacing of the atomic planes, λ is the wavelength of the electron and
θ is the Bragg angle for diffraction. From this equation, it can be clearly seen that as
the interatomic spacing increases the Bragg angle must decrease. Thus, smaller atomic
plane spacings will result in wider line pairs.

3.1. Collection of EBSD Patterns

Acquisition of EBSD patterns in the SEM is relatively easy. Some of the earliest images
of these patterns were obtained by directly exposing photographic emulsions inside
the specimen chamber of an SEM [6]. Although this is still an option, all commercial
systems now use a phosphor screen inside the sample chamber of the SEM that is
imaged by an external camera through a leaded glass window. A schematic of a typical
experimental setup is shown in Figure 2. The tilt angle of the sample with respect to
the normal to the electron beam is typically set to about 70◦. The exact value is not
critical, as patterns have been obtained from tilt angles as small as 40◦. Figure 3 shows
an actual SEM chamber fitted with an EBSD camera.

There are no specific requirements on the electron beam parameters. The only
requirement is that the diffracted electrons reaching the recording medium (either a
phosphor screen or a photographic emulsion) must have a sufficient kinetic energy
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Figure 2. Typical EBSD experimental configuration. Note the relationship between the electron beam,
the tilted sample and the phosphor screen.

to produce an appropriate response (generation of light) in the recording medium
and must have a large enough current to produce a measurable signal. Generally, this
means that a beam current of greater than 0.1 nA and an accelerating voltage of greater
than 2.5 kV must be used. More typical values are an accelerating voltage of 10 kV
and a beam current of 0.5 nA or larger. Due to the response of the commonly used
phosphor medium, it is usually not possible to work at very low beam currents and
low accelerating voltages.

The detection of the patterns has been accomplished using many different types of
cameras and photographic film. The most commonly used camera is either a TV rate
low light level camera or a CCD-based imaging system. The CCD-based systems are
most versatile as a variety of parameters, such as binning and gain levels, can be set
to provide excellent EBSD patterns over a range of microscope operating conditions.
Figure 4 shows a series of EBSD patterns collected from Ni on a CCD-based camera
system using a range of accelerating voltages.

3.2. Automated Orientation Mapping

The study of the orientation of individual grains within a polycrystalline assemblage
has become indispensable in materials science. It has only been recently that EBSD
in the SEM and automated pattern indexing and orientation measurement have been
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Figure 3. Arrangement of the EBSD camera (arrowed) with respect to the specimen in a SEM.

combined. A use of EBSD in the SEM is to determine the local relationships between
the microstructure of the sample and crystallography. This may simply involve the
direct correlation between the orientations of the grains in a polycrystalline material in
which some interesting event is occurring or determining the orientation relationship
between some precipitate and the matrix phase or the relationship between the fracture
path and crystallography. These cases require only a few measurements at discreet
points and do not need fully automatic orientation measurement, although automation
makes this work quite easy. Other cases, for example, the measurement of texture,
require many thousands of measurements so that the distribution of orientations may
be obtained.

There are two ways that automated orientation mapping can be accomplished.
Stage scanning requires the electron beam to be held stationary and the sample is
rastered by moving the sample stage. Beam scanning utilizes the scan coils in the SEM
column to scan the beam over a stationary sample. In the early days of EBSD, the
preferred method of scanning the beam over the sample surface was stage scanning.
Stage scanning has a number of important advantages. The first advantage is that there
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Figure 4. EBSD patterns of Ni collected at a) 5 kv, b) 10 kV, c) 15 kV and d) 20 kV e) 25 kV and
f ) 30 kV.

is no defocus associated with moving the beam over the highly tilted sample. This is
only possible if the x and y motor drives for the stage are in the plane of the tilted
sample. The second advantage is related in that the beam position with respect to the
EBSD phosphor screen is fixed and thus the calibration (the pattern center and the
distance between the sample and the phosphor screen) does not vary. The disadvantage
of stage scanning is that it is much slower than beam scanning. Generally, the fastest
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stage scan requires about 1 second per pixel. The other disadvantage is that the accuracy
of movement is not much better than 1 μm and is therefore not of much use to the
study of nano-crystalline materials.

Beam scanning is the more commonly used technique for automated orientation
mapping. For beam scanning, the scan generator of the SEM is disabled and the elec-
tron beam is rastered by an external scan generator controlled by the EBSD computer
system. The advantage of this system is that the time required to reposition the beam
is quite short when compared to the time required to collect and index the EBSD
pattern. Thus, beam scanning is much more rapid when compared to stage scanning.
The disadvantages of stage scanning are related to the motion of the electron beam with
respect to the SEM column axis and the EBSD phosphor screen. The tilted sample
results in an out of focus condition at the highest and lowest positions on the specimen.
This can be partially compensated for by using dynamic focus corrections and small
objective apertures, but the defocus at low magnifications cannot be eliminated. The
other related disadvantage is that the calibration of the EBSD system changes with
the position of the beam on the sample. This effect may be reduced by automatically
correcting the calibration of the system as a function of beam position on the sample.
These difficulties are primarily noted at lower magnification where there may also be
some distortion of the microscope scans anyway. At higher magnification these disad-
vantages are not significant and beam scanning is recommended over stage scanning
for the study of fine-grained or nano-crystalline materials. One very useful mode of
operation is a mix of beam scanning and stage scanning. In this mode the beam is
scanned over an area of interest. After the scan is complete the stage is moved and then
another beam scan is commenced. Accurate positioning of the areas allows the maps
to be knitted together to produce larger area maps.

At each pixel the EBSD pattern is acquired using a low-light level video or CCD-
based camera that images the phosphor screen. The bands or lines in the pattern are
then detected through the use of the Hough or Radon transform of the image [14].
Once the lines are found, the angles between the bands can be calculated and compared
to a look up table of angles that is constructed from the crystallography of the sample.
Once a consistent set of indices can be assigned to the bands, the orientation of the
pixel can be described with respect to some external set of reference axes. This process
is then repeated at every pixel throughout the area of interest [15].

4. RESOLUTION OF EBSD

4.1. Lateral Resolution

In order to use EBSD for the study of nano-crystalline materials we must under-
stand the spatial resolution of the measurement. The spatial resolution of EBSD is
strongly influenced by the atomic number of the material to be studied, the accel-
erating voltage of the SEM, the focused probe size and the sample tilt. For EBSD
to be useful for nano-crystalline materials, each of these parameters must be care-
fully set to achieve high spatial resolution required for the study of nano-crystalline
materials.
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Figure 5. Resolution differences resulting from the use of a highly tilted sample. Note that boundaries
parallel to the tilt axis are sharper than those perpendicular to the tilt axis. a) Orientation map with respect
to an in-plane direction. Pixels not indexed are shown in black, indexed pixels in color. b) Pattern quality
image of same area. (See color plate 7.)

The spatial resolution of EBSD is strongly influenced by the sample tilt. The high
sample tilts required for EBSD results in an asymmetric spatial resolution parallel and
perpendicular to the axis of tilt. This asymmetric spatial resolution also influences the
depth from which the EBSD pattern is generated. The resolution parallel to the tilt
axis is much better than the resolution perpendicular to the tilt axis due to the high
sample tilt angles used to acquire EBSD patterns. The resolution perpendicular to the
tilt axis is related to the resolution parallel to the tilt axis by:

Lperp = Lpara(1/cos θ ) (2)

Where θ is the sample tilt with respect to the horizontal, Lperp is the resolution perpen-
dicular to the tilt axis and Lpara is the resolution parallel to the tilt axis. The resolution
perpendicular to the tilt axis is roughly three times the resolution parallel to the tilt
axis for a tilt angle of 70◦ and increases to 5.75 times for a tilt angle of 80◦. Thus,
it is best to work at the lowest sample tilt angles possible consistent with obtaining
good EBSD patterns. The difference in resolution parallel to and perpendicular to the
tilt axis is apparent in Figure 5. The image in this figure is generated by measuring
the pattern sharpness or quality at each pixel within the map, and then displayed as
a gray scale. The pattern sharpness or contrast is reduced when the electron beam is
very close to a grain boundary due to contributions to the patterns from the grains
on either side of the boundary resulting in an EBSD pattern containing overlapping
patterns. The grain boundary parallel to the tilt axis is wider than the boundary per-
pendicular to the tilt axis demonstrating the reduced resolution perpendicular to the tilt
axis.

The spatial resolution of EBSD is directly related to the electron beam size or
focused probe size at the sample. Smaller beam sizes result in higher spatial resolution
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Figure 6. Energy distribution of backscattered electrons for normal incidence and a 70◦ sample tilt.

for EBSD measurements. For this reason, when studying nano-crystalline materials,
an SEM with a field emission source must be considered mandatory for producing
EBSD patterns. Although EBSD is a technique that utilizes backscattered electrons,
the resolution of the technique is generally much better than can be achieved with
standard backscattered electron imaging in the SEM. This is a direct result of the
way in which the patterns are formed. Monte Carlo electron trajectory simulations
are used to study the energy distribution of the electrons that exit the sample and an
example of this is shown in Figure 6, where the energy distribution of the backscattered
electrons is plotted for an untilted sample and one tilted 70◦ from the horizontal
position. This plot is drawn for an initial electron beam energy of 20 kV interacting
with a Ni specimen. The number of initial trajectories was the same for each sample
orientation. There are two important points to note from this figure. First, it is very
clear that tilting the sample to a high angle with respect to the normal results in a
much higher backscatter yield. This is important as the increased signal improves the
quality of the EBSD patterns and decreases the acquisition time. The other important
point is the shape of the backscattered electron energy distribution. It is apparent from
Figure 6 that many of the backscattered electrons from the tilted sample have nearly the
initial electron beam energy. The large peak in the tilted sample backscattered energy
distribution is only a few hundred eV less than the initial beam energy. The electrons
in the sharp energy peak contribute to the crystallographic information in the EBSD
pattern, while the electrons in the remainder of the distribution contribute to the
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Figure 7. Comparison of EBSD resolution with large and small electron beam sizes. a) Pattern quality
map for a large electron beam size, b) pattern quality map for a much smaller electron beam size, c)
orientation map corresponding to beam size used in a and d) orientation map corresponding to beam size
used in b. Black pixels in the orientation maps are where the EBSD patterns could not be indexed. Arrows
indicate the same areas in each image. All maps are 120 × 80 pixels with a step size of 100 nm and were
collected in 10 minutes. (See color plate 8.)

overall background intensity of the EBSD pattern. The sample that is normal to the
electron beam has a broad spectrum of energies associated with the backscattered
electrons which mainly contribute to producing the background signal in an EBSD
pattern with no visible crystallographic information. Under certain special conditions
it has been shown that EBSD patterns may be generated at normal incidence, but there
are significant challenges to utilizing this geometry [16].

Monte Carlo electron trajectory simulations have shown that the low loss backscat-
tered electrons emerge from the specimen surface very near the initial beam impact
point [17]. This causes the resolution of EBSD to depend mainly on the electron
probe size. The spatial resolution is also a function of the accelerating voltage and the
atomic number of the sample. Lower accelerating voltages will improve the spatial
resolution due to the decreased range of the backscattered electrons within the sam-
ple as long as the electron beam size does not increase (may be difficult to achieve
in practice). Higher atomic number samples will have improved spatial resolution
when compared to lower atomic number specimens. This is a result in the decreased
range of the backscattered electrons in the higher atomic number sample. Figure 7
can be used to illustrate the effect of electron beam size. Figure 7a and b are gray
scale maps of the EBSD pattern sharpness at each pixel. Figure 7a was acquired using
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Table 1. Lateral Spatial Resolution in nm for Al and
Cu vs. SEM Operating Voltage

10 kV 20 kV 30 kV

Al 60 nm 200 nm 300 nm
Cu 30 nm 50 nm 80 nm

non-optimum beam parameters to produce a rather larger electron beam size. Note the
lack of sharpness of the grain boundaries and the overall low image quality. Figure 7b
was generated using parameters that provided a much smaller beam diameter than in 7a
with adequate beam current. Note the obvious blurring of the grain boundary regions
in the patterns quality map of Figure 7a. The blurring of the image near the grain
boundaries is due to overlap of the beam onto two grains and results in two superposed
patterns. Figure 7c and 7d are orientation maps of the same region. Black is used to
show positions on the sample from which the EBSD patterns could not be indexed. It
is immediately obvious that the smaller electron beam size used in Figure 7b and 7d has
resulted in a higher percentage of indexed patterns. This demonstrates the importance
of utilizing the smallest electron beam size that has sufficient current to generate EBSD
patterns in fine-grained or nano-crystalline materials.

There have been some studies that have measured the spatial resolution of EBSD.
We will discuss only those studies that have used field emission electron sourced SEM
instruments. Generally, the spatial resolution of the technique has been determined by
placing the electron probe near a grain boundary and noting the minimum distance
from the grain boundary that allows EBSD patterns to be obtained with no overlap
from the opposite grain. This technique has produced results that vary, but can be
used as a guideline for the use of EBSD in fine-grained materials. One study of Ni
found that the lateral spatial resolution was 150 nm, 100 nm and 50 nm at 30 kV,
20 kV and 10 kV respectively [18]. Another study has shown that for Al the lateral
spatial resolution of about 20 nm [19]. A more comprehensive study that utilized
experimental measurements and electron trajectory simulations has determined the
improved spatial resolutions resulting from lower accelerating voltage SEM conditions,
as shown in Table 1 [20]. Table 1 shows that the spatial resolution of the technique is
quite high and suitable for studying nano-crystalline materials and can be better than
50 nm. It is clear that the best spatial resolutions are achieved by operating at lower
accelerating voltages and in higher atomic number materials. A purely experimental
study of EBSD spatial resolution has shown a resolution of about 20 nm in Al and as
good as 9 nm in brass. These results are calculated based on the fraction of indexed
EBSD patterns as a function of grain size and not on a physical measurement of the
EBSD interaction volume [21].

4.2. Depth Resolution

The depth resolution of EBSD is also a strong function of the specimen atomic number
and the operating voltage of the SEM and is more difficult to measure experimentally.
The maximum distance that a Bloch wave can travel unscattered is about 2 to 3
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extinction distances for the given reflection. Thus the depth resolution has been
described as 2 or 3 times the many-beam extinction distance for the accelerating
voltage and the material [22]. This leads to a worst-case depth resolution at 20 kV
of about 100 nm for Al and about 50 nm for Ni. As in the lateral resolution, the
depth resolution is improved by operating at lower operating voltages or for higher
atomic number samples. Monte Carlo electron trajectory simulations have been used
to predict the depth resolution of EBSD based on the use of a 90% energy loss cut
off with a resulting depth resolution at 20 kV of 100 nm for Al and 20–30 nm for Ni
[20]. These results represent a worst-case value due to the generous energy cut off.
In general the depth resolution appears to be similar to the lateral resolution discussed
previously. An example of thin film analysis is discussed in the section 6.1.

5. SAMPLE PREPARATION OF NANO-MATERIALS FOR EBSD

The main sample preparation requirement for EBSD studies is that the sample sur-
face shall be clean, representative of the bulk of the material and free from damage or
deformation resulting from the preparation process. Some materials, like epitaxial or
heteroepitaxial layers may require no additional sample preparation steps and EBSD
patterns may be obtained from the sample in the as-deposited condition. Other sam-
ples may require more complex procedures to produce good samples for EBSD. For
nano-crytalline materials it is imperative that proper sample preparation procedures are
followed as the grain size of the material approaches the resolution of the EBSD tech-
nique. Improper sample preparation can result in degraded patterns or the total loss of
the EBSD patterns due to surface deformation or damage induced by the preparation
technique.

For larger samples of nano-crystalline materials, it may be possible to employ con-
ventional specimen preparation techniques. Standard metallographic mounting and
polishing can produce samples suitable for EBSD. In some cases it may be neces-
sary to follow the mechanical polishing with a chemical attack etch to remove the
last remnants of damaged material caused by the mechanical polishing. This tech-
nique has been shown to work well for many ceramics as well as metal samples.
One of the best techniques for EBSD preparation is electropolishing, similar to the
techniques used for TEM sample preparation. Unfortunately, the small sample size
often associated with nano-crystalline materials, makes electropolishing difficult or
impossible.

The small size of many nano-crystalline samples can make conventional sample
preparation difficult or impossible. One very useful tool for the preparation of nano-
crystalline materials for EBSD is the focused ion beam (FIB) tool. FIB tools have been
used for many years to produce thin samples for transmission electron microscopy
(TEM) where the ion beam is used to micromachine a thin membrane from the
sample. The advantage to FIB preparation is that the sample can be prepared from
a very specific location. Once the thin sample is prepared using FIB the sample is
mounted on a suitable substrate, usually a carbon coated TEM grid using the same
procedures used for TEM sample preparation [23]. This method does not allow any
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Figure 8. Combined EBSD and TEM of a FIB prepared cross section through a fatigue crack in a Ni
MEMS device. a) FIB cross section that shows the location of the section with respect to the fatigue crack,
b) EBSD map of area around fatigue crack, c) annular dark field STEM image of same sample as in b.
Arrows indicate the same point in all three images. The orientation map is 300 × 200 pixels with a step
size of 25 nm and required 30 minutes to collect. (See color plate 9.)

subsequent treatment of the sample. Alternatively, the sample can be attached to the
side of the grid using the metal deposition capability of the FIB so that subsequent
low energy ion milling may be performed [24]. The main disadvantage to FIB sample
preparation is the limited sample size (about 50 μm wide by 20 μm deep). Thus, the
area or feature of interest must be small and near the surface of the sample, although
this is not often a problem with nano-materials. Even with the sample size restriction,
FIB has been used to prepare useful samples for EBSD analysis [25, 26].

Figure 8 shows an example of a FIB section prepared from the vicinity of a crack
in a fatigued electrodeposited Ni sample. The sample was mounted onto a carbon
film and an orientation map was obtained with no further preparation. We have
found this to work for many transition metals and many ceramic materials. Other
materials, like Si and compound semiconductors, require addition preparation due
to damage to the crystal structure caused by the ion beam. These materials require
further low energy ion polishing in order to obtain good EBSD patterns. Low voltage
(2–3 kV), low-angle (3–4◦) argon ion polishing following FIB micromachining, for
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a very short time is all that is needed to produce good EBSD patterns from these
materials.

One additional advantage of the FIB technique is that the sample may be made
sufficiently thin for TEM analysis that could follow the EBSD analysis. Thus, correla-
tion of the EBSD orientation maps with TEM images of the material is relatively easy
and can be a powerful route to nano-materials characterization. An example of this is
shown in Figure 8b and 8c, which are an orientation map of the fatigue crack region
of electrodeposited Ni sample and a STEM annular dark field image of the same area.
This ability to perform correlative imaging is very powerful and allows the sample to
be more fully characterized. There are a few texts that discuss specimen preparation
for EBSD, but additional sample preparation details have been published [27].

6. APPLICATIONS OF EBSD TO NANO-MATERIALS

6.1. Heteroepitaxy of Boron Arsenide on [0001] 6H-SiC

Icosohedral boron arsenide (B12 As2, rhombohedral, hexagonal parameters, a =
0.615 nm, c = 1.191 nm) is a wide-band gap semiconductor exhibiting exception
radiation hardness and is potentially useful for the fabrication of beta-cells for direct
nuclear to electrical energy conversion. Chemical vapor deposition has been shown
to produce crystalline films of As2B12 on 6H-SiC [28]. Characterization of the films
is important to understand the properties and the performance of energy conversion
devices. Figure 9a is a SEM image of the surface of the boron arsenide film. The films
are quite smooth and were shown to have useful electrical properties. Figure 9b and
9c are orientation maps of a similar area. The thin black lines superposed on both
images in 9b and 9c represent high angle grain boundaries. Figure 9b is a map that is
colored with respect to an in-plane direction and shows that two rotational variants
are present. It is important to note that when utilizing orientation maps one must
usually prepare maps that represent orientations in two orthogonal directions to get a
complete picture of the sample texture as these are equivalent to inverse pole figures
and suffer the same disadvantages. Figure 9c is an orientation map that is colored
with respect to the surface normal. The red color over the entire sample demonstrates
that all the rotational variants have the same crystallographic direction parallel to the
sample surface or the film growth direction. Figure 9b and 9c show that all areas of
the film have grown with [0001]B2As12//[0001]6H-SiC as shown by the red color
indicating that the film has a [0001] plane parallel to the surface. Figure 10 a and b,
are inverse pole figures from the map shown in Figure 9b and c. Figure 10a is the
in-plane inverse pole figure that clearly shows the two rotational domains consisting of
60◦ rotations about the <0001> axis as shown in the inverse pole figure of 10b. Bright
and dark-field TEM images are shown of the boron arsenide film in Figure 11a and
b. Note that the film is 100 nm thick and as shown in the bright field images consists
of domains of different rotational orientations as well as translational variants. There
are also many smaller translational variants that are not detected using using EBSD
mapping, making TEM imaging an important component of understanding these thin
films [29].
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Figure 9. Heteroepitaxy of Boron arsenide thin-film deposited on 6H-SiC. a)SEM image of sample
tilted for orientation mapping, b) Orientation map of the in-plane texture, c) Orientation map of the
out-of-plane, or surface normal orientation. Lines on the orientation maps represent boundaries between
rotational variants. The map is 450 × 350 pixels with a step size of 100 nm and was collected in 6 hours.
(See color plate 10.)

6.2. Electrodeposited Ni for MEMS Applications

Electodeposition of metals has now become quite common process in many areas of
micro-electronics and micro-electro mechanical systems (MEMS). Metals are needed
for some MEMS devices due to the need to have thicker structures that are capable
of transmitting large sustained loads or torques [30, 31]. The microstructural scale of
electrodeposited metals can be quite small. In order to optimize the process and to
understand the resulting properties of the electrodeposit it is important to understand
the crystallographic texture of electrodeposited metals for MEMS applications. There
are two examples shown in this section, electrodeposition of Ni onto an Au seed layer
and the electrodeposition of Ni for the fabrication of small mechanical parts using the
LIGA process.

EBSD orientation studies were carried out in order to understand the electro-
decomposition of Ni over patterned lines on a Au seed layer. Due to the small size of
the features involved it was necessary to use the FIB to prepare cross sections through
the electrodeposits. These sections were mounted on Cu TEM grids and then mounted
in the SEM for orientation mapping. Figure 12 shows an overall view of one of the
electrodeposited Ni lines. Figure 12a is a pattern quality map of the sample area. These
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a b

Figure 10. Inverse pole figures formed from the data shown in Figure 9b. a) Inverse pole figure with
respect to the x direction that shows the two 60◦ rotational variants b) Inverse pole figure with respect to
the surface normal demonstrating the slight misalignment of the basal planes from each rotational variant.
(See color plate 11.)

Figure 11. TEM cross sectional images of the boron arsenide films of Figure 9. a) Bright field TEM
image that shows the large number of small translational domains in the sample that are not detected by
EBSD, b) Dark field TEM that shows one of the rotational domains in contrast. Surface layers are due to
FIB deposited Pt to aid in sample preparation.
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Figure 12. Ni electrodeposited lines on patterned substrate. The thin layer at the base of the deposit is a
thin Au layer. a) Pattern quality map. b) Orientation map with respect to the deposition direction. c)
Stereographic triangle color legend for the orientation map in b. The map is 175 × 175 pixels with a step
size of 25 nm and was collected in 50 minutes. (See color plate 12.)

images provide excellent detailed information about the general microstructure of the
sample. The microstructural details are clearly visible in the pattern quality image.
Figure 12b is an orientation map with respect to the growth direction. This map is
colored with respect to the stereographic triangle shown in Figure 12c. The narrow
band of blue colored grains (indicated with the arrow) at the bottom of the image is
the Au seed layer. These grains have formed with a <111> fiber texture. Figure 13 is
a higher resolution image that shows the details of the electrodeposit at the Au seed
layer. Figure 13a is a pattern quality map that shows the microstructure of the deposit.
Figure 13b is an orientation map with respect to the growth direction of the Ni. It
is apparent that the Au seed layer has formed with a <111> fiber texture (refer to
the color legend in Figure 12c) while the Ni layer has grown with a more random
texture. The largest of the Au grains is about 100 nm in diameter demonstrating that
the resolution of the technique is quite good. From this work, the growth texture of
the Ni deposit is not strongly influenced by the texture of the Au seed layer.
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Figure 13. Higher magnification of the electrodeposit shown in Figure 12. a) Pattern quality map, b)
Orientation map with respect to the growth direction using the color legend shown in 12c. The fiber
oriented Au is at the bottom of the image. The map is 200 × 200 pixels with a step size of 10 nm and was
collected in 1 hour. (See color plate 13.)

LIGA, an acronym of the German words “Lithographie, Galvanoformung, Abfor-
mung,” is a microfabrication process in which structural material is electrodeposited
into a photolithographical realized mold. LIGA permits the fabrication of parts with
extremely small cross sections, on the order of a few micrometers with accuracy bet-
ter than one micrometer [30]. The microstructure of LIGA formed parts depends
primarily on the processing parameters during electrodeposition of the metal. The
texture of the deposit is important in determining mechanical properties. Thus careful
characterization and control of LIGA materials and processes is required to produce
high quality, reliable components. The small physical size of many LIGA parts makes
characterization by standard x-ray techniques difficult or impossible. EBSD orientation
mapping provides the needed resolution and the ability to sample a larger area than
TEM analysis makes EBSD orientation mapping ideal for the study of these materials.

X-ray diffraction of these materials has been used to determine their macro-
texture, but this does not give any indication of the relationship between texture
and microstructure. EBSD orientation mapping was carried out to determine the rela-
tionship between the texture of an electroformed deposit and the grain size and shape.
Also, the distributions of grain boundary orientations was of interest. For this analysis
the sample was mounted and polished using standard metallographic procedures so
that the deposit could be studied in cross section. Figure 14a is a pattern quality map
of an NiMn electroformed part that shows there is a duplex grain size with some
large columnar grains separated by smaller areas of equiaxed grains. Figure 14b is an
orientation map of the area colored with respect to the growth direction. Refer to the
stereographic triangle in Figure 12c for the color legend. It is immediately obvious that
the long columnar grains have a <110> direction parallel to the growth direction and
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Figure 14. Electroformed NiMn for LIGA MEMS devices. a) Pattern quality map that shows the grain
structure of the deposit b) Orientation map colored as shown in Figure 12c. The large green shaded
grains represent a <110> fiber texture. Smaller grains are randomly oriented with respect to the
growth direction. The map is 200 × 600 pixels with a step size of 20 nm and was collected in 2.5 hours.
(See color plate 14.)

the smaller equiaxed regions are more randomly oriented. From this data the volume
fraction of <110> fiber oriented grains can be determined by selecting only those
pixels with orientations within 10◦ of a <110> fiber texture demonstrating that about
50% of the grains have a <110> fiber orientation with respect to the growth direction.
This is important for a full understanding of the mechanical properties of this material.

There have been a number of recent studies that have shown that the distribution
of grain boundary misorientations can influence the performance of polycrystalline
materials. Early studies focused on the corrosion properties of a variety of metals
[32]. Further studies have shown that by increasing the fraction of special boundaries
(typically defined as grain boundaries near the low � misorientations) the corrosion
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Figure 15. Representations of the distributions of the grain boundary misorientations in the NiMn
electrodeposits. a) Grain boundary misorientation distributions, solid line is experimental data from map
shown in Figure 12, dotted line is the distribution for a random arrangement of grains. b) Pattern quality
map with twin boundaries shown in white.

behavior, creep resistance and weldability of the material can be enhanced [33]. One
important concern with the electrodeposited NiMn material was the influence of
grain boundary misorientations on the annealing behavior of the material. Previous
work in Ni deposits has shown that the material recrystallized in a manner that max-
imized the number of low energy (twin type or �3 or a 60◦ rotation about the
<111>) grain boundaries [31]. Therefore, it is important to know the misorientation
distribution of the as-deposited material. Figure 15a shows the grain boundary mis-
orientation distribution for the NiMn sample. This information is calculated from the
orientation data so no additional scanning needs to be performed. The data from the
NiMn electrodeposit is compared with the expected distribution of grain boundary
misorientations derived ffrom the random orientations of cubes [34]. It is clear that
there is a large difference between the expected random distribution and the measured
distribution. The most striking difference is the large number of 60◦ misorientations.
These rotations can be shown to be about the <111> and are therefore �3 twin
type boundaries. Figure 15b is a pattern quality image with the twin type bound-
aries shown in white. The high density-of-twins in the microstructure are important
to understanding the recrystallization behavior and the response to high temperature
exposures of electrodeposited Ni.
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Figure 16. shows a FIB prepared cross section through an unreleased multilayer polycrystalline Si MEMS
device. The sample was micromachined using the FIB in a manner similar to that used to make TEM
samples and then attached to the grid using Pt deposition.

6.3. Polycrystalline Si For MEMS Applications

Polycrystalline silicon thin films are an important component of many advanced MEMS
structures. Reliability of these devices is closely related to the mechanical performance
of the thin films of polycrystalline silicon used to fabricate the devices. The need
for an understanding of these structure-property relationships in these films is made
more important by the fact that the microstructure may consist of highly textured
columnar grains [35, 36]. Many polycrystalline silicon MEMS devices are produced
by a surface micromachining that uses silicon oxide coating as sacrificial spacers between
the structural layers of polysilicon.

Characterization of these types of materials are complicated by the small size of the
devices which in many cases may have features that do not exceed 1 μm. EBSD is ideal
for determining the grain structure and texture of the multiple layers of polysilicon
used to produce these devices. Preparation of samples is best performed with the FIB.
In the case of silicon and the results shown here, subsequent low energy ion milling
is required to produce EBSD patterns of sufficient quality for automated mapping.
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Figure 17. Polycrystalline structures for MEMS devices. a) Pattern quality map, the single crystal Si
substrate is at the bottom of the image. The polycrystalline Si layers are separated by oxide. b) Orientation
map with respect to the growth direction. The map is 600 × 500 pixels with a step size of 25 nm and was
collected in 8.5 hours. (See color plate 15.)

Figure 15 shows a FIB prepared cross section through an unreleased (the oxide spacers
have not been removed) multilayer MEMS device. The sample was micromachined
using the FIB in a manner similar to that used to make TEM samples [23]. The cross
section was attached to a support grid by depositing Pt at the sample grid junction,
due to the need for subsequent low energy ion milling to allow EBSD patterns to be
acquired. This arrangement is robust and allows the sample to be handled with little
danger of damage. The sample was low-energy argon ion milled for 30 seconds at 3 keV.
After ion milling excellent EBSD patterns were obtained from the silicon. Figure 16a
is a pattern quality map of the multilayer device. Note that the individual levels of
polycrystalline silicon appear to be made up of multiple layers. Figure 16b is a orien-
tation map with respect to the growth direction. Note that the substrate silicon is red
indicating a <100> direction normal to the sample surface (please refer to Figure 12c
for the complete color legend). Each layer has a slightly different microstructure due to
the accumulated time at temperature for the first layer as compared to the subsequent
layers. The layer furthest from the substrate is more columnar when compared to the
first layer. In addition there are slight textural differences from the first layer to the
last. The first layer represents annealed material and exhibits a tendency for a <111>
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fiber texture as compared to the last layer which has not been at temperature for as
long and exhibits a tendency to a <110> fiber. These differences in texture result
in different mechanical properties for each layer, which assists in the proper design of
MEMS components.

7. SUMMARY

EBSD should now be considered a standard analytical accessory for the SEM. The spa-
tial resolution of EBSD is quite high (as high as a few nm, depending upon material)
and is suitable for the study of many nano-crystalline materials. For applications of
EBSD where the highest spatial resolution is required, an SEM with a field emis-
sion electron source is mandatory as the resolution of the technique is most directly
determined by the electron beam size. Further developments the electron optics of
the SEM should allow even higher spatial resolutions. For nano-crystalline materi-
als, EBSD is most useful for the mapping of grain orientations and grain boundary
misorientations as demonstrated in the examples shown in this chapter.
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14. HIGH RESOLUTION TRANSMISSION ELECTRON MICROSCOPY

DAVID J. SMITH

1. HRTEM AND NANOTECHNOLOGY

With the rapidly escalating attention recently being given to nanoscale science
and technology, techniques capable of structural characterization on the nanometer
scale have central importance. The high-resolution transmission electron microscope
(HRTEM) has evolved over many years to such an extent that resolving powers at
or close to the one Ångstrom (0.1 nm) level can nowadays be attained almost on a
routine basis. Using correct operating conditions and well-prepared samples, high-
resolution image characteristics are interpretable directly in terms of projections of
individual atomic-column positions. With quantitative recording and suitable image
processing, atomic arrangements at defects and other inhomogeneities can be reli-
ably and accurately determined. Since nanoscale irregularities have a marked influence
on bulk behavior, the HRTEM has become a powerful and indispensable tool for
characterizing nanostructured materials. This chapter first outlines some of the basic
theoretical principles and practical aspects of the HRTEM. Representative applications
to problems involving nanostructured materials are then described. Ongoing trends
are identified and some underlying problems associated with use of the HRTEM are
briefly discussed. The interested reader is referred to review articles [1–4], conference
proceedings [5–10] and research monographs [11–13] for further information about
HRTEM and additional applications.
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2. PRINCIPLES AND PRACTICE OF HRTEM

2.1. Basis of Image Formation

The process of image formation in the HRTEM can be considered as occurring
in two stages. Incoming or incident electrons undergo interactions with atoms of
the specimen, involving both elastic and inelastic scattering processes. The electron
wavefunction which leaves the exit surface of the specimen is then transmitted through
the objective lens and subsequent magnifying lenses of the electron microscope to form
the final enlarged image. Our attention here will be focused on those electrons that are
elastically scattered since these contribute to formation of the high-resolution bright-
field image. Note, however, that the inelastically scattered electrons can also be used
to provide invaluable information about the sample composition using the technique
of electron-energy-loss spectroscopy (EELS). Moreover, electrons scattered to very
large angles are utilized for Z-contrast annular-dark-field imaging in the scanning
transmission electron microscope (STEM). These possibilities are explored elsewhere
in other chapters.

Electron scattering is a strongly dynamical process, unlike X-ray or neutron scatter-
ing, so that a simple kinematical scattering approximation is insufficient for understand-
ing image formation for all but the thinnest of samples. Multiple electron scattering and
large phase changes are typical for most samples, which means that the relative heights
of the different atoms in the specimen must be taken into account when attempting
quantitative image interpretation. Image simulations, which must also take into account
additional effects caused by the objective lens, are essential before detailed information
about atomic arrangements at crystal defects such as dislocations and interfaces can be
confirmed. Several alternative approaches to image simulation have been developed
[14, 15]. The most widespread is based on n-beam dynamical theory [16, 17], and is
termed the multislice approach. In this theory, atoms in the specimen are considered
as located on narrowly-separated planes (or slices), normal to the beam direction. The
electron wavefunction is then propagated slice-by-slice through the sample to eventu-
ally form the exit-surface wavefunction. This iterative process lends itself to convenient
computer algorithms which enable rapid computations to be carried out, which are
especially useful during the refinement of unknown defect structures [18, 19]. Further
information about other equivalent approaches to electron scattering can be found in
the monograph by Cowley [20].

The electron wavefunction at the exit surface of the specimen must still be transferred
to the final viewing screen or recording medium. This process is dominated by the
transfer characteristics of the objective lens of the microscope. The effect of this lens
on image formation is conveniently understood by reference to what is termed the
phase contrast transfer function (TF), as described by Hanszen [21]. The TF is both
specimen- and microscope-independent so that a single set of universal curves enables
the transfer characteristics of all objective lenses to be described. Electron microscopes
that have different objective lenses, or operate at different accelerating voltages, are
easily compared by using suitable scaling factors. Figure 1 shows TFs computed for
the optimum defocus of the objective lens for a typical 400-kiloVolt HRTEM. Two
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Figure 1. Transfer functions for high-resolution phase-contrast imaging at optimum defocus for objective
lens (Cs = 1.0 mm) of 400-kV HREM: (a) coherent illumination; and (b) partially coherent illumination,
with focal spread of 8 nm and incident beam convergence half-angle of 0.5 mrad. Arrow indicates
interpretable resolution limit.

cases are shown, corresponding to: (a) coherent, and (b) partially coherent, incident
electron illumination. Notice that the TF has an oscillatory nature, meaning that
electrons scattered to different angles undergo relative phase reversals, which would
lead directly to artefactual detail in the final image. Note also that the shape of the TF is
further affected by defocus changes, which result in additional phase changes that will
alter the image appearance. It is thus essential to have an accurate knowledge of the lens
defocus, since much of the detail contained in the recorded high-resolution image will
otherwise be uninterpretable. In the ideal case, the incident electron beam will be a
coherent, monochromatic plane wave. In practice, some inevitable loss of coherence
will result from focal spread (temporal coherence) and finite beam divergence (spatial
coherence) [22, 23]. Mathematically, the effects of partial coherence can be represented
by envelope functions. These will cause dampening of the TF for spatial frequencies
corresponding to larger scattering angles, as illustrated, for example, by curve (b) in
Fig. 1. Note also that the positions of the TF crossovers, or “zeroes”, are not affected
by the envelope functions. However, specimen information that is scattered to higher
spatial frequencies, which would be equivalent to higher image resolution, is liable to
be lost during image formation. Lanthanum hexaboride has been used as the electron
source for calculation of the curve (b) with partial coherence. As discussed in the
following section, additional specimen information can possibly become available by
using a high-coherence electron source such as the field-emission gun (FEG).

2.2. Definitions of Resolution

Resolution is traditionally discussed in terms of the ability of an imaging system to dis-
criminate between two discrete objects, and is usually closely coupled to the wavelength
of the incident illumination. Since high-energy electrons have picometer wavelengths,
resolution limits on the same scale might be anticipated. In practice, electron lenses
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have unavoidable aberrations, and perfectly coherent electron sources are unattainable.
It then becomes necessary to make a compromise between the traditional diffraction
limit, which varies inversely as the aperture angle, and spherical aberration, which
varies rapidly with the cube power of the angle. The end result is an expression of the
form

d = ACs
1/4λ3/4 (1)

where Cs is the spherical aberration coefficient of the objective lens, λ is the electron
wavelength, and the value of the constant A depends on certain assumptions that are
made about the imaging conditions.

In practice, there are several resolution limits that are applicable to any specific
HRTEM [24]. These are conveniently understood by reference to the TF of the
objective lens. The interpretable resolution, which is sometimes known as the structural
or point resolution, is defined by the position of the first zero crossover of the TF at
the optimum defocus. This resolution is indicated by the arrow in Fig. 1. This specific
defocus gives the widest possible band of spatial frequencies without a phase reversal,
and the corresponding interpretable resolution is then given by δ ∼ 0.66(Cs λ

3)1/4.
Values of Cs inevitably increase as the electron energy is increased due to limits on
the saturation of the pole-piece material. However, overall improvements in δ should
be obtained due to reductions in λ as the accelerating voltage is increased. Typical
resolution figures using realistic Cs values (which range from 0.3 mm at 100 keV to
about 1.5 mm at 1.0 MeV) are in the range of 0.25 to 0.12 nm. Other practical factors
such as the size and cost of higher-voltage electron microscopes, as well as the increasing
likelihood of electron irradiation damage due to the higher energy electron beam,
become important considerations. Intermediate-voltage HRTEMs which operate in
the range of 200 to 400 kV have become widespread due to the impact of these factors.

The instrumental resolution or information limit of the HRTEM is usually defined in
terms of the damping produced by the envelope functions. A value of approximately
15% [i.e., exp(-2)] is commonly taken as the resolution cutoff since this level is regarded
as the minimum acceptable for image processing requirements [25]. In recent 200- or
300-kV HRTEMs equipped with an FEG electron source, this resolution limit extends
well beyond the interpretable resolution. Because of the oscillatory nature of the TF, the
very fine detail present in the image at such resolution levels will, however, not be easily
related to specimen features. Higher-order diffracted beams with inverted phase can
be prevented from contributing to the image by using an objective aperture of suitable
diameter located in the back focal plane of the objective lens. Conversely, provided
that the defocus and Cs values are known with sufficient accuracy, then the phase-
modulating effects of the TF can be removed by a posteriori image processing. Image
interpretability with improved resolution can be achieved, as demonstrated by the
pioneering work of Coene et al. [26] who used a focal-series reconstruction approach
to resolve oxygen atoms for the first time in a high-temperature superconductor.

The term lattice-fringe resolution refers to the finest spacings of the lattice fringes that
are visible in high-resolution images from a particular HRTEM. These lattice fringes
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result from the interference between two or more diffracted beams from a crystalline
material. This resolution is determined by the overall instrumental stability of the
HRTEM, and is often a direct reflection of freedom of the microscope environment
from adverse external factors such as acoustic noise, mechanical vibrations, and stray
magnetic fields. It must be noted, however, that lattice fringes with very fine spacings
do not usually provide any useful information about local atomic arrangements. The
interfering diffracted beams typically originate from comparatively large specimen
areas, and the lattice fringe images may be recorded at significant underfocus conditions
when there are many TF oscillations. For many years, the lattice-fringe resolution was
widely regarded as the ultimate figure of merit for an HRTEM. It should be appreciated
that the interpretable and instrumental resolution limits are nowadays considered far
more useful for comparison purposes.

2.3. Lattice Imaging or Atomic Imaging

Most elemental and compound materials have unit cells that are relatively large in
comparison with the resolution limits of commercially available HRTEMs. High-
resolution lattice-fringe images are thus relatively straightforward to obtain when these
materials are viewed in major low-index projections. However, it is important to
appreciate that only a very small subset of these lattice images can be interpreted in
terms of atomic arrangements. The basic problem is that the phase reversals that result
from TF oscillations when the defocus of the objective lens is changed make it difficult
to recognize or select the appropriate optimum defocus. The characteristic image of a
crystal defect or the Fresnel fringe along the edge of the sample is often indispensable
for recognizing a particular defocus setting. Some prior knowledge or calibration of the
focal step size corresponding to the finest focus control is thus essential. The situation
is even more complicated for materials with small unit cells which have comparatively
few diffracted beams contributing to the final image. For these materials, identical
images, referred to as Fourier or self-images, recur periodically with changes in defocus,
with the period given by 2d2/λ, where d is the corresponding lattice spacing [27, 28].
With a half-period change in defocus, all image features reverse in contrast, with black
spots becoming white and vice versa. As an example, a series of image simulations for
[001] tin dioxide is shown in Fig. 2, where the major reversals in contrast of the image
features from white to black to white to black are readily apparent [29].

Further misleading complications are likely to arise in thicker crystals because of
dynamical multiple scattering. As the sample thickness is increased, intensity will be
progressively lost from the directly transmitted beam, and it will instead build up in
the diffracted beams. Eventually, a thickness is reached where the direct beam will be
relatively low in intensity (in the vicinity of what is termed the thickness extinction
contour), and the resulting image will be dominated by (second-order) interference
processes between the various diffracted beams. In some small-unit-cell materials, these
interferences can often lead to pairs of white spots, graphically referred to as dumbbells,
which appear to portray faithfully all atom positions in the unit cell [30]. Except under
highly specific thickness and defocus values, it has been found that the separation
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Figure 2. Through-focal series of image simulations for crystal of tin dioxide in [100] projection:
500 keV, Cs = 3.5 mm, crystal thickness −2.8 nm. Focus extends in 10 nm steps from −140 nm (top left)
to +10 nm (bottom right) [29].

between these spots will invariably be slightly different from the correct projected
atomic separations for the specific material [31]. Moreover, erroneous image features
can also be anticipated to occur at structural discontinuities such as interfaces [32].
Such interference lattice-fringe images from thicker specimen regions should thus be
considered as nothing more than interesting coincidental effects and they should never
ever be interpreted in terms of atomic positions.

2.4. Instrumental Parameters

In common with other sophisticated pieces of equipment, the HRTEM has an array
of adjustable parameters that must often seem almost overwhelming to the newcomer.
However, only a small subset must be known with any degree of accuracy. Experimental
determination of these instrumental parameters is well documented elsewhere [24],
so these details are not reproduced here. For atomic-resolution imaging, it is essen-
tial that the accelerating voltage be fixed and highly stable, preferably to within one
part per million (ppm), but the exact value is relatively unimportant. A similar sit-
uation holds for the current of the objective lens, which will determine its focal
length and several other imaging parameters, including Cs , the spherical aberration
coefficient. In practice, it is highly desirable to operate with a fixed objective lens
current, due to the extreme sensitivity of several adjustable parameters such as the
incident-beam tilt alignment and the objective lens astigmatism to the exact current
setting. The objective lens current should thus be monitored continuously, and when
the sample is tilted or another field of view is selected, the sample height should
be adjusted rather than altering the objective lens current. Knowledge of the objective
lens defocus is critical to image interpretation because of the extreme sensitivity of the
image appearance to the defocus value. The highly characteristic image appearance
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of complicated structures at the optimum defocus can be recognized in some special
cases, but for unknown aperiodic features such as a dislocation or grain boundary, some
other means for selecting defocus is required. It has become increasingly common to
generate a through-thickness-through-focus tableau of images, at least of the perfect
crystal structure, before commencing microscopy [33]. Some electron microscopists
have recommended recording a focal series of images with pre-calibrated focal step
sizes, which thereby reduces somewhat the subjective element of the matching pro-
cess [34]. Methods based on cross-correlation [35], and non-linear least squares [36]
have been developed for matching experimental and simulated images, and these can
provide determination of both defocus and local specimen thickness on a local scale.

At extreme resolution limits, several higher-order objective-lens aberrations have a
dominant role in determining the overall image integrity. Two-fold image astigmatism
is well-known to result in focal length differences in orthogonal image directions, with
a corresponding effect on the image appearance, but its presence can usually be detected
by reference to the image of a thin amorphous material, such as carbon or germanium:
Fourier transformation reveals a set of concentric rings, that are more or less elliptical
depending on the amount of astigmatism present [37]. The successful implementation
of image reconstruction schemes involving either focal series [26] or off-axis electron
holography [38] requires knowledge of the spherical aberration coefficient with an
error of no greater than 1%. The graphical method of optical diffractogram analysis
[37] is no longer sufficiently accurate, and alternative methods are required in order to
reach the desired level of accuracy [39]. The third-order aberrations of axial coma and
three-fold astigmatism are more difficult to detect and quantify because their influence
is only clearly visible in images of amorphous materials recorded with tilted incident
illumination [40, 41]. Detection and correction of third-order aberrations is discussed
further in Section 3.4.

2.5. Further Requirements

There are additional requirements that must be satisfied before the atomic-scale
resolution of the HRTEM can be fully utilized for characterizing nanostructured mate-
rials. The sample region being imaged must be sufficiently thin, typically meaning that
its thickness should be on the order of 15 nm or less depending on its composition.
Otherwise, multiple electron scattering effects become significant, and the very fine
details present in the image are not likely to be interpretable in terms of atomic arrange-
ments, even with the assistance of image simulations. Since the final recorded image
represents a two-dimensional projection of the crystal structure, the incident electron
beam must be aligned closely with a major zone axis of the crystal. The tolerance for
adjustment of the crystal alignment to avoid overlap of projected atomic columns obvi-
ously becomes more demanding for thicker crystals and smaller column separations
[42]. The examination of crystalline defects must be confined to planar faults, such as
twin boundaries and stacking faults, and linear defects, such as dislocations, which are
aligned so that they are parallel with the incident beam direction. The defects should
also be periodic through the entire projected structure. Inclined faults and curved
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grain boundaries will not in general be amenable to fruitful study by high-resolution
imaging (nor any other imaging technique). Despite these various constraints, there
have been many, many successful studies where the HREM has proven indispensable
in evaluating nanostructured materials. The highly selective group of examples briefly
described below is chosen to be illustrative of the myriad possibilities. The need for
complementary information from macroscopic measurements, including electrical and
optical properties, as well as other types of microscopy, should not be overlooked.

2.6. Milestones

The performance of the “high” resolution electron microscope first exceeded that
of the optical microscope in the mid-1930s [43], but direct correspondence between
lattice images and projected crystal structure of large-unit-cell block oxides was not
achieved for many years [44, 45]. Improved instrumentation eventually led to directly
interpretable information about atomic arrangements for metals, ceramics and semi-
conductors. Individual atomic columns in a small gold particle were resolved [46],
and several high-voltage HRTEMs surpassed the 0.2 nm interpretable resolution
limit on a routine basis in the early 1980s [47–50]. Intermediate-voltage HRTEMs
that could attain this performance level regularly also became available commercially
[31, 51, 52]. The highly coherent illumination available with 300-kV FEG TEMs
facilitated the achievement of instrumental resolutions closely approaching 0.1 nm
[53], and image interpretation to the same level was achieved by through-focal series
reconstruction [26] and off-axis electron holography [38]. The latest generation of
high-voltage (1–1.5 MV) HRTEMs have succeeded in closely approaching the long-
sought-after goal of 0.1 nm without reversals in the contrast transfer function [54–56],
enabling direct image interpretation without the need for a posteriori image processing.
Significant information transfer beyond the first zero crossover of 0.105 nm was clearly
demonstrated by the 1.25-MeV HRTEM in Stuttgart [57]. Sub-Ångstrom electron
microscopy to resolutions of better than 0.09 nm has since been achieved using exit-
wave retrieval [58, 59] and also using aberration-corrected annular-dark-field imaging
with a scanning transmission electron microscope [60].

3. APPLICATIONS OF HRTEM

Imaging with the HRTEM enables individual atomic columns to be resolved in most
inorganic materials, making it possible to determine the atomic-scale microstructure
of lattice defects and other inhomogeneities. Structural features of interest include
planar faults such as grain boundaries, interfaces and crystallographic shear planes,
linear faults such as dislocations and nanowires, as well as point defects, nanosized
particles and local surface morphology. Additional information can be extracted from
high-resolution studies, including unique insights into the controlling influence of
structural discontinuities on a range of physical and chemical processes such as phase
transformations, oxidation reactions, epitaxial growth and catalysis. The HRTEM has
impacted many scientific disciplines, and the technique has generated a vast scientific
literature, far too extensive to be reviewed in any detail. Our intent here is to describe,
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Figure 3. (a) HRTEM micrograph showing core structure of symmetrical Lomer edge dislocation at
Ge/Si(001) heterointerface, as recorded with 1.25-MeV atomic-resolution electron microscope;
(b) corresponding structural model [65].

albeit very briefly, some representative examples that illustrate the range of applications,
while additional information and many more examples can be found elsewhere [1–13].

3.1. Semiconductors

The characterization of semiconductors has been a highly active and fruitful area
of research for HRTEM. Because of the relatively large unit-cells of elemental and
compound semiconductors, ranging from 0.54 nm (Si) to 0.65 nm (CdTe), high-
resolution lattice-fringe images are easily obtained in the <110> orientation. However,
individual atomic columns are not separately resolved unless the microscope resolution
allows {004}-type reflections to contribute to the imaging process [61]. True atomic
imaging for elemental Si and Ge was demonstrated in <100>, <111> and <013>

orientations under carefully chosen imaging conditions using a 400-keV HRTEM
[62]. Discrimination between atomic species on the basis of image spots of different
intensity can be achieved for compound semiconductors with sufficiently different
atomic numbers, which is particularly useful for analysing interfaces between dissimilar
materials.

Dislocations: Individual atomic columns have not actually been resolved in almost
all HRTEM structural studies so far reported. Extensive comparisons with simulated
images for various models of Lomer edge dislocation cores in Si and Ge enabled
the locations of atomic columns to be deduced to within ∼0.025 nm [63]. HRTEM
analysis of dissociated 60◦ dislocations in CdTe showed that alternative structural models
(glide set and shuffle set) could be clearly differentiated, but again without resolution
of individual atomic columns [64]. By taking advantage of the improved microscope
resolution that has recently become available, more accurate modelling of dislocation
core structures in semiconductors should nowadays become possible. Figure 3 shows
an example, recorded with the 1.25-MeV HRTEM in Stuttgart, of a symmetrical
Lomer edge dislocation at a Ge/Si(001) heterointerface, together with the structural
model derived directly from the HRTEM image appearance [65].
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Figure 4. Cross-section of CoSi2 nanowire grown by reactive epitaxy on Si(100) surface at 750◦C [74].

Interfaces: Many semiconductors have grain boundaries (GBs) and heteroepitaxial
interfaces that are almost atomically flat and can be aligned edge-on to the incident
beam direction, with the crystals on both sides of the boundary oriented to a low-index
zone axis. The Ge (130) � = 5 GB was studied in [001] and [013] projections, so that
a complete three-dimensional crystallographic analysis could be performed [66]. The
Ge (112) � = 3 GB was shown to have a c(2 × 2) periodic supercell of the geometrical
coicidence lattice of the boundary [67], and the rotation-twin nature of a GaP � = 3
{111} twin boundary was unambiguously identified from the characteristic image
features [57].

Heterointerfaces are of immense practical importance. Interface roughness can be
made apparent by choosing appropriate thickness and defocus values to emphasize
contrast differences between materials, and composition gradients can be assessed from
the abruptness with which the two characteristic contrast motifs terminate at the
interface. For materials with large lattice mismatch, significant image features can
usually be interpreted without resorting to special defocus/thickness combinations.
Examples of large misfit systems where the atomic structure of interfacial misfit dis-
locations have been successfully determined include the GaAs/Si(001) interface [68],
the CdTe(001)/GaAs(001) interface [69], and the CdTe(111)/GaAs(001) interface [70].
For silicide-silicon interfaces, the atomic facetting of asymmetrical twins and asymmet-
rical “hetero”-twins was investigated [71], and structural studies have been reported
for various CoSi2 (A, B)/Si(111) interfaces [72, 73]. Figure 4 shows an interesting
example of a CoSi2 nanowire formed by self-assembled epitaxial growth on Si(100)
substrate at 750◦C [74].

The Group III-nitrides of AlN, GaN and InN have potential applications in short
wavelength optoelectronic devices, based on their wide bandgaps which range from
1.9 eV (InN), to 3.4 eV (GaN), to 6.2 eV (AlN), and their excellent thermal prop-
erties make them ideal candidates for high-temperature and high-power devices [75].
However, the lack of substrate materials that are both lattice- and thermally-matched
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Figure 5. High-resolution electron micrograph showing cross-section of GaN/SiC interface. Analysis of
lattice spacings along planes labeled a, b, and c confirmed interface abruptness [76].

represents a serious obstacle to ongoing research. Thus, there is much interest in
understanding the atomic structure at the substrate-nitride interface. Figure 5 shows a
high-resolution image of an GaN/SiC interface, recorded at the optimum defocus so
that atomic-column projections have black contrast. Image analysis established that the
GaN/SiC interface was atomically abrupt (between the planes labelled a and b), and
that atomic arrangements across the interface primarily consisted of N bonded with
Si, but with some Ga bonded with C in order to maintain charge balance [76].

3.2. Metals

Defects in metals pose greater challenges for characterization using HRTEM because
of reduced unit-cell dimensions. Atomic imaging is restricted to comparatively few
low-index zone axes even with the latest generation of instruments. High-resolution
imaging requires very thin foils but substantial atomic rearrangements, especially relax-
ation in the vicinity of lattice defects and crystal surfaces, are liable to alter the defect
structure so that it becomes atypical.

Grain boundaries and interfaces: High-resolution observations of symmetrical Au
<110> tilt GBs established the presence of different recurring structural units [77].
Structural characterization of an Al [100] 45◦ twist plus 17.5◦ tilt GB revealed that
this asymmetrical GB was composed of a mixture of two basic structural units [78].
Observations of a Mo bicrystal revealed the presence of both � = 25 and � = 41
structural units along the GB [79]. Bi segregation was reported to modify the structure
of grain boundaries in Cu [80], and GBs became facetted and an ordered Bi layer was
observed at a � = 3 twin boundary [81]. Figure 6 shows an example of an Al 6◦ [001]
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Figure 6. Atomic-resolution electron micrograph of Al 6◦ [001] symmetric tilt grain boundary with
misfit accommodation by [110]/2 edge dislocations (arrowed). Each black spot corresponds to projection
of individual Al atomic column [82].

symmetric tilt GB with prominent 1/2<110> edge dislocations that accommodate
the tilt misalignment [82].

Structural modelling based upon atomistic simulations has accompanied many
HRTEM GB studies. The incoherent Al {112} twin GB was observed [83], and com-
parisons were made with structures calculated using the Embedded Atom Method
(EAM). For the Al � = 9 (221)[110] GB, glide-plane and mirror-plane symmetric
structures were observed to alternate periodically along the boundary: the predictions
of the various atomistic modelling approaches could only be distinguished for one of
these two structures but not the other [84]. The atomic structure of the Nb (310) twin
boundary was generated using interatomic potentials derived from several approaches
but only one, the so-called model-generalized pseudopotential theory, successfully pre-
dicted the mirror symmetry later observed in experimental images [85]. For the Nb
� = 25 (710)/[001] twin, a multiplicity of stable, low-energy structures were predicted
by EAM: four possibilities out of 13 remained after careful comparison with exper-
imental micrographs [86]. Molecular dynamics simulations of the Ag � = 3<110>

(211) twin boundary predicted a thin boundary phase having the rhombohedral
9R structure, and this prediction was confirmed by experimental HRTEM micro-
graphs [87]. Figure 7 is an experimental image showing the existence of the same
rhombohedral phase at an incoherent Cu � = 3 (211) boundary [88].
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Figure 7. Atomic-resolution electron micrograph of Cu � = 84◦ grain boundary showing presence of
predicted rhombohedral 9R phase located between large-angle grain boundary at right (structural units
outlined) and small-angle boundary at left. Black spots represent positions of individual Cu atomic
columns [88].

Atomic-level structural investigations of intermetallic alloys and several metal/metal
systems have been reported. For example, the NiAl � = 5 [001](310) GB was imaged
by high-resolution electron microscopy and analyzed with the assistance of image
simulations [89]: changes in local stoichiometry and a rigid body translation along but
not normal to the boundary were inferred. A quantitative study of the NiAl � = 3 (111)
GB enabled atomic positions at the boundary core to be determined with an accuracy
of ∼0.015 nm [90].

Dislocations: Determination of the atomic structure of dislocation cores is simplified
by the presence of only one atomic species but the core may not be stable in metal foils
thin enough for atomic-resolution viewing due to the possibility of core spreading
or even defect motion in the form of glide to the thin foil edge [91]. Moreover,
structural rearrangements during high-resolution observations of thin metal foils have
been observed by many workers (see, for example, [92]). The 1/3<1120>{1010}
edge dislocation in α-Ti was determined to have a planar elongated core structure
[93]. Atomic modelling of the core structure of a<100> and a<110> dislocations
in the intermetallic alloy NiAl revealed that the former had large elastic strain fields
but were usually undissociated, whereas the latter either decomposed into other types
of dislocations or climb-dissociated into two partial dislocations [94]. An investigation
of dislocation core structures in the ordered intermetallic alloy TiAl has also been
reported [95].

3.3. Oxides and Ceramics

Most ceramic materials consist of two or more atomic species and only rarely can the
separate elements be discriminated in HRTEM micrographs. The image of the 6H
polytype of SiC in the (1120) orientation shown in Fig. 8 is a particularly noteworthy
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Figure 8. Atomic-resolution electron micrograph of 6H SiC polytype recorded with 1250-keV HRTEM
installed in Tokyo. Image simulation (inset) confirms separation of individual Si and C atomic columns
[55].

example since the closest separation of the clearly resolved Si and C columns is only
0.108 nm [55]. Structure imaging in the electron microscope originated with large-
unit-cell block oxides, although the image interpretation was initially based on con-
trast features corresponding to the location of tunnels [45]. Improvements in HRTEM
resolution to better than 0.2 nm led to oxide images in which the black spots vis-
ible at optimum defocus were interpretable in terms of atomic column positions.
It is then possible to deduce directly the detailed atomic structure of complicated
shear defects and precipitation phenomena observed in doped and slightly reduced
oxides, as represented by the example of a pentagonal bipyramidal defect as shown in
Fig. 9 [96].

Grain boundaries. Symmetric tilt GBs in NiO bicrystals had a multiplicity of dis-
tinct structural units [97], and asymmetric structural models based on experimental
micrographs, differed from symmetric models derived from theoretical considerations.
Observations of the � = 5 (210)/[001] symmetric tilt GB in yttrium aluminum garnet
were compared with model atomic structures [98]. Structural investigations of a near-�
= 5 (210) GB in TiO2, rutile, revealed a stepped boundary with well-defined lattice dis-
locations at the steps, and extended, flat terraces that consisted of � = 5 (210) segments
with mirror glide symmetry [99]. Observation of an undoped SrTiO3 � = 5 (130)
symmetrical tilt GB revealed that it was composed of repeating structural units [100].
Examination of a 25◦ [001] tilt boundary in SrTiO3 provided an initial structural model,
and bond-valence sum calculations based on electron-energy-loss spectroscopy at the
boundary were then used to refine the O atom positions [101]. A combined structural
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(a) (b)

Figure 9. (a) Atomic-resolution electron micrograph of nonstoichiometric (W, Nb)O2.93 showing pairs
of pentagonal bipyramidal columnar defects. (b) Corresponding structural model. Occupied tunnel sites
are located by direct visual inspection [96].

and spectroscopic investigation of coherent (111) twins in BaTiO3 enabled a modified
structural model of the boundary to be proposed [102]. The atomistic structure of
90◦ domain walls in ferroelectric PbTiO3 thin films was investigated by using digital
processing to determine lattice parameter variations across the walls [103].

Interfaces. Knowledge of metal-ceramic interfaces promotes a better understanding
of bulk mechanical properties. For thin layers of Nb and Mo deposited on R-plane
sapphire, misfit dislocations were offset from the interface for Nb films whereas they
were localized very close to the interface for Mo films [104]. Interactive digital image
matching was used in a comprehensive study of the Nb/sapphire interface: and trans-
lation vectors were determined with a precision of ∼0.01 nm [105]. The atomic core
structure of the dislocations was determined in another study of the same interface
[106].

Ceramics. Most ceramics are close-packed materials with tetrahedral bonding so that
atomic resolution is very difficult to obtain. Careful examination of {100} nitrogen
platelets in diamond led to the development of a novel “nitrogen-fretwork” model
[107], while later observations led to a more refined model [108]. Interfacial struc-
tures and the defects that occurred during heteroepitaxial growth of β-SiC films on
TiC substrates have been characterized [109]. The atomic structure of Ti(C,N)-TiB2

interfaces was investigated using a combined microscopy-simulation study [110].

3.4. Surfaces

Several different TEM configurations provide atomic-scale information about surfaces
[111]. In surface profile imaging [112], the electron microscope is operated in the
normal HRTEM mode and the optimum defocus image displays the surface profile at
the structural resolution limit. Gold received much early attention, mainly because its
surface was relatively inert and electron irradiation readily caused desorption of surface
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Figure 10. Surface profile images showing reconstructed CdTe (001) surface at different temperatures:
(a) 2 × 1 at 140◦C; (b) 3 × 1 at 240◦C [127].

contamination overlayers, and also because its large interatomic spacings and high
atomic-column visibility made it easy to characterize atomic rearrangements [113].
Thus, profile imaging was first applied to observations of a 2 × 1 reconstruction of the
gold (110) surface [114]. Adsorbed Bi atoms have been identified on reconstructed
Si(111) surfaces using an ultrahigh-vacuum (UHV) transmission electron microscope
[115], and the overgrowth of Au on ZnTe has been investigated [116]. In later exper-
iments involving in situ Au evaporation under UHV conditions, the ×5 superperiod
associated with the corrugated (5 × 28) reconstructed Au surface was observed [117].

Oxide surfaces are generally more straightforward to prepare for profile imaging
[118], but surface modification may occur under intense electron irradiation due to
electron-stimulated desorption of oxygen from near-surface regions [119, 120]. A
complex spinel catalyst developed surface rafts, identified as ZnO, following prolonged
use as an oxidation catalyst [121]. Surface profile images were central to studies of
terbium oxide [122], Eu2O3 [123], and β−PbO2 [124]. A direct correlation was
made between the exposed surface structure of V2O5 oxide catalysts and the catalyst
selectivity [125].

Profile images of semiconductor surfaces can only really be considered as valid when
the surface has been cleaned inside the microscope. A novel 1 × 1 dimer reconstruction
of a Si (111) surface was reported after the sample had been heated in situ to 1000◦C
[126]. As shown by the surface profile images in Fig. 10, the CdTe (001) surface
undergoes a reversible phase transformation from a 2 × 1 structure at temperatures
below about 200◦C to a 3 × 1 structure at higher temperatures [127]. The atomic
columns at the surface were located to within ∼0.01 nm, and structural models were
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developed: the 2 × 1 was determined as being Cd-stabilized whereas the 3 × 1 was
found to be Te-stabilized.

3.5. Dynamic Events

Dynamic events such as phase transitions, defect motion and interface dynamics can
be documented directly at the atomic-scale by means of a low-light-level TV camera
attached to the base of the microscope without any loss of resolution. However, image
recording is not useful for quantitative image analysis due to reduced dynamic response
of the camera, as well as image distortions. Further information about dynamic in situ
studies can be found in the chapter by Sharma and Crozier.

Surfaces. Surface profile imaging revealed movement of Au atomic columns across
extended Au (110) surfaces [113], and rapid structural changes and the existence of
“atom clouds” extending out from Au surfaces were reported [128]. Hopping of
Au columns between surface sites on small Au particles was recorded at TV rates
[129, 130], and similar hopping of Pt columns was also studied [131].

Small particles. Under strong electron irradiation, small metal particles (<8–10 nm)
rapidly change their shape and orientation. Structural rearrangements from single crys-
tal twinned to multiply-twinned were observed in small Au particles [130, 132]. Struc-
tural rearrangements as well as surface hopping were also documented in small particles
of Pt [131] and Rh [133]. In the case of small Ru particles (∼2.5 nm), the internal
stacking changed between cubic-close-packed (ccp) and hexagonal-close-packed (hcp)
which is the stable bulk form of Ru [134]. The term “quasi-melting” has been used to
describe the structural fluctuations which have been reported for Au clusters supported
on pillars of MgO [135].

4. CURRENT TRENDS

4.1. Image Viewing and Recording

Image viewing or recording should not normally be expected to affect resolution limits
of the HRTEM but the recording media must still be properly optimized to ensure
efficient operation. Ideally, every incident electron should be detected but readout noise
and shot noise could affect the overall recording efficiency. The low-light-level TV
camera has steadily evolved to the point where it has replaced the fluorescent screen
for most image viewing. A camera is easily attached beneath the viewing chamber
without affecting microscope performance, and high brightness images can be obtained
even for very low exposure levels. Enlarged specimen detail is easily visible on a TV
monitor, and permits image focussing and rapid astigmatism correction, while dynamic
events within the sample can be viewed and recorded at TV rates. Nevertheless, high
dark current and amplifier noise limit dynamic range, the input-output linearity is
poor, and the number of resolvable picture elements is restrictive. The intensified
TV camera is seriously inadequate as a recording medium for quantitative HRTEM
studies.

The development of the slow-scan CCD camera has led to a revolution across
the entire field of electron microscopy, and it has particular value for quantitative
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HRTEM applications. The potential of the CCD camera had long been recognized
[136], especially its sensitivity, wide dynamic range and overall usefulness for the
electron microscopist [137]. However, dynamic viewing at TV rates seems unlikely to
be achieved without sacrificing image quality. The imaging properties of the slow-scan
CCD camera, the intensified TV camera and the photographic plate have been com-
pared [138], and a comprehensive overview of characterization methods and important
detection parameters, such as modulation transfer function and input-output linear-
ity, for CCD cameras has been published [139]. The fixed location of the CCD
camera enables geometric distortions of the imaging system to be accurately com-
pensated [140], which is advantageous for extracting quantitative phase information
during off-axis electron holography. On-line acquisition of a digital signal also enables
automated microscope control or “autotuning” [137], as described in the following
section.

4.2. On-Line Microscope Control

As resolution limits improve, it becomes progressively more difficult for an operator to
adjust focus, to correct the objective lens astigmatism and to align the incident beam
direction (coma-free alignment) with the accuracy that is required to ensure that image
interpretation is not compromised. Accordingly, attention has been directed towards
on-line computer control or “autotuning” of the microscope [137, 141]. The desired
end-product of routine, top-quality micrographs should then leave the microscopist
free to concentrate on solving the particular materials problem at hand.

Several criteria have been proposed as a basis for autotuning, including diffrac-
tograms, beam-tilt-induced image displacement, and contrast analysis for amorphous
materials [24]. These methods rely upon signals that are fed into a computer, which
analyses the data and then makes appropriate on-line adjustments to the microscope
controls. Contrast analysis, the first autotuning method to be implemented successfully
[141], locates a global minimum of the image variance as the computer successively
iterates through the focus, beam tilt controls (in two orthogonal directions) and two
objective lens stigmator controls. High accuracy for beam alignment and astigmatism
can be achieved but the method is inefficient in terms of dose and inapplicable in the
absence of amorphous material.

The latest variant of autotuning to be implemented [137], which is based on auto-
mated diffractogram analysis (ADA), utilizes diffractograms computed from slow-scan
CCD images of amorphous material. The method works best at high image magni-
fication, but is again inapplicable in the absence of an amorphous specimen region.
The set of diffractograms in Figure 11, recorded (a) before, (b) after one cycle, and
(c) after two cycles, of autotuning, illustrate the improvements that can be obtained
with a 200-keV FEG-TEM. Astigmatism correction and focus adjustment to within
1 nm can be achieved, and the beam-tilt alignment is better than 0.1 mrad, which is
beyond the adjustment/detection limit of the available instrumentation. Autotuning
should be regarded as an essential procedure during preparation of the microscope for
HRTEM observation.
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Figure 11. Diffractogram tableaus from thin amorphous carbon film recorded (a) before; (b) after one
cycle; (c) after two cycles, autotuning sequence based on automated diffractogram analysis (ADA). Initial
tilt misalignment reduced successively from 4 mrad (a) to 0.4 mrad (b) and <0.1 mrad (c).

4.3. Detection and Correction of Third-Order Aberrations

All electron lenses suffer from performance-limiting aberrations that must be corrected
when possible, or at least quantified and accounted for during image interpretation.
Two-fold astigmatism and third-order axial coma can be corrected during autotuning
as discussed in the previous section. Detection and correction of spherical and chro-
matic aberration, as well as three-fold objective-lens astigmatism become much more
critical as microscope resolution limits extend towards and beyond the 0.1-nm barrier
[142–144].

Spherical aberration is unavoidable in rotationally symmetric electron lenses
[145, 146]. Elimination of Cs (and Cc ) by a suitable combination of multipole ele-
ments attracted much attention over many years but all early correction attempts failed,
due primarily to insufficient electrical stability and lack of alignment precision [146].
In recent years, a double-hexapole Cs -corrector system attached to a 200-keV FEG-
TEM has enabled the normal 0.23 nm interpretable resolution limit of the instrument
to be surpassed, with a level of ∼0.13 nm eventually being achieved after adventi-
tious instabilities were removed [147]. Concurrently, a corrector system, incorporat-
ing multiple quadropole-octopole elements, has been applied to the probe-forming
lens of a 100-keV scanning transmission electron microscope, and probe sizes of less
than 0.1 nm can be achieved [148]. Note that both approaches to aberration cor-
rection are completely dependent on computer analysis of the imaging conditions
and high-precision feedback to the numerous deflector and corrector power supplies.
Some initial experiences with aberration-corrected HRTEM are described later in
Section #4.5.

Knowledge of the chromatic aberration coefficient of the objective lens is not critical
for high-resolution imaging since Cc does not affect the interpretable resolution, and
the temporal coherence envelope is determined by an effective focal spread, which can
be estimated empirically if required [23]. Nevertheless, Cc does impact temporal coher-
ence, which is performance-limiting for an LaB6 electron source, so that reduction
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or correction of chromatic aberration is desirable and worth pursuing. Correction of
Cc in a low-voltage scanning electron microscope was achieved [149] but no substan-
tial success in the energy range applicable for HREM (upward from about 100 kV)
has so far been reported. An alternative approach to reducing chromatic effects is to
locate a monochromator immediately following the electron gun, which could serve
to reduce the energy spread to about 0.1 eV [150], but this improvement can only be
achieved at the expense of reduced beam current [151].

Three-fold astigmatism was quantified during the first comprehensive study of
coma-free alignment [40]. However, it was not until the implementation of the ADA
method for autotuning that the disturbing implications of three-fold astigmatism for
high-resolution imaging at the 0.10 nm level came to be fully appreciated [41]. Like
axial coma, three-fold astigmatism is effectively invisible in an axial bright-field image
or the corresponding diffractogram since its basic effect is an asymmetrical shift of
phase information. However, image simulations have shown that the impact on very-
high-resolution images of crystalline materials can be highly detrimental, depending
on the relative orientation of the three-fold astigmatism and any crystal symmetry
directions [143, 144]. The magnitude of three-fold astigmatism can be estimated using
diffractograms from four mutually orthogonal beam-tilt directions, and correction can
be achieved using a pair of sextupole stigmator coils located near the back focal plane
of the objective lens: Reasonable adjustments can be reached using fixed correction
currents in existing objective stigmator coils provided that the coils are energized
separately rather than being wired in pairs [152]. Microscopists purchasing new micro-
scopes should insist that this highly desirable correction of three-fold astigmatism be
done during installation and commissioning of their instrument.

4.4. Quantitative HRTEM

A major attraction of HRTEM is the possibility that atomic arrangements at local
irregularities such as dislocations and interfaces can be determined to very high accu-
racy, some times closely approaching 0.01 nm. However, the refinement process is
heavily demanding both of the microscopist and the instrument, as well as being
computing-intensive and often extremely time-consuming with much trial-and-error
parameter fitting. Prior knowledge (or elimination) of essential experimental parame-
ters facilitates the goal of interactive structure refinement. Correction of the three-fold
astigmatism at the time of microscope installation should reduce its effect to the level
where it has almost negligible influence on the image. Routine application of auto-
tuning, which implies the availability of an online CCD camera as well as computer
control of relevant power supplies, would remove two-fold astigmatism (two parame-
ters) and coma/beam tilt (two more parameters) from consideration. Thus, additional
resources must be committed in order to make progress towards the ultimate goal of
real-time, interactive structure refinement. For aperiodic structural features, it appears
that this goal will not be easily attained since some parameters can only be optimized
iteratively [105], although it is possible to automate considerably parts of the iteration
process [153].
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Historically, the determination of defect structures has relied upon qualitative com-
parisons between experimental micrographs and image simulations that were based on
various alternative structural models. The acceptability of a specific structural model
was generally considered as being enhanced when an image match was achieved for
multiple members of a focal series (see, for example, refs. 85, 107). An alternative
approach has been to overlay projected atomic column positions on the experimental
and/or simulated images [66], and other studies have utilized superposition [79] or
subtraction [154] of simulated and experimental images during refinement. A non-
linear least-squares optimization approach was used to refine atomic positions at Nb
GBs [155].

Attention has been given to the issue of quantifying the “goodness of fit” between
experimental micrographs and the corresponding simulated images, as derived from
postulated structural model(s). The so-called reliability or R-factors of X-ray or neu-
tron diffraction studies refer to the contents of the entire unit cell, unlike aperiodic
defects such as grain boundaries or dislocation cores studied by HRTEM where such
well-defined discrete entities do not generally exist. Thus, alternative image agreement
factors (IAFs) have been proposed and utilized at different times, and a useful summary
of those most commonly used can be found in the Appendix of ref. [105]. However, it
should be noted that slightly different results can be obtained depending on which IAF
is used, possibly because different IAFs weight bright and dark contrast areas differently.
It would be helpful if defocus and other microscope parameters were removed from the
actual refinement process by instead using the complex exit-surface wavefunction of
the specimen as the basis for comparison between simulation and experiment. At that
stage, a χ2 goodness-of-fit criterion would be an appropriate test of overall conver-
gence [156]. An additional benefit of determining the exit-surface wavefunction would
be the availability of both phase and amplitude information about electron scattering
by the sample. The possibilities for determining unknown object structures would be
enhanced because this wavefunction directly reflects electron scattering by the object.

4.5. Aberration-Corrected HRTEM

Compensation of the spherical aberration of the objective lens offers the exciting
prospect of directly interpretable image detail extending out to the HRTEM infor-
mation limit without the need to unscramble the artefactual detail normally caused by
TF oscillations. One additional benefit of the aberration-corrected HRTEM is that
image delocalization, which is a major source of imaging artefacts at discontinuities
such as interfaces and surfaces, is markedly reduced [147, 157]. Another benefit is
that other imaging aberrations are also substantially reduced, which should simplify
the process of exit-wave retrieval using through-focal reconstruction [158], and also
alleviate the accuracy needed for sample tilting. However, it is relevant to reiterate
here that conventional TF theory for the HRTEM refers to phase contrast imaging,
so that when the Cs value is reduced exactly to zero it would be necessary to use a
projected charge density approach for image interpretation [159]. In practice, having
an adjustable spherical aberration can provide additional flexibility to the microscopist
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interested in solving particular materials problems. For example, a small negative Cs

with a slightly overfocus condition enabled imaging of oxygen atom columns in a
perovskite ceramic [160]. It is clear that much experimentation is still required to
examine the full range of possibilities for aberration-corrected HRTEM, and possibly
reach some consensus about standard imaging conditions.

5. ONGOING PROBLEMS

5.1. The Stobbs’ Factor

It has become increasingly obvious, and highly disconcerting, that there are substantial,
seemingly inexplicable, discrepancies between the contrast levels of experimental and
simulated images as well as diffracted beam intensities [161]. These differences were
not apparent in earlier qualitative studies using photographic film when there was no
simple measure of absolute intensity, and the contrast range in image simulations could
easily be scaled to match that of the experimental micrographs. Initial quantitative
studies revealed major differences in image contrast, sometimes by factors as large as
6 to 8 [161], although factors of about three are reported to be more typical [162]
Obvious sources of error, such as contributions from inelastic scattering and surface
contamination overlayers, have not adequately accounted for these contrast differences
[163], stimulating further concerted efforts to identify the origin(s) of what has come
to be called the Stobbs’ factor [164]. Thermal diffuse scattering has been at least partly
implicated by recent experiments combining energy-filtered imaging with off-axis
electron holography [165], leading to suggestions for further experiments that might
finally be definitive [164].

5.2. Radiation Damage

Interactions between the highly energetic electron beam and the sample within the
electron microscope are always likely to result in permanent structural modification.
There are two basic types of electron beam damage [166]: radiolytic processes (some-
times known as “ionization damage”) involve electron-electron interactions and affect
most covalent and ionic solids; and direct atomic “knock-on” displacements, which
occur above characteristic energy thresholds. An electron energy of 400 keV is suffi-
cient to cause bulk displacements in elements as heavy as copper (Z = 29). Moreover,
because of reduced binding energy, the energy needed for the activation of surface
sputtering or for diffusion at defects or interfaces is considerably less than bulk values.
For example, under continuous electron irradiation (400-keV, 5–15 A/cm2), electron-
stimulated desorption causes depletion of oxygen from the near-surface region of
maximally valent, transition-metal oxides, leaving thin layers of reduced oxide cover-
ing the surface [119]. In a quantitative comparison of difference images, preferential
damage was documented to occur at a Cu/sapphire interface [167], which limited the
useful viewing time to a total of ∼10 mins (1250 keV, magnification of 600,000×,
specimen current density of ∼1.6 A/cm2).

Thus, the electron microscopist must be continually alert to the likelihood that
the sample morphology has altered, probably irreversibly, during HRTEM imaging
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and especially microanalysis. Higher viewing magnifications as a means to improve
signal statistics result in higher current densities, which will mean higher damage rates
since the current density at the sample increases with the square of the magnification
when the screen brightness is maintained at a constant level. For quantitative studies,
the image magnification and the beam current density should be limited whenever
possible, and the region of sample studied must be periodically checked for signs of
structural change. A cautious microscopist will monitor the sample appearance during
observation and thus erroneous results can be discounted once changes start to become
apparent [168]. Digital micrographs of an NiAl � = 3 (111) twin boundary, recorded
with a slow-scan CCD camera in a high-voltage HREM, were compared at regular
intervals as a means of establishing the useful observation time [90]. Finally, it should be
apparent that structural change is even more likely to occur when the highly intense,
focussed probe of the STEM is used for nanoscale microanalysis, and this possibility
should always be monitored.

5.3. Inversion of Crystal Scattering

Inversion of crystal scattering to retrieve the crystal potential in the presence of dynam-
ical scattering is a major unresolved problem. Several methods exist for retrieving the
exit-surface wavefunction, and Fourier inversion can be used to extract the crystal
potential for very thin samples when the kinematical or weak phase object approxima-
tions are valid. However, ab initio inversion of crystal scattering to retrieve the crystal
potential has received comparatively scant attention over the years. An iterative method
based on inversion of the multislice algorithm has been proposed [169], but further
work is still needed to explore the applicability of the method, and for extending
thickness limits in the case of non-periodic wavefields [170]. An alternative approach
based on a simulated annealing algorithm has been explored for a perfect GaAs crystal
with zincblende structure [171]. Successful reconstruction was achieved for a thickness
of 5.6 nm but not for a thickness of 11.2 nm. Overall, it still holds true that because
of the likelihood of multiple solutions to the inverse scattering problem for almost any
sample of reasonable thickness, the uniqueness of the inversion process for unknown
structures remains an unresolved issue.

6. SUMMARY AND FUTURE PERSPECTIVE

This chapter has provided an overview of HRTEM, with the objective of highlight-
ing some of its applications and achievements, as well as identifying areas of ongoing
research and development. The HRTEM enables the atomic structure of interfaces
and defects to be determined routinely, reliably and with very high positional accu-
racy, thus providing better insights into the physical behavior of many nanostructured
materials. Experts in the HRTEM field should find ways to ensure that their colleagues
who are interested in the properties of these types of materials are given the oppor-
tunity and assistance required to capitalize on its attractive possibilities. Meanwhile,
further developments in quantification and many novel applications can be antic-
ipated. Online microscope control (“autotuning”), digital recording and computer
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processing, (almost) real-time structure refinement, and in situ environmental electron
microscopy are likely areas of concentrated activity. Many challenges remain. The dif-
ferences between simulated and experimental contrast levels need to be fully explained.
Better approaches to inversion of crystal scattering are needed. Operating conditions
for aberration-corrected imaging need to be further explored. These issues will surely
receive much attention over the next several years.
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153. G. Möbus, R. Schweinfest, T. Gemming, T. Wagner, and M. Rühle, J. Microscopy 190 (1998) 109.
154. T. Hoche, P. R. Kenway, H.-J. Kleebe, and M. Rühle, In: Atomic Scale Imaging of Surfaces and Interfaces,

D. Biegelsen, D. J. Smith, and S.-Y. Tong (Eds.), MRS Symp. Proc. Vol. 295, Materials Research
Society, Pittsburgh (1993) p. 115.

155. W. E. King and B. S. Lamver, In: Microbeam Analysis, D. G. Howitt (Ed.), San Francisco Press, San
Francisco (1991) p. 217.

156. W. E. King and G. H. Campbell, Ultramicroscopy 51 (1993) 128.
157. K. Urban, B. Kabius, M. Haider, and H. Rose, J. Electron Microscopy, 48 (1999) 821.
158. J. H. Chen, H. W. Zandbergen, and D. van Dyck, Ultramicroscopy (2004) in press.
159. M. A. O’Keefe, Microsc. & Microanal. 4 (1998) 382.
160. C. L. Jia, M. Lentzen, and K. Urban, Science 299 (2003) 870.
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15. SCANNING TRANSMISSION ELECTRON MICROSCOPY

J. M. COWLEY

1. INTRODUCTION

It was realized in the early days of electron microscopy [1] that the same
electromagnetic, or electrostatic, lenses used in the conventional transmission elec-
tron microscopy (TEM) instruments could also be used to form a small electron probe
by demagnifying a small bright source, and that probe could be scanned over the
specimen in a two-dimensional raster. Scanning Electron Microscopy (or, Secondary
Electron Microscopy) for the study of specimen morphologies and surface structure by
the detection of low-energy secondary electrons, was widely developed in the 1950s,
as was the microanalysis of specimens, with associated imaging, by detection of emit-
ted X-ray. Scanning Transmission Electron Microscopy (STEM), making use of the
electrons transmitted through a thin specimen, was developed more slowly. It was not
until the 1970s that it was shown that STEM could compete with TEM in resolution
and could have some important advantages (along with some disadvantages).

Albert Crewe realized that the way to produce an electron probe of very small diam-
eter was to make use of a field emission gun (FEG) in which electrons are extracted
from a cold, sharply-pointed metal tip by use of a high electrical field gradient. He
and his associates built a small microscope column using electrons accelerated by
30 kilovolts and focused with a strong, short-focus electron lens to form a probe
of diameter of approximately 0.4 nm [2]. The electrons scattered out of the incident
beam cone were collected by use of an annular detector to form a dark-field image.
With this arrangement, the first transmission electron microscope images of individual
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Figure 1. Diagram of a STEM instrument, modified for the convenient display and recording of shadow
images and nanodiffraction patterns. A condenser lens and an objective lens produce the incident beam
probe on the specimen and one (or more) post-specimen (P.S.) lenses govern the display of the diffraction
pattern on a transmission phosphor screen which may be viewed using a TV-VCR system or a CCD
camera with digital recording.

single heavy atoms, thorium atoms on a very thin amorphous carbon support, were
recorded [3].

Successful applications to many areas of non-biological and biological science then
followed rapidly. Several companies attempted to produce commercial STEM instru-
ments. The only company to succeed in this was VG Microscopes, Ltd., of England
which produced a succession of increasingly complicated instruments from about 1974
until their demise in 1997.

For STEM, the recording is essentially of a serial nature as the image signals are
derived as the incident beam is scanned over the specimen, whereas in TEM the
recording is in parallel with the whole image recorded simultaneously. One big advan-
tage of STEM arises because, with the serial mode of recording, images formed with
several different detectors may be recorded simultaneously. Bright-field and dark-field
images and images with secondary radiations can be obtained during the same single
scan of the incident beam over the specimen.

The principal components of a modified STEM instrument [4] are illustrated, dia-
grammatically, in Fig. 1. The source of electrons is a field-emission electron gun
(FEG), preferably operating with a cold (i.e., room temperature) sharpened tungsten
wire tip in ultra-high vacuum. A positive voltage, of about 3,000 volts with respect
to the tip, creates a sufficiently high voltage gradient to draw the electrons out of
the tip. The effective diameter of this very bright electron source is as small as 4 or
5 nm.
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The field emission tip is held at a negative voltage of 100 to 300 kV. An earthed
anode forms a weak electrostatic lens, which may be supplemented by the field of a
weak electromagnetic lens, to form a narrow electron beam in the microscope column.
The main lens producing the demagnification of the effective source, to form the small-
diameter probe at the specimen level, is the objective lens, similar to the objective lenses
used in TEM, with a high magnetic field and a focal length as small as 1 mm. One
or more condenser lenses are placed before the objective lens in order to provide the
flexibility in the beam parameters that are desirable for various modes of operation.
Deflector coils, built into the bore of the objective lens, serve to scan the electron
probe over the specimen.

For each position of the incident electron beam on the specimen, a diffraction
pattern of the illuminated area is formed on a distant fluorescent screen. Since the beam
focused by the objective lens is necessarily convergent, the pattern is a convergent-beam
electron diffraction (CBED) pattern. Since the illuminated region of the specimen has
a diameter approximately equal to the resolution limit of the images formed, usually
less than 1 nm, the pattern is often referred to as an electron nano-diffraction (END)
pattern. The scale of the diffraction pattern on the screen is affected by the weak
post-specimen field of the objective lens and may be conveniently adjusted by means
of one or more weak, post-specimen, magnetic lenses. The diffraction pattern may be
observed and/or recorded by the use of a light-optical system consisting, for example,
of a wide-aperture optical lens forming an image of the pattern in a low-light-level
TV camera, coupled to a video-tape recorder (VCR), or else on a CCD camera for
digital recording.

An aperture in the observation screen allows some part of the diffraction pattern,
usually the central spot, to be transmitted into an electron energy-loss spectrometer
(EELS), so that the EELS spectrum may be recorded or else an image may be made
with electrons having any desired energy loss. The normal bright-field STEM image is
obtained with the zero-loss electrons from the central beam of the pattern. Dark-field
images may be obtained by selecting electrons that have lost the few electron volts
associated with plasmon excitation, or with the many-electron-volt losses due to the
inner-shell electron excitations characteristic of the various elements present. Dark-
field images are also formed when any electrons scattered out of the incident beam
cone are detected, with or without energy losses. Post-specimen deflection coils are
used to direct any chosen part of the diffraction pattern to the entrance aperture of
the spectrometer.

The most common form of dark-field imaging in STEM is given when all, or some
selected part of the diffraction pattern, outside of the central beam spot, is detected,
without energy analysis, by use of an annular detector. Crewe et al. [3] showed that
the collection of the image signal in this way is much more efficient than for any of
the dark-field TEM modes and led to interesting possibilities for signal manipulation.

Detectors may be placed close to the specimen to record the intensities of secondary
radiations produced by the fast incident electron beam. Energy-sensitive X-ray detec-
tors allow for the microanalysis of the illuminated specimen areas, or for the imaging
of the specimen with the characteristic X-rays from particular elements. Low-energy
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Figure 2. Diagram of the principal components of a STEM and a conventional TEM suggesting that, if
the beam direction is reversed, the two imaging systems are equivalent, in accordance with the
Reciprocity Relationship.

secondary electrons, or Auger electrons from specimen surfaces, may be detected and
used to form secondary-electron (SEM) images of either the top side or the bottom
side of the specimen.

Because the cold FEG must be operated in ultra-high vacuum, the whole micro-
scope column, connected to the gun through a small aperture, should preferably be
maintained at a high- (but not necessarily ultra-high-) vacuum. In the VG instruments,
the column vacuum is normally better than 10−8 torr, an order of magnitude better
than for most TEM instruments. This level of vacuum is attained only through the use
of special techniques of construction of the column components, but has the advantage
that the cleanliness of specimen surfaces may be maintained and the contamination of
specimens under electron radiation may be kept to a minimum.

Initially, it was assumed that the contrast of STEM images could be interpreted
in terms of an incoherent imaging theory, with the intensity at each point of the
image given by the intensity of scattering from each irradiated point of the specimen.
However, it was shown that the image intensities could be related to those of TEM
by application of the Principle of Reciprocity [5, 6]. In the idealized case, it is stated
that, for a scalar wave and elastic scattering, the amplitude of irradiation at a point B
due to a point source at A, is the same as the amplitude at A due to a point source at
B. Extending this to consider each point of a finite source and each point of a detector
separately, one can confirm that the image given in a STEM system is the same as
that for a TEM system, given the same components of lenses and apertures, but with
the direction of propagation of the electrons reversed, as suggested in Fig. 2. Thus it
has been demonstrated that the same variety of phase-contrast and amplitude-contrast
modes as in TEM is possible in STEM, and the well-developed theory for TEM image
contrast can be applied immediately for STEM imaging.

The commercially-provided STEM instruments used electrons accelerated by either
100 or 300 kV. In various laboratories, special instruments have been built in order to
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exploit the advantages of using much higher or lower electron energies. Of the several
projects to build million-volt instruments, the only one to produce useful results was
that of Strojnik [7] who demonstrated the attainment of resolutions of about 1 nm
at about 600 kV. As predicted, the high-voltage STEM gave much better imaging of
very thick specimens than the contemporary high-voltage TEM instruments.

Medium-energy STEM instruments, operating at voltages of 5 to 20 kV, and used
mostly in the reflection mode, have been built especially for surface studies in ultra-high
vacuum [8–10]. Within the last few years, new TEM instruments with field-emission
guns have become available commercially, and a flexibility of the electron optics allows
them to be used for STEM imaging also. These so-called TEM/STEM instruments,
operating at 200 or 300 kV, have been shown to produce excellent STEM images using
the high-angle annular dark-field (HAADF) mode and also spectrometry and imaging
with energy-loss electrons (EELS, and energy-loss imaging) [11–13]. It has not yet been
demonstrated that such instruments have the same versatility in allowing the imaging,
diffraction and microanalysis with the variety of modes possible with a dedicated
STEM instrument, but their advent broadens the range of STEM instrumentation
available at a time when the commercial manufacture of dedicated STEM instruments
has temporarily ceased.

New experimental dedicated STEM instruments are now being tested. Some, incor-
porating aberration-corrector systems for the objective lenses and special monochro-
mators, aim to provide resolutions of better than 0.1 nm [14, 15].

The STEM techniques clearly have many potential applications in the rapidly
expanding field of nanotechnology. Many of the present and anticipated advances in
this field involve the production and application of particles, tubes or wires, and inter-
facial assemblies for which the critical dimensions are of the order of one nanometer.
The STEM instruments are ideally designed for the observation, characterization and
analysis of materials having such dimensions. Adequate image contrast can be given by
thicknesses of 1 nm with lateral resolutions of better than 0.2 nm. Compositions can
be derived by microanalysis, and crystal structures can be recognized or determined
from nanodiffraction patterns from regions having diameters of 1 nm or less. Special
STEM techniques may be applied for the study of the structures of surfaces and the
analysis of amorphous materials. Applications to the study of biological systems on a
comparable scale are necessarily limited by radiation damage caused by the incident
electron beam, but it has been shown that valuable data can be derived concerning the
inorganic components of such systems. In this review, an account of the technical and
theoretical bases for understanding STEM capabilities will be followed by examples of
various applications that have been made to the study of samples relevant for future
nanotechnology.

2. STEM IMAGING

The simplest form of imaging in a STEM instrument is shadow-imaging (or, point-
projection imaging) in which a stationary incident beam is greatly defocused so that
a small cross-over is formed well before, or after, the specimen, as suggested in the
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Figure 3. Diagram for the formation of shadow (point-projection) images for a lens having spherical
aberration. If the cross-over comes before the specimen (over-focus) the image has positive magnification.
If the cross-over comes after the specimen, the magnification is negative. For an object close to the paraxial
focal point, there is infinite magnification for a particular radius in the image.

simple, geometric-optics diagram of Fig. 3. Images formed in this way are often useful
for the initial survey of a specimen at low magnification, although it can be shown
theoretically that the resolution attainable in this mode is given by the dimensions of
the cross-over and is equal to that of the scanned STEM images. The magnification
is positive or negative depending on whether the cross-over comes before or after the
specimen [16].

When the cross-over is close to the specimen and the magnification becomes large,
the image is distorted by the aberrations of the lens. When third-order spherical
aberration is important, as for electromagnetic electron lenses, the image for a specimen
placed close to the position of minimum diameter of the cross-over, as in Fig. 3, is
greatly distorted. For incident paraxial rays, the cross-over is after the specimen so
that for the central part of the image the magnification is high but negative. For rays
making a large angle with the axis, the cross-over is before the specimen so that for
the outer part of the image the magnification is high but positive. For one particular
angle of incidence, the rays cross over at the specimen level so that the magnification
becomes infinite. Taking into account the three-dimensional configuration of the rays,
it can be seen that there is one radius in the image for infinite radial magnification and
another radius for infinite circumferential magnification [17]. If the objective lens has
astigmatism, the circular symmetery in the variations of magnification of the image is
distorted. The image of a straight edge becomes a loop. This is in direct analogy with
the “knife-edge test” of classical light optics.

More dramatic and useful effects appear if the specimen transmission is periodic.
For a thin crystalline specimen, the shadow image of a set of parallel lattice planes,
near focus, is distorted by the lens aberrations to give a set of loops, known as Ronchi-
fringes in honor of Ronchi [18] who observed that such fringes are given when a
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Figure 4. Ronchi fringes formed in the shadow image of a set of lattice planes in a crystal.
(a,b) Simulated fringes for particular defocus values. (c) Observed fringes from the 0.34 nm periodicity of
one side of a multi-wall carbon nanotube [136].

diffraction grating is placed near the focus of a large telescope mirror and showed that
the fringes could be used to measure the lens aberrations. Typical Ronchi fringes in
the electron shadow image of a crystal are shown in Fig. 4 [19, 12]. After the loops
have been made symmetrical by careful correction of the astigmatism, measurement of
their dimensions allows the accurate determination of the spherical aberration constant
from a set of images obtained with known differences of defocus [20].

The circles of infinite magnification for general specimens, or the Ronchi fringes
from crystalline specimens, also provide a convenient means for alignment of the
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electron-optics of the microscope. These features of the shadow image allow the axis
of the objective lens to be aligned with the detector aperture and provide a guide for
the insertion of other apertures in the column.

The theoretical basis for STEM imaging may conveniently be referred to that for
TEM imaging, making use of the Principle of Reciprocity. We show the equivalence
for the simplest case.

The usual theory of electron microscope imaging is based on the Abbe theory for
coherent radiation. For plane-parallel incident radiation, the transmission function for a
thin object may be written, in one dimension for simplicity, q(x). Then the bright-field
image wave function for TEM is given by

ψ(x) = q (x) ⊗ t (x) ≡
∫

q (X) · t (x − X) · dX (1)

and t(x), is known as the Spread Function, which describes the loss of resolution due
to the lens aberrations [21]. It is given by the Fourier transform of the lens transmission
function,T(u), where u is the angular variable, equal to (2/λ) · sin(φ/2), and φ is the
angle of scattering. The convolution integral in (1), denoted by the ⊗ symbol, has
the effect of smearing-out the q(x) function. The image intensity is then given by the
modulus squared of (1).

For STEM imaging, it is considered that a lens having a transfer function T(u)
forms a small probe for which the amplitude distribution is given by t(x). The wave
transmitted through the specimen when the probe is displaced by an amount X is then
q(x) · t(x − X), and the intensity on the detector plane is given by the modulus squared
of the Fourier transform, Q(u) ⊗ [T(u)· exp(2π i u X )]. The signal collected to form
the image is given by multiplying this intensity distribution by some detector function,
D(u), and integrating the transmitted intensity to give

I (X) =
∫

|Q(u) ⊗ [T(u). exp{2π i u X}]|2 · D(u).du (2)

The form of D(u), is related by Reciprocity to the TEM bright-field illumination.
The equivalent of TEM with a plane-parallel wave incident, is the delta function
detector, δ(u). For this case, (2) reduces to

I (X) =
∣∣∣∣
∫

Q(U ) · T(U ) · exp{2π iUX} · dU

∣∣∣∣
2

= |q (X) ⊗ t (X)|2 (3)

which is the same result as for bright-field TEM, given above, since the STEM image is
formed by recording the observed intensity as a function of the probe displacement, X.

The equation (2) may be used to determine the detected signal and the image
contrast for other detector configurations, such as the cases where the detector is
an aperture of finite diameter, or, with convenient approximations, for the dark-field
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images for which the detector records the electrons scattered outside the incident beam
cone. For this latter case, with an annular detector with a central aperture having a
diameter slightly greater than the incident beam cone, a simple result is obtained if it is
assumed that the intensity of the radiation scattered within the incident beam cone is
proportional to the intensity scattered outside this cone. This assumption is good for the
imaging of single isolated heavy atoms, but may fail if the specimen contains structure
on a scale that will give diffraction maxima for scattering angles approximately equal
to the half-angle of the incident cone, i.e., for structural details near the resolution
limit of the microscope [22].

For this annular dark-field (ADF) mode, it is convenient to consider weakly-
scattering objects and to write the transmission function as q (x) = 1 + p (x), where
p(x) is much smaller than unity. Then it can be shown that, by taking D(u) = 1, and
neglecting the scattering within the incident beam cone, the intensity of the image
is given as I (X) = |p (X)|2 ⊗ |t (X)|2. Thus the square of the scattering function is
imaged with a resolution defined by the intensity distribution of the incident beam
This result is interpreted as showing that the ADF contrast is given by “incoherent”
imaging, in that the signal is proportional to the scattering power of the object with a
spread function equal to the intensity distribution of the incident beam.

It may be noted that, if the amplitude distribution of the incident beam is assumed
to be gaussian, the squaring of this gaussian gives an intensity distribution which is
a gaussian with a width smaller by a factor of the square root of 2. Hence it may
be concluded that dark-filed STEM gives a resolution better than that of bright-field
TEM or STEM by a factor of about 1.4.

Application of the principle of reciprocity suggests that, with a finite detector diam-
eter, rather than a delta-function detector as assumed in the derivation of (3), the
resolution of the STEM bright-field image is degraded in the same way that the reso-
lution in bright-field TEM is affected by applying a “damping function”, or : “envelope
function” to the phase-contrast transfer function, to take account of the illumination
from a finite, incoherent source [21]. However, a simple argument indicates that, if the
STEM detector has a diameter exactly equal to the diameter of the incident beam cone,
the image signal, in the absence of absorption, is given by the total incident intensity
minus the intensity in the annular dark-field image, and the image resolution of the
bright-filed image should be the same as for the ADF image, although the contrast is
necessarily lower [23].

On the basis of the simple incoherent imaging approximation to the contrast for the
ADF STEM images, the contrast for single atoms should be approximately proportional
to the square of Z, the atomic number. Hence heavy atoms could be distinguished
clearly when held on a light-atom support. Also it was noted that for inelastic scattering
the dependence on the atomic number is different so that, if the inelastically scattered
electrons could be detected by use of an energy-loss spectrometer, the ratio of the signals
recorded simultaneously from the elastically and inelastically scattered electrons would
give image contrast proportional to some power of the atomic number and independent
of the number of atoms present. This provided a further means for separating the signals
from heavy and light atoms.
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A further valuable form of dark-field STEM imaging makes use of an annular
detector having a large inner diameter so that it detects only those electrons scattered
to relatively high angles, usually of 50mrad or more for 100keV electrons. It was pointed
out by Howie [24], that in ADF images of heavy-atoms on light-atom materials, such
as metal particles in light-atoms catalyst supports, confusion could arise from strong
signals given by small crystalline regions of the supports. This trouble could be avoided
by noting that the diffraction spots from crystals extend to only limited scattering angles.
By use of a high-angle annular dark-field (HAADF) detector, these contributions could
be avoided. It was realized that the scattering to higher angles was mostly thermal
diffuse scattering, due to the atomic vibrations. While the elastic crystalline reflection
intensities fall off with scattering angle approximately in proportion to f 2(u), the square
of the atomic scattering factor, the intensity for first-order thermal diffuse scattering
is proportional to u2f 2(u), and so peaks at higher angles [25]. For thick specimens, the
higher-order thermal diffuse scattering can become important and this peaks at even
higher angles [26].

As a first approximation, it may be assumed that, as in the case of first-order thermal
diffuse scattering, the HAADF signal may be assumed to be proportional to the square
of the atomic number of the elements present. More complicated dependencies are
appropriate when multiple diffuse scattering is present or in the case of crystalline
specimens, to be considered later.

A further useful form of dark-field STEM imaging is given by the use of a thin
annular detector, in which the outer and inner diameters of the detector differ by as
little as 10 percent, so that only those electrons scattered within a limited range of angles
are detected. The effective mean radius of the thin annular detector may be selected
by varying the strengths of the post-specimen lenses to vary the magnification of the
diffraction pattern on the detector plane. Then this thin-annular-detector dark-field
(TADDF) mode may be useful in some cases, for imaging particular components of a
compound specimen [27, 28] as in the case illustrated in Fig. 5.

In particular, it has been shown that the TADDF mode can be useful in the prefer-
ential imaging of nanocrystalline or amorphous phases in a composite specimen when
the components have maxima of their scattering intensities for different scattering
angles. For example, nanocrystals of carbon in a layer 1 nm thick could be readily
distinguished from a supporting film of amorphous silica, 6 nm thick, when the thin
annular detector was set to collect the scattering to the strong carbon peak, corre-
sponding to a d-spacing of about 0.34 nm, which is well separated from the main
peaks of the scattering intensity from the amorphous silica [29].

Further interesting imaging modes are given when the post-specimen lenses are
used to enlarge the diffraction pattern until the central beam spot is comparable in
diameter with the inner diameter of the annular detector. If the incident beam spot is
just slightly smaller the inner detector diameter, bright image contrast is given when
a rapid variation of the specimen thickness or scattering strength acts like a prism to
deflect the incident beam. This so-called “marginal” imaging mode then shows the
locations of edges, or any sudden variation of the scattering power of the specimen.

If the central beam spot is made slightly larger than the inner diameter of the annular
detector, a bright-field image is produced. An analysis of this mode suggests that the
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Figure 5. STEM images of a specimen of nanocrystals of Pt in amorphous carbon using a thin annular
detector with average detection angles corresponding to d-values of (a) 0.056 nm, (b) 0.076 nm,
(c) 0.098 nm and (d) 0.120 nm. For (c), the scattering from the a–C is strong [27].

resolution of this bright-field image should be better than that of the normal, axial
bright-field STEM image by a factor of about 1.7 [28]. Application of the reciprocity
principle suggests that this mode of bright-field STEM imaging with a thin annular
detector should be equivalent to the bright-field TEM imaging mode in which the
specimen is illuminated by a hollow cone of incident electrons, or else, more con-
veniently, the incident beam is tilted to a fixed angle and then gyrated so that the
integration over time is equivalent to the hollow-cone illumination [30]. For similar
geometries, this hollow-cone TEM mode should show the same properties as the
TADDF STEM in dark-field and the same improvement of resolution for bright-field
images. For practical applications, the TADDF STEM mode is probably more simple,
experimentally, and more convenient.

Detectors of non-circular symmetry, including those with two separate halves or
four individual quadrants, have been employed for high-resolution, differential phase
contrast and the detection of weak magnetic fields [31].

3. STEM IMAGING OF CRYSTALS

3.1. Very Thin Crystals

When the specimen is a very thin crystal with the incident beam direction close to
a principal crystal axis, the diffraction pattern on the detector plane is a regular array
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of diffraction spots with separations inversely proportional to the dimensions of the
projected unit cell of the crystal. Because, in STEM, the incident beam is conver-
gent, each diffraction spot is spread out to form a circular disk of the same diameter
as the incident beam disk. Provided that the crystal region illuminated is very thin,
the intensity distribution across each diffracted beam disk is uniform. For increasing
thicknesses, the diffraction disks are crossed by dark or bright lines, corresponding
the variations of diffracted beam intensities as the incident beam orientations varies,
as in the convergent-beam electron diffraction (CBED) patterns commonly observed
in TEM instruments. For relatively very thick crystals, as in CBED, a diffuse back-
ground, arising from inelastic scattering processes, accumulates, crossed by dark and
light Kikuchi lines.

In STEM instruments, the illuminated area of the specimen is normally 1 nm or less
in diameter and the incident beam cone may be considered as completely coherent.
For CBED in TEM instruments, the area of the specimen illuminated normally has a
diameter of about 100 nm, and, to a good approximation, the incident beam may be
assumed to be completely incoherent. It has been shown that, for the elastic scattering
from a perfect crystal, without defects or boundaries, the diffraction intensities are
exactly the same for the coherent and incoherent cases [32]. Hence, the diffraction
patterns observed in a STEM instrument may be used for all of the many applications
developed for the CBED technique using TEM instruments [32, 33].

When the cone angle for the incident beam in STEM is so large that the diffraction
spots overlap, or when there are defects or boundaries in the crystal region illumi-
nated, giving rise to scattering between the perfect-crystal diffraction spots, there can
be coherent interaction between electron waves scattered into the same direction, but
coming from different directions within the incident beam cone. These coherent inter-
actions give rise to some striking interference effects. Interpretation of the “coherent
CBED” observations can provide important additional information about the speci-
men structure and allow interpretation of STEM images of crystals and their defects.

The condition that diffraction spot disks should overlap appreciably is the condition
that the incident beam should have a diameter smaller than the periodicity in the
crystal corresponding to the diffraction spot separation. Then electron waves coming
from different directions within the incident beam cone can give diffracted beams in
the same direction for the two different reflections, as suggested in Fig. 6. These two
coincident diffracted beams then interfere, and a set of fringes appears in the region of
overlap of the spots. The positions of the fringes depend on the relative phases of the
two reflections. This is the basis of the suggestion that the coherent CBED patterns
should give the solution to the “phase problem” of X-ray diffraction (and kinematical
electron diffraction) in that the observation of the regions of overlap of all the pairs of
diffraction disks in a two-dimensional diffraction pattern would supply the information
on the relative phases of the reflections, needed for the unambiguous determination
of the projected crystal structure [34–36]. This is the basis for the proposed technique
of ptychography for crystal structure analysis.

However, the relative phases of the diffracted beams depend on the position of the
incident beam relative to the origin of the unit cell. As a beam is translated across
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Figure 6. Diagram to suggest the interference of rays from different parts of a coherent source to give
interference fringes in the region of overlap of adjacent orders of reflection from a thin crystal.

the crystal, the interference fringes in the areas of overlap of the diffraction spots are
seen to move. These movements of the fringes provide a basis for interpreting lattice
fringes in STEM images. If a small detector is placed in the region of overlap of two
diffraction spots, it will record a sinusoidally-varying signal as the incident beam is
translated, so that the image will show fringes having the periodicity of the crystal
lattice [36].

If the incident beam cone is further enlarged, until the diffraction spot disks from
many reflections overlap at the origin of the diffraction pattern, the image formed
with a small axial detector is given by the coherent sum of all the diffraction beam
amplitudes, and the image shows the periodic structure revealing the distribution of
the scattering matter within the unit cell. Such an incident beam cone size corresponds
to an incident beam diameter much smaller than the crystal periodicity, and the image
resembles that for HRTEM with an objective aperture large enough to include the
corresponding number of diffracted beams [37].

The reciprocity relationship allows the STEM images of thin single crystals to be
understood and calculated by the standard methods used for TEM. For larger crystal
thicknesses, especially when the inelastic contributions to the image begin to become
important, the differences between the STEM and TEM cases may become significant.
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3.2. Dynamical Diffraction Effects

For all crystals except those composed of light atoms and no more than a few nanome-
ters thick, dynamical diffraction effects (coherent multiple scattering) are significant
and dominate the scattering for most experimental cases, especially when heavy atoms
are present [21]. For a crystal of gold in [100] orientation with 100 keV electrons,
for example, the diffracted beams attain the same intensity as the incident beam for a
thickness of about 2 nm, and the incident and diffracted beam intensities oscillate with
thickness increase, almost sinusoidally, with a periodicity of about 4 nm.

In the presence of strong dynamical scattering, there is no intuitively obvious con-
nection between the diffraction pattern or image contrast with the projection of
the structure of the crystal. Various schemes have been proposed whereby the atom
arrangement can be derived from the observed intensities of series of diffraction pat-
terns or images [38, 39] but these have not led to practical routine procedures. The only
practical procedure at present is the established trial-and-error method of postulating
a structure and then calculating the image or diffraction pattern by use of one of the
computer programs, based on either the multislice approach [40–42] or on the Bloch-
wave method, or scattering matrix multiplication method, derived from the Bethe
theory [43–45]. Accounts of these computing techniques are given, for example, in
references [32, 46, 47].

In order to calculate the dynamical diffraction effects in STEM diffraction patterns
or bright-field images, one could, in principle, take the square of the sum of the
amplitudes calculated for each incident beam direction within the incident beam cone,
added coherently with the correct phase relations, for each incident beam position.
Alternatively, one could take, as the input to a multislice calculation, the amplitude
distribution of the focused incident beam. Since this distribution is essentially non-
periodic, it is then necessary to use the periodic-continuation approximation, assuming
a periodic array of incident beams at the origin points of a very large unit cell, with
many times the dimensions of the projected crystal unit cell. However, the large
amount of computing involved in these approaches may often be avoided by making the
calculation for the reciprocity-related TEM conditions, for which a single multislice
or Bethe-type calculation may suffice. Calculations that involve inelastic scattering
into a continuous diffuse background of the diffraction pattern are necessarily more
complicated and tedious [48].

For ADF STEM images, the simple incoherent imaging approximation given above,
with image intensity proportional to the square of the projected potential function,
fails in the presence of dynamical scattering. The image intensities may be calculated
by summing the computed intensities of the diffraction pattern, outside of the central
beam spot, obtained for each position of the incident beam. For HAADF imaging
it may usually be assumed that the image intensity is proportional to the thermal
diffuse scattering (TDS) intensity. Since the integration is made over a wide range of
scattering angles and all scattering directions, the assumption of incoherent scattering
from individual atoms may be made. For single-scattering TDS, the assumption may
be made of a simple TDS form factor for each atom, dependent on the atomic number,
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the temperature and the atom environment. An extension of such an assumption to
include the possibility of multiple TDS scattering, is feasible [49].

3.3. Channeling

For the observation of electron diffraction patterns and the high-resolution imaging
of crystals, it is often of interest to consider the special case in which the incident
beam is parallel to one of the principle axes of the crystal structure. Then the incident
electrons are directed along the rows of closely-spaced atoms, and the channeling
phenomenon is observed. The projected potential of the crystal may be considered
to have deep wells at the atomic positions and the electrons may be thought of as
trapped within the potential wells, giving rise to special transmission effects. As in the
case of electrons bound to the three-dimensional potential wells of atoms in normal
quantum theory, it may be considered that the electrons in the two-dimensional fields
of the atom rows may have bound 1s, 2s, 2p, etc states, with the 1s states usually
predominating.

Treatments along these lines were first introduced with plane waves incident, to
describe the diffraction and imaging in HRTEM [50]. Related treatments for the
STEM case of incident focused beam probes followed [51]. It has been shown that for
an incident conical STEM beam with its axis aligned with a row of atoms through a
crystal, in the absence of absorption, the intensity along a line through the centers of
the atoms varies periodically with distance into the crystal. The width of the beam
is a minimum when the intensity on the central line is a maximum. For a crystal of
gold in [100] orientation, for example, the beam diameter may periodically become
as small as 0.03 nm, or as large as 0.1 nm. The periodicity of this variation in the
beam direction is about 5 nm [52]. For graphitic carbon, this periodicity is as great
as 60 nm and the minimum beam diameter is about 0.06 nm [53]. In the presence
of absorption, the oscillations of the beam intensity are damped for increasing beam
paths.

This is the “atomic focuser” effect. A single heavy atom, or a row of atoms extending
through a thin crystal, may be thought of as constituting an electrostatic lens for
electrons, providing a focused beam with a diameter of 0.05 nm or less at the exit face.
The effective focal length of such a lens is about 2 nm [54]. It has been suggested that
such fine probes may form the basis for a STEM imaging scheme giving resolutions
of 0.05 nm or better. Alternatively, the periodic arrays of such probes created when a
plane wave is transmitted through a thin crystal in an axial direction, may form the basis
for new methods for STEM or TEM imaging with comparable resolution [55, 56].
Preliminary experiments with specially favorable configurations [53] and computer
simulations [57] have confirmed these possibilities.

4. DIFFRACTION IN STEM INSTRUMENTS

4.1. Scanning Mode Electron Diffraction

In the early commercial STEM instruments, provision was made for the serial recording
of diffraction patterns. Post-specimen deflector coils, the so-called Grigson coils, are
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used to scan the diffraction pattern over a detector aperture, which may be the entrance
aperture to the energy-loss spectrometer. The signal from the elastically or inelastically
scattered electrons can be recorded or can give a display of the diffraction pattern
intensities on the cathode ray screen. An important advantage over the TEM SAED
mode is that the diffraction pattern may come from a much smaller specimen area, of
diameter equal to that of the incident beam probe.

The principle practical limitations of this mode arise because of the inefficiency in
the detection system. Only a very small fraction of the diffraction pattern is recorded
at a time. The small area of the specimen giving the pattern is being irradiated by
the incident beam during the rather extended recording time and no image of the
specimen is available during this time. The effects of specimen drift and irradiation
damage may be important.

4.2. Two-Dimensional Recording Systems

The diffraction pattern formed for any position of the incident beam on the specimen
may be observed on a fluorescent screen, as suggested in Figure 1. The pattern may be
viewed and recorded using a low-light-level television camera, coupled with a video-
cassette recorder (VCR), or else using a CCD camera with an associated digital image
recording system. With the field-emission gun and normal lens settings, sufficient
intensity is available to allow diffraction patterns to be recorded with the TV-VCR
system, at the TV rates of 30 patterns per second. With the CCD, the digital recording
is more quantitative and more sensitive to small signals, but the recording is slower,
with normally only a few frames per second.

In a configuration equivalent, by reciprocity, to the SAED mode in TEM, the
condenser lens may be focused to form a cross-over just before the objective lens so
that the objective lens forms a parallel beam at the specimen, giving a sharply-focused
diffraction pattern on the observation screen. The diameter of the illuminated region
of the specimen can be as small as a few tens of nm, and is given by the reduced
image of the aperture placed in what, for TEM, would be the image plane of the
objective lens. This configuration has been used effectively for quantitative diffraction
by Zuo et al. [58].

When the incident beam is focused on the specimen, the diffraction patterns are
necessarily convergent beam patterns, with spot sizes inversely proportional to the
width of the incident beam. For the minimum beam dimensions at the specimen
level of about 0.2 nm, the diffraction patterns spots are so large that they overlap
for most crystals. These conditions are valuable for special purposes when coher-
ent interference effects are being observed, but for most practical investigations of
local structure, it is convenient to use an incident beam of larger diameter, of the
order of 1 nm, and the higher intensity obtained by suitable settings of the con-
denser lenses. Figure 7, for example, shows some diffraction patterns obtained with
a beam probe of diameter about 0.7 nm in diameter, for which the diffraction spots
are well separated for most crystals having unit cell dimensions no greater than about
1 nm. Such electron nanodiffraction (END) patterns may usually be interpreted in
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(a) (b) (c)

Figure 7. Nanodiffraction patterns obtained with a focussed incident beam of diameter 0.7 nm from the
iron-containing cores of ferritin molecules. (a) A magnetite-like phase in [100] orientation. (b) The
hexagonal phase in [110] orientation showing the lines of spots corresponding to the 0.94 nm spacing.
(c) As for (b), but with the beam defocused to give smaller spot sizes [59].

the same way as parallel-beam diffraction patterns except that the diffraction spots
are larger. They have proven useful for the study of many nanocrystalline materials,
the localized defects in larger crystals, and the local ordering in quasi-amorphous
materials.

For those specimens having lattice plane spacings so great that the diffraction spots
in the END patterns overlap, it is often convenient to make the beam diameter at the
specimen larger by defocusing the objective lens. Then the spot sizes for small crystals
are governed more by the crystallite sizes than by the beam convergence, and the close
rows of spots may be separated, as shown in Figure 7, (b) and (c) [59].

4.3. Convergent-Beam Electron Diffraction

In TEM instruments, the CBED method has many valuable applications, depend-
ing, for the most part on the observations and measurements of dynamical diffraction
effects. The applications include the determination of lattice parameters and thicknesses
of crystals, the determinations of space-group symmetries without the normal limita-
tions of kinematical diffraction, the highly accurate measurement of electron scattering
amplitudes and the consequent determination of the potential, and electron-density,
distributions in relatively simple crystals [33, 60].

For CBED in a normal TEM instrument, without a field-emission gun (FEG), the
diameter of the region giving the CBED pattern is usually 20 to 100 nm. In a STEM
instrument, or in a TEM/STEM instrument, with a field emission gun as a source,
CBED patterns may be recorded with a beam cross-over at the specimen having a
diameter approximately equal to the resolution limit for dark-field images, which may
be as small as 0.2 nm.

The CBED patterns obtained with a STEM instrument may be used for all the
same purposes as CBED in TEM instruments, but with the added advantage that the
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perfect-crystal regions studied may be much smaller. However, to date, very little has
been done to take advantage of these possibilities, presumably because the equipment
for making accurate intensity measurements, including CCD detectors or image plates,
has not been installed in STEM instruments and other instrumental factors have not
received the same amount of attention.

4.4. Coherent Nanodiffraction

A number of interesting and potentially useful effects have been observed in nanod-
iffraction patterns obtained from crystal specimens containing discontinuities. A planar
discontinuity, parallel to the incident beam, for example, gives a continuous streak, per-
pendicular to the discontinuity, in kinematical diffraction patterns. But for a coherent
convergent incident beam, there can be interference between the electrons scattered
in neighboring directions. The circular disks of the spots given by the perfect crys-
tal may be modulated so that bright arcs appear on the edges of the disks separated
along the line perpendicular to the discontinuity. For example, with the incident beam
illuminating the edge of a small gold crystal or a cube-shaped crystallite of MgO, the
diffraction spots appear to be split into two arcs [61]. It was shown by Cowley and
Spence [61] that such a splitting is to be expected from the interference of the electron
waves from the two sides of the discontinuity.

For diffraction from the edges of a small crystal, the amount and form of the
modulation of the diffraction spots is dependent on the lateral extent of the edge
and the form of the edge; whether there is a flat face parallel to the beam or whether
the beam cuts across the top of a pyramid or wedge of crystal. In some cases, the com-
plete circumference of the circular diffraction spot may have enhanced intensity, so that
the spots become rings [62]. In principle, it should be possible to derive the complete
three-dimensional geometry of a crystallite by observing the form of the diffraction
spots obtained from each of its edges.

Similar spot splittings or distortions may be observed for some of the diffraction spots
when there is an internal boundary between two regions of different structure within
a crystal. For crystals of binary alloys having long-range ordering, nanodiffraction from
the regions of out-of-phase domain boundaries, show a splitting of the “superlattice
reflections”, but not of the “fundamental” reflections. By observing the form of the
splitting it is possible to derive the form of the boundary [63, 64].

Similarly, in face-centered cubic metals, where twinning occurs on {111} planes,
if the incident beam is parallel to a twin plane, some reflections are not affected by
the twinning and so the diffraction spots are not affected, but for other reflections
the crystal periodicity shows a discontinuity so that the diffraction spots are split [65].
From such observations, the nature of any discontinuity can be deduced.

When a large aperture, or no aperture, is used in the STEM instrument, a perfect
thin crystal gives the pattern of Ronchi fringes, as described above. The perturbation
of the Ronchi pattern in the presence of a discontinuity in the crystal structure is
profound and may, in principle, be analysed to deduce the nature of the discontinuity.
However, the possibility of such analyses has been very little explored.
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5. MICROANALYSIS IN STEM

5.1. Electron Energy Loss Spectroscopy and Imaging

It was realized, from the beginning [2], that it is easy and useful to attach electron
spectrometers to STEM instruments so that images may be formed with electrons that
have lost energy through inelastic scattering processes, and energy-loss spectra may be
obtained to allow compositional analysis of very small regions of the specimen. Use
of the field emission guns allowed ample signal strength for the analytical data and
imaging by EELS or X-ray emission with spatial resolutions small as 1 nm [66]. It
may be noted that these techniques form valuable adjuncts for other applications of
STEM instruments especially because they are readily available and their access does
not hinder the use of any of the STEM imaging or diffraction modes.

Bulk plasmon losses, due to the collective excitations of nearly-free electrons in the
interior of solids, ranging from a few volts up to about 50 eV, may give strong charac-
teristic peaks in the energy-loss spectrum, and provide information of modifications of
nearly-free electron states in solids due to variations of composition or bonding [67].
These excitations are generally considered not to be highly localized, but experimental
results have indicated that they can show changes in the electron energy states over
distances as small as 1 nm [68].

5.2. Secondary Emissions

In addition to the emission of X-rays, characteristic of the elements present in the
sample, the incident high-energy electron beam gives rise to the emission of low-energy
secondary electrons with energies of a few eV, and the Auger electrons, with energies
of tens or hundreds of eV, produced when the energy from the excited inner shells of
atomic electrons is transferred to produce the emission of outer-shell electrons. Because
these low-energy electrons have very limited path-lengths in solids, the images created
by detecting them comes from the thin surface layers of solids. Dedicated instruments
designed for secondary electron microscopy (SEM) or Auger electron microscopy
(AEM) have long been used for the study of surface structure and morphology. The
spectroscopy of Auger electrons (AES), provides the means for the analysis of the
chemical composition of surface layers. The advantage of STEM instruments for SEM
or AEM imaging or for AES is that the spatial resolution may be high, of the order
of 1 nm or better. Several authors have determined that the spatial resolution is not
degraded by delocalization of the process of exciting the electron emission [68].

The specimen in a STEM instrument is usually immersed in the strong magnetic field
of the objective lens. The low-energy electrons emitted from the specimen travel in
spirals around the lines of force of the magnetic field. When they exit the field, they may
be deflected into a detector or else into a spectrometer so that their energy distribution
may be analysed. For the thin specimens studied in STEM instruments, low energy
electrons are emitted from both the top and bottom surfaces and, in specially-designed
instruments, images or analyses of both surfaces may be obtained simultaneously, and
compared with the images or analyses produced by the transmission of the incident
fast electrons [69].
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6. STUDIES OF NANOPARTICLES AND NANOTUBES

6.1. Nanoparticles

The STEM techniques have obvious relevance for the rapid increase of scientific and
industrial interest in the formation and properties of small particles having diameters of
the order of one, or a few, nanometers. Such particles can be imaged preferentially by
use of special STEM imaging modes. Their crystalline structures can be determined
by nanodiffraction and their compositions can be determined by microanalysis with
high spatial resolution.

Studies of supported metal catalysts have proved valuable. For dispersions of
nanometer-size platinum particles on supports of alumina or other oxides, nanodiffrac-
tion from individual particles chosen from STEM images, has revealed their structures
and the presence of twinning. In some cases it has been shown that the oxides of
platinum may be present [70].

For gold-ruthenium catalysts particles on a support of magnesia, one unexpected
finding was the presence of ruthenium in a body-centered cubic modification instead
of the usual hexagonal structure [71]. This finding is consistent with the increasing
evidence that nanometer-size metal particles may often have structures other than those
stable in bulk.

Small particles, particularly of noble metals, are frequently found to be twinned,
or multiply twinned [72]. Gold particles with diameters from 10 to 100 nm take the
form of decahedra, with five tetrahedrally-shaped regions of perfect crystal related by
twinning on (111) planes, or of icosahedra with twenty mutually twinned regions. The
evidence from TEM is inconclusive for particles smaller than 10 nm. Nanodiffraction
from a sample of gold particles on a polyester support showed that some particles of
sizes 3 to 5 nm had multiple twinning of this type, but smaller particles were mostly
untwinned [73].

Some minerals are found only in microcrystalline form and the determinations of
their structures by conventional X-ray or electron diffraction methods are difficult. The
mineral ferrihydrite, for example, occurs in two forms. The “six-line” form, 6LFh,
gives X-ray powder patterns with only six diffuse lines. Patterns from “two-line” form,
2LFh, contain only two very diffuse lines. A hexagonal crystal structure has been pro-
posed for the 6LFh, [74]. but only guesses are available for the 2LFh. Nanodiffraction
has provided single-crystal patterns from nanosized particles of both types of mate-
rial, allowing their crystal structures to be determined and refined. In both cases, the
material was found to consist of a mixture of crystallites of several phases [75, 76]. The
6LFh samples, for example, contain about sixty percent of a hexagonal phase similar
to that previously proposed for the mineral, but also contain cubic structures similar
to those of magnetite, Fe3O4, and a disordered form of wüstite, FeO.

The molecules of the protein ferritin, important for the transport of iron in the bodies
of most living entities, from bacteria to humans, consist of a spherical shell of protein
with an iron-rich core. The iron-rich cores were said to have the same structure as the
ferrihydrite mineral, and high-resolution electron micrographs appeared to confirm the
presence of the hexagonal 6LFh phase [77]. Nanodiffraction in a STEM instrument,
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however, showed that, as in the ferrihydrite mineral, a variety of phases is present
(see Fig. 7) with much the same phases as in the mineral, but in appreciably different
proportions, varying with the origins of the ferritin [59].

6.2. Nanotubes and Nanoshells

Since the time of their discovery by Iijima [78] carbon nanotubes have been studied
extensively for both their intrinsic interest as representing a new form of matter, and
their potential industrial applications. The determinations of their detailed structures
have been made mostly by use of high resolution TEM and by selected-area electron
diffraction (SAED). However, the use of STEM instruments offers advantages for these
purposes The SAED patterns are weak because they come from areas of much larger
diameter than the tube diameters and usually depend on having long straight tubes
of uniform structure, but STEM nanodiffraction patterns, given with incident beam
diameters comparable with, or less than, the tube diameters, can be used to determine
the structures of any small region of a tube, or of attachments or inclusions in a tube
(see Fig. 8).

In a recent review [79], an account has been given of the results of bright-field
and dark-field STEM imaging and individual nanodiffraction patterns or series of
nanodiffraction patterns recorded in transit across a variety of nanotube and related
systems. These techniques have contributed to our knowledge as follows.

Some multi-walled nanotubes do not have the circular cross-sections, universally
assumed, but have cross-sections which are polygonal, and usually pentagonal.

The helix angles of the individual layers of carbon atoms in a multi-walled tube are
not uniform, but tend to change at intervals of four or five layers.

The determination of the helix angles for single-walled nanotubes is quick and
simple when nanodiffraction is used, so that statistics for the distributions of helix
angles in various samples, or in local regions of any one sample may be accumulated
readily.

In ropes of single-walled nanotubes, the helix angles may be uniform over regions
10 nm in diameter, but may vary slightly between such regions, giving rise to twists
and bends of the ropes.

Multi-walled nanotubes and the associated near-spherical nanoshells, containing
inclusions of metals or, usually, metal carbides, the crystallographic relationship between
the nanotube walls and the inclusions gives evidence of the process of formation of
these systems.

Similar structures have been found for nanotubes composed of the tungsten and
molybdenum sulfides. Further applications of the nanodiffraction and STEM tech-
niques have included studies of nanobelts such as those formed of ZnO and other
oxides [80] and of boron and its carbides [81].

7. STUDIES OF CRYSTAL DEFECTS AND INTERFACES

The defects of crystals and the interfaces between differing crystal structures are of
prime importance for the development of semiconductor and related components for
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Figure 8. (a) A dark-field STEM image showing single-walled carbon nanotubes (SWnT) and bundles of
SWnT, with nanocrystals of lead oxide attached. (b) Nanodiffraction pattern of SWnT, diameter 2 nm,
helix angle 30 degrees and tilt 0. (c) Nanodiffraction pattern of SWnT, diameter 2 nm, helix angle 0, tilt
30 degrees.

the burgeoning micro-electronics industry. STEM imaging, particularly in the HAADF
mode, is proving to be an important tool for their study. In common practice, a thin
slice is cut to show a cross-section of the critical region of a device and the high-
resolution image is obtained by viewing the slice along an axial direction of the crystal
lattices involved.

For thin crystals, a detailed analysis of a defect may be possible. Planar defects
have been seen in TEM images in diamond crystals [82]. Series of nanodiffraction
patterns were obtained as a beam of 0.3 nm diameter was translated across such a
defect at intervals of 0.02 nm. Comparison of the nanodiffraction pattern intensities
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with dynamical diffraction calculations for various models showed best agreement with
the Humble model [83].

It was shown by Pennycook et al. [84] that the high-resolution HAADF images
obtained from reasonably thick crystals, and interfaces with their planes parallel to the
electron beam, are in many case superior to those of HRTEM in that they do not
suffer from the same complications of dynamical scattering effects which give strong
variations of TEM contrast for variations of crystal thickness and orientation. Because
the HAADF contrast arises from the incoherent addition of thermal diffuse scattering
from all depths in the crystal, it may be considered, to a reasonable approximation,
as being incoherent imaging, depending only on the number of atoms aligned in the
beam direction.

The quasi-incoherent nature of the HAADF imaging of crystals aligned with the
incident beam almost parallel with a principle crystal axis, has been confirmed by
experiment and by theoretical analyses [85]. For such orientations, the channeling
effect gives rise to an oscillation of the incident electron beam intensities and widths
along the rows of atoms. As a consequence, there is some oscillatory component in
the integrated intensity from the thermal diffuse scattering [26], but such oscillatory
effects are relatively small and are rapidly damped with increasing thickness.

Because the electrons are channeled along the lines close to the atom rows, by
excitation of the 1s states of the potential wells of the rows of atoms, there is little
spreading of the beams within the crystal and the intensity distribution at the exit
face, and in the corresponding image, has clear maxima at the positions of the atomic
rows, provided that the atomic rows are well separated. Figure 9 shows an image of the
multiple interfaces of crystals of Si and Ge. The images of the separate atomic rows are
clear within the individual crystal layers and at the boundaries [86].

Because the incident electron beam in a STEM instrument is not sharply defined,
but has weak “tails” extending beyond the central intensity maximum, it is possible
that some artefacts will arise. For example, weak maxima may appear in an image at
positions close to atomic rows, where no atoms exist [87]. Also, when the rows of
atoms are close together, the wavefields in the two potential wells may overlap, and
the image intensities are affected. Recently, computer simulations have been made to
evaluate these effects [88–91]. Similar, even more prominent and complicated effects
of ‘non-localization’ appear in the corresponding HRTEM images. These effects are
reduced when the resolution of the instrument is improved, for example by the use of
systems for the correction of the objective lens aberrations.

8. THE STRUCTURE AND COMPOSITION OF SURFACES

8.1. Ultra-High Vacuum Instruments

Although the vacuum in the column of most dedicated STEM instruments is normally
an order-of-magnitude better than that in most TEM instruments, it does not usu-
ally approach the ultra-high vacuum (UHV) level (better than10−10 torr) considered
necessary for the studies of surfaces which have been made for many years using the
techniques of LEED (low-energy electron diffraction) or Auger analysis [92]. For some
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Figure 9. HAADF STEM image of a cross-section of a Si-Ge multilayer in <110> orientation,
deposited in an MBE system with the shutter opened and closed at the indicated times to give the
alternating Si and Ge layers, showing (left to right) a diagram of the structure, a simulated image and the
observed image. [Courtesy of S. J. Pennycook,] c.f. [84].

materials, such as noble metals and oxides, having non-reactive surfaces, the vacuum of
a normal STEM instrument may suffice, but for more general surface studies, special
UHV instruments must be built [93, 94].

In the MIDAS instrument (a Microscope for the Imaging Diffraction and Analysis of
Surfaces) the whole column is constructed of UHV-compatible components, a UHV
specimen preparation and treatment chamber is attached and UHV is maintained
throughout by the use of suitable ion pumps [93]. This instrument is equipped with
the special devices needed for the imaging and analysis with low-energy secondary
electrons and Auger electrons. The low-energy electrons emitted from the surfaces of a
suitably biased specimen are detected or energy-analysed after they have been collected
in the field-free spaces above or below the lens. In this way, high-resolution SEM or
AEM images of the top and bottom surfaces of the specimen, and Auger analyses
of the composition of the surfaces may be made and compared with the bright-field
transmission image.

This instrument has been used for various studies of the initial stages of crystal
growth on surfaces, including the nucleation and growth of crystallites of Ge on Si
[94]. The image resolution is superior to that of existing UHV SEM instruments or
AEM instruments and the possibility of correlating the images with those from STEM
imaging modes and nanodiffraction adds greatly to its power and versatility.

8.2. Reflection Electron Microscopy

The technique of reflection electron microscopy (REM) has been widely developed
and applied in many studies of the structure of crystals surfaces and of thin layers or
deposits on surfaces [95, 96]. Applications of the technique using TEM instruments
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Figure 10. Scanning reflection electron microscopy (SREM) image of the surface of a crystal of MgO,
obtained with the specular (400) reflection, showing surface steps [98]. Marker = 10 nm.

with grazing angles of incidence are normally limited by the relatively poor vacuum
levels, but REM in special UHV instruments has allowed important studies of the
structures, growth and interactions of steps and superlattices on semiconductor and
other surfaces [97].

The equivalent scanning reflection electron microscopy (SREM) technique is pos-
sible with STEM instruments, using equivalent geometries. Figure 10, for example,
is a SREM image showing atom-high steps on the surface of a crystal of MgO [98].
Also superlattice structures on crystal surfaces may be directly imaged [99], and surface
reactions, such as the oxidation of copper, have been studied [100].

The advantage of SREM over REM is that the imaging may readily be combined
with the observation of nanodiffraction patterns or EELS or X-ray microanalysis of
small surface regions or of small protrusions from the surface. For example, nanodi-
iffraction patterns from crystallites of palladium, a few nm in diameter, sitting on the
surface of MgO crystals showed their partial and progressive oxidation to PdO [101].
The special imaging modes developed for STEM may be applied for SREM. When
a HAADF detector is used, the image of a surface depends very little on the crystal
structure, but shows more clearly the surface topography [101].

The intensities of RHEED patterns and the contrast in REM or SREM images
may be calculated by use of modified computer programs adapted from those origi-
nally developed for LEED [92, 102] or for TEM [21]. The multislice programs, used
for transmission diffraction or for HRTEM, may be applied if the slices are taken
perpendicular to the surface. Since the slice content is essentially non-periodic, a
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periodic-continuation approximation is made with the vacuum and topmost crystal
atomic layers repeated at large intervals [103, 104]. For SREM, the localized amplitude
of the incident beam is used for the input, and the progressive penetration of the wave
into the surface and its interaction with any perturbation of the surface structure can
be followed.

8.3. Surface Channeling Effects

Calculations made using the multislice computer programs have revealed that, for
certain diffraction geometries involved in REM or SREM, the penetration of the
incident beam into the surface of a perfect crystal may be very small [105].

A surface-channeling phenomenon takes place, in which the electron wave is con-
fined to just the first one or two atomic layers. The necessary condition is that a
strong diffraction beam is generated in a direction parallel to the plane of the surface.
Under these conditions, the specular reflection in the RHEED pattern becomes very
strong, and the whole RHEED pattern, including the background of Kikuchi lines, is
enhanced [106, 107].

With surface channeling, the REM or SREM image contrast is highly sensi-
tive to small perturbations of the surface structure and the EELS analysis of the
diffracted beams can be highly sensitive to the composition of the top surface layers
[108].

8.4. MEED and MEEM

The severe fore-shortening of REM and SREM images may be avoided, to some
extent, if the angles of diffraction by the surface planes are increased by decreasing
the beam voltage and so increasing the wavelength. A number of medium-energy
instruments operating in the range of 5 to 20 keV have been constructed for diffraction
(MEED) and scanning microscopy (MEEM) [8–10]. With the simpler electron optics
and the more compact design possible for this energy range, it was easier to produce
systems operating in UHV with adequate provision for the preparation and treatment
of clean surfaces.

With a cold field-emission electron source, operating in the same UHV environ-
ment, a relatively simple electron lens system can give image resolutions of a few nm.
The diffraction pattern can be observed on a spherically curved fluorescent screen with
energy-filtering meshes, as used for LEED, and a hole in the screen allows selected
diffracted beams to be transmitted to a detector.

Such instruments have been applied to studies of the oxidation of copper surfaces
[109] and for numerous studies of the surface structure and modifications of semicon-
ductors and related materials.

9. AMORPHOUS MATERIALS

9.1. Thin Quasi-Amorphous Films

For a wide range of materials, including most biological materials, there is no periodic
structure. Some local ordering often occurs on a nanometer scale, but in the absence
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of long-range order, the diffraction patterns obtained by X-ray diffraction or SAED
techniques show only a few diffuse haloes, and the materials are considered to be
“amorphous”. However, with STEM imaging and nanodiffraction, the local ordering
may usefully be detected and measured. For the organic and biological materials, such
studies are usually limited by their great susceptibility to radiation damage by the
incident electron beam, but important progress has been made with investigations of
thin films of many inorganic materials.

When a STEM beam of nanometer diameter passes through a thin film of quasi-
amorphous material, the nanodiffraction pattern does not contain the diffuse haloes
of normal SAED patterns, but shows a two-dimensional array of diffuse maxima and
minima, corresponding to the local ordering of the atoms within the illuminated
area of the specimen. The patterns change as the beam is moved over distances of
the order of 1 nm, and different arrays of atoms are illuminated. Assuming that, for
very thin films, the scattering can be interpreted in terms of the simple kinematical
approximation, it should, in principle be possible to derive some information about
the arrangement of the atoms within each illuminated area. It has been considered that,
from the observation of many such patterns, it should be possible to derive not only
the average pair-wise, atom-to-atom distances, as in the case of SAED patterns [110],
but also the presence of many-atom configurations, or medium-range order [111].

It has been shown by Treacy and Gibson [112] that the technique of TEM with
a hollow-cone (or gyrating beam) illumination may form the basis for ‘variable-
coherence’ microscopy, or ‘fluctuation microscopy’. By observation of the variation of
the speckle in the dark-field images of thin amorphous films, the degree of medium
range order present may be investigated. In such a way, they derived information of the
extended correlations in semiconductor films [113]. These authors suggested that the
reciprocity principle implied that TADDF STEM images using a thin annular detector,
could give the same information. An analysis of the equivalent STEM technique was
given by Cowley [114], who pointed out that several possible, and experimentally sim-
pler, approaches are possible if the STEM methods are combined with nanodiffraction
observations.

9.2. Thick Amorphous Films

For many biological samples, such as those containing complete cells, and for specimens
held in environmental cells with controlled atmospheres, it is desirable to obtain images
of specimens which may be several micrometers thick. To achieve the required increase
in penetration, high-voltage TEM instruments, operating at 1 MeV or more, have been
employed, in spite of the large and expensive installations required. However, it has
been shown that, for the same voltages, the effective penetration should be greater for
STEM and several attempts have been made to build high-voltage STEM instruments
operating at up to 1 MeV.

The loss of resolution for thick specimens derives from two causes. Because of
multiple elastic scattering in the specimen, there is uncertainty in the position of
scattering of any given electron so that the location of any scattering object becomes
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uncertain. Also, for a thick object there can be multiple energy losses of the electrons,
with an energy loss of about 25 eV, on the average, for each event, and the chromatic
aberration of the imaging system in TEM gives a spread of the image. For STEM, the
first of these causes for resolution loss applies, but the second does not apply because
the main imaging components come before the specimen. For typical specimens, the
electron energy needed for a given penetration is reduced by a factor of at least 2 for
STEM, or the resolution for a given electron energy may be improved by an equal
factor [115, 116]. Observations made using the high-voltage STEM instrument built
by Strojnik, [7] have confirmed these estimates.

For specimens held in environmental cells, the path length of the electrons in a
scattering medium, including the gas in the cell, is greater and the first of the above
resolution-impairing factors is more important. The advantage of the STEM system
over the TEM is then not so great.

10. STEM HOLOGRAPHY

10.1. Gabor’s in-line Holography

In his original proposal for holography, Gabor [117] suggested that the deleterious
effects of lens aberrations on electron microscopy could be overcome by reconstructing
the object wave from a hologram in which the wave scattered by the object is made to
interfere with a reference wave. He proposed a scheme suitable for use with very thin
specimens or specimens for which the object of interest covers only a small part of the
image field. A small probe formed by imaging a small bright source with the strong
objective lens, as in a STEM instrument, is focused close to the specimen, as suggested
in Fig. 3. The greatly enlarged, out-of-focus shadow image is then the hologram,
containing the interference effects of the transmitted wave, acting as a reference, and
the waves scattered by the object. In the course of reconstruction of the object wave,
compensation can be made for the phase distortions due to the aberrations of the
objective lens by using either an optical system, as suggested by Gabor, or by the
computerized manipulation of a digitized hologram [118].

A demonstration of this form of in-line holography has been given, with rela-
tively low resolution, with reconstruction from a defocused shadow image in a STEM
instrument [119]. However, because the phases of the waves are lost in the record-
ing of the intensity distribution in the hologram, the reconstructed image is always
accompanied by a defocused conjugate image. Various schemes have been proposed
whereby this conjugate image may be made negligibly small or eliminated. By record-
ing the hologram very far out-of-focus, the conjugate image may be made very diffuse
so that it forms only a weakly-modulated background; or it may be removed, in
principle, if a series of holograms is recorded with small translations of the incident
beam [120].

A further limitation of in-line holography is that the reconstruction from the inten-
sity distribution may contain terms of second and higher order in the scattering func-
tion of the object. These terms are avoided only if the scattering by the object is very
weak compared with the reference wave so that only first-order interference terms
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Figure 11. Diagram of the arrangement for off-axis electron holography in a STEM instrument.
A biprism in the illuminating system gives two small probes near the specimen, one passing through the
specimen and one through vacuum.

are significant. Thus in-line holography can, in practice, be applied only to very thin
specimens of light-atom material.

10.2. Off-Axis Holography

The major advances in electron holography have come from the use of off-axis
holography in which the reference wave has passed only through vacuum and is made
to interfere with the wave passing through the specimen after the two waves have
been deflected by an electrostatic biprism placed in the imaging system. This form of
electron holography has been widely used for the enhancement of image resolution,
for the mapping of weak electrical and magnetic fields, within and around solids and
for other purposes [121, 122].

It has been pointed out that many forms of electron holography are possible, and
that, as suggested by the reciprocity principle, for each form of holography applicable
in a TEM instrument, there is a STEM equivalent [123]. In the STEM equivalent
of the off-axis form illustrated in Fig. 11, an electrostatic biprism is placed in the
illuminating system of the instrument so that two focused probes are formed by the
objective lens in the specimen plane, and these are scanned in parallel, one through
the specimen and one through vacuum, to record the hologram.

Little use has been made, as yet, of the off-axis form of STEM holography for the
enhancement of resolution, but the technique has proved highly effective for the study
of magnetic fields in and around ferromagnetic objects [124]. Figure 12, for example,
shows a display of the contoured field strength in a thin film of Co. [125]. The spatial
resolution for such images can be about 1 nm, which is adequate for most purposes.
Applications of this technique have been made to the study of the configurations of
magnetic domains within small crystals and the fields within multi-layer composites of
ferromagnetic and non-ferromagnetic materials [126].
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Figure 12. Determination of the magnetization in a 20 nm Co film using STEM holography.
(a) Wrapped phase image. (b) Partially unwrapped phase image. (c) Three-dimensional view of the region
marked in (b); the gradient of the phase difference taken perpendicular to the edge determines the
absolute value of the magnetization [125].

11. ULTRA-HIGH-RESOLUTION STEM

11.1. Atomic Focusers

As pointed out in our discussion of the STEM imaging of crystals, above, the passage
of an incident STEM beam along a row of atoms in a thin crystal can produce a
cross-over near the exit face having a diameter of 0.05 nm or less. If this fine probe
can be scanned over a thin specimen, STEM imaging with a correspondingly high
resolution should be possible [54, 55]. Because the effective focal length of such an
“atomic-focuser” lens is of the order of 2 nm, there are severe practical difficulties in
realizing this STEM mode with the atomic-focuser crystal and the specimen so close
together.
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If the distance between the atomic-focuser crystal and the specimen is increased to,
perhaps, 100 nm, the arrangement is that for in-line electron holography. The area of
the specimen illuminated at any time has a diameter of about 10 nm and no scanning
of the beam is needed to produce a useful image. Computer simulations have shown
that the resolution attainable in the image reconstructions from such an arrangement
may be better than 0.05 nm when a thin gold crystal is used as the focuser [127]. The
conjugate image is defocused by an amount equal to twice the separation of the crystals
and so forms only a very diffuse background.

Further schemes for attaining ultra-high resolution in a STEM instrument depend
on the formation of a periodic, coherent array of fine cross-overs at the exit face of a
thin ‘atomic-focuser’ crystal, and the formation of Fourier images at regular intervals
in the subsequent space [21]. An experimental realization of one such scheme has been
shown with a STEM beam focused on one wall of a carbon nanoshell to image the
opposite wall [53]. The resolution observed in these experiments was approximately
equal to 0.06 nm, the diameter of the nanoprobe formed by a graphite crystal.

11.2. Aberration Correction

In recent years, considerable progress has been made in the attempts to correct the
aberrations of the objective lens used for TEM and STEM by the addition of systems
of multipole auxiliary lenses, following suggestions by Scherzer [128], Rose [129] and
Crewe [130]. For STEM, a quadrupole-octupole aberration corrector has been shown
to be effective [15]. The third-order spherical aberration constant may be reduced
to zero, or to some controlled small value. The resolution limit possible for STEM
imaging is thereby reduced from about 0.2 nm to better than 0.1 nm. As shown in
Fig. 13, the correction of aberrations of the objective lens of a STEM instrument
gives considerable improvement in definition, contrast and signal-to-noise ration for
the imaging of individual heavy atoms on a light-atom support [131].

Such resolution improvement is often demonstrated by images of thin crystals of
silicon in [110] orientation. In this projection, there are pairs of atom rows with a
separation of 0.136 nm, giving the so-called “silicon dumb-bells” in images with
sufficient resolution. A more important feature of the improved resolution attainable
with the aberration correction is the improvement of the localization in the images
of crystals. There is less cross-talk between images of adjacent rows of atoms, and the
positions of atom rows in asymmetrical surroundings, as at boundaries or interfaces are
more accurately indicated [16].

11.3. Combining Nanodiffraction and Imaging

For normal STEM imaging, only one signal is derived, either from the incident beam
spot or from all or parts of the diffraction pattern, to form the image. It has long been
realized that it should be possible to take advantage of the fact that for each incident
beam position a complete two-dimensional nanodiffraction pattern can, in principle,
be recorded, and this should allow one to derive much more information, and possibly
much better resolution, than that from the standard techniques.
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Figure 13. Images of individual La atoms on γ -alumina obtained with a 300 kV STEM, before (a) and
after (b, d) aberration correction, showing the improvement in contrast, resolution and signal-to-noise
ratio. In (d), the La atoms are visible at the same time as the γ -Al2O3 lattice in [100] orientation. The
histogram (c) shows the FWHM of intensity profiles. (Courtesy of Dr. S. J. Pennycook], [131]

In a scheme proposed by Konnert et al. [132], the nanodiffraction patterns are
recorded for a series of closely-spaced positions of the incident beam. Fourier transform
of the nanodiffraction pattern intensity distributions gives a series of correlated real-
space autocorrelation functions from which the structure of the specimen can be
derived. This process was carried out for a thin crystal of silicon in [110] orientation
using a STEM instrument having a resolution of about 0.3 nm and gave a calculated
image having a resolution which was clearly better than 0.1 nm.

In a formulation of the problem by Rodenburg and Bates [133], a four-dimensional
intensity function is derived with the two dimensions of the image and two dimen-
sions of the nanodiffraction intensity distributions. It was shown that, by taking a
particular two-dimensional section of this four-dimensional function, an image may
be derived with an improvement of resolution by at least a factor of two. The valid-
ity of this approach was demonstrated by light-optical analogue experiments and by
STEM experiments with moderate resolutions [134]. The theoretical treatment of
this procedure shows that the perturbations of the phase distributions in the transfer
function of the objective lens due to the lens aberrations are cancelled out, and the
resolution obtainable should be twice as good as that corresponding to the objective
aperture size, which can, in principle, be arbitrarily large [135]. The practical limita-
tions on resolution enhancement then come from the incoherent limiting factors of
microscope instabilities. In experimental tests of the method, made for simplicity on a
one-dimensional object, the side of a multi-wall carbon nanotube, a resolution of bet-
ter than 0.1 nm was demonstrated using a STEM instrument for which the resolution
for normal STEM imaging is about 0.3 nm [136].

One limitation of the Rodenburg scheme is that it is applicable only to thin,
weakly scattering objects since there are background contributions to the derived
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image arising from a defocused conjugate image and second- and higher-order terms
in the scattering function, as in in-line holography. Also there is the practical prob-
lem that an enormous amount of data-recording and computation is involved in
the derivation and treatment of the four-dimensional intensity function, requiring
long exposure times for reasonable specimen areas. It has been suggested [137] that
the first of these difficulties may be avoided if the scheme is combined with off-
axis holography, making use of an electrostatic biprism to produce two focussed
probes in the STEM instrument (Fig. 11). The second difficulty may be avoided
if the required two-dimensional section of the four-dimensional function is automat-
ically produced during the recording process by scanning the two probes in oppo-
site directions, which is possible if the voltages on two perpendicular biprisms are
scanned [138].

12. CONCLUSIONS

In this review, it has been shown that STEM imaging, particularly when accompanied
by the associated techniques of nanodiffraction and the microanalysis of nanometer-
sized regions, has the potential for being of increasing value for studies of fundamental
importance for nanotechnology. The dedicated STEM instrument with a cold-field-
emission gun offers the highest available intensity in a probe of nanometer diameter
or less and thus ensures the greatest capability for studies of the shapes, sizes, crystal
structures, surface structures and compositions of nanometer-size regions of small
particles, thin films and nanocrystals.

As in TEM, the specimens needed for STEM imaging or nanodiffraction or
microanalysis must usually be very thin with thicknesses less than few hundred nm.
Nanoparticles may be supported on very thin supporting films, usually of amorphous
carbon, or else, in favorable cases, they may be self-supporting as is usually true for
nanotubes and nanowires. For the studies of three dimensional structures such as the
components of microcircuitry, it is necessary to cut thin sections. Efficient procedures
have been developed for this purpose [139]. Adaptation of the STEM instrumenta-
tion for surface studies allows the imaging, diffraction and analysis of the surfaces of
bulk materials, with high-resolution SEM and AEM for general morphological stud-
ies and, in the case of flat crystals surfaces, SREM and associated nanodiffraction and
microanalysis.

Further developments of the STEM techniques are to be anticipated. Because the
number of dedicated STEM instruments is much smaller than the number of TEM
instruments, and the number of investigators concerned with the development of
new methods for their use is correspondingly limited, many possibilities remain to be
explored. The excitement associated with the recent development of the techniques
for ultra-high resolution may well prompt new attempts to explore further the new
and existing capabilities.

The measurement and quantitative interpretation of STEM image intensities is being
pursued in some limited cases, such as for the HAADF images of crystals of simple
structure and their interfaces, and work has commenced on the theoretical basis for
detailed interpretations [140, 141].
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There have been some measurements of image intensities from thin crystals as
adjuncts to the structure analysis of crystals by electron diffraction methods [142],
but these measurements have been confined to TEM and SAED techniques. The cor-
responding measurements with STEM and nanodiffraction, applicable to much smaller
regions of crystallites and crystal defects, or to nanoparticles, are missing. There have
been indications that nanodiffraction, combined with STEM imaging, may be used to
explore the arrangements of atoms, and the local symmetries, within the unit cells of
complex structures [143], but this possibility has not been pursued much further.

A few of the possibilities for coherent nanodiffraction in STEM instruments have
been explored to a limited extent, as outlined above. There have been some limited
observations but few quantitative measurements. Much more remains to be done before
the wealth of potential applications in nanotechnology and nanoscience can be fully
exploited.
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16. IN-SITU ELECTRON MICROSCOPY FOR NANOMEASUREMENTS

ZHONG LIN WANG

1. INTRODUCTION

In-situ microscopy refers to the techniques that allow a direct observation of the
dynamic properties at nano-scale through imaging and diffraction. The most traditional
in-situ technique is the thermal induced structural transformation and transition. More
recent developments include in-situ property measurements of nanotubes/nanowires,
electric transport through a nanotube, and environmental microscopy.

Due to the highly size and structure selectivity of nanomaterials, their physical prop-
erties could be quite diverse, depending on their atomic-scale structure, the size and
chemistry [1]. Characterizing the mechanical properties of individual carbon nan-
otubes (NTs) is a challenge to many existing testing and measuring techniques because
of the following constrains. First, the size (diameter and length) is rather small, pro-
hibiting the applications of the well-established testing techniques. Tensile and creep
testing require that the size of the sample be sufficiently large to be clamped rigidly
by the sample holder without sliding. This is impossible for nanotubes using conven-
tional means. Secondly, the small size of the nanotube makes their manipulation rather
difficult, and specialized techniques are needed for picking up and installing individ-
ual nanostructure. Therefore, new methods and methodologies must be developed to
quantify the properties of individual nanotubes [2].

In this chapter, we first show the temperature driven in-situ process, which is one
of the most established application of TEM. Then we will described the theory and
techniques that have been developed for characterizing the properties of quasi-one-
dimensional nanostructures.
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2. THERMAL INDUCED SURFACE DYNAMIC PROCESSES OF NANOCRYSTALS

In-situ study of the temperature induced phase transformation, structural and chemical
evolution of nanocrystals is important for understanding the structure and structural
stability of nanomaterials. TEM is an ideal approach for conducting this type of exper-
iments, in which a specimen can be cooled down to the liquid nitrogen or liquid
helium temperatures or heated to 1200 ◦C. The in-situ process can be recorded at TV
rate for exhibiting the time and temperature dependent phenomena.

The large percentage of surface atoms in nanocrystals is the origin of their unique
properties. The melting point of a nanocrystal is much lower than the bulk melting
temperature [3]. The melting of Pt particles is taken as an example here [4]. Platinum
nanoparticles with a high percentage of cubic-, tetrahedral- and octahedral-like shapes,
respectively, have been synthesized by changing the ratio of the concentration of poly-
mer capping material (polyacrylate) to that of Pt2+ ions being reduced by H2 from
K2PtCl4 at room temperature [5]. Cubic and tetrahedral are the two most typical
shapes for the Pt nanocrystals. We now apply in-situ TEM to determine the stability
of particle shapes and the melting behavior.

Figure 1 shows a series of TEM images recorded from the same region when the
specimen temperature was increased from 25 to 610 ◦C. These images were selected
from a group of images to present the most significant changes in the particle shapes.
For easy notation, particles are labeled as groups to track their shape transformation
behavior. Most of the particle shapes showed no significant change when the specimen
temperature was below 350 ◦C (Figures 1a–c). Truncated cubic and tetrahedral particles
were formed when the temperature arrived 410 ◦C (Figure 1d). The corners and
edges of the particles were disappearing because the local atoms have higher energy.
The tetrahedral particles could still be identified even when the temperature reached
500 ◦C (Figure 1e), while the cubic particles became spherical when the temperature
was above 500 ◦C. This indicates that the tetrahedral particles are more stable than cubic
ones possibly because the {111} surfaces have lower surface energy than the {100}.
A feature observed in Figure 1 is that the tetrahedral shape of a particles indicated by
T1 and T3 was preserved when the specimen temperature was as high as 660 ◦C. This
is possibly due to the contact of the apexes of the particle with the adjacent particles,
so that the interparticle diffusion can still sustain the shape of the apexes. Our results
indicate that the surface capping polymer is removed by annealing the specimen to a
temperature of 180–250 ◦C, while the particle shape shows no change up to ∼350 ◦C.
In a temperature range of 350 to 450 ◦C, a small truncation occurs in the particle
shape but no major shape transformation. The particle shape experiences a dramatic
transformation into spherical-like shape when the temperature is higher than ∼500 ◦C
(the melting point of bulk Pt is 1773 ◦C).

←
Figure 1. A series of TEM images recorded in-situ from Pt nanocrystals dispersed on a carbon substrate
and being heated to different temperatures, exhibiting the shape transformation as well as surface melting
phenomenon of the particles at temperatures much lower than the melting point of the bulk. Models for
cubic and tetragonal polyhedra are also shown.
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2. MEASURING DYNAMIC BENDING MODULUS BY ELECTRIC FIELD INDUCED
MECHANICAL RESONANCE

For the characterization of the mechanical properties of nanotubes/nanowires/
nanobelts, the main challenge comes from the ultra small size of the object that pro-
hibits the application of conventional techniques. We first have to see the nanotube
and then measure it properties. There are two techniques having been developed for
this application. The first technique relies on the thermal vibration of the carbon
nanotube, and the second one depends on the electrically induced resonance of the
nanotubes, both of them were performed in TEM. The details of these techniques
will be described in following sections.

2.1. Young’s Modulus Measured by Quantifying Thermal Vibration Amplitude

To characterize the mechanical properties of individual nanotubes and correlates them
with the observed microstructure, one must do it using in-situ electron microscopy. A
striking feature noticed in Figure 2a is that a few nanotubes, indicated by arrowheads,
show blurring contrast towards the ends. A systematic measurement of the vibration
amplitude as a function of temperature shows that the blurring contrast is due to
the thermal induced vibration at the tip, and a quantitative analysis of the vibration
amplitude gives the Young’s modulus [6].

By assuming that a nanotube is equivalent to a clamped homogeneous cylindrical
cantilever of length L, with outer and inner radii R and Ri, respectively, the vibration
energy wn is related to the horizontal vibration amplitude u, for a given mode n, is
related to the Young’s modulus

wn = 1
2

Cnu2
n (1a)

where the effective spring constant for the motion of the tip is

Cn = πβ4
n Y
(
R4 − R4

i

) /
16L3 (1b)

the values of β0 = 1.8751 for the fundamental mode, β1 = 4.6941 and β2 = 7.8548
for the first two overtones, and R and Ri are the outer and inner diameters of the
nanotube. Because there are both elastic and kinetic energy degrees of freedom in a
vibrational mode, then <wn> = kBT for each vibration mode, with wn obeying the
Boltzmann distribution, and kB is the Boltzman constant. It can be proven that each
mode of a stochastically-driven oscillator has a Gaussian vibration probability profile
with a standard deviation of σn = (kBT/cn)1/2. With consideration all of the possible
modes, the standard deviation is given by

σ 2 = 16L3kT/πY
(
R4 − R4

i

)∑
n

β−4
n ≈ 0.4243L3kBT/Y

(
R4 − R4

i

)
(1b)

This is the equation that can be used to fit the experimentally measured mean-square
vibration amplitude <u2> of the nanotube (Fig. 2b). Thus, the Young’s modulus
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Figure 2. (a) A low magnification TEM image of carbon nanotubes grown by arc-discharging. The
thermal vibration can be directly seen at the tips of the nanotubes with a large aspect ration, as indicated
by an arrowhead. A high-resolution TEM image is inserted, which shows the inner and outer diameters of
a nanotube. (b) Plot of the mean-square vibration amplitude of a carbon nanotube measured in TEM as a
function of temperature. The length of the nanotube 5.1 μm, diameter 16.6 nm. The slope of the solid
line is 0.044 nm2K−1, which gives an effective Young’s modulus of 3.7 ± 0.2 TPa (data courtesy of Treacy
et al., 1996).

can be determined. The experimental data by Treacy et al. [6] for the multi-walled
nanotube (MWNT) is in the range of 1 TPa.

This technique is likely to be appropriate for nanotubes with smaller diameters and
longer lengths because the ones with larger diameters show no visible thermal vibration.
The inaccuracy of this type of measurements arises from inaccuracy in determining
the vibration amplitude experimentally, and in some cases, an error of more than 100%
can be yielded.

This technique has been extended to measure the Young’s modulus of individual
single-walled nanotubes (SWNTs) [7]. By measuring the vibration amplitude from
electron micrographs and assuming that the vibration modes are driven stochastically,
an average Young’s modulus of E = 1.25 TPa was found for SWNT, about 25% higher
than the currently accepted value of the in-plane modulus of graphite.

An alternative has been developed by Osakabe et al. [8] to measure the thermal
vibration frequency of a thin Pt wire. By placing the projected edge of a Pt wire
partially blocking a small hole drilled at the entrance aperture prior to the detector,
the intensity passing through the hole is modulated by the vibration of the wire. As
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a result of wire vibration, a Fourier transform of I(t ) gives the frequency-dependent
power spectrum of the vibration, allowing the resonance frequency and the � factor
to be measured. The advantage of this technique is the use of frequency information
of the vibration rather than the vibration amplitude, which is likely to give a better
accuracy for the measurements. The disadvantage is that this technique works well
for low frequency vibrations due to the unavailability of electron counter for high-
frequency vibration, technically limiting its application for smaller objects such as
carbon nanotubes.

2.2. Bending Modulus by Electric Field Induced Mechanical Resonance

TEM is a powerful tool for characterizing the atomic-scale structures of solid materials.
A modern TEM is a versatile machine that not only can provide a real space resolution
better than 0.2 nm, but also can give a quantitative chemical and electronic analysis
from a region as small as 1 nm. It is feasible to receive a full structure characterization
from TEM. A powerful and unique approach could be developed if we can integrate
the structural information of a nanostructure provided by TEM with the properties
measured in-situ from the same nanostructure [9, 10]. This is a powerful technique
that not only can provide the properties of an individual nanotube but also can give
the structure of the nanotube through electron imaging and diffraction, providing an
ideal technique for understanding the property-structure relationship. The objective
of this section is to introduce this technique and its applications.

2.2.1. Experimental Method

To carry out the property measurement of a nanotube, a specimen holder for an 100 kV
TEM was built for applying a voltage across a nanotube and its counter electrode
(Figure 3) [10, 11]. In the area that is loading specimen in conventional TEM, an
electromechanical system is built that allows not only the lateral movement of the tip,
but also applying a voltage across the nanotube with the counter electrode. This set
up is similar to the integration of scanning probe technique with TEM. The static and
dynamic properties of the nanotubes can be obtained by applying a controllable static
and alternating electric field.

The nanotubes used in the study is produced by an arc-discharge technique, and the
as-prepared nanotubes are agglomerated into a fiber-like rod. An TEM image recorded
from the vicinity of the tip is given in Fig. 4. The carbon nanotubes have diameters
5–50 nm and lengths of 1–20 μm and most of them are nearly defect-free. The fiber is
glued using silver past onto a gold wire, through which the electric contact was made.
The counter electrode is an Au/Pt ball of diameter ∼0.25 mm.

2.2.2. Electrostatic Deflection and Elastic Limit

Figure 5 shows TEM images of carbon nanotubes prior and after applying a 60 V
across the electrodes, showing static deflection due to electrostatic attraction. The
bright contrast of the two tubes is due to the opposite charges built on the tubes.
The nanotube can be bent reversibly over many cycles by turning on and off the
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Figure 3. A transmission electron microscope and a schematic diagram of the newly built specimen
holder for in-situ measurements.

Figure 4. TEM image showing carbon nanotubes at the end of the electrode and the other counter
electrode. A constant or alternating voltage can be applide to the two electrodes to induce electrostatic
deflection or mechanical resonance.
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Figure 5. Electrostatic deflection of carbon nanotubes induced by a constant field across the electrodes.
The induced charges are mainly accumulated at the tip.

applied voltage. The nanotube is very flexible, tough and elastic to a large-degree of
deformation, much higher than conventional materials.

2.2.3. The Fundamental Resonance Frequency and Nonlinear Effect

As demonstrated in Figure 5, a carbon nanotube can be charged by an externally applied
voltage; the induced charge is distributed mostly at the tip of the carbon nanotube
and the electrostatic force results in the deflection of the nanotube. Alternatively, if
an applied voltage is an alternating voltage, the charge on the tip of the nanotube is
also oscillating, so is the force. If the applied frequency matches the natural resonance
frequency of the nanotube, mechanical resonance is induced. By tuning the applied
frequency, the first and the second harmonic resonances can be observed (Figure 6).
The analysis of the information provided by the resonance experiments relies on the
theoretical model for the system. The most established theory for modeling mechanical
system is the continuous elasticity theory, which is valid for large size object. For atomic
scale mechanics, we may have to rely on molecular dynamics. The diameter of the



16. In-Situ Electron Microscopy for Nanomeasurements 501

Figure 6. A selected carbon nanotube at (a) stationary, (b) the first harmonic resonance (ν1 = 1.21 MHz)
and (c) the second harmonic resonance (ν2 = 5.06 MHz). The right-hand side shows the shape
predicted based on elasticity theory for a uniform macroscopic beam. (d) Vibration traces of an one-end
fixed beam predicted by elasticity theory.

nanotube is between the continuous model and the atomistic model, thus, we need to
examine the validity of applying the classical elasticity theory for the data analysis.

We have compared the following three characteristics between the results predicted
by the elasticity theory and the experimental results shown in Figure 6. First, the
theoretical node for the second harmonic resonance occurs at 0.8 L, and the experiment
showed ∼0.76 L. Secondly, the frequency ratio between the second to the first mode
is ν2/ν1 = 6.27 theoretically, while the observed one is ν2/ν1 = 5.7. The agreement
is reasonably well if one looks into the assumptions made in the theoretical model:
the nanotube is a uniform and homogeneous beam, and the root of the clamping
side is rigid. The latter, however, may not be realistic in practical experiment. Finally,
the shape of the nanotube during resonance has been compared quantitatively with
the shape calculated by the elasticity theory, and the agreement is excellent. Therefore,
we still can use the elasticity theory for the data analysis.

If the nanotube is approximated as a uniform solid bar with one end fixed on a
substrate, from classical elasticity theory, the resonance frequency is given by [12]

νi = β2
i

8π

1
L2

√(
D2 + D2

i

)
EB

ρ
(2)
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where D is the tube outer diameter, Di inner diameter, L the length, ρ the density,
and Eb the bending modulus. The resonance frequency is nanotube selective and it is
a specific number for a nanotube.

The correlation between the applied frequency and the resonance frequency of the
nanotube is not trivial. From Figure 5 we know that there are some electrostatic charges
built on the tip of the carbon nanotube. With consideration of the difference between
the surface work functions between the carbon nanotube and the counter electrode
(Au), a static charge exists even when the applied voltage is withdrawn. Therefore,
under an applied field the induced charge on the carbon nanotube can be represented
by Q = Q0 + αV0 cos ωt, where Q0 represents the charge on the tip to balance the
difference in surface work functions, α is a geometrical factor, and V0 is the amplitude
of the applied voltage. The force acting on the carbon nanotube is

F = β(Q0 + αV0 cos ωt )V0 cos ωt
= αβV2

0

/
2 + βQ0V0 cos ωt + αβV2

0

/
2 cos 2ωt, (3)

where β is a proportional constant. Thus, resonance can be induced at ω and 2ω at
vibration amplitudes proportional to V0 and V0

2, respectively. The former is a linear
term in which the resonance frequency equals to the applied frequency, while the latter
is a non-linear term and the resonance frequency is twice of the applied frequency. In
practical experiments, the linear and non linear terms can be distinguished by observing
the dependence of the vibration amplitude on the magnitude of the voltage V0. This
is an important process to ensure the detection of the linear term.

Another factor that one needs to consider is to identify the true fundamental res-
onance frequency. From Eq. (2), the frequency ratio between the first two modes is
6.27. In practice, if resonance occurs at ω, resonance could also occur at 2ω, which is
the double harmonic. To identify the fundamental frequency, one needs to examine
the resonance at a frequency that is half or close to half of the observed resonance
frequency; if no resonance occurs, the observed frequency is the true fundamental
frequency.

The diameters of the tube can be directly determined from TEM images at a high
accuracy. The determination of length has to consider the 2-D projection effect of the
tube. It is essential to tilt the tube and to catch its maximum length in TEM, which is
likely to be the true length. This requires a TEM that gives a tilting angle as large as
of ± 60◦. Also the operation voltage of the TEM is important to minimize radi-
ation damage. The 100 kV TEM used in our experiments showed almost no
detectable damage to a carbon nanotube, while a 200 kV electrons could quickly
damage a nanotube. The threshold for radiation damage of carbon nanotubes
is ∼150 kV.

2.2.4. The “Rippling” and “Buckling” Effect

After a systematic study of the multi-walled carbon nanotubes, the bending modulus
of nanotubes was measured as a function of their diameters (Figure 7). The bending
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Figure 7. Bending modulus of the MWNT produced by arc-discharge as a function of the outer
diameter of the nanotube. The inner diameter of the nanotubes is ∼5 nm, independent of the outer
diameter. The FWHM of the resonance peak is inserted.

modulus is as high as 1.2 TPa (as strong as diamond) for nanotubes with diameters
smaller than 8 nm, and it drops to as low as 0.2 TPa for those with diameters larger
than 30 nm. A decrease in bending modulus as the increase of the tube diameter
is attributed to the wrinkling effect of the wall of the nanotube during small bend-
ing. For nanotubes bending to a large-degree of deformation, the rippling effect can
be directly observed with TEM, as shown in Figure 8. The deformation is elastic
and the nanotube recovers its shape after relieving. This effect is pronounced espe-
cially for larger size nanotubes, thus the geometrical shape makes significant contribu-
tion to the measured bending modulus (different from Young’s modulus). However,
with the decrease in nanotube diameter, the bending modulus approaches the Young’s
modulus.

The Young’s modulus is a quantity that is defined to characterize the interatomic
interaction force, and it is the double differentia of the bonding energy curve between
the two atoms. The ideal case is that it is an intrinsic property at the atomic level
and is independent of the sample geometry. For the nanotube case, the bending of a
nanotube is determined not only by the Young’s modulus, but also by the geometrical
shape of the nanotube, such as the wall thickness and tube diameter. What we have
measured by the in-situ TEM experiments is the bending modulus.

Theoretical investigation by Liu et al. [13] suggests that the equation (5) used for the
analysis is based on the linear analysis, which is valid for small amplitude of vibration;
for large vibration amplitude, the nonlinear analysis may have to be used. Based on
the non-linear elasticity theory, they have successfully explained the rippling effect
observed experimentally by Poncharal et al. [9]. In practical experiments, the resonance
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Figure 8. TEM image of a carbon nanotube after deformed to a large arc, showing the rippling effect
of the graphitic layers to absorb the deformation energy and strain (Image courtesy of Dr. D. Ugarte).

frequency shows no drift as the vibration increases to as large as 30◦, suggesting that
the frequency measured can still be quantified using the linear analysis.

2.2.5. Effect from Defects on Bending Modulus

We know that the ultra-high mechanical strength of carbon nanotubes produced by
arc discharge are due to their structural perfectness and uniformity. For applications
in flat panel display and composite materials, aligned carbon nanotube arrays pro-
duced by catalyst assisted pyrolysis [14, 15, 16] are very attractive. From the structural
point of view, carbon nanotubes produced by chemical synthesis are very different
from those produced by arc-discharge, in that the former contain a higher density of
point defects because of the introduction of pentagons and/or heptagons. We have
applied the approach demonstrated in the last section for measurements the bending
modulus of the carbon nanotubes with the presence of a high density of point defects
[17], and the experimental results are summarized in Table 1. The bending modulus
of nanotubes with point defects was ∼30 GPa, which is about a factor of 7 smaller
than the bending modulus of the same size of nanotubes that were grown by an arc-
discharge technique. Therefore, the experimental approach demonstrated here pro-
vides solid data on structure and property for theoretical modeling of nano-scale wire
systems.

The in-situ TEM technique demonstrated here provides a powerful approach
towards nanomechanics of fiber-like nanomaterials with well-characterized structures.
It can be applied to measure the mechanical properties of a wide range of nanowires,
such as SiC, silica and Si nanowires, regardless their electrical conductivity. This is a
universal approach for nanomechanics.
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Table 1. Bending Modulus of Carbon Nanotubes Produced the Bending Modulus of Individual Carbon
Nanotubes from Aligned Arrays Grown by Pyrolysis was Measured by in-situ Electromechanical
Resonance in Transmission Electron Microscopy.

Outer diameter Inner diameter Length L(μm) Frequency
Nanotube D(nm)(±1) D1(nm)(±1) (±0.05) ν(MHz) Eb(GPa)

1 33 18.8 5.5 0.658 32 ± 3.6
2 39 19.4 5.7 0.644 26.5 ± 3.1
3 39 13.8 5 0.791 26.3 ± 3.1
4 45.8 16.7 5.3 0.908 31.5 ± 3.5
5 50 27.1 4.6 1.420 32.1 ± 3.5
6 64 27.8 5.7 0.968 23 ± 2.7

Figure 9. A small particle attached at the end of a carbon nanotube at (a) stationary and (b) first harmonic
resonance (ν = 0.968 MHz). The effective mass of the particle is measured to be ∼22 fg (1 f = 10−15).

2.2.6. The Nanobalance

In analogy to a spring pendulum, the mass of a particle attached at the end of the
spring can be determined if the vibration frequency is measured, provided that the
spring constant is calibrated. This principle can be adopted to determine a very tiny
mass attached at the tip of the free end of the nanotube. The resonance frequency
drops more than ∼40% as a result of adding a small mass at its tip (Figure 9). The
mass of the particle can be thus derived by a simple calculation using an effective mass
in the calculation of the momentum of inertia. This newly discovered “nanobalance”
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has been shown to be able to measure the mass of a particle as small as 22 ± 6 fg
(1f = 10−15).

3. YOUNG’S MODULUS OF COMPOSITE NANOWIRES

Composite silicon carbide-silica nanowires have been synthesized by a solid-vapor pro-
cess [18]. The as-synthesized materials are grouped into three basic nanowire struc-
tures: pure SiOx nanowires, coaxially SiOx sheathed β-SiC nanowires, and biaxial
β-SiC-SiOx nanowires. Figure 10 depicts a TEM image of the nanowires and their
cross-section images, showing the coaxial and biaxial structures. The nanowires are
uniform with diameter 50–80 nm, and a length that can be as long as 100 μm. The
coaxial SiC-SiOx nanowires have been extensively studied, and have a <111> growth
direction with a high density of twins and stacking faults perpendicular to the growth
direction.

The synthesized nanowires could be potentially useful for high-strength compos-
ites, in which the mechanical properties are critical. The technique demonstrated in
section 2.2 can be applied to measure the Young’s modulus of the composite nanowires.
For a beam with one end hinged and the other free, the resonance frequency is
given by:

ν0 = (β2/2π )(EI/m )1/2/L2, (4)

where ν0 is the fundamental resonance frequency, β = 1.875, EI is the flexural rigidity
(or bending stiffness), E is the Young’s modulus, I is the moment of inertia about a
particular axis of the rod, L is the length of the beam, and m is its mass per unit length.
For a uniform solid beam with For a coaxial cable structured nanowire whose core
material density is ρ c and diameter is Dc and a sheath material density that is ρs with
outer diameter Ds, the average density of the nanowire is given by

ρe = ρc
(
D2

c

/
D2

s

)+ ρs
(
1 − D2

c

/
D2

s

)
. (5)

The effective Young’s modulus of the composite nanowire, Eeff, is

Eeff = ρe
[
8π f0L2/β2 Ds

]2
(6)

The bending modulus for the coaxial cable structured SiC-SiOx nanowires results in
combination from SiC and SiOx, where the contribution from the sheath layer of
SiOx is more than that from the SiC core because of its larger flexural rigidity (or
bending stiffness). The bending modulus increases as the diameter of the nanowire
increases (Table 2), consistent with the theoretically expected values of Eeff = αESiC +
(1 – α)ESilica, where α = (Dc/Ds)4. The data match well to the calculated values for
larger diameter nanowires.

From the cross-sectional TEM image of a biaxially structured nanowire, the outer-
most contour of the cross-section of the nanowire can be approximated to be elliptical.
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Figure 10. (a, b) TEM images of the coaxial and biaxial structured SiC-SiOx nanowires, and (c, d) the
cross-sectional TEM images, respectively.

Thus, the effective Young’s modulus of the nanowire can be calculated using Eq. (6)
with the introduction of an effective moment of inertia and density. For an ellipti-
cal cross-section of half long-axis a and half short-axis b, the moments of inertia are
Ix = πab3/4, and Iy = πba3/4, where a and b can be calculated from the widths
of the composite nanowire. With consideration of the equal probability of resonance
with respect to the x and y axes, the effective moment of inertia introduced in the
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Table 2. Measured Young’s Modulus of Coaxial Cable Structured SiC-SiOx Nanowires (SiC is the Core,
and Silica is the Sheath) (ρSilica = 2.2 × 103 kg/m3; ρSic = 3.2 × 103 kg/m3). The Young’s Modulii of
the Bulk Materials are ESiC = 466 GPa and ESilica = 73 GPa.

Ds (nm) Dc (nm) L (μm) f0 Eeff(GPa) Eeff(GPa)
(±2 nm) (±1 nm) (±0.2 μm) (MHz) Exp. Theo.

51 12.5 6.8 0.693 46 ± 9.0 73
74 26 7.3 0.953 56 ± 9.2 78
83 33 7.2 1.044 52 ± 8.2 82

132 48 13.5 0.588 78 ± 7.0 79
190 105 19.0 0.419 81 ± 5.1 109

Table 3. Measured Young’s Modulus of Biaxially Structured SiC-SiOx Nanowires. Dwire and DSiC are
the Widths Across the Entire Nanowire and Across the SiC Sub-Nanowire, respectively.

Dwire (nm) (± 2 nm) DSiC (nm) (± 1 nm) L (μm)(± 0.2 μm) f0 (MHz) Eeff (GPa)Exp.

58 24 4.3 1.833 54 ± 24.1
70 36 7.9 0.629 53 ± 8.4
83 41 4.3 2.707 61 ± 13.8
92 47 5.7 1.750 64 ± 14.3

calculation is taken to be approximately I = (Ix + Iy)/2, and the density per unit length is
meff = ASiC ρSiC + ASilica ρSilica, where ASiC and ASilica are the cross-sectional areas of
the SiC and SiOx sides, respectively. The experimentally measured Young’s modulus
is given in Table 3.

4. BENDING MODULUS OF OXIDE NANOBELTS

4.1. Nanobelts

In the literature, there are a few names being used for describing one-dimensionally
elongated structures, such as nanorod, nanowire, nanoribbon, nanofiber and nanobelts.
When we named the nanostructures to be “nanobelts” [19], we mean that the nanos-
tructure has specific growth direction, the top/bottom surfaces and side surfaces are
well defined crystallographic facets. The requirements for nanowires are less restrictive
than for nanobelts because a wire has a specific growth direction but its side surfaces
may not be well defined, and its cross-section may not be uniform nor specific shape.
Therefore, we believe that nanobelts are more structurally controlled objects than nanowires,
or simply a nanobelt is a nanowire that has well-defined side surfaces. It is well known
that the physical property of a carbon nanotube is determined by the helical angle
at which the graphite layer was rolled up. It is expected that, for thin nanobelts and
nanowires, their physical and chemical properties will depend on the nature of the side
surfaces.

The most typical nanobelt is ZnO (Figure 11a), which has a distinct in cross section
from the nanotubes or nanowires [19]. Each nanobelt has a uniform width along its
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Table 4. Crystallographic Geometry of Functional Oxide Nanobelts.

Nanobelt Crystal Structure Growth Direction Top Surface Side Surface

ZnO Wurtzite [0001] or [011̄0] ±(21̄1̄0) or ±(21̄1̄0) ±(011̄0) or ±(0001)
Ga2O3 Monoclinic [001] or [010] ±(100) or ±(100) ±(010) or ±(101̄)
t-SnO2 Rutile [101] ±(101̄) ±(010)
o-SnO2 wire Orthorhombic [010] ±(100) ± (001)
In2O3 C-Rare earth [001] ±(100) ±(010)
CdO NaCl [001] ±(100) ±(010)
PbO2 Rutile [010] ±(201) ±(101̄)

Figure 11. (a) TEM image of ZnO nanobelts synthesized by a solid-vapor phase technique.
(b) High-resolution TEM image of a ZnO nanobelt with incident electron beam direction along [21̄1̄0].
The nanobelt grows along [0001], with top/bottom surfaces (21̄1̄0) and side surfaces (011̄0).

entire length, and the typical widths of the nanobelts are in the range of 50 to 300 nm.
A ripple-like contrast appeared in the TEM image is due to strain resulted from the
bending of the belt. High-resolution TEM (HRTEM) and electron diffraction studies
show that the ZnO nanobelts are structurally uniform, single crystalline and dislocation
free (Figure 11b).

There are a few kinds of nanobelts having been reported in the literature. Table 4
summarizes the nanobelt structures of function oxides [19, 20, 21, 22, 23, 24]. Each
type of nanobelts is defined by its crystallographic structure, the growth direction, top
surfaces and side surfaces. Some of the materials can grow along two directions, but
they can be controlled experimentally. Although these materials belong to different
crystallographic families, but they do have a common faceted structure, which is the
nanobelt structure. In addition, nanobelts of Cu(OH)2 [25], MoO3 [26, 27], MgO
[28, 29], and CuO [30].
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Figure 12. A selected ZnO nanobelt at (a, b) stationary, (c) the first harmonic resonance in x direction,
νx1 = 622 kHz, and (d) the first harmonic resonance in y direction, νy1 = 691 kHz. (e) An enlarged image
of the nanobelt and its electron diffraction pattern (inset). The projected shape of the nanobelt is apparent.
(f) The FWHM of the resonance peak measured from another ZnO nanobelt. The resonance occurs
at 230.9 kHz.

4.2. Dual-Mode Resonance of Nanobelts

Due to the mirror symmetry and its rectangular cross-section of the nanobelt (Fig. 12a),
there are two distinct fundamental resonance frequencies corresponding to the vibra-
tion in the thickness and width directions, which are given from the classical elasticity
theory as [31]

νx = β2
1 T

4π L2

√
Ex

3ρ
, (7)

νy = β2
1 W

4π L2

√
Ey

3ρ
, (8)

where β1 = 1.875; Ex and Ey are the bending modulus if the vibration is along x-axis
(thickness direction) and y direction (width direction), respectively; ρ is the density, L
is the length, W is the width and T is the thickness of the nanobelt. The two modes
are decoupled and they can be observed separately in experiments.
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Table 5. Bending Modulus of the ZnO Nanobelts. Ex and Ey Represents the Bending Modulus
Corresponding the Resonance Along the Thickness and Width Directions, respectively.

Fundamental Bending Modulus
Fequency (kHz) (GPa)Length Width Thickness

L (μm) W (nm) T (nm)
Nanobelt (±0.05) (±1) (±1) W/T νx1 νy1 νy1/νx1 Ex Ey

1 8.25 55 33 1.7 232 373 1.6 46.6 ± 0.6 50.1 ± 0.6
2 4.73 28 19 1.5 396 576 1.4 44.3 ± 1.3 45.5 ± 2.9
3 4.07 31 20 1.6 662 958 1.4 56.3 ± 0.9 64.6 ± 2.3
4 8.90 44 39 1.1 210 231 1.1 37.9 ± 0.6 39.9 ± 1.2

Changing the frequency of the applied voltage, we found two fundamental fre-
quencies in two orthogonal directions transverse to the nanobelt [31]. Figures 12c and
12d show the harmonic resonance with the vibration planes nearly perpendicular and
parallel to the viewing direction, respectively. For calculating the bending modulus,
it is critical to accurately measure the fundamental resonance frequency (ν1) and the
dimensional sizes (L and T or W) of the investigated ZnO nanobelts. To determine ν1,
we have checked the stability of resonance frequency to ensure one end of nanobelt is
tightly fixed, and the resonant excitation have been carefully checked around the half
value of the resonance frequency.

4.3. Bending Modulus of Nanobelt

The geometrical parameters are the key for derivation of the mechanical property
from the measured resonance frequencies. The specimen holder is rotated about its
axis so that the nanobelt is aligned perpendicular to the electron beam, thus, the real
length (L) of the nanobelt can be obtained. The normal direction of the wide facet
of the nanobelt could be firstly determined by electron diffraction pattern, which
was [21̄1̄0] for the ZnO nanobelt. Then the nanobelt was tilted from its normal
direction by rotating the specimen holder, and the tilting direction and angle were
determined by the corresponding electron diffraction pattern. As shown in the inset
of Fig. 12e, the electron beam direction is [11̄00]. The angle between [11̄00] and
[21̄1̄0] is 30◦, i.e. the normal direction of the wide facet of this nanobelt is 30◦ tilted
from the direction of the electron beam. Using the projected dimension measured
from the TEM image (Fig. 12e), the geometrical parameters of this nanobelt are
determined to be W = 28 nm and T = 19 nm. Based on the experimentally measured
data, the bending modulus of the ZnO nanobelts is calculated using Eq. (7) and
Eq. (8). The experimental results are summarized in Table 5 [31]. The bending modulus
of the ZnO nanobelts was ∼52 GPa. This value represents the modulus that includes
the scaling effect and geometrical shape, and it cannot be directly compared to the
Young’s modulus of ZnO (c33 = 210 GPa, c13 = 104 GPa) [32], because the shape of
the nanobelt and the anisotropic structure of ZnO are convoluted in the measurement.
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The bending modulus measured by the resonance technique, however, has excellent
agreement with the elastic modulus measured by nanoindentation for the same type
of nanobelts [33].

Although nanobelts of different sizes may have slight difference in bending modulus,
there is no obvious difference if the calculation was done using either Eq. (7) or Eq. (8).
The ratio of two fundamental frequencies νy1/νx1 is consistent to the aspect ratio W/T,
as expected from Eqs. (7) and (8), because there is no significant difference between
Ex and Ey.

5. NANOBELTS AS NANOCANTILEVERS

Cantilever based scanning probe microscopy (SPM) technique is one of the most
powerful approaches in imaging, manipulating and measuring nanoscale properties
and phenomena. The most conventional cantilever used for SPM is based on silicon,
Si3N4 or SiC, which is fabricated by e-beam or optical lithography technique and has
typically dimension of thickness of ∼100 nm, width ∼5 μm and length ∼50 μm.
Utilization of nanowire and nanotube based cantilever can have several advantages for
SPM. Carbon nanotubes can be grown on the tip of a conventional cantilever and be
used for imaging surfaces with a large degree of abrupt variation in surface morphology
[34, 35]. We demonstrate here the manipulation of nanobelts by AFM and its potential
for as nanocantilevers [36].

Combining MEMS technology with self-assembled nanobelts we are able to pro-
duce cost effective cantilevers with much heightened sensitivity for a range of devices
and applications. Force, pressure, mass, thermal, biological, and chemical sensors are all
prospective devices. Semiconducting nanobelts are ideal candidates for cantilever appli-
cations. Structurally they are defect free single crystals, providing excellent mechanical
properties. The reduced dimensions of nanobelt cantilevers offer a significant increase
in cantilever sensitivity. The cantilevers under consideration are simple in design and
practice. Using a Dimension 3000 SPM in Tapping Mode, we have successfully lifted
ZnO nanobelts from a silicon substrate. Capillary forces are responsible for the adhe-
sion strength between the atomic force microscope probe and the ZnO nanobelts.
Combining the aforementioned techniques with micromanipulation has led to the
alignment of individual ZnO nanobelts onto silicon chips (Fig. 13). The aligned ZnO
cantilevers were manipulated to have a range of lengths. This exemplifies our ability
to tune the resonance frequency of each cantilever and thus modify cantilevers for
different applications such as Tapping and Contact Mode AFM. The nanobelt based
nanocantilever is ∼50–1000 times smaller than the conventional cantilever. Decreased
size in micro-optical mechanical devices corresponds to increased sensitivity. Combin-
ing the aforementioned techniques with micromanipulation has led to the horizontal
alignment of individual ZnO nanobelts onto silicon chips (Fig. 13). This exempli-
fies our ability to tune the resonance frequency of each cantilever and thus mod-
ify cantilevers for different applications such as Contact, Non-Contact, and Tapping
Mode AFM.
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Figure 13. Site specific placement and alignment of ZnO nanobelts onto a silicon chip, forming
nanocantilever arrays. The inset is an enlarged SEM image of the third nanocantilever showing its shape;
the width of the cantilever was measured to be 525 nm.

6. IN-SITU FIELD EMISSION FROM NANOTUBE

Field emission, one of the most promising applications of carbon nanotubes, has been
extensively studied. Several quantities have been defined to characterize the field emis-
sion performance of a material. Besides the work function, the turn-on field (Eto) and
threshold field (Ethr) for electron emission, defined as the macroscopic fields needed
to produce a current density of 10 μA/cm2 and 10 mA/cm2, respectively, are the
two most typical parameters. The characterization of the field emission properties
of carbon nanotubes uses the arrays of aligned carbon nanotubes. By specifying the
distance between the tips of the nanotube to the cathode, the measured results are a
statistical average of the nanotubes with a wide range distribution in diameters and
lengths. The theory used for the data analysis still relies on the Fowler−Nordheim
equation, which was derived for a semi-infinitive metal surface. For the carbon nan-
otubes, the geometry of the anode is an array of carbon nanotubes and the electrons
are emitted from the tips. The success of growing highly aligned carbon nanotubes is
a major advanced for field emission application [37, 38].

7. WORK FUNCTION AT THE TIPS OF NANOTUBES AND NANOBELTS

An important physical quantity in electron field emission is the surface work function,
which is well documented for elemental materials. For the emitters such as carbon
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Figure 14. (a) Schematic diagram showing the static charge at the tip of carbon nanotube as a result of
difference in work functions between the nanotube and the gold electrode. (b) Schematic experimental
approach for measuring the work function at the tip of a carbon nanotube.

NTs, most of the electrons are emitted from the tips of the carbon NTs, and it is
the local work function that matters to the properties of the NT field emission. The
work function measured from the ln( J/E2) versus 1/E characteristics curve, where
E is the macroscopic applied electric field that is an average over all of the aligned
carbon NTs that are structurally divers in diameters, lengths and helical angles. We
have developed a technique for the measurement the work function at the tip of a
single carbon nanotube [39].

Our measurement is based on the electric field induced mechanical resonance of car-
bon nanotubes. The principle for work function measurement is schematically shown
in Figure 14a. We consider a simple case in which a carbon nanotube, partially soaked
in a carbon fiber produced by arc-discharge, is electrically connected to a gold ball.
Due to the difference in the surface work functions between the NT and the counter
Au electrode, a static charge Q0 exists at the tip of the NT to balance this potential
difference even at zero applied voltage [40]. The magnitude of Q0 is proportional to
the difference between work functions of the Au electrode and the NT tip (NTT),
Q0 = α(WAu−WNTT), where α is related to the geometry and distance between the
NT and the electrode.

The measurement relies on the mechanical resonance of the carbon NT induced by
an externally applied oscillating voltage with tunable frequency. In this case, a constant
voltage VDC and an oscillating voltage VAC cos 2π ft are applied onto the NT, as shown
in Figure 14b, where f is the frequency and VAC is the amplitude. The total induced
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charge on the NT is

Q = Q0 + αe(VDC + VAC cos 2π f t ). (9)

The force acting on the NT is proportional to the square of the total charge on the
nanotube

F = β[Q0 + αe (VDC + VAC cos 2π f t )]2

= α2β
{[

(WAu − WNTT + e VDC)2 + e 2V2
AC

/
2
]

+ 2e VAC (WAu − WNTT + e VDC) cos 2π f t + e 2V2
AC

/
2 cos 4π f t

}
(10)

where β is a proportional constant. In Eq. (10), the first term is constant and it
causes a static deflection of the carbon NT; the second term is a linear term, and
the resonance occurs if the applied frequency f approaches the intrinsic mechanical
resonance frequency f0 of the carbon NT (Figure 15a). The last term in Eq. (10) is the
second harmonics. The most important result of Eq. (10) is that, for the linear term,
the resonance amplitude A of the NT is proportional to VAC(WAu−WNTT + eVDC).
By fixing the VDC and measuring the vibration amplitude as a function of VAC, a linear
curve is received (Figure 15c).

Experimentally, we first set VDC = 0 and tune the frequency f to find the mechanical
resonance induced by the applied field. Secondly, under the resonance condition of
keeping f = f0 and VAC constant, slowly change the magnitude of VDC from zero to a
value that satisfies WAu−WNTT + eVDC0 = 0 (Figure 15b); the resonance amplitude
A should be zero although the oscillating voltage is still in effect. VDC0 is the x-axis
interception in the A ∼ VDC plot (Figure 15d). Thus, the tip work function of the
NT is WNTT = WAu + eVDC0 [39].

Several important factors must be carefully checked to ensure the accuracy of the
measurements. The true fundamental resonance frequency must be examined to avoid
higher order harmonic effects. The resonance stability and frequency-drift of the car-
bon nanotubes must be examined prior and post each measurement to ensure that the
reduction of vibration amplitude is solely the result of VDC. The NT structure suffers
no radiation damage at 100 kV, and the beam dosage shows no effect on the stability
of the resonance frequency. Figure 16 gives the plot of the experimentally measured
VDC0 as a function of the outer diameter of the carbon NTs. The data show two dis-
tinct groups: −0.3 to −0.5 eV and ∼ +0.5 eV. The work function shows no sensitive
dependence on the diameters of the NTs at least in the range considered here. 75%
of the data indicate that the tip work function of carbon NTs is 0.3 to 0.5 eV lower
than the work function of gold (WAu = 5.1 eV), while 25% of the data show that
the tip work function is ∼0.5 eV higher than that of gold. This discrepancy is likely
due to the nature of some nanotubes being conductive and some being semiconduc-
tive, depending on their helical angles. In comparison to the work function of carbon
(WC = 5.0 eV), the work function at the tip of a conductive multiwalled carbon NT
is 0.2–0.4 eV lower. This is important for electron field emission.
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Figure 15. (a) Mechanical resonance of a carbon nanotube induced by an oscillating electric field;
(b) Halting the resonance by meeting the condition of WAu−WNTT + eVDC0 = 0. (c) A plot of
vibration amplitude of a carbon nanotube as a function of the amplitude of the applied alternating voltage
VAC. (d) A plot of vibration amplitude of a carbon nanotube as a function of the applied direct current
voltage VDC, while the applied frequency is 0.493 MHz and VAC = 5 V.
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Figure 16. The experimentally measured VDC0 as a function of the outer diameter of the carbon
nanotube.

The technique demonstrated here has also been applied to measure the work func-
tion at the tips of ZnO nanobelts [41].

8. MAPPING THE ELECTROSTATIC POTENTIAL AT THE NANOTUBE TIPS

It is known that the electrons are emitted from the tips of carbon nanotubes. The
accumulated charges at the tips create intensive local electric field. The images shown
in Figure 17 clearly show the potential distribution around the nanotube tip, but the
quantification of the potential is not trivial, simply because that the image contrast
shown in Figure 17 strongly depends on the size of the objective aperture and the
defocus value. Quantitative mapping of the electric potential has to be done properly
using the electron holography, through which the electron phase introduced by the
potential can be retrieved.

An important application of electron holography is to retrieve the phase of the
electron wave after interaction with a specimen. For simplicity, the non-relativistic
approximation is made. When an electron enters a space with an electrostatic field
distribution V(x, y, z), the electron wave length is changed to conserve the total
energy. The relative phase shift of the electron wave with respect to the reference wave is

φ(x, y) = σ

∞∫
−∞

dz V(x, y, z), (11)
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Figure 17. (a) Bright and (b, c) dark field images of carbon nanotubes recorded by selecting the electrons
scattered off the center beam due to the electrostatic deflection produced by the nanotubes under an
applied voltage of 40 V, showing the electric field distribution at the tips, from where the electrons are
emitting.

which is proportional to the projected potential of the object along the incident beam
direction. For a homogeneous specimen with constant thickness, in addition to the
average potential introduced by the atoms in the crystal, charge barrier can be created
at interfaces and defects. If the former contributes only a background, the latter can be
retrieved experimentally. Electron holography has been applied to map the distribution
of electrostatic charge in space [42].

The holographic technique has been applied to image the potential distribution
around the tip of the nanotubes [43], as shown in Figure 18. The result shows that
the electron emission and associated electric field is concentrated at the tip of the
nanotube, as expected. The electric field magnitude and distribution are stable in time,
even in cases where the nanotube field emission current exhibits extensive temporal
fluctuations.

6. FIELD EMISSION INDUCED STRUCTURAL DAMAGE

Due to the large aspect ratio of carbon nanotubes, the electric field at the tips of the
nanotubes can be rather large, thus, the local temperature could be very high at field
emission. It is possible to induce structural damage at the tips. The classical definition
of turn on field Et = V/d, where V is the applied voltage and d is the distance from the
tip of the field emitter to the surface of the counter electrode, may not be an adequate
measurement on the local field at the tips of the carbon nanotube, due to its sharp
needle geometry.
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Figure 18. Electron phases image of a carbon nanotube prior and after applying 70 V of external electric
voltage (Courtesy of Dr. A. Zettl).

An important phenomenon of our study is the observation of structural damage of
a carbon nanotube during field emission under a higher voltage [44]. This study is
useful in determining the structural stability of the nanotubes. Figure 19 shows a series
of images of a nanotube that was being damaged by an applied voltage. The structural
damage is apparent as the applied voltage increases. The damage occurs in such a way
that the walls of the nanotubes are split patch-by-patch and segment-by-segment. A
closer image of the splitting is shown in Fig. 19e. This damage process is different
from the unraveling process proposed by Rinzler et al. [45], who believed that the
nanotubes are damaged following a string-by-string removing of the carbon atoms
along the circumference of the graphitic layer.

Figure 19 shows a “stripping” process of a carbon nanotube under the applied
electric field. The diameter and length of the nanotube A decrease as it being damaged
by the field. This is a sharpening process of the multiwalled nanotube. The structure
of nanotube B is almost totally damaged by the field and finally becomes a graphitic
structure.

The mechanisms of the field-induced damage are believed due to two processes.
One, the electrostatic force acting on the tip of the nanotube can split the nanotube
piece-by-piece and segment-by-segment, such as the one shown in Fig. 19. The second
process is likely due to the local temperature created by the flow of emission current,
which may “burn” the nanotube layer-by-layer, resulting in the sharpening at the
nanotube tip. This process has recently been used for removing the walls of carbon
nanotubes [46, 47].

It was reported by Rinzler et al. [45] that the current emitted by nanotubes fluctuates
almost randomly as a function of time at the time scale of a couple of seconds, and
this phenomenon was interpreted owing to a unraveling process of the carbon atom
ring. Through in-situ TEM observation, we found that the fluctuation in emission
current is due to a “head-shaking” effect of the nanotube while emitting electrons
[44]. As shown in Fig. 5, the nanotube bends toward the counter electrode at an
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Figure 19. “Splitting” process in structural damage. (a–d) A series of TEM images showing the
structural damage of a carbon nanotube during field emission, in which the applied voltage and the
emission current are: (a) V = 80 V, I = 10 μA, (b) V = 90 V, I = 40 μA, (c) V = 110 V, I = 100 μA, and
(d) V = 130 V, I = 250 μA. The distance from the tip of the nanotube to the counter electrode
was ∼2 μm. (e) A nanotube that is experiencing the splitting of its outer layers during the damage.

applied voltage. The emission of electrons from a nanotube is like to be a “ballistic”
emission process in which the electrons are emitted as groups, although each emission
can release many electrons. When the nanotube is fully charge prior to emission, the
distance between the nanotube tip and the counter electrode is the smallest due to
the strongest electrostatic attraction; as soon as the electrons are emitted as a group,
the electrostatic force between the nanotube and the electrode drops slightly, resulting
in the recovery of the nanotube shape and a larger distance from the electrode. The
head-shaking of the nanotube due to “ballistic” emission results in a variation in the
distance of its tip from the electrode, thus, leads to a fluctuation in the emission current.
This may also account for the blinking of emission current from carbon nanotubes.
The ballistic emission is possible because the small size of a nanotube that can only
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hold a small amount of electrons at its tip. A rough estimation indicates that loosing
one electron at the tip can change the tip potential by ∼0.15 V for a 20 nm diameter
nanotube. The head-shaking is a result of its large aspect ratio that leads to body swing
during field emission.

7. NANOTHERMOMETER AND NANOBEARING

There other interesting experiments having been carried out using in-situ TEM. Gao
and Bando [48] have demonstrated a nanothermometer. By trapping liquid gallium in a
closed carbon nanotube during the nanotube growth, a nano-thermometer is naturally
formed. The gallium level increases linearly with temperature with repeatability.

MWNTs are composed of concentric graphitic walls. The bonding between the
shells is van der Waals, thus the inter-wall linkage is rather weak. Thus, sliding between
the walls is possible. By opening one end of a MWNT, Cummings and Zettl [49]
have demonstrated the ultralow-friction nanoscale linear bearings and constant-force
nanosprings. The inner walls can be repeatability reversibly pulled out by the elec-
trostatic force and self-sucked in. Repeated extension and retraction of telescoping
nanotube segments revealed no wear or fatigue on the atomic scale. Hence, these
nanotubes may constitute near perfect, wear-free surfaces.

8. IN-SITU TRANSPORT MEASUREMENT OF NANOTUBES

Electrical transport in single-walled nanotubes (SWNTs) and multi-walled nanotubes
(MWNTs) is of great importance for their applications in electronics [50]. The elec-
tronic band structure of SWNTs is well known: depending on the helicity and statis-
tically in 1/3 of the cases, a tube has two one-dimensional subbands (channels) that
intercept the Fermi level, giving rise to metallic conduction. More precisely, only arm-
chair tubes are gapless: all others are often referred to as metallic although small gaps
that are introduced by curvature effects of the order of 10 meV for 1.4 nm diameter
SWNTs effect transport at low temperatures. The gap diminishes with increasing tube
diameter. Measurements of nanotube conductance mainly use two techniques. Using
lithographically made gold electrodes, a carbon nanotube is laid down across two or
four electrodes, and the I–V characteristic is measured [51, 52]. The other technique
takes the advantage of using liquid mercury as a soft contacting electrode, a nanotube
is inserted into the mercury and the conductance is monitored as a function of the
depth that the nanotube is inserted into the mercury [53]. The latter has been carried
out in-situ in TEM. A comprehensive review about all of the existing literature and
the comparison of data in electrical characterization can be found from ref. [54].

8.1. Ballistic Quantum Conductance at Room Temperature

Our original technique for measuring the conductance of a structurally perfect nan-
otube involved two contact measurements on free-standing MWNTs in-air [53]. An
arc-produced fiber composed of MWNTs was attached to a conducting tip of a scan-
ning probe microscope and dipped into various liquid metals. The conductance was
recorded as a function of the depth Z that the nanotube penetrated into the liquid
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Figure 20. In-situ TEM image showing the conductance measurement through a single carbon
nanotube. The inset is the contact area of the nanotube with the mercury surface.

metal surface. The experiment has three main advantages: 1) the carbon nanotube is
as-synthesized without any contamination; 2) the soft metal contact reduces the con-
tact resistance, allowing a sensitive measurement on the conductance of the nanotube;
and 3) the length of the nanotube exposed outside the liquid metal surface is a variable
that allows a direct measurement about the conductance of the nanotube as its length
being reduced.

The conductance measurement of individual carbon nanotubes has been carried out
using the in-situ technique introduced in Fig. 3. The same specimen holder used for
the mechanical property measurements was used for the conductance measurement
except that the counter electrode is replaced by a mercury droplet, which served
as the soft contact for the measurement. Figure 20 shows the contact of a carbon
nanotube with the mercury electrode, and the conductance of G0 was observed (with
G0 = 2e2/h = 1/(12.9 k�)). The conductance is quantized and it is independent of the
length of the carbon nanotube. No heat dissipation was observed in the nanotube. This
is the result of ballistic conductance, and it is believed to be a result of single graphite
layer conductance. Recent observations using different techniques have confirmed
our result [55, 56]. Theoretical calculations provide some interpretations about the
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Figure 21. Cleaning of nanotubes and development of nanotube fiber properties by repeated dipping in
Hg. Development of conduction properties (a, b, c) and the microstructure (d, e). (d) Electron micrograph
of a virgin fiber tip opposing Hg surface (see also Fig. 2); note the contaminating graphitic particles and
the loose structure of the tip. (e) Electron micrograph of a fiber tip that has previously been repeatedly
dipped in Hg; the nanotubes are straight and free of particles and the fiber is compacted. (a) Conduction
trace of the virgin fiber steps are barely discernable; (b) Steps have developed after a few hundred cycles
but they still exhibit relatively large slopes; (c) After several thousand cycles, the steps are well developed
and the pattern is stabile. The first step evolves from the shoulder seen in (a) (step: 0.2 G0, slope:
36 kW/μm) to a rounded step in (b) (step: 0.62 G0, slope: 4 kW/μm), to a sharp step in (c) (step 0.85 G0,
slope: -0.3 kW/μm). The second step is due to another tube and evolves analogously.

G0 quantization [57] and fraction quamtum conductance when the tip contact the
mercury surface [58].

It is also interesting to note that the contact area between the nanotube and the
mercury surface is curved. This is likely due to the difference in surface work function
between nanotube and mercury, thus, electrostatic attraction could distort the mercury
surface. This effect effectively reduces the contact resistance between the nanotube and
the Hg electrode.

In our original experiment nanotube fibers were conditioned by many (up to sev-
eral thousand) dipping cycles after which the steps develop quantized (flat) plateaus.
However the initial cycles do not show the effect. Figure 21a–c shows the evolution
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of the conductance versus depth measurements. The initial traces show little evidence
for quantization. After many cycles a pattern of reproducible steps appears (each about
1 G0 high), with cycle to cycle step height variations of the order of ±0.05 G0. The
plateaus are remarkably flat (typically |dG/dL| < 0.04 G0/μm), which implies a con-
ductivity greater than for copper. Usually positive, but sometimes slightly negative
plateau slopes are observed, as in Fig. 21c. This may be due to a slight reduction in
the electronic transmission with increasing strain [59]. Flat plateaus (ideally ρ = 0) and
plateau conductances G in the range 0.8 G0 < G < 1 G0, are consistent with con-
ductance quantization and ballistic conduction allowing for a slight residual contact
resistances at the fiber/nanotube contact.

The nanotubes (with typical diameters from about 10 to 30 nm) that protrude from
a virgin fiber are initially covered with graphitic particles. In the process of contacting
the Hg surface, some of these particles transfer to the metal surface causing the surface
to become covered with particles while the tubes become cleaner (Fig. 21d). The
dipping process is accompanied with relatively large stresses causing some tubes to
become dislodged and displaced and occasionally even to break. We conclude that the
tubes that remain in place after many conditioning cycles (as in the in-air experiment)
are clean, well anchored to the fiber and relatively robust (i.e. defect free) (Fig. 21e).

8.2. Quantum Conductance and Surface Contamination

In-situ nanotube conductances are determined by applying a voltage difference of
100 mV between the Hg droplet and the nanotube fiber and measuring the current.
Three types of behavior are found. Type 1: more than half of the nanotubes that clearly
contact the Hg surface (as seen from a slight bowing of the nanotube, as for example
in Fig. 22a, or a distortion of the Hg surface) have resistances R are out of our range
i.e. >1 M�. For type 2 tubes, the conductance is 13 k� < R < 15 k�. For the
remainder 15 k� < R < 100 k� (type 3). We have not observed nanotubes whose
resistance is significantly less than 13 k� (i.e. 6.5 k� as expected for 2 G0). This
observation is consistent with the in-air experiments.

The nanotubes of type 2 are always straight and free of particles (Fig. 22a, b). Type 3
nanotubes are usually clearly covered to some degree with graphitic particles or have
visible defects (Fig. 22c), suggesting that the increased resistance of type 3 compared to
type 2 has its origin in these attributes. This is consistent with the observations carried
out in air experiments where type 3 tubes convert to type 2 during the cleaning
procedure as shown in Fig. 21.

We previously measured currents up to 1 mA through the tubes before they are
damaged implying current densities at the outer layer up to 1010 A/cm2 for a 10 nm
diameter tube (assuming surface conduction). Higher currents (>1 mA) damage the
nanotubes. We observe that defective nanotubes tend to break at the defects (Fig. 23)
while type 2 nanotubes invariably break near the Hg contact at a higher applied voltage
(such as 4 V). The presence of the point defect can destroy the ballistic conductance.
In particular, type 2 nanotubes do not break halfway between the contacts, which
is where the temperature would be greatest for freely suspended nanotubes if the
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Figure 22. In-situ observation of electric transport through a single carbon nanotubes. (a) Applied
voltage V = 0.1 V, current I = 7.3 μA, the resistance of the carbon R = 12.7 k� which corresponds to a
conductance G = (12.7 k�)−1 = 1.02 G0. (b) After applying a 4 V voltage, the nanotube was broken and
the break occurred at the contact of the nanotube and the Hg. (c) The conductance of this carbon
nanotube contaminated with graphitic particles is 0.25 G0.

nanotubes were dissipative conductors. Hence we conclude that the heat dissipation
occurs primarily at the contacts, consistent with ballistic transport.

From our investigations, graphitic particles on the surfaces of freely suspended mul-
tiwalled carbon nanotubes as well as defects decrease their conductance. Extrapolating
these results suggest that perfectly clean and defect free nanotubes will exhibit vanishing
intrinsic resistivities, consistent with ballistic conduction. Since adhered particles can
have such a pronounced effect on the transport properties of MWNTs, it is reasonable
that related scattering effects reduce the conductance of substrate supported nanotubes.
Often graphitic particles are found on are produced supported nanotubes. Surface
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Figure 23. Examples of nanotube failure modes. MWNTs (a) before and (b) after passing a large current,
showing the break points at the defect sites. (c, d) A MWNT before and after passing a large current
through it. In (d) the tip of the MWNT had been contacted to a Au surface and current was passed trough
it. Only the outer layer, starting at the contact point has been damaged, suggesting that the current flows
over the surface.

contamination, such as oxygen adsorption [60], can drastically affect the conductance
of carbon nanotubes.

8.3. Top Layer Transport in MWNT

We now examine the origin of quantum conductance in MWNT at room temperature.
Graphite has a unique layer structure, in which the conductivity parallel to the graphitic
plane (a–b axis plane) is about 50 times higher than that along the c-axis (Figure 24a).
If the applied voltage is small, so that the interlayer tunneling effect can be ignored and
the end of the nanotube is closed (Figure 24b), the electric current mainly flows along
the top surface layer, provided the tube is perfect and there is no defect. Since the layer
thickness of ∼0.34 nm is comparable to the wavelength of the conduction electron
in the graphitic (∼0.5 nm), quantum conductance is possible. The unique structure
of the nanotube greatly reduces the phonon density of states, thus the mean-free-path
length of the electron is extraordinarily long. Theoretical calculation shows that the
mean-free-path length for SWNT is >10 μm [61], possibly resulting in room temper-
ature quantum effect. Our recent experiments have shown a mean-free-path length
of >50 μm. This is possible for a structurally perfect nanotube with closed ends
(Figure 24c). If the applied voltage is large, the interlayer tunneling among the nanotube
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Figure 24. (a) Atomic structure of graphitic sheets; (b) A carbon nanotube model with a closed; (c) top
layer conductance of a defect-free, close-end MWCT.

walls is inevitable, the effective size of the object that carries the current is large, finally
destroying the quantum conductance effect. On the other hand, if there is a defect,
the density of phonons near the defect is different from the rest of the nanotube, a
reduced mean-free-path length at the defect site results in the disappearance of the
quantum effect as well. Therefore, nanotubes grown by CVD process that contain a
large density of defects are unlikely to exhibit the quantum conductance.

Figure 23d shows a MWNT after passing a large current, which was brought into
contact with an Au surface (which replaced the Hg droplet in this experiment) during
the field emission experiments. Due to a flow of a shock short-circuit current, the
surface of the nanotube is disrupted starting at the contact point while the interior
layers are not visibly affected. This observation provides further evidence that the
electronic current passes over the surface layers of the nanotube, e.g., the single layer
conductance. The observation of Aharonov-Bohm oscillations in carbon nanotubes
also supports the top layer conductance [62].
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9. SUMMARY

Property characterization of nanomaterials is challenged by the small size of the struc-
ture because of the difficulties in manipulation. In this chapter, we demonstrated a
novel approach that allows a direct measurement of the mechanical properties, the
electron field emission and the ballistic quantum conductance in individual nanotubes
and nanowires by in-situ transmission electron microscopy (TEM). The technique is
powerful in a way that it can directly correlate the atomic-scale microstructure of the
carbon nanotube with its physical properties, providing a one-to-one correspondence
in structure-property characterization.

To carry out the property measurement of a nanotube/nanobelt, a specimen holder
for an TEM was built for applying a voltage across a nanotube and its counter electrode.
Static and dynamic properties of the nanotubes can be obtained by applying controllable
static and alternating electric fields. To measure the bending modulus of a carbon
nanotube, an oscillating voltage is applied on the nanotube with ability to tune the
frequency of the applied voltage. Resonance can be induced in carbon nanotubes by
tuning the frequency, from which the bending modulus can be derived.

Due to the rectangular cross-section of the nanobelt, two fundamental resonance
modes have been observed in corresponding to two orthogonal transverse vibra-
tion directions, showing the versatile applications of nanobelts as nanocantilevers
and nanoresonators. The bending modulus of the ZnO nanobelts was measured to
be ∼52 GPa. Nanobelts have also been demonstrated as ultra-small nanocantilevers for
sensor and possibly imaging applications in AFM.

For carbon nanotube emitters, most of the electrons are emitted from the tips of the
tubes, and it is the local work function that matters to the properties of the tube field
emission. Since the lack of suitable technical method to measure the work function
of carbon nanotubes, the value of work function of carbon nanotubes used in the
literatures is mainly from the well-studied carbon or graphite. Thus, it is necessary
to experimentally measure the work function of carbon nanotubes. We presented
experimental measurements of tip work functions of individual carbon nanotubes.
Our results indicate that the tip work function show no significant dependence on the
diameter of the nanotubes in the range of 14–55 nm. Majority of the nanotubes have
a work function of 4.6–4.8 V at the tips, which is 0,2–0.4 V lower than that of carbon.

The conductance of a carbon nanotube was measured as a function of the depth
with which the tube was inserted into the mercury. Surprisingly, the nanotube displays
quantum conductance No heat dissipation was observed in the nanotube. This is the
result of ballistic conductance, and it is believed to be a result of single graphite layer
conductance.
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17. ENVIRONMENTAL TRANSMISSION ELECTRON MICROSCOPY
IN NANOTECHNOLOGY

RENU SHARMA AND PETER A. CROZIER

1. INTRODUCTION

Nanotechnology depends on the unique properties and behaviors of nanophase systems
and the nanoparticles making up such systems often have properties that are significantly
different from bulk materials. The behavior of the system may be strongly influenced
by particle size, shape and the interactions between particles. In general, the config-
uration and evolution of the system will also be influenced by temperature, ambient
atmosphere and associated gas-solid reactions. Moreover, in applications, nanoparticles
are often subjected to high temperatures and pressures and as a result their structure and
chemistry can dramatically change. For these reasons it is important to study nanopar-
ticle systems under a wide range of different ambient atmospheres and temperatures.
Since the invention of the transmission electron microscope (TEM), there have been
continuous efforts to modify the instrument to observe biological samples in their
native form (wet) and in-situ gas-solid reactions, e.g. corrosion, oxidation, reduction
etc. These modified microscopes have been called ‘controlled atmosphere transmission
electron microscopes’ or more recently ‘environmental transmission electron micro-
scopes’ (ETEM). An ETEM can permit researchers to follow structural and chemical
changes in nanophase materials, at high spatial resolution, during gas-solid or liquid-
solid reactions over a wide range of different pressures. This information can be used to
deduce atomic level structural mechanisms of reaction processes. With careful exper-
imental planning, thermodynamic and kinetic data can also be obtained. An ETEM
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can thus be described as a nanolaboratory for the synthesis and the characterization of
nanomaterials.

In order to follow the gas-solid or liquid-solid interactions at the nanometer level,
we need to modify the TEM to confine gas or liquid to the area around the sam-
ple. In a transmission electron microscope (TEM), high-energy electrons (generally
100–1500 KV) are used to form an image. In order to avoid scattering from gas
molecules and to increase the life of the electron source, both the column and the
gun chamber are kept under high vacuum conditions (better than 10−6 Torr). When
a field emission gun (FEG) is used as the electron source, the gun chamber should
be better than 10−9 Torr for optimum performance and long life. However, in order
to observe gas-solid reactions, or image hydrated materials (including biological sam-
ples), the environment around the sample should be typically 10−3 to 150 Torr. In
an ETEM-our goal is to confine the reactive gas/liquid to the sample region without
significantly compromising the vacuum of the rest of the microscope column. Figure 1
shows the general functioning principle of an ETEM. The ETEM allows the atmo-
sphere around the sample to be controlled while still providing all of the high spa-
tial resolution information (electron diffraction, bright-field images, dark-field images
etc . . . ) available in a regular TEM.

In this chapter we will give a brief overview of the history and development of
the ETEM. This will be followed with a description of time-resolved recording
techniques which are particularly important in ETEM experiments because we are
interested in following the evolution of the nano-system during gas-solid reactions.
Practical aspects of designing and performing controlled atmosphere experiments are
discussed in section 4. In our final section on applications, we show that ETEM is use-
ful for obtaining detailed information on nanoparticle synthesis, phase transformations
pathways and nanoparticle kinetics.

2. HISTORY OF ETEM

2.1. Early Developments

The concept of controlling the sample environment during observation is almost as
old as the idea of using TEM to image thin biological sections. The aim of an early
ETEM design [1] was to examine biological samples in the hydrated state and to study
the effect of gases on sample contamination. There was a steady development of the
technique during the seventies and several review articles on the subject were published
during that time [2–4]. A comprehensive review on environmental TEM and other
in-situ techniques for TEM can be found in the book by Butler and Hale [5].

Environmental cell (E-cell) designs were based on modifying the sample area to
restrict or control the gaseous flow from the sample region to the column of the
microscope (Figure 1). This was achieved in two ways:

a) Window Method—gas or liquid is confined around the sample region by using thin
electron transparent windows of low electron scattering power, e.g. thin amorphous
carbon or SiN films.
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Electron Beam

Environmental Cell 

Ambient environment 
(O2, H2, N2, CO, CO2, NH3, etc.)
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Diffraction Plane (Electron diffraction)
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Bright Field Image 
Energy-loss (EELS) 

Energy Filtered Image 
(Chemical maps) 
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Figure 1. Schematic diagram of ETEM showing operation principle and available high resolution
information. Pressures in the cell are typically 1–50 Torr.

b) Differential Pumping—a pressure difference is maintained by installing small aper-
tures above and below the sample area and using additional pumping.

In the window method, the windows are usually placed in a TEM sample holder.
The windowed design has the advantage of being able to handle high gas pressures
(depending upon the strength and thickness of the window). They can also handle
wet samples and are often called ‘wet cell’ sample holders. The main disadvantage of
the window method is that high-resolution imaging is difficult due to the additional
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scattering from the amorphous structure of the window films. Moreover, the windows
often ruptured, the increased thickness of the sample holder did not leave much room
for tilting and the samples could not be heated [5].

Large objective lens pole-piece gaps were required to successfully maneuver the
gas confinement system and still leave enough space for tilting and translation of
the sample. Therefore, most of the early environmental cells were designed to fit
into the column of a high-voltage electron microscope (HVEM; 1000–1500 KV)
[2–5]. Moreover, Swan and Tighe [6] studied the loss of intensity with increasing
cell pressure for different voltages. They concluded that using high voltage TEM
could reduce the loss of intensity due to high gas pressures in the sample area. The
use and further development of microscopes with E-cells diminished considerably
in the eighties due to several problems associated with the high-voltage microscopes
and controlled-atmosphere chambers. First, many materials are damaged by the high-
energy electron beam and could not be studied with high-voltage microscopy. The
resolution limit, after installation of the E-cell, was not suitable for atomic-level
imaging and finally the high-voltage microscopes were expensive to purchase and
maintain.

2.2. Later Developments and Current Status

In the early eighties, improvements in the objective lens pole-piece design led to the
development of atomic-resolution medium-voltage (200–400 keV) transmission elec-
tron microscopes. This stimulated renewed interest in E-cell designs in the nineties
because the pole-piece gaps (7–9 mm) were large enough to accommodate the cell
while still permitting atomic resolution imaging (0.2 to 0.25 nm). The smaller pole-
piece gap, 7–9 mm compared to 13–17 mm for high voltage TEM, has an added
advantage of reducing the gas path through the cell and thereby reducing the amount
of electron scattering from the gas or liquid. Using an intermediate voltage micro-
scope and thin carbon windows, Parkinson was able to demonstrate atomic resolution
imaging (0.31 nm) in ceria in an atmosphere of 20 Torr of N2 [7]. Atomic reso-
lution imaging with the differentially pumped system was demonstrated two years
later [8].

In the past decade, attention has concentrated on the design of differentially pumped
E-cells (Table 1, 9–18). The modern differential pumping systems are designed after
the basic principles outlined by Swann and Tighe [19] and consist of two pairs of
apertures with an aperture from each pair being placed above and below the sample.
The first pair of apertures is placed closest to the sample and most of the gas leaking
through these apertures is pumped out of the system using a turbo molecular pump.
The second pair of apertures is larger than the first pair (because they see much lower
gas pressure) and is used to further restrict the leakage of gases into the microscope
column.

There are several factors to consider when selecting the size of the differential
pumping apertures:
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Table 1. Development History of ETEM Since 1991.

Reported lattice resolution/
Year Research Group Microscope p\pressure/Temperature Reference

1991 Doole, Parkinson,
Hutchinson

JEOL 4000 0.31 nm/4.2 Torr
H2/670◦C

9

1991 Lee, Robertson,
Birnbaum

JEOL 4000 Not reported/70 Torr∗ H2 10

1991 Yao, Spindler/
Gatan Inc.

Phillips CM 30 0.34 nm/20 Torr∗/No
reported

11

1994 Sharma et al. Phillips 400T 0.42 nm/3 Torr NH3 12
1997 Boyes & Gai Phillips CM 30 0.23 nm/500◦C/0.3 Torr

N2

13,14

1998 Sharma et al. Phillips 430 0.31 nm/RT/4 Torr H2 15
2001,

1st commercial
Hansen/Haldor

Topsoe
Phillips CM

200 FEG
0.23 nm/550◦C/4 Torr

H2/N2

16,17

2003 Sharma et al. Tecnai F 20
TEM/STEM

0.13/RT/4 Torr N2 18

∗Reported Pressure limit.

(1) The gas leak rate through the aperture should be comparable to the pumping rate
on the high vacuum side of the aperture in order to keep the column vacuum in
the 10−6 Torr range.

(2) The angular range in the diffraction pattern should not be severely limited by the
aperture.

(3) A reasonable field of view of the sample should be preserved.

Since the most critical part requiring high vacuum is the gun area, it is desirable
to have a lower leak rate from the upper aperture so this aperture may have a smaller
diameter than the lower aperture. Typical aperture sizes for the first set are in the range
100–200 μm giving a good compromise between reducing the gas leak rate to the
gun area while at the same time maintain high angle diffraction capabilities and large
viewing areas.

Boyes and Gai [13] successfully incorporated a multilevel differential pumping sys-
tem into their Philips CM 30. Recently, FEI (previously Philips Electron Optics)
redesigned the vacuum system of a CM 300-FEG in order to convert it to an ETEM
[16, 17]. This modification was also incorporated into the new generation Tecnai
microscopes [18] and is now commercially available (Figure 2). The modifications
to the objective pole-piece region of the column are shown in Figure 3. In the
commercially available instrument, the first and second sets of differential pump-
ing apertures are located at the ends of the upper and the lower objective pole-
piece bores (Figure 3). The gas leaking through the first pair of apertures (Figure 3,
first level pumping) is pumped out through top and bottom objective pole-pieces.
The gas flow is further restricted by the second set of apertures (Figure 3, second
level pumping). The region above the condenser aperture and the viewing cham-
ber are evacuated by separate pumping systems (Figure 3, third level of pumping).
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Figure 2. Tecnai F 20 field emission gun ETEM at Arizona State University operated at 200 KV and
equipped with Gatan Imaging Filter.
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Figure 3. Block diagram showing the modifications in the objective pole-piece area to accommodate
1st level of differential pumping. The residual gases leaking out from the aperture b and b’ are pumped out
by 2nd level of pumping and the 3rd level of pumping is performed using separate pumps for the viewing
chamber and column-section between condenser aperture and gun chamber.

The gas inlet pressure from a gas reservoir is measured outside the microscope
column. A gas manifold with numerous gas inlets from various gas cylinders and one
gas outlet to the sample region of the ETEM is used to handle gases. This arrangement
not only makes it easy to switch between various gasses but also allows different gases to
be mixed in desired ratios before leaking them into the sample area. The microscope
column is isolated from the gas inlet, outlet and associated pumps using pneumatic
valves. A control system can be designed to automatically open and close the valves
in order to switch between high vacuum TEM and ETEM modes [18]. The ability
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to rapidly switch between modes is particularly important in a multi-user facility
because it permits the microscope to be easily operated in the conventional high-
vacuum mode. On our Tecnai F 20, we have demonstrated an information limit
of 0.13 nm in 4 Torr of H2 proving that atomic resolution capability can be easily
attained [18].

To eliminate the effect of inelastic gas scattering at high pressures, a Gatan Imaging
Filter (GIF) has been fitted to the ETEM. This configuration has the added advantage
of permitting chemical information to be obtained through the use of electron energy-
loss spectroscopy (EELS) and chemical maps by energy filtered (EFTEM) imaging. The
field-emission gun permits high spatial resolution spectroscopy and scanning transmis-
sion electron microscopy (STEM) to be performed in situ. In the Tecnai F 20 ETEM,
the electron beam can be focused down to about 0.2 nm in diameter. Annular dark-
field STEM imaging can also be performed although the lower differential pumping
aperture restricts the highest angle of scattering to about 50 mrad.

3. DATA COLLECTION

The data collection using an ETEM is usually performed with the same detectors used
for TEM. The main difference is that the rate of data collection is directed by the rate
of the reaction process of interest and often very high collection speeds are required.
ETEM is usually undertaken to study dynamic processes such as phase transformations.
In a typical experiment, sample temperature and pressure are varied with time in order
to study gas-solid reactions at the nanometer or sub-nanometer level and extract infor-
mation about reaction mechanisms and kinetics. For rapid transformation processes,
it is necessary to continuously acquire and store data with good temporal resolution
to ensure that the critical events are recorded. The high data collection rates result
in large amounts of data being acquired during an experiment introducing practical
data processing problems. In a typical experiment, many hours of data is recorded and
stored although later analysis may show that only several minutes of data is scientifi-
cally interesting. Here we describe some of the considerations necessary for collecting
different data types in an ETEM.

3.1. Real-Time Imaging Systems

The ideal detector for continuous image acquisition would consist of a low-noise
digital camera system with a detection quantum efficiency close to unity, a large
number of pixels (at least 10242) and the ability to perform rapid readouts (>50 frames
per second). Data would be written continuously to a high-density storage media.
Sophisticated image processing software would be capable of performing quantitative
batch processing on extensive sequences of images and generate video output for
review. Unfortunately no such system is readily available at present and most facilities
use a television camera (TV) coupled to a video recording system. In the best systems, a
phosphor or single crystal scintillator converts the incident electron signal to a photon
signal which is then fed into an image intensifier coupled to a high-performance TV
camera. The output from the TV camera is fed to a monitor and digital video recorder.
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In a typical video recording set-up, several hours of data can be recorded with a time
resolution of 1/30th or even 1/60th of a second (note the actual frame rate in the
NTSC system is 29.97 Hz). For ETEM applications, the differential pumping below
the sample should be reasonably good to ensure that gas products cannot deposit and
react on the scintillator during electron irradiation.

The main advantage of such a video system is that the data can be recorded using
reasonably priced commercially available digital cameras/recorders and the storage
format can be easily transferred between labs. However this setup also suffers from a
number of disadvantages which significantly compromise the data quality. The number
of pixels associated with conventional television recording techniques is rather small.
For example, in the NTSC system, the conventional television picture has a resolution
of 480 × 640 pixels. In image recording, the highest spatial frequency should be sampled
by at least 3 pixels so that if a resolution of d nanometers is desired in the image, the
width of the field of view in the vertical direction will be (480 × d)/3. For atomic
resolution with 0.2 nm resolution, the width of the field of view in the vertical direction
will be only 32 nm. Consequently, the field of view for real-time in situ observations is
very much reduced making the probability of observing critical nucleation events rather
small. The current development and implementation of high definition television
systems (HDTV) should increase the number of pixels by about a factor of 4 and give
a corresponding increase in the sampled area. However, this is still a factor of 10 less
area than currently possible on conventional photographic micrographs.

Advanced cine-photography techniques could be used to record more data with
improved temporal resolution (see Butler and Hale [5] for discussion of some early
cine-photography setups). Improving the temporal resolution τ would be advantageous
but may also be limited to low-resolution applications because of radiation damage
considerations associated with atomic resolution imaging. It is common to record
atomic resolution HREM images with doses of ∼5 × 103 e/Å2 to obtain reasonable
signal-to-noise ratios. To maintain this signal-to-noise level in each frame, the dose
D that is necessary to record a sequence of length t with a temporal resolution τ is
given by:

D(t ) = 5 × 103 t/τ

With 30 frames/second (τ = 0.0333s) the dose rate will be 1.5 × 105 e/s/Å2 which
may result in significant damage in many materials. This simple expression shows
that the dose rate has an inverse dependence on the temporal resolution; doubling
the frame speed will require the electron dose to be doubled to maintain the same
signal-to-noise per frame. In ETEM, it is usually desirable to run experiments with
the lowest possible electron dose to minimize the impact of electron irradiation on the
processes under study. It is possible to acquire high-resolution images using low-dose
techniques. For example, atomic resolution images can be recorded from zeolites with
0.2 nm resolution and doses of around 100 e/Å2 on a slow-scan CCD camera [20, 21].
However, with this dose, the information in the image is ultimately limited by counting
statistics and is useful only for extracting average periodic information at the 0.2 nm
level. By utilizing frame-averaging techniques, temporal resolution can be sacrificed
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in order to obtain improved signal-to-noise if necessary. In an ideal system, we would
combine higher frame rates and low readout noise with suitable frame averaging to
maximize the flexibility.

Data storage and quantitative image processing continue to be a challenge. It is
necessary to convert digital video sequences into series of still frames which must be
processed and re-assembled back into video format for playback. Since the data we
are dealing with in ETEM has relatively high noise content, it is undesirable to utilize
image compression techniques before quantitative analysis is performed. Consequently,
very large volumes of digital data are generated which may consume enormous storage
space. At present, some compression is often necessary to generate manageable files
for presentation purposes.

For some ETEM experiments, it is not necessary to record data with high temporal
resolution. For example, in metal particle sintering studies, many of the processes take
place over a period of hours and data can be recorded with either a slow-scan CCD
camera or using conventional photographic plates. In both cases, the image quality is
better than that obtained from the TV system.

3.2. Spectroscopy and Chemical Analysis

Energy-dispersive x-ray spectroscopy (EDX) is a powerful technique for extracting
elemental information in TEM. However, the EDX spectrometer is normally located
in the pole-piece gap which effectively puts it in the middle of the E-cell for ETEM
application. This can significantly complicate the design and implementation of the
cell and spurious scattering from the windows or differential pumping apertures dra-
matically increases the background in the EDX spectrum. For these reasons, most of
the current ETEMs rely on EELS to obtain chemical information. Detailed informa-
tion about the technique can be found elsewhere [22]. In EELS, the fast electron is
inelastically scattered as it passes through the thin sample resulting in significant energy
transfers to the atomic electrons in the sample. The spectrum of energy losses carries
detailed information about the elemental composition and electronic structure of the
sample. Implementation of EELS on the ETEM is essentially identical to that on con-
ventional microscopes because the detector is located a significant distance away from
the environmental cell and, provided the differential pumping in the lower part of the
column is effective, there is no negative impact on the energy-loss performance. The
technique is best suited to light and medium atomic number materials in very thin
samples (ideally <50 nm). The spatial resolution of the EELS analysis is limited by the
probe size and instruments equipped with field emission guns can record fast spectral
series from sub-nanometer areas.

It is common to install energy filters to permit energy filtering of images and electron
diffraction patterns. The effect of inelastic scattering from the gases and thick samples
can also be removed with zero-loss imaging. In many of the commercially available
spectral processing routines, there are powerful features for batch processing of time
resolved spectral data. This makes it relatively easy to study changes in composition
and bonding during gas-solid reactions.
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4. EXPERIMENTAL DESIGN STRATEGIES

To perform successful in-situ observations using an ETEM, experiments must be
designed with extreme care. There are a number of parameters that must be con-
sidered mainly dependent on the following:

1. Type of data to be collected, i.e. high-resolution images, electron diffraction, elec-
tron energy-loss spectroscopy etc.

2. Type of gas and gas pressures to be used.
3. Reaction temperature.

Both the data type and the reaction rates determine the choice of recording media
for data collection. While chemical processes with high reaction rates can only be
observed by high-resolution imaging or electron diffraction data recorded on digital
video tapes, processes with low reaction rates can be recorded using CCD cameras
or photographic films. Moreover, time-resolved spectroscopic information can also be
collected for high reaction rate processes provided that the very intense low-loss part
of the spectrum can be utilized.

Gas contaminants may deposit in the gas delivery tubes and/or the microscope col-
umn. Therefore it is extremely important to use ultra-pure gases and keep the gas
lines and samples clean for in-situ experiments. Contaminants can alter the reaction
path and/or influence the reaction rates, for example, the presence of carbon contam-
ination has been found to increase the reduction rate of iron oxide [23]. Similarly, if
the microscope is used with different gases, cross contamination of gases could affect
the reaction path. For example, we found the presence of water vapor in the system
retarded the reduction rate for CeO2 [24]. Water vapor also poisoned Ziegler-Natta
catalyst used for polymerization of propylene [25]. Therefore, it is necessary to purge
both the gas lines and microscope column with ultra-pure nitrogen before and after
performing in-situ reactions. It is also advisable to purge the system with the gas that
will be used for the reaction (if possible) before starting the experiment. The micro-
scope column and gas lines should be baked (if possible) and pumped over night after
purging.

Many of the experiments performed in the ETEM are conducted at elevated tem-
peratures. Guidelines on calibration and use of heating stages are covered on the chapter
on in-situ microscopy. However there are a number of practical situations that must be
taken into account when performing heating experiments in the ETEM because of
the possible reactive nature of the gases. Most of the commercially available heating
holders are made from tantalum because of its high melting point and structural sta-
bility after many thermal cycles. Tantalum holders are well suited for working in
vacuum and under reducing conditions; however the power required to reach a given
temperature is higher under the typical gas pressures used in the ETEM compared to
vacuum operation. The increased power is necessary because gases are usually admitted
at room temperature and are a source considerable heat loss due to conduction. The
amount of additional heating power required depends on the thermal conductivity and
pressure of the gas in the cell. Table 2 gives the thermal conductivities of gases that are
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Table 2. Thermal Conductivity of Various Gases.

Thermal Conductivity
Gas Type (W m−1 K−1)

H2 1684
H2O 158
He 1415
N2 243
O2 151
CO 232
Ar 162
5% H2/Ar 237
5% H2/N2 314

often used in ETEM experiments. This table shows that the thermal conductivity for
H2 is extremely high so that high-temperature work will require significantly higher
heating currents. It is common to mix H2 with Ar or N2 to generate a lower thermal
conductivity reducing gas. If possible it is advisable to obtain the required reaction
pressures before heating the samples because introducing high gas pressures during
heating will drastically cool the sample due to thermal losses to the gas.

Ta holders are not suitable for oxidizing environments because of the corrosive effects
of the gas environment at elevated temperatures. Inconel alloy or Pt holders have been
successfully developed (Gatan Incorporated) to provide more robust solutions when
oxygen is present permitting heating up to ∼1000◦C. Kamino et al. have designed
heating holders that are capable of heating powder samples to very high temperatures
(1500◦C) [26]. The temperatures attainable in the microscope are usually restricted by
the design of the heating holder but for the ETEM it is also restricted by the material
and placement of the differential pumping apertures. For example, the viton seals used
to keep the apertures in place can be destroyed at high temperature due to heat transfer
from the sample to the seals via the gas.

For powder samples, the choice of grid material is very important. The grid mate-
rial should not react with the sample or gases used for experiments. Only Au or Pt
grids should be used in oxidizing atmospheres as most other metals will be corroded
in oxygen. The grid melting point should be significantly higher than the experi-
mental temperatures. In general, atoms from the grid will become mobile when the
experimental temperature exceeds the Tamman temperature (half metal melting point
in degrees Kelvin). If the experimental temperatures exceed the Tamman tempera-
ture, metal atoms from the grid may diffuse over the sample and change the gas-solid
reactions. For example, Cu melts at ∼900◦C, hence Cu grids should not be used for
reaction temperatures above 300◦C. In practice it is advisable to observe the behav-
ior of grid material at the experimental temperatures and pressures using well-known
samples. Carbon thin films often break due to thermal expansion and/or oxidation
at elevated temperatures. Dusting bare grids with powder samples and observing the
regions near grid bars give the best results. These regions also have good thermal con-
tact with the heating furnace. The support material for cross-sectional samples should
be given the same considerations as described above.
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Preliminary experiments are usually performed to determine the reaction condi-
tions, mainly temperature and pressure. The electron beam can alter the reaction
rate/mechanism, therefore it is very important to monitor sample regions not exposed
to the electron beam and/or confirm the results using ex-situ methods.

5. APPLICATIONS TO NANOMATERIALS

ETEM has been successfully used to understand many different gas-solid reactions
[e.g. 27–36]. In general, one of the main advantages of performing in-situ measurements
compared to ex-situ measurements is that the structural and chemical information is
obtained under reaction conditions. In situ methods provide us with information on
the reaction process, thus all the intermediate phases/steps (if any) are easily identified.
Moreover, nanoparticle synthesis and characterizations can be performed and studied
simultaneously. Some of the specific applications to nanotechnology are described in
this section.

5.1. Transformation Mechanisms in Nanostructures Due to Gas-Solid Reactions

The majority of previous work on applying ETEM to elucidate transformation mech-
anisms during gas-solid reactions comes from the field of catalysis. Most heterogeneous
catalysis involves gas-solid or gas-liquid reactions occurring directly on the surface of
the catalyst. For this reason it is necessary to utilize nanoparticles simply to maximize
the surface area. Indeed, heterogeneous catalysts may be one of the earliest technologi-
cally important areas to exploit the unique properties of nanophase materials. We now
also realize that the properties of nanoparticles can be fundamentally different from
their bulk counterparts and that these changes can yield unique catalytic activity. The
catalytic activity may be related to structural or electronic transformations taking place
as a result of the small particle size, the interaction between the particle and the support
or as direct result of the interaction with the gaseous reactants. ETEM is particularly
powerful for studying catalysts because it permits us to make atomic level observations
of the response of the nanoparticles to gaseous environments. For catalytic research,
the ETEM essentially acts as a small micro-reactor allowing us to observe the changes
in nanostructure and nanochemistry under near reactor conditions.

Baker and co-workers were the first to extensively use ETEM to study heteroge-
neous catalysts. His first work focused on the growth of carbon filaments using Ni
based catalysts [27]. Catalytic gasification of carbon and filamentous growth remained
common themes for many of Baker’s publications in the 80 and 90 s [28–30, 37–39].
He has also worked on a wide range of metal catalysts studying the influence of gaseous
environments on particle shape and metal-support interactions [40–45]. Gai and Boyes
have also developed ETEM and applied it extensively to a wide number of different
heterogeneous catalysts [e.g. 31–34]. Our group and the group at Haldor Topsoe have
also been studying various catalytic processes at atomic level under reaction conditions
[e.g. 17, 24, 46].
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5.1.1. Oxidation and Reduction Reactions

Oxidation and reduction plays a central role in many catalytic processes related to
pollution control and chemical synthesis. ETEM can provide detailed information on
the structural, compositional and electronic transformations associated with reduction-
oxidation (redox) processes. Palladium based catalysts are of considerable importance
in automotive technology for the elimination of NOx in the exhaust gases of gaso-
line engines and for combustion of methane [47–48]. For both applications, oxygen
is involved in the combustion and there is considerable evidence to show that the
formation of palladium oxide may play a critical role in both catalytic processes. It has
also been suggested that particle morphology and the Pd oxidation state are impor-
tant in defining the active sites in Pd catalysts. For palladium supported on silica, it
is known that under certain conditions, reduction of PdO can lead to the formation
of small Pd metal particles containing central faceted voids [49–50]. Figure 4A show
an example of Pd particles formed after in-situ reduction of PdO at 200◦C in 1 Torr
of H2. These metal nanoshells form under a variety of different reducing atmospheres
and at different reducing rates.

The mechanism for the void formation process was determined by following the
evolution of individual nanoparticles during in-situ reduction [51]. A typical atomic-
resolution image recorded from a particle at an intermediate state of reduction is shown
in Figure 4B. Fourier analysis of this image shows that it is composed of two sets of
atomic lattice planes corresponding to Pd metal and PdO confirming that the particles
is indeed at an intermediate state of reduction. The coarse Moiré fringe pattern at the
center of the particle arises due to overlap between the Pd and PdO fringes. By further
processing this image, it is possible to reconstruct two digital dark-field images; one
corresponds to the Pd metal spacing and the other to the oxide spacing. In Figure 4C
these two images are overlaid using false color in order to see the distribution of Pd
metal and PdO during the transformation process. The image shows that the initial
reduction occurs uniformly over the surface of the particle and leads to the formation
of a continuous metal shell around the oxide particle. Subsequent reduction of the
particle occurs via oxygen diffusion through the metal shell. Reduction of PdO to Pd
is accompanied by a 40% reduction in the overall volume of the particle. The metal
shell associated with the initial reduction is rather rigid and fixes the final particle size.
Consequently, part of the change in particle volume that occurs during the reduction
must be accommodated by the formation of a void in the center of the metal particle.
Continued heating of the sample resulted in a gradual reduction of the oxide and
a steady increase in the thickness of the metal shell. Eventually the oxide disappears
from the particle and a small void remains at the particle center. The voids collapse at
temperatures above 500◦C suggesting that voids will not form during high temperature
reduction.

In the previous example, we determined the mechanism for oxide nanoparticles
transforming completely to metal accompanied by a drastic change in particle mor-
phology. In many cases, the redox processes of interest may involve transformations
between different oxides states. Cerium based oxides are a technologically important
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Figure 4. A) Pd metal particles formed after in situ reduction from PdO. Metal particles show evidence
for void formation. B) Atomic resolution micrograph recorded from particle at an intermediate stage of
transformation. C) Digital dark-field analysis of the image clearly shows that PdO (blue) gets initially
reduced to Pd metal (red) on the outside of the particle. (See color plate 16.)
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catalytic material for pollution control where transformations can occur between many
different oxide forms depending on the reducing conditions. To follow the transfor-
mation pathways requires the combined use of imaging, spectroscopy and electron
diffraction.

Three-way catalysts (TWC) are used to reduce the common pollutants CO, NOx,
and unburned hydrocarbons escaping from the exhaust system of automobiles [52].
The TWC functions by providing additional oxygen to complete combustion during
fuel rich conditions. During fuel lean conditions, the catalyst can restore the oxygen
reservoir by absorbing oxygen from the ambient atmosphere and reducing NOx in
the process. The effectiveness of the catalyst is directly related to the oxygen storage
capacity (OSC) capacity of the material. This in turn depends on the degree and ease
with which the catalysts can run through oxidation and reduction cycles. CeO2 based
catalysts are commonly used in catalytic converters because Ce can exist in both +3
and +4 oxidation states and the oxides possess high oxygen mobility at low temperature
(≈300◦C) resulting in an easy redox cycles [53–54]. The ceria/zirconia mixed oxide
systems (Ce1−xZrxO2) have been found to have higher OSC than the pure oxides and
consequently are the material of choice for many TWC applications [55].

Fully oxidized CeO2 has a fluorite structure similar to most of the rare earth oxides,
e.g. PrO2 and TbO2. These oxides can also exist in both + 3 and + 4 oxidation
states and possess high oxygen mobility. For PrO2 and TbO2, the oxygen vacancies
introduced during reduction cause the formation of ordered superstructure phases,
and a number of discrete intermediate phases with a general formula, RnO2n−2m have
been identified [54]. Similar intermediate phases have been predicted to form for CeO2

during reduction. However this system has been more difficult to study in reduced
form because of its high oxygen affinity.

Recently ETEM has been used to follow the formation of superstructures under
reducing environments at high temperatures [24]. Figure 5A shows the HREM image
and the digital diffractogram of a single crystal oriented along <111>F (F = fluorite)
zone axes at 800◦C in 2 Torr of dry hydrogen. The reduction process for single
crystals was observed to be very slow as expected due to their low surface area. After
about 5 minutes of observation, a strained structure was observed to start forming
(Figure 5B), probably due to oxygen vacancy formation. After 14 minutes, semi-
ordered fringes were observed (Figure 5C) and after 40 minutes of isothermal heating
at 800◦C, a domain of ordered superstructure was observed to grow to ∼30 nm in
size (Figure 5D). Simultaneously, extra superlattice reflections could also be observed
in the digital diffractogram (Figure 5D) indicating that the oxygen vacancies formed
during reduction were ordering. Since the superstructure reflections observed here do
not have a simple relationship with the fluorite lattice, it is not possible to determine
the exact nature of the phase formed. In other words, the fluorite orientation is not
a superstructure zone perpendicular to the plane in which the ordered vacancies are
being formed. CeO2 nanopartcles reduced quite easily and vacancy ordering was
observed together with sintering processes. The measured reduction temperature and
rates for samples with different surface areas confirmed that the fastest reductions were
obtained for high surface-area nanoparticles.
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Figure 5. High resolution electron microscopy images recorded from a single crystal CeO2 sample
oriented with <110>F zone axis parallel to the electron beam, recorded at A) room temperature (RT) and
B–D) at 800◦C in ≈2 Torr dry H2 showing development of defected area and (C, D) ordered
superstructure after 40 minutes. A comparison of digital diffractogram inset in (A) and (D) confirms the
formation of superstructure.

Electron energy-loss spectroscopy provides a convenient method to follow the aver-
age oxidation state of the Ce when exposed to different reducing conditions. Figure 6A
shows a series of Ce M45 edges recorded from high surface-area nanoparticles of CeO2

during in situ reduction in dry H2. The large peaks at the beginning of the edge are
called white lines and correspond to electron transitions from the 3d5/2 (M5–884 eV)
and the 3d3/2 (M4–902 eV)) to unoccupied states in the 4f band. It has been shown
that the relative intensity of the M5 and M4 peaks depends on the occupancy in the 4f
band, which in turn depends on the oxidation state of Ce [56]. The occupancy of the
4f band changes from approximately 0 to 1 as the Ce transforms from an oxidation state
of +4 to +3. Inspection of the Ce spectra in Figure 6A shows a reversal in the relative
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Figure 6. A) Background subtracted Ce M45 peaks from pure CeO2 sample showing relative change in
the white-line intensity with temperature. A small shoulder (marked by arrow) also disappeared with
reduction. B) Ce oxidation state for CeZrO2 samples showing reduction and oxidation of Ce with heating
(diamonds) and cooling (squares) in dry H2.

intensities of the M5 and M4 white lines as ceria is heated from room temperature to
700◦C.

There are several different methods of extracting the variation of the white-line
intensity in order to determine the occupancy of the 4f band [57]. Some of these
methods require significant spectral processing and impose restrictive conditions on
the data acquisition. However, in the Ce system, the change in the white-line inten-
sity is pronounced and thus we can use a simplified procedure to quantify changes
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in the Ce oxidation state. Here we remove the background beneath the M45 edge,
integrate the M5 and M4 intensities and determine the M5/M4 intensity ratio. It is
not easy to calibrate the white-line ratios simply by directly measuring the O/Ce
concentration because of difficulties associated with adsorbates and non-stochiometry.
Instead, we obtain a calibration simply by examining the spread of white-line ratios
obtained over the entire temperature range and assume that the low value obtained at
room temperature corresponds to Ce+4 and the value obtained under severe reducing
conditions (800◦C in 2 Torr of H2) corresponds to Ce+3. We further assume a linear
relationship between the white-line ratio and the Ce oxidation state. These assump-
tions seem reasonable and based on the statistical spread in data points give oxidation
states that are accurate to within 5% [24].

The Ce oxidation state determined from the white-lines of a CexZr1−xO2 mixed
oxide sample is plotted as a function of temperature in Figure 6b. The mixed oxide
samples consisted of grains with an average size of about 5 nm. The initial average
oxidation state of this material is about 3.85 and the onset of reduction occurs between
400 and 450◦C and by 550◦C the average oxidation state drops to around 3.3. This
reduction temperature is about 150◦C lower than the equivalent reduction temperature
in pure CeO2. The cooling cycle is also shown in Figure 6B. Even though the sample
was cooled in an H2 atmosphere the ceria still re-oxidized back to the original 3.85
state by 400◦C. The oxygen to re-oxidize the sample is presumable obtained from
the residual background gases. HREM did reveal some very small nanometer sized
superstructure domains in samples subjected to severe reduction at 800◦C. However the
vast majority of the material did not show evidence for ordering of oxygen vacancies.
The combination of in-situ HREM and EELS strongly suggest that the Zr strongly
retards the ordering of vacancies resulting in an increase in the mobility of oxygen
vacancies leading to a significant lowering of the temperature for the onset of reduction.

Strong gas-solid interactions often rely on suitable sites on the surface which can
catalyze a particular reaction. These active sites are usually associated with dangling
bonds at special surface sites such as Brönstead or Lewis acid centers. In some cases,
the sites may only be created when the material is “activated” by exposure to a suitable
gaseous environment. The location of active sites on the surface of materials and the
activation process are not well understood but in many instances the active centers may
be associated with crystallographic defects. Strong interaction between such materials
and their environment depends not only on the high surface area but also on extended
defects with nanometer separation within the crystals. Gai et al. has pioneered the use
of ETEM to study oxide catalyst and the relationship between crystal defects and cat-
alytic activity. One example of this approach is the behavior of vanadyl pyrophosphate
(VPO) catalyst under reducing atmospheres and its impact on selective oxidation of
alkanes [58]. They conducted a series of ex-situ and in-situ experiments to elucidate
the relationship between the catalytic activity and the crystal defect structure. Figure 7
shows the microstructure of VPO after reduction in butane. The low-magnification
TEM image and electron diffraction pattern show that extended defects have been
introduced into the material as oxygen is removed from the lattice to oxidize the
butane. High densities of extended defects appear throughout the crystal running in
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Figure 7. VPO after reducing in butane. Two sets of extended defects (arrowed) parallel to [201] and
symmetry-related [201̄] directions in (010) orientation in diffraction contrast (∼400◦C several hours). The
diffraction pattern reveals two sets of diffuse streaks along these directions. (Gai and Kourtakis, Science,
1995, reproduced with permission)

either the [201] direction or the symmetry related [201̄] direction. Under reducing
conditions many oxygen vacancies are generated at the surfaces which diffuse into the
crystal. In this case, the lattice minimizes strain by gliding along the [201] directions
with a pure shear mechanism to reduce the misfit between the reduced surface and the
adjacent matrix. The anion vacancies generated where the extended defect intersects
the crystal surface are associated with the strong Lewis acid sites responsible for the
high catalytic activity.

5.1.2. Evolution of Nanoparticle Systems and Sintering Mechanisms

The ambient atmosphere can strongly affect the evolution of nanoparticles giving
rise to behaviors that can be much more complex than those observed under UHV
conditions. Even when gross chemical transformations of the particles do not take
place, gas induced surface effects can result in dramatic changes in particle shape
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and sintering behavior [46, 59–61]. Hansen et al. [46] have shown that the shape
change of Cu nanoparticles on a ZnO support, formed by in-situ reduction of CuO,
depends upon the gaseous composition of the reducing atmosphere. Model catalysts
were prepared by impregnating ZnO support with copper acetate. The formation
of Cu nanocrystals during reduction in an H2 atmosphere was recorded by high-
resolution imaging (Figure 8). The atomic resolution images, recorded at 280◦C in
4 Torr of H2, confirm the metallic nature of the Cu particles formed (Figure 8A). These
particles are faceted and bound by (100), (110) and (111) lattice planes (Figure 8B).
On the other hand round Cu particles were formed when the catalyst sample was
exposed to slightly oxidizing environment generated by adding H2O vapor to the
hydrogen gas (Figure 8C). The shape of the Cu particle was observed to change in
a more reducing environment, obtained by adding CO to hydrogen gas (Figure 8E).
The Wulff ’s construction for the corresponding shapes (Figure 8B, 8D and 8F) was
used to determine surface free energies. The observed dynamic restructuring of the
catalyst shows that relevant active sites are generated during catalytic processes. Such
information is crucial to determine the amount of H2 adsorption on various surfaces
and hence reduction rates.

Sintering and ripening processes are expected to be strongly influenced by ambient
atmosphere. For example, it is well known in the catalysis literature that the presence of
oxidizing agents like water can significantly alter sintering processes. Here we illustrate
sintering processes for catalyst regeneration where complex interactions between the
nanoparticles, the support and the ambient atmosphere result in significant noble metal
sintering during low-temperatures catalyst regeneration.

Pd/alumina catalysts are widely used for hydrogenation of alkynes [62]. During the
hydrogenation process, the catalysts are gradually deactivated by hydrocarbon build-up
and eventually need to be regenerated. The regenerated catalysts usually exhibit less
activity and different selectivity compared with the fresh catalysts. This phenomenon
is often attributed to the decrease in the active metal surface area caused by sintering
during the regeneration process [63]. In traditional metal particle sintering processes,
significant metal atom mobility on the substrate is not achieved until the temperature
reaches about half the melting point in Kelvin (the Tamman temperature). However,
the temperature during catalyst regeneration is usually much lower than the Tamman
temperature of Pd (∼650◦C) and Pd is not expected to sinter easily. The catalyst
regeneration process was observed in the ETEM in order to determine the mechanism
for sintering at these low temperatures.

Pd/α-alumina catalysts were run in an industrial reactor for the hydrogenation of
acetylene. The catalysts were kept on-stream for 124 hours and the temperature was
varied from 110 to 145◦F to keep a constant acetylene conversion level. Electron
diffraction and electron energy-loss spectroscopy analysis revealed that in the used cat-
alysts, most of the Pd particles were lifted from the alumina surface and embedded in
the amorphous hydrocarbon material. The regeneration process was performed in situ
by heating the system in either steam or air to remove the hydrocarbon via either subli-
mation or combustion respectively. Figure 9 shows a series of images recorded from the
catalyst while heating in 500 mTorr of air at 350◦C. The hydrocarbon develops pores
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Figure 8. In situ TEM images (A, C and E) of a Cu/ZnO catalyst in various gas environments together with the corresponding Wulff construction of the Cu
nanocrystals (B, D, and F). A) The image was recorded at a pressue of 1.5 mbar of H2 at 220◦C. The electron beam was parallel to [011] zone axis of Cu. (C)
Obtained in a gas mixture of H2 and H2O, H2:H20 = 3;1 at a total pressure of 1.5 mbar at 220◦C. (E) Obtained in a gas mixture of H2 (95%) and CO (5%) at a total
pressure of 5 mbar at 220◦C. (Hansen et al. Science, 2002, reproduced with permission)
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Figure 9. Time series of used Pd/Al2O3 catalyst heating in 500 mTorr air at 350◦C for A) 0 hour;
B) 1 hour C) 4 hours and D) 7 hours. Pd particles are marked and HC indicates hydrocarbon.

due in part to catalytic combustion of the hydrocarbon by the Pd particles. Calculations
suggest that the local temperature rises to about 500◦C. This is still significantly below
the Tamman temperature (∼650◦C for Pd) and we would not normally expect atomic
diffusion of Pd to give rise to sintering. ETEM reveals several reasons for Pd sintering
in this case. First, on fresh catalyst, we have shown that major structural rearrangements
can occur within the Pd particles at temperatures as low as 500◦C [64]. This agrees
with shape transformation measurements described earlier in this chapter in which
Pd nanoshells were shown to undergo significant atomic rearrangement at 500◦C.
Although the atoms are mobile within the clusters, we do not see any evidence for
significant diffusion of Pd atoms away from the clusters i.e. the atoms remain bonded
to the metal cluster. However, during the regeneration process, particles are passively
brought into physical contact via oxidation of the underlying hydrocarbon support.
When physical contact between particles occurs, the high atom mobility within each
Pd particle causes the two-particle cluster to rapidly reconfigure into a single crystal
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Table 3. Rate of Au Particle Growth with and Without Electron Beam

Substrate Growth Rate Electron Beam Enhanced Growth Rate
Temperature (atoms/cm2/sec.) Growth rate (atoms/cm2/sec.) Enhancement

125◦C 8.5 × 1010 1.2 × 1013 160
150◦C 5 × 1011 1.7 × 1013 140
200◦C 1.2 × 1013 5.8 × 1013 5

cluster. This mechanism is completely different from the traditional Ostwald ripening
process and is the primary sintering mechanism during the regeneration of the Pd
based catalysts.

5.2. Controlled Synthesis of Nanostructures

The E-TEM can also be used as a cold-wall chemical vapor deposition (CVD) cell.
The chemical vapor deposition involves precursor adsorption and dissociation on a
substrate. The materials deposited after dissociation may nucleate and grow to form
nanoparticles or continuous films. The ETEM can be used for direct observation of
the deposition process, and the nucleation and growth process. The dissociation of a
precursor (vapor) can proceed by any of the following three main mechanisms:

a) Thermal dissociation.
b) Catalytic dissociation
c) Electron beam induced dissociation.

An advantage of performing such experiments in an electron microscope is that we can
use imaging, diffraction and spectroscopy to simultaneously characterize the resulting
material in situ allowing synthesis conditions to be varied and optimized.

Drucker et al. [65, 66] have used ETEM to study the CVD process of Al and Au
on SiO2 and Si surfaces respectively. They reported that the electron beam enhanced
the growth rates but the effect is lower at higher temperatures (Table 3). The observed
dendritic growth of Al was believed to be responsible for the frosty and non-reflective
appearance of Al films reported by Beach et al. [67]. Surface treatment by TiCl4
produced high quality conformal Al films with growth rates dependent on pressure
and temperatures. The growth rates of Au films on clean Si were observed to be
dependent on temperature with a higher rate at higher temperature (Table 3). These
model studies have established the validity of this technique to study CVD in situ at
near atomic level using the ETEM. Similar in-situ CVD studies can also be performed
using specially modified ultra high vacuum (UHV) TEM [68]. For example, the in situ
observation of the nucleation and growth mechanism of Ge islands on clean Si surfaces
under low Ge2H6 pressures were found to follow Ostwald ripening process [69].

In an ETEM equipped with a field emission gun, nanolithography can be performed
to synthesize nanostructures. The characterization techniques available in the TEM can
be employed to immediately characterize the resulting structures and understand the
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Figure 10. A) Z-contrast image of two-dimensional periodic array of GaN dots. Insert shows line
profiles through the Z-contrast images showing FWHM of 4 nm. B) Surface plot of array of dots showing
the height of dots derived from the ADF image intensity. Average dot height 5 nm.

deposition processes. Nanolithography proceeds by admitting a gaseous precursor into
the sample area of the microscope and using the fast electron beam to locally decompose
the precursor. Electron nanolithography in a modern TEM has been demonstrated for
creating nanostructures from carbonaceous contamination and tungsten metal [70–72].
However, if more exotic gaseous precursors can be designed then a much wider range
of materials synthesis can be performed including binary compounds.

Figure 10 shows a periodic array of uniform GaN dots generated using nanolithog-
raphy in the ETEM [73]. The array was generated by exposing the SiOx substrate to a
unique inorganic and highly reactive hydride D2GaN3, that dissociates exothermally
under electron irradiation resulting in formation of stoichiometric GaN and volatile
and robust D2 and N2 byproducts as shown by the equation

D2GaN3 → D2 + N2 + GaN.
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This compound was previously used in GaN film growth by gas source molecular beam
epitaxy to form standard heterostructures and luminescent nanostructures at extremely
low temperatures, between 150◦C and 450◦C [74]. The dot array is generated by
rastering a 0.5 nm electron probe over the substrate in well define steps. The dots are
highly uniform and display an average full-width half maximum of about 4 nm, a base
width of about 9 nm and a height of about 5 nm. Such arrays are small enough to
manifest true quantum size effects and are likely to possess unique electronic and optical
properties which may be beneficial to optoelectronic applications and information
processing [75–77].

The spatial extent of the dot (5–10 nm) is considerably larger than the size of the
primary electron probe (∼0.5 nm). Similar results have recently been obtained on
in situ TEM deposition of carbon nanowires and dots of tungsten metal [70, 71]. In
both cases, features with dimensions in the range 2–5 nm were reported. Most pro-
cesses for nanolithography rely on ionization of the valence electrons of the precursor
species. The cross sections for these ionization processes are much higher for low-
energy electrons and consequently the secondary electrons emitted from the surface of
the substrate are more efficient at dissociation. For this reason in electron lithography,
precursor decomposition is associated with the spatial distribution of emitted secondary
electrons. For high-energy sub-nanometer electron probes, the spatial distribution of
secondary electrons emitted from the surface of a thin film is controlled primarily
by the secondary electron mean free path. Careful measurements for 100 keV elec-
trons show that the majority of secondary electrons are emitted with energy between
2–10 eV [78, 79]. The mean free paths of secondary electrons can be estimated from
universal curves to lie in the range 1–5 nm [80]. Our dot dimensions are certainly
consistent with this model and provide evidence for the strong role that secondary
electrons play in the electron beam assisted nanolithography.

5.3. Kinetics

The kinetics of gas-solid interactions at the nanometer level can be obtained by in-
situ measurements of reaction rates using an ETEM. Most of the time it is possible
to obtain the reaction rates from the time resolved data (mostly from video images).
Sometimes it is possible to collect both time and temperature resolved data allowing
us to estimate activation energies of the reaction process. Baker et al. [81, 82] were
the first to use ETEM to make quantitative measurements of reaction kinetics. They
used time resolved images to measure the growth rate of carbon nanofibers at different
temperatures for different metal particles [82]. Activation energies of carbon nanofiber
formation for different catalysts were obtained from Arrhenius plots (see below). This
information was used to model the growth mechanisms of carbon nanofibers by
comparing the activation energies obtained with carbon dissolution energies for various
metal catalysts.

The reaction rate k is given by the well-known Maxwell-Boltzman equation:

k = Ae−Ea /RT
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where A is a constant called the frequency factor, Ea is the activation energy, R is
the gas constant and T is the absolute temperature. In most reactions, the rate of the
reaction increases with increasing temperature. The reaction rates can be obtained by
measuring (a) the growth rates and/or (b) conversion rates. Taking logarithms and
re-arranging the Maxwell-Boltzman equation gives the Arrhenius equation:

ln k = ln A − Ea /RT

This equation shows that plotting the reaction rate against inverse temperature
(Arrhenius plot) gives a straight line and the activation energy can be determined
directly from the gradient.

5.3.1. Nucleation and Growth of Cu Nanoparticles

TiN is commonly used as a barrier layer in the semiconductor industry to retard Si
diffusion into the interconnect layer (Au, Al or Cu etc.). One of the ways to incorporate
a TiN or CrN layer in very small integrated circuits is by depositing a thin layer of Ti
or Cr on Si or SiO2 and subjecting this layer to rapid thermal annealing in NH3 to
form the respective nitride. Au, Al or Cu is then deposited to form the interconnect
layer. This two-step process could be reduced to a single step by depositing a thin
layer of Cu/Ti or Cu/Cr alloy on Si or SiO2 and performing rapid thermal annealing
in NH3 at suitable temperatures. As Ti or Cr will convert to respective nitrides,
Cu will be depleted from the matrix to form nanoparticles giving the desired metal
contact and nitride barrier layer. In order to understand the effect of temperature and
pressure on the nitridation reaction, the process was followed by heating Cu/Ti and
Cu/Cr thin films, of different compositions, in ≈3–4 Torr of high purity NH3 up
to 650◦C using a modified Phillips 400-T E-TEM operated at 120 KV [35]. The
nitridation temperature of Ti and Cr metals was determined by time and temperature
resolved SAED patterns [35, 36]. The growth rates of Cu particles depleted during the
nitridation of Cu/Ti and Cu/Cr thin films were measured using time and temperature
resolved video imaging [36]. A typical sequence used for such measurements is shown in
Figure 11. The images are digital still frames extracted from a video sequence recorded
during growth of Cu particles at 630◦C in 4 Torr of NH3. It was also observed that the
Cu grains do not grow isotropically, rather, certain facets have a preferential growth
rate.

The area of two (of several measurements) Cu grains was plotted as a function of
annealing time during heat treatment of the CuCr film at 630◦C (Figure 12). Two
growth regimes are observed for both grains. Growth is rapid initially (solid symbols,
region A), whereas at longer anneal times, growth is slower and the grain area varies
linearly with time (open symbols, region B). This behavior indicates that for longer
annealing times, the growth is controlled by diffusion of Cu in the nitride matrix.
The calculated average value of the slopes of those curves, K = 3.0 ± 0.4 × 10−11

cm2/sec, is proportional to the diffusion constant of Cu through the CrN matrix. It
should be noted that for very long annealing times (t > 10 min), the curve becomes
completely flat as the Cu grain growth process was completed. This phenomenon
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Figure 11. A time sequence of in situ still video frames showing the growth of a Cu particle during the
nitridation process of the Cu1−xCrx (x = 0.40) thin film at 630◦C. The corresponding video times in
seconds are also shown in the top left of each picture.
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Figure 12. Cu grain area measured from the video sequence shown in Figure 12 as a function of the
annealing time at 630◦C when a Cu/Cr thin film was heated in ≈3 Torr of high purity NH3 gas. The
growth rate from two different particles given is obtained from the curves.

might be attributed to the fact that after long annealing times, Cu was fully depleted
from the CrN matrix. Although the nitridation temperature for Ti was found to
be lower (370◦C) compared to Cr (580◦C), the growth rate of Cu particles was an
order of magnitude lower in Cr/Cu (3.05 × 10−11 cm2/sec.) thin films than in Cu/Ti
(2.2 × 10−12 − 5.0 × 10−12 cm2/sec.) thin films.



17. Environmental Transmission Electron Microscopy in Nanotechnology 559

5.3.2. Carbon Nanotube Growth

Carbon nanotubes (CNTs) were dramatically novel nanoscale materials when they
were first discovered in 1991 by Iijima using a carbon arc discharge process [83]. They
have since become one of the most sought out materials for nanotechnology due to
their remarkable magnetic, electronic and mechanical properties [84]. The structure
of a CNT can be described in terms of a single graphite layer (graphene) rolled up
to form a single cylinder or concentrically arranged cylinders. The former is referred
to as a single wall nanotube (SWNT) and the latter are called multiwall nanotubes
(MWNTs). Although, a number of growth mechanisms have been proposed, deduced
from high-resolution electron microscopy (HREM) images and theoretical simulations
[81, 85–88], there is no direct evidence to support these models.

We have been successful in recording images of the growth of CNTs at video rate.
We have used the specimen area of this microscope as a chemical vapor deposition
chamber [89–90]. Our preliminary observations were made using Ni/SiO2 catalyst,
and propylene and acetylene as carbon sources (precursor). Although fibrous structures
were observed to grow when propylene was used as a precursor, CNTs were observed
to form only when acetylene (C2H2) was used as the precursor. Multi-wall carbon
nanotubes were often observed to form with a catalyst particle at their apex, as has
been observed previously in HREM images of carbon nanotubes formed by the CVD
processes.

Figures 13A–I show digitized individual frames of a typical growth process for multi-
wall carbon nanotubes. A small finger shaped hollow structure (Figure 13A) moved
out from the substrate, where another tube has been formed (Figure 13B), and created
the tip of a multi-wall nanotube. After growing linearly for a short time, it curved and
started to grow straight out again (Figure 13C). The process of changing directions
continued until the apex anchored back to the substrate forming a loop (Figure 13D–F).
CNT were often observed to grow in such a zigzag manner forming waves, spirals or
loops. The length of the tube formed at the substrate to the end was used to measure
the growth rate. Measured growth rates at 475◦C and 20 m Torr of C2H2 pressure
were 38–40 nm/second (Figure 14). It is clear from the length vs. time plot (Figure 14)
that the growth of the tube is not continuous. The total growth period was observed
to be in the range of 1–2.5 seconds. Nanotubes were not observed to grow after
1–2 seconds of their nucleation, on the other hand, new CNTs were observed to
nucleate and grow during the first 2–5 minutes, after which significant deposition of
CNTs was not observed. We observed no difference in the reaction morphology or
length of CNTs formed in the area under in-situ observation or the area not irradiated
by electron beam during conditions. The growth mechanisms for various CNT are
currently being investigated.

5.3.3. Activation Energy of Nucleation and Growth of Au Nanoparticles

Drucker et al. [65–66] had made the first in-situ observations of growth and nucle-
ation mechanism of gold CVD on Si/SiOx from ethyl (trimethylphosphine) gold
(Et Au(PMe3)) at different temperatures and constant pressure with time using a
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Figure 13. Individual frames digitized from a video sequence showing the nucleation and growth of a
multiwall carbon nanotube. The apex is marked by arrows (A–F) showing the zigzag growth direction
bending 360◦ (E) and finally attaching back to the substrate forming a loop (F). The bar is 10 nm and the
time interval between various frames is given in the top right hand corner.

modified Philips 400T ETEM [11]. Si <111> samples were cleaned by dipping in
HF and quickly transferring to the microscope in order to minimize the oxidation
of the Si. The samples were heated to the deposition temperature and time-resolved
images were recorded using a video recorder. Figure 15A shows that the number of
nuclei formed did not increase with time but the Au nanoparticles grew in size. These
particles coalesced to form continuous thin films once their growth brought them into
direct contact with other particles [66]. The survey of the sample region not exposed
to the electron beam indicated that the Au growth rates were lower in the areas not
under direct observation (Table 3). In order to obtain growth rates without electron
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Figure 14. The discontinuous growth rates for CNT measured from individual frames (1/30 second) of
the video sequence shown in Figure 14.

beam effects, the following procedure was adopted. The precursor was introduced
in the sample region for 5 minutes at deposition temperature and then the ETEM
column was evacuated before making TEM observations. The absence of Au particle
growth during the observation confirmed that no residual precursor was present in the
sample area and the deposition was not enhanced by the electron beam. The process
was repeated to obtain time resolved growth rates for each temperature.

The change in particle size with time at constant temperature and pressure was used
to obtain average growth rates for the Au particles. As TEM data only provides us
with two-dimensional growth rates, the height of the Au particles was measured after
depositions using scanning tunneling microscopy. The measure change in volume
thus obtained was used to determine growth rates at three different temperatures
(125◦C, 150◦C and 200◦C) for depositions with and without electron beam effects
(Table 3).

The logarithm of the growth rates (no of Au atoms/cm2) plotted against 1/T can
thus be used to obtain the activation energy (Ea) for nucleation and growth of Au
nanoparticles by CVD (Figure 15B). The slope of the curve can directly be used to
obtain the activation energy using Arrhenius equation (1):

Ea = −(slope∗R)
= 22.67 k cal/mole

As Au particles, once formed, were not observed to grow with time in the absence
of precursor, it is safe to assume that ripening is not responsible for the growth at
these low temperatures and the particles coalesced only when they were in direct
contact. Moreover, the reported activation energy for Au surface diffusion on carbon is
39 kcal/mole [91] which is higher than measured here. Therefore the activation energy
measured is for the nucleation and growth of Au during CVD.

Measurement of reaction kinetics thus provides us with an insight in to the reaction
mechanisms and processes involved.
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Arrhenius Plot of Au Deposition
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Figure 15. Bright field images showing nucleation and growth of Au particles on Si <111> surface at
125◦C after exposure of A) 5 minutes and B) 15 minutes. C) Arrhenius plot showing the temperature
dependence of the growth rate obtained.

6. CONCLUSIONS

We have shown that ETEM is a valuable technique for understanding the response
of nanoparticle systems to a gaseous environment at near atomic-level. The modern
ETEM allows the dynamic behavior of the nanoparticles to be studied in real time with
atomic-resolution imaging and electron diffraction in up to 50 Torr of gas pressure.
On a machine equipped with a field-emission gun, electron energy-loss spectra can
be recorded using a sub-nanometer probe so that elemental and electronic structural
changes occurring in individual nanoparticles can be followed in situ. This powerful
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combination of in-situ imaging, diffraction and spectroscopy provides detailed infor-
mation about gas-solid phase transformation mechanisms in individual nanoparticles.
Quantitative measurements can be used to derive reaction rates and activation ener-
gies from very small areas and should allow full reaction kinetics to be determined
as a function of nanoparticles size. The ETEM can also be used to perform in-situ
synthesis of nanophase materials. The simultaneous characterization can be performed
during synthesis allowing synthesis conditions to be varied and optimized rapidly.
Sub-nanometer electron probes can also permit nano-lithographic structures to be
deposited and studied under a wide variety of different conditions.
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18. ELECTRON NANOCRYSTALLOGRAPHY

JIAN-MIN ZUO

1. INTRODUCTION

What is nanocrystallography? Just as modern crystallography has evolved from the early
study of the structure of single crystals to individual molecules, liquids, quasicrystals
and other complex structures, nanocrystallography is defined broadly to include the
study of atomic and molecular arrangements in structural forms of the feature length
from a few to hundreds nanometers. Because electrons interact strongly with matter
and electrons form the very probes, electron diffraction has the potential to provide
quantitative structure data for individual nanostructures in a role similar to x-ray and
neutron diffraction for bulk crystals. This potential is currently being developed for
reasons that electron diffraction patterns can be recorded selectively from individual
nanostructure at the size as small as a nanometer using electron probe forming lenses
and apertures, while electron imaging provides the selectivity.

This chapter introduces electron nanocrystallography by starting from the basic con-
cepts of electron diffraction, the theory and then moving on to electron diffraction
applications using selected examples. Emphasis is on quantitative electron diffraction
(QED). The experimental techniques will be described for electron diffraction inten-
sity recording, retrieval of structural information and inversion of diffraction patterns
by solving the phase problem. We show that structure information, such as unit cell
parameters, atomic positions and crystal charge distribution, can be obtained from
experimental diffraction intensities by optimizing the fit between the experimental and
theoretical intensities through the adjustment of structural parameters in a theoretical
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model. While the principle of refinement borrows from the Rietveld method in X-ray
powder diffraction, its implementation in electron diffraction is much more power-
ful since it includes the full dynamic effect. As a part of the review, we will also
describe the recently developed nano-area electron diffraction, which can record elec-
tron diffraction patterns from individual nanostructures for structural determination.
Single- and double-wall carbon nanotubes will be used as application examples for this
technique.

The development of quantitative electron diffraction is relatively new and happened
at the convergence of several microscopy technologies. The development of the field
emission gun in 70’s and its adoption in conventional transmission electron micro-
scopes (TEM) brought high source brightness, small probes and coherence to electron
diffraction. The immediate impact of these technologies is our new ability to record
diffraction patterns from very small (nano) structures. Electron energy-filters, such as
the in-column �-filter, allow inelastic background from plasmon and higher electron
energy losses to be removed with an energy resolution of a few eV. The develop-
ment of array detectors, such as the CCD camera or imaging plates, enables a parallel
recording of diffraction patterns and the quantification of diffraction intensities over a
large dynamic range that simply was not available to electron microscopy before. The
post-specimen lenses of the TEM give the flexibility for recording electron diffraction
patterns at different magnifications. Last, but equally important, the development of
efficient and accurate algorithms to simulate electron diffraction patterns and modeling
the structure on a first-principle basis using fast modern computers has significantly
improved our ability to interpret the experimental data.

For readers unfamiliar with electron diffraction, there are a number of books on elec-
tron diffraction for materials characterization [1,2,3,4]. The kinematical approximation
for electron diffraction and diffraction geometry are required topics for materials sci-
ence and engineering students. Most of these books focus on crystals since each grain
of a polycrystalline material is a single crystal for electron diffraction because of the
small electron probe. Full treatment of the dynamic theory of electron diffraction is
given in several special topic books and reviews [5,6,7,8].

2. ELECTRON DIFFRACTION MODES AND GEOMETRY

Electron optics in a microscope can be configured for different modes of illumina-
tion from a parallel beam to convergent beams. Figure 1 illustrates three modes of
electron diffraction using different illuminations, 1) selected area electron diffraction
(SAED), 2) nano-area electron diffraction (NED) and 3) convergent-beam electron
diffraction (CBED). Variations from these three techniques include large-angle CBED
[9], convergent-beam imaging [10], electron nanodiffraction [11] and their modifica-
tions [12]. For nanostructure characterization, the electron nanodiffraction technique
developed by Cowley [11, 13] and others in the late 1970s uses a scanning transmis-
sion electron microscope is particularly relevant. In this technique, a small electron
probe of sizes from a few Å to a few nanometers is placed directly onto the sample.
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Figure 1. Three modes of electron diffraction. Both a) selected area electron diffraction (SAED) and b)
nanoarea electron diffraction (NED) use parallel illumination. SAED limits the sample volume
contributing to electron diffraction by using an aperture in the image plane of the image forming lens
(objective). NED achieves a very small probe by imaging the condenser aperture on the sample using a
third condenser lens. Convergent beam electron diffraction (CBED) uses a focused probe.

Diffraction pattern thus can be obtained from localized areas as small as a single atomic
column. The diffraction pattern obtained is very sensitive to the local structure and
the probe positions [14]. Readers interested in this technique can find the description
and applications in Cowley’s review papers.

2.1. Selected Area Electron Diffraction

Selected area electron diffraction is formed by placing an aperture in the imaging plane
of the objective lens (see fig. 1a). Only rays passing through this aperture contribute
to the diffraction pattern at the far field. For a perfect lens without aberrations, the
diffracted rays come from an area that is defined by the back-projected image of the
selected area aperture. The aperture image is typically a factor of 20 smaller because of
the objective lens magnification. In a conventional electron microscope without the
Cs corrector, different focuses for rays at different angles to the optic axis result in a
displaced aperture image for each diffracted beams due to the objective lens spherical
aberration. Take the rays marked by P and P ′ in Fig. 1 for an example. While the ray
P parallel to the optical axis defines the back-projected aperture image, ray P′ at an
angle of α will move by the distance of y = Cs α

3. For a microscope with Cs = 1 mm
and α = 50 mrad, y ∼ 125 nm. The smallest area that can be selected in SAED is thus
limited by the objective lens aberration.

The combination of imaging and diffraction in the SAED mode makes it particularly
useful for setting diffraction conditions for imaging in a TEM. It is also one of major
techniques for materials phase identifications and orientation determinations. Inter-
pretation of SAED patterns for materials science applications is covered in Edington’s
book [1].
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Figure 2. An example of nanoarea electron diffraction. The diffraction pattern was recorded from a single
Aunanocrystal of ∼4 nm near the zone axis of [110]. Around each diffraction spot, two rings of oscillation
are clearly visible. The rings are not continuous because of the shape of the crystal. The electron probe and
an image of the nanocrystal are shown at top-right corner.

2.2. Nano-Area Electron Diffraction

Figure 1b shows the principle of parallel-beam electron diffraction from a nanometer-
sized area in a TEM. The electron beam is focused to the focal plane of the objective
pre-field, which then forms a parallel beam illumination on the sample. For a condenser
aperture of 10 micron in diameter, the probe diameter is ∼50 nm. The beam size is
much smaller than that of SAED. Diffraction patterns recorded in this mode are similar
to SAED. For crystals, the diffraction pattern consists of sharp diffraction spots.

Nano-area electron diffraction in a FEG microscope also provides a higher beam
intensity than SAED. The probe current intensity is ∼105 e/s·nm2 in the JEOL 2010 F
electron microscope. The intensity is high because all electrons illuminating the sample
are recorded in the diffraction pattern in NED. The small probe size allows the selection
of individual nanostructures for electron diffraction.

An application of nanoarea electron diffraction for electron nanocrystallography is
demonstrated in Fig. 2, which was recorded from a single Au nanocrystals close to
the [110] zone axis. The 50 nm-diameter electron beam made it possible to isolate
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a single nanocrystal for diffraction. The parallel electron beam gives the high angular
resolution for resolving the details of diffuse scattering that comes from the finite-size
of the crystal and deviations from the ideal crystal structure.

The nano-area electron diffraction described here is different from electron nanod-
iffraction in a STEM [11]. Electron nanodiffraction, pioneered by John Cowley using
a dedicated STEM, is formed using a combination of a small probe-forming aperture
and convergent beams. Recorded electron diffraction is similar to CBED, but with a
smaller disk size. The probe size can be as small as a few angstroms, and diffraction
patterns are recorded by placing the focused probe on selected local areas. While there
are several proposals to reconstruct crystal structure from a series of electron nanod-
iffraction patterns with overlapping disks [15], applicability to real systems so far has not
been demonstrated. NED is formed by placing a focused probe at the front focal plane
of pre-objective lens to form a parallel electron beam on the sample. The advantage of
NED is the high angular resolution in the diffraction pattern, which when combined
with a ∼101 nm probe allows over-sampling of diffraction patterns from individual
nanostructures than the so-called Nyquist frequency, which is one over the sample
dimension.

The third condenser lens, or a mini-lens, provides the flexibility and demagnification
for the formation of a nanometer-sized parallel beam. In electron microscopes with
two condenser lenses in the illumination system, the first lens is used to demagnify
the electron source and the second lens transfer the demagnified source image to the
sample at focus (for probe formation) or under-focused to illuminate a large area.

2.3. Convergent Beam Electron Diffraction (CBED)

CBED is formed by focusing the electron probe at the specimen (see Fig. 1c). Com-
pared to selected area electron diffraction, CBED has two main advantages for studying
perfect crystals and the local structure:

1. The pattern is taken from a much smaller area with a focused probe; the smallest
electron probe currently available in a high-resolution FEG-STEM is close to 1 Å.
Thus, in principle and in practice, CBED can be recorded from individual atomic
column. For crystallographic applications, CBED patterns are typically recorded
with a probe of a few to tens of nanometers;

2. CBED patterns record diffraction intensities as a function of incident-beam direc-
tions. Such information is very useful for symmetry determination and quantitative
analysis of electron diffraction patterns.

A comparison between the selected area electron diffraction and CBED is given in
Fig. 3. CBED patterns consist of disks. Each disk can be divided into many pixels and
each pixel approximately represents one incident beam direction. For example, let us
take the beam P in Fig. 4. This particular beam gives one set of diffraction pattern
shown as the full lines. The diffraction pattern by the incident beam P is the same as
the selected area diffraction pattern with a single parallel incident beam. For a second
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Figure 3. A comparison between CBED and SAED. Left) is a recorded diffraction pattern along [001]
from magnetite cooled to liquid nitrogen temperature. There are two types of diffraction spots, strong and
weak ones. The weak ones come from the low-temperature structural transformation. All diffraction spots
in this pattern can be indexed based on two reciprocal lattice vectors (a∗ and b∗). Right) is a recorded
CBED pattern from spinel along [100] at 120 kV.

beam P ′, which comes at different angle compared to P, the diffraction pattern in this
case is displaced from that of P by α/λ with α as the angle between the two incident
beams.

Experimentally, the size of the CBED disk is determined by the condenser aperture
size and the focal length of the probe-forming lenses. In a modern microscope with
an additional mini-lens placed in the objective prefield, it is also possible to vary the
convergence angle by changing the strength of the mini-lens. Under-focusing the
electron beam also results in a smaller convergence angle. However, under-focusing
leads to a bigger probe, which can be an issue for specimens with a large wedge angle.

The advantage of being able to record diffraction intensities over a range of incident
beam angles makes CBED a useful technique for comparison with simulations. Also
because of this, CBED is a quantitative diffraction technique. In the past 15 years,
CBED has evolved from a tool primarily for crystal symmetry analysis to the most
accurate technique for structure refinement, strain and structure factor measurements
[16]. For crystals with defects, the large angle CBED technique is useful for characteriz-
ing individual dislocations, stacking faults and interfaces. For applications to structures
without the three-dimensional periodicity, parallel-beam illumination is required for
resolving details in the diffraction pattern.

3. THEORY OF ELECTRON DIFFRACTION

Electron diffraction from a nanostructure can be alternatively described by electrons
interacting with an assembly of atoms (ions) or from a crystal of finite sizes and shapes.
Which description is more appropriate depends on which is a better approximation for
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the structure. Both approaches are discussed here. We will start with the kinematical
electron diffraction from a single atom, then move on to an assembly of atoms and
then to crystals. Electron multiple scattering, or electron dynamic diffraction, is treated
last for perfect crystals. Dynamic theory of a nanostructure, or imperfect crystals, is
too complex to be treated analytically. Their treatment generally requires numerical
simulations.

3.1. Kinematic Electron Diffraction and Electron Atomic Scattering

Electron interacts with an atom through the Coulomb potential of the positive nucleus
and electrons surrounding the nucleus. The relationship between the potential and the
atomic charge is given by the Poisson equation:

∇2V (�r ) = − e [Zδ(�r ) − ρ(�r )]

ε0
(1)

If we take a small volume, d �r = dx dy dz, of the atomic potential at position �r , the exit
electron wave from this small volume is approximately given by:

φe ≈ (1 + iπλUdx dy dz)φo (2)

Here U = 2meV(�r )/h2, which can be treated as a constant within the small volume.
Equation 2 is known as the weak-phase-object approximation. For a parallel beam of
incident electrons, the incident wave is a plane wave exp(2π i �k0 · �r ). For high-energy
electrons with E � V, scattering by an atom is weak and we have approximately:

φ0 ≈ exp(2π i �k0 · �r ) (3)

The scattered wave from the small volume is a new point source, which gives out
spherical waves, the contribution from this small volume to the wave at r is:

dφs ≈ πU
|�r − �r ′| e

2π i k|�r −�r ′| d �r (4)

The approximation here is for small scattering angles (θ ) and cos θ ≈ 1. Equation 4 is
justified because contributions to the wave come mostly from the first Fresnel zone,
which has a small angle in electron diffraction because of the short wavelength. The
total scattered wave is the sum of the scattered waves over the volume of the atom:

φs = 2πme
h2

∫
V (�r ′)

|�r − �r ′| e
2π i k|�r −�r ′|e 2π i �k0·�r ′

d �r ′ (5)

Far away from the atom, we have |�r | � |�r ′| and we replace |�r − �r ′| by |�r | in the
denominator and

|�r − �r ′| ≈ r − �r ′ · �r
r

(6)
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for the exponential. Thus,

φs = 2πme
h2

∫
V(�r ′)

|�r − �r ′| e
2π i k|�r −�r ′|e 2π i �k0·�r ′

d �r ′ ≈ 2πme
h2

e 2π i �k0·�r

r

×
∫

V(�r ′)e 2π i (�k−�k0)·�r ′
d �r ′ (7)

Here �k is the scattered wave vector and the direction is taken along �r . The half difference
between the scattered wave and incident wave, �s = (�k − �k0)/2, is defined as the
scattering vector. Equation 7 defines the electron atomic scattering factor

f (s ) = 2πme
h2

∫
V(�r ′)e 4π i�s ·�r ′

d �r ′ (8)

The crystal potential is related to the charge density and Fourier transform of electron
charge density gives the X-ray scattering factor. The relation between electron and the
X-ray scattering factors is given by the Mott formula:

f (s ) = me 2

8πεo h2

(Z − f x)

s 2
= 0.023934

(Z − f x)

s 2
(Å) (9)

The X-ray scattering factor in the same unit is given by

f x(s ) =
(

e 2

mc 2

)
f x = 2.82 × 10−5 f x(Å) (10)

For a typical value of s ∼ 0.2 1/Å, the ratio f /(e 2/mc 2) f x ∼ 104. Thus, electrons
interacts with an atom much more strongly than X-ray.

Electron distribution of an atom in a crystal depends bonding with neighboring
atoms. At sufficiently large scattering angles, we can approximate atoms in a crystal by
spherical free atoms or ions. Atomic charge density and its Fourier transform can be
calculated with high accuracy. Results of these calculations are published in literature
and tabulated in the international table for crystallography.

3.2. Kinematical Electron Diffraction from an Assembly of Atoms

Here, we extend our treatment of kinematical electron diffraction from a single atom to
an assembly of atoms. For nanostructures of a few nanometers, the treatment outlined
here form the basis for electron diffraction pattern analysis and interpretation. For a
large assembly of atoms in a crystal with well-defined 3-D periodicity, we will use this
section to introduce the concepts of lattice and reciprocal space and lay the foundation
for our treatment of crystal diffraction.
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Kinematic scattering from an assembly of atoms follows the same treatment for a
single atom:

φs ≈ 2πme
h2

e 2π i �k0·�r

r

∫
V(�r ′)e 2π i (�k−�k0)·�r ′

d �r ′ = 2πme
h2

e 2π i �k0·�r

r
F T(V(�r ′)) (11)

Where FT denotes Fourier Transform. The potential of an assembly of atoms can be
expressed as a sum of potentials from individual atoms

V(�r ) =
∑

i

∑
j

Vi (�r − �r j ) (12)

Here, the summation over i and j are for the type of atoms and index for atoms in each
type respectively.

To see how an atomic assembly diffract differently from a single atom, we first look
at a row of atoms that are separated periodically by an equal spacing of a. Each atom
contributes to the potential at point �r . The total potential is obtained by summing up
the potential of each atom. If we take the x-direction along the atomic row, then

V(
⇀

r ) =
N∑

n=1

VA (�r − nax̂) (13)

The sum can be considered as placing atom on a collection of points (lattice), and the
potential of the atomic assembly is thus a convolution of the atomic potential and the
lattice:

V(
⇀

r ) = VA (�r ) ∗
N∑

n=1

δ (�r − nax̂) (14)

The Fourier transform of this potential (see E7) is the product of F T of the atomic
potential and FT of the lattice:

F T [V (�r )] = F T [VA (�r )] · F T

[
N∑

n=1

δ (�r − na x̂)

]
(15)

The Fourier transform of atomic potential gives the atomic scattering factor. The
Fourier transform of an array of delta functions gives

F T

[
N∑

n=1

δ (�r − na x̂)

]
=

N∑
n=1

e−2π i (�k−�k0)·�xna = sin[π (�k − �k0) · �xNa ]

sin[π (�k − �k0) · �xa ]
(16)

The function (E16) has an infinite number of maximums at the condition:

(�k − �k0) · x̂ = h/a (17)
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Here h is an integer from −∞ to ∞. The maxima are progressively more pronounced
with an increasing N. For a sufficiently large N, (E16) reduces to a periodic array of
delta functions with the spacing of 1/a.

For a three-dimension periodic array of atoms, where the position of atoms is given
by the integer displacement of the unit cell a, b and c. The potential is given by

V(
⇀

r ) = VA(
⇀

r ) ∗
∑
n,m ,l

δ(�r − n�a − m �b − l�c ) (18)

The Fourier transform of the three-dimensional lattice of a cube N × N × N gives

F T

[
N∑

n=1

N∑
m=1

N∑
l=1

δ(�r − n�a − mb
⇀ − l�c )

]
= sin[π (�k − �k0) · �a N]

sin[π (�k − �k0) · �a ]

× sin[π (�k − �k0) · �b N]

sin[π (�k − �k0) · �b ]

sin[π (�k − �k0) · �c N]

sin[π (�k − �k0) · �c ]
(19)

Similar to one-dimensional case, (E19) defines an array of peaks. The position of peaks
is placed where

(�k − �k0) · �a = h
(�k − �k0) · �b = k
(�k − �k0) · �c = l

(20)

with h, k and l as integers. It can be shown that

�k
⇀ = k

⇀ −k
⇀

0 = h �a ∗ + k�b ∗ + l�c ∗ (21)

and

�a ∗ = (�b × �c )

�a · (�b × �c )
, �b ∗ = (�c × �a )

�a · (�b × �c )
, �c ∗ = (�a × �b )

�a · (�b × �c )
(22)

The vectors a∗, b∗ and c∗ together define the three-dimensional reciprocal lattice.
For nanostructures that has the topology of a periodic lattice, we can be describe

the structure by the lattice plus a lattice-dependent displacement:

V(r⇀) = VA(r⇀) ∗
∑
n,m ,l

δ(�r − �R − �u( �R)), with �R = n�a − m �b − l�c (23)

For simplicity, we will restrict the treatment to monoatomic primitive lattices. Gener-
alization to more complex cases with a non-primitive lattice follows the same principle
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outlined here, but with more complex expressions. The Fourier transform of the lattice
in this case gives a sum of two terms:

F T

[∑
n,m ,l

δ(�r − �R − �u( �R))

]
=
∑
n,m ,l

exp(2π i��k · �R) exp[2π i��k · �u( �R)] (24)

For small displacement, (E24) can be expanded to the first order

F T

[∑
n,m ,l

δ(�r − �R − �u( �R))

]
=
∑
n,m ,l

exp(2π i��k · �R)

+
∑
n,m ,l

2π i��k · �u( �R) exp(2π i��k · �R) (25)

The first term is the same as E19, which defines an array of diffraction peaks; the
position of each peak is defined by the reciprocal lattice of the starting crystal.
The second term describes the diffuse scattering around each reflections defined by
the crystal reciprocal lattice. If we take the reflection as g and write

��k = �g + �q and �g · �R = 2nπ (26)

For |g | � |q |, the diffuse scattering term can be rewritten as

∑
n,m ,l

2π i��k · �u( �R) exp(2π i��k · �R) ≈
∑
n,m ,l

2π i �g · �u( �R) exp(2π i �q · �R) (27)

which is the Fourier sum of the displacements along the g direction. The intensity
predicted by (E27) will increase with g with the g2-dependence. The atomic scat-
tering contains the Debye-Waller factor, which describes the damping of high-angle
scattering because of thermal vibrations. The balance of these two terms results a
maximum contribution to the diffuse scattering from deviations from the ideal crystal
lattice [5].

The oscillations from the finite size of the nanocrystals are clearly visible in the
diffraction pattern shown in Fig. 2. The subtle difference in the intensity oscillations
for different reflections can come from several factors, including surface relaxations, the
small tilt, the curvature of the Ewald sphere, and the non-negligible multiple scattering
effects for heavy atoms such as Au. Surface relaxation effects can be treated using the
approximation described above.

3.3. Geometry of Electron Diffraction from Perfect Crystals

We have shown that electrons diffract from a crystal under the Laue condition �k − �k0 =
�G , with �G = h �a ∗ + k�b ∗ + l�c ∗. Thus, each diffracted beam is defined by a reciprocal
lattice vector. Diffracted beams seen in an electron diffraction pattern are these close
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to the intersection of the Ewald sphere and the reciprocal lattice. Based on these
two principles, we will develop a quantitative understanding of electron diffraction
geometry.

3.3.1. The Cone of Bragg Conditions

The Bragg condition defines a cone of angle θhkl normal to the (hkl ) plane. Alterna-
tively, we use the Laue condition to specify the Bragg diffraction:

k2
0 − |�k + �G|2 = (28)

2�k · �G + G2 = 0 (29)

and

kG = −G/2 (30)

Thus irrespective to the wavelength of electrons, the wave vector along the plane
normal direction is half the reciprocal lattice vector length. The Bragg angle becomes
increasingly smaller as the electron energy increases, which results in a decrease in the
wavelength and an increase in the wave vector in the plane.

3.3.2. Zone Axis

A typical zone axis diffraction pattern is shown in Fig. 3. The diffraction pattern can
be indexed based on the two shortest G-vectors �g and �h . The zone axis is along the
direction determined by

�g × �h = (h1�a ∗ + k1�b ∗ + l1�c ∗) × (h2�a ∗ + k2�b ∗ + l2�c ∗)
= (k1l2 − k2l1)�b ∗ × �c ∗ + (l1h2 − l2h1)�c ∗ × �a ∗ + (h1k2 − h2k1)�a ∗ × �b ∗ (31)

The zone axis index is taken such as

�z = u�a + v�b + w�c (32)

with [u, v, w] as the smallest integer satisfying the relationship of

u/v/w = (k1l2 − k2l1)/(l1h2 − l2h1)/(h1k2 − h2k1) (33)

By definition, a zone axis is normal to both �g and �h . The reciprocal lattice plane passing
through the reciprocal lattice origin is called the zero-order Laue zone. A G-vector
with �z · �G = n(n �= 0) is said to belong to high order Laue zones.

A diffraction pattern with diffraction spots belonging to both zero-order Laue zone
and higher order Laue zones can be used to determine the three-dimensional cell of
the crystal.
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3.3.3. The Zone Axis Coordinate and the Line Equation for Bragg Conditions

Given a zone axis, we can define an orthogonal zone axis coordinate, (x̂, ŷ, ẑ), with
the z parallel to the zone axis direction. Let us take x along the g direction and y
normal to the x-direction. Expressing the condition for Bragg diffraction (E29) in this
coordinate, we have

2�k · �g + g 2 = 2(kxg x + kyg y + kzg z) + g 2 = 0 (34)

and

ky = − g x

g y
kx + 2g z − g 2

2g y
|kz| (35)

Here

|kz| =
√

k2
0 − k2

x − k2
y ≈ k0 = 1/λ (36)

The approximation holds for high-energy electrons of small wavelengths and the typical
acceptance angles in electron diffraction. Within this approximation, beams that satisfy
the Bragg condition form a straight line.

3.3.4. Excitation Error

Deviation of the electron beam from the Bragg condition is measured by the distance
from the reciprocal lattice vector to the Ewald sphere along the zone axis direction,
which is approximately defined by

Sg = (
k2

0 − |�k + �g |2)/2 |k0| (37)

This parameter is important for the interpretation of diffraction contrast images and
electron diffraction intensities in both SAED and CBED. From (E29), let us take

kG = −g /2 + � (38)

The positive � corresponds to a tilt towards the zone axis center. Then we have

Sg = λ

((
− g

2
+ �

)2
−
( g

2
+ �

)2
)/

2 = −λg � ≈ −g δθ (39)

Here δθ is the deviation angle from the Bragg condition. Sg is negative for positive �

and positive for negative �.

3.4. The Geometry of a CBED Pattern

The starting point for understanding CBED is the Ewald sphere construction.
Fig. 4 shows one example. By the requirement of elastic scattering, all transmitted
and diffracted beam are on the Ewald sphere. Let’s take the incident beam P, which
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Ewald Sphere K K+g

0 g

Figure 4. The geometric construction of CBED. This figure demonstrates the variation of excitation
errors at different positions of the CBED disk. The beam marked by the full line (P ) is at Bragg condition,
while beam marked by the dashed line is associated with a positive excitation error (Sg).

satisfies the Bragg condition for g. For an incident beam P ′ to the left of P, the diffracted
beam also moves to the left, which gives a positive excitation error. Correspondingly,
a beam moving to the right of P gives a negative excitation error. The excitation error
varies according to equation 39. Generally, the excitation error varies across the disk
and along the g direction for each diffracted beams. The range of excitation errors
within each CBED disk is proportional to the length of g and the convergence angle.
Consequently, excitation error changes much faster for a HOLZ reflection than a
reflection in ZOLZ close to the direct beam.

For high order reflections with a large g, the rapid increase in the excitation error
away from the Bragg condition results a rapid decrease in diffraction intensities. Under
the kinematical condition, the maximum diffraction intensity occurs at the Bragg
condition, which appears as a straight line within a small convergence angle. These
lines, often called as high order Laue zone (HOLZ) lines, are very useful for measuring
lattice parameters and the local strain. The sensitivity of these lines to lattice parameters
comes from the large scattering angle. The positions of these lines moves relative to
each other when there is a small change in the lattice parameters [17]. For example,
let us examine a cubic crystal and its Bragg condition:

sin θ = g λ/2 =
√

h2 + k2 + l 2 λ/2a (40)

A small change in a gives

δθ ≈
√

h2 + k2 + l 2 λδa /2a 2 = 0.5g λδa /a (41)
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The amount change in the Bragg angle is proportional to the length of g.

3.5. Electron Dynamic Theory – The Bloch Wave Method

For large nanostructures approaching several tens of nanometers or for large crystals,
electron dynamic scattering must be considered for the interpretation of experimental
diffraction intensities. This is because of the strong electron interactions with matter.
For a perfect crystal with a relatively small unit cell, the Bloch wave method is the
preferred way to calculate dynamic electron diffraction intensities and the exit-wave
function because of the flexibility and accuracy of the Bloch wave method. The
alternative multi-slice method is best used in the case of diffraction from strained
crystals or crystals containing defects. Detailed descriptions of the multislice method
can be found in a recent publication [8].

For high-energy electrons, the exchange and correlation between the beam electrons
and the crystal electrons can be neglected, and the problem of electron diffraction is
reduced to solve the Schrödinger equation for an independent electron in a potential
field:

[
K2 − (k + g)2

]
Cg +

∑
h

UghCg = 0 (42)

With

K2 = k2
0 + U0 (43)

And

Ug = UC
g + U ′′

g + iU ′
g (44)

Here Ug = 2m |e |Vg /h2 is the optical potential of the crystal, which consists of the
crystal potential Uc, absorption U ′ and a correction to the crystal potential due to vir-
tual inelastic scattering U ′′. The most important contribution to U ′ and U ′′ for |g | > 0
comes from inelastic phonon scatterings. Details on the evaluation of absorption poten-
tials can be found in the references of Bird and King [18], Weickenmeier and Kohl [19]
for atoms with isotropic Debye-Waller factors and Peng for anisotropic thermal vibra-
tions [20]. The U ′′ term is significantly smaller than U ′, which is generally neglected
in high energy electron diffraction.

For convergent electron beams with a sufficiently small probe, the diffraction geom-
etry can be approximated by a parallel crystal slab with the surface normal n. To satisfy
the boundary condition, let us take

k = K + γn (45)
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Here γ is the dispersion of wavevectors inside the crystal. Inserting equation 45 into
42 and neglecting the backscattering term of γ 2, we obtain from equation 42

2K Sg Cg +
∑

h

Ug hCh = 2Kn

(
1 + g n

Kn

)
γ Cg (46)

Here Kn = K · n and g n = g · n. Equation 46 reduces to an eigen equation by renor-
malizing the eigenvector:

Bg =
(

1 + g n

Kn

)1/2

Cg (47)

The zone axis coordinate system can be used for specifying the diffraction geometry,
including both the incident beam direction and crystal orientation. In this coordinate,
an incident beam of wavevector K is specified by its tangential component on x–y
plan Kt = xX + yY, and its diffracted beam at Kt + gt , for small angle diffraction.
For each point inside the CBED disk of g, the intensity is given by

Ig (x, y) = |φg (x, y)|2 =
∣∣∣∣∣
∑

i

c i (x, y)Ci
g (x, y) exp[2π iγ i (x, y)t ]

∣∣∣∣∣
2

(48)

Here the eigenvalue γ and eigenvector Cg are obtained from diagonalizing equation
46. And c i is called excitation of ith Bloch wave, which is obtained from the first
column of the inverse eigenvector matrix as determined by the incident beam boundary
condition. The solution of equation 46 converges with the increasing number of beams
included in the calculation. Solving equation 46 straightforwardly with a large number
of beams is often impractical, since the matrix diagonalization is a time consuming
task. The computer time needed to diagonalize a N × N matrix is proportional to
N3. A solution to this is to use the Bethe potential:

U
eff
g = Ug −

∑
h

Ug −hUh

2K Sh
(49)

and

2KS
eff
g = 2KSg −

∑
h

Ug −hUh−g

2K Sh
(50)

Here the summation is over all weak beams of h. The Bethe potential accounts for the
perturbational effects of weak beams on the strong beams. The criterion for a weak
beam is∣∣∣∣K Sg

Ug

∣∣∣∣ ≥ ωmax (51)
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Figure 5. A simulated CBED pattern for Si[111] zone axis at 100 kV using the Bloch wave method
described in the text.

The weak beams are selected based to converge theoretical calculations [21]. In prac-
tice, an initial list of beams is selected using the criteria of maximum g length, maxi-
mum excitation error and their perturbational strength. Additional criteria are used for
selecting strong beams. These criteria should be tested for the theoretical convergence.

Figure 5 shows an example of simulated CBED patterns using the Bloch wave
method described here for Si [111] zone axis and electron accelerating voltage of
100 kV. The simulation includes 160 beams in both ZOLZ and HOLZ. Standard
numerical routines were used to diagonalize the complex general matrix (for a list of
routines freely available for this purpose, see [22]). The whole pattern simulation on a
modern PC only takes a few minutes.
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4. EXPERIMENTAL ANALYSIS

4.1. Experimental Diffraction Pattern Recording

The optimum setup for quantitative electron diffraction is a combination of a flexible
illumination system, an imaging filter and an array detectors with a large dynamic
range. The three diffraction modes described in section 1.2 can be achieved through a
three-lenses condenser system. There are two types of energy-filters that are currently
employed, one is the in-column �-energy filter and the other is the post-column
Gatan Imaging Filter (GIF). Each has its own advantages. The in-column �-filter
takes the full advantage of the post specimen lenses of the electron microscope and can
be used in combination with detectors such as films or imaging plates (IP), in addition
to the CCD camera. For electron diffraction, geometric distortion, isochromaticity,
and angular acceptance are the important characteristics of the energy filter [23].
Geometrical distortion complicates the comparison between experiment and theory
and is best corrected by experiment. Isochromaticity defines the range of electron
energies for each detector position. Ideally this should be the same across the whole
detector area. Angular acceptance defines the maximum diffraction angle that can be
recorded on the detector without a significant loss of isochromaticity.

Current 2-D electron detectors include the CCD cameras and imaging plates. The
performance of the CCD camera and IP for electron recording has been characterized
[25]. Both detectors are linear with a large dynamic range. At the low dose range,
the CCD camera is limited by the readout noise and dark currents of CCD. IP has
a better performance at the low dose range due to the low dark current and readout
noise of the photo-multiplier used for IP readout. At medium and high dose, the IP is
limited by a linear noise due to the granular variations in the phosphor and instability
in the readout system. The CCD camera is limited by a linear noise in the gain
image, which can be compensated by averaging over many images. The performance
of CCDs varies from one to another. This makes individual characterization of CCD
necessary.

Neither of the CCD camera and IP has the ideal resolution of a single pixel, and in
both detectors additional noises are introduced in the detection process. The recorded
image can be generally expressed as

I = H f + n (52)

Here the application of H on image f denotes the convolution between the point spread
function (PSF) (encoded in H) and the image. The n is the noise in the readout image.
The effects of PSF can be removed partially by deconvolution. The PSF is experi-
mentally characterized and measured by the amplitude of its Fourier transform, which
is called the modulated transfer function (MTF). However, the direct deconvolution
of recorded image using the measured MTF leads to an excessive amplification of the
noise. We have found two deconvolution algorithms that are particularly effective in
overcoming the difficulty with noise amplifications. One uses a Wien filter and the
other is the Richardson-Lucy algorithm [24].



18. Electron Nanocrystallography 585

The noise in the experimental data can be estimated using the measured detector
quantum efficiency (DQE)

var(I ) = mg I/DQE(I ) (53)

Here I is the estimated experimental intensity, var denotes the variance, m is the mixing
factor defined by the point spread function and g is the gain of the detector [25]. This
expression allows an estimation of variance in experimental intensity once DQE is
known, which is useful in the χ2-fitting, where the variance is used as the weight.

4.2. The Phase Problem and Inversion

In the kinematic approximation, the diffracted wave is proportional to the Fourier
transform of the potential (E11). If both the amplitude and phase of the wave are
known, then an image can be reconstructed, which would be proportional to the
projected object potential. In a diffraction pattern, however, what is recorded is the
square of the amplitude of the diffracted wave. The phase is lost. The missing phase is
known as the phase problem. In case of kinematic diffraction, missing phase prevents
the reconstruction of the object potential by the inverse Fourier transform. The phase
is preserved in imaging up to the information limit. In electron imaging, the scattered
waves recombine to form an image by the transformation of a lens and the intensity
of the image is recorded, not the diffraction. A complication in imaging is the lens
aberration. Spherical aberration introduces an additional phase to the scattered wave.
This phase oscillates rapidly as the scattering angle increases. Additionally, the chromatic
aberration and the finite energy spread of the electron source impose a damping
envelop to the contrast transfer function and limits the highest resolution information
(information limit) that passes through the lens. As a result, the phase of scattered waves
with sin θ/λ > 1 Å−1 is typically lost in electron images and the resolution of image is
∼1 Å for the best microscopes currently available. Phase retrieval is a subject of great
interests for both electron and X-ray diffraction. If the phase of the diffraction pattern
can be retrieved, then an image can be formed without a lens.

In electron diffraction, the missing phase has not been a major obstacle to its applica-
tion. The reason is that for most electron diffraction applications, electrons are multiply
scattered. The missing phase is the phase of the exit wave function. Inversion of the exit
wave function to the object potential is not as straightforward as the inverse Fourier
transformation. Theory developed by two research groups (Spence at ASU and Allen
in Australia) shows the principle of inversion using data sets of multiple thicknesses,
orientations and coherent electron diffraction [26]. The inversion is based on the scat-
tering matrix that relates the scattered wave to the incident wave. This matrix can be
derived based on the Bloch wave method, which has a diagonal term of exponentials of
the product of eigenvalues and thickness. Electron diffraction intensities determine the
moduli of all elements of the scattering matrix. Using the properties of the scattering
matrix (unitarity and symmetries), an over-determined set of non-linear equations
can be obtained from these data. Solution of these equations yields the required
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phase information and allows the determination of a (projected) crystal potential by
inversion [27].

For materials structural characterization, in many cases, the structure of materials
is approximately known. What is to be determined is the accurate atomic positions
and unit cell sizes. Extraction of these parameters can be done in a more efficient
manner using the refinement technique, which will be introduced in the next section.
Another important fact is that the phase of the object potential is actually contained in
the diffraction pattern through the electron interference when electrons are multiple
scattered [28].

For nanostructures such as carbon nanotubes laid horizontally, the number of atoms is
few along the incident electron beam direction. Electron diffraction, to a good approx-
imation, can be treated kinematically. Many nanostructures also have a complicated
structure. Modeling, as required in the refinement technique, is difficult because the
lack of knowledge about the structure. The missing phase then becomes an important
issue. Fortunately, missing phase for nonperiodic objects is actually easier to retrieve
than periodic crystals. The principle and technique for phase retrieval are described
in 4.4.

4.3. The Refinement Technique

Crystal structure information, such as unit cell parameters, atomic positions and crys-
tal charge distribution, can be obtained from experimental diffraction intensities using
the refinement method [29, 30, 31]. The refinement method works by comparing the
experimental and theoretical intensities and optimizing for the best fit. During opti-
mization, parameters in the theoretical model are adjusted in search of the minimum
difference between experiment and theory. Multiple scattering effects are taken into
consideration by simulation using dynamic theory. Previously, strong electron multi-
ple scattering effects have made it difficult to use the kinematical approximation for
structure determination in the way similar to X-ray and neutron diffraction except
for a few special cases [32]. In case of accurate structure factor measurements, elec-
tron interference from multiple scattering can enhance the sensitivity to small changes
in crystal potential and thickness and improve the accuracy of electron diffraction
measurements.

The refinement is automated by defining a goodness of the fit (GOF) parameter
and using numerical optimization routines to do the search in a computer. One of
the most useful GOF’s for direct comparison between experimental and theoretical
intensities is the χ2

χ2 = 1
n − p − 1

∑
i, j

1
σ 2

i, j

(
I exp
i, j − c I Theory

i, j (a1,a2, ..., a p )
)2

(54)

Here, I exp is the experimental intensity (in unit of counts) measured from an energy-
filtered CBED pattern and i and j are the pixel coordinate of the detector and n is the
total number of points. I theory is the theoretical intensity calculated with parameters
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a1, to ap and c is the normalization coefficient. The other commonly used GOF is the
R-factor

R =
∑
i, j

∣∣∣I exp
i, j − c I Theory

i, j (a1,a2, ..., a p )
∣∣∣/∑

i, j

∣∣∣I exp
i, j

∣∣∣ (55)

The χ2 is best used when the differences between theory and experiment are normally
distributed and when the variance σ is correctly estimated. The optimum χ2 has a
value close to unity. χ2 smaller than 1 indicates an over-estimation of the variance.
On the other hand, σ is not needed for the R-factor evaluation, which measures
the residual difference in percentage. The disadvantage of R-factor is that the same
R factor value may not indicate the same level of fit depending on the noise in the
experimental data. The other difference is that the R-factor is based on an exponential
distribution of differences. This makes the R factor a more robust GOF against possible
large differences between theory and experiment. The exponential distribution has a
long tail compared to the normal distribution.

Large differences between experiment and theory are often the indication of sys-
tematic errors, such as, deficiency in theoretical model (as in the case of using the
kinematics approximation for dynamically scattered electrons) and measurement arti-
facts (such as uncorrected distortions).

Another useful definition of GOF is the correlation function as defined by

R =
∑
i, j

I exp
i, j I Theory

i, j (a1,a2, . . . , a p )

/√∑
i, j

I exp2

i, j

√∑
i, j

I Theory2

i, j (56)

This measures the likeness of two patterns, which is useful for pattern matching.
To model diffraction intensities, the detector effect and the background intensity

from thermal diffuse scattering must be included. A general expression for the theo-
retical intensity considering all of these factors is

I Theory
i, j =

∫∫
d x′d y ′t (x′, y ′)C(xi − x′, y j − y ′) + B(xi , y j ) (57)

Here, the diffracted intensity t is convoluted with the detector response function C plus
the background B. The intensity is integrated over the area of a pixel. For a pixilated
detector with fixed pixel size, the electron microscope camera length determines the
resolution of recorded diffraction patterns. There are two contributions to the detector
response function, one is the finite size of the pixel and the other is the point spread in
the detector. Point spread function can be measured and removed, or deconvoluted,
numerically. Procedures for doing this have been published [25]. At sufficient large
camera length, for a deconvoluted diffraction pattern, we can approximate C by a
delta function. The background intensity B, in general, is slow varying, which can be
subtracted or approximated by a constant.

To calculate theoretical intensities, an approximate model of the crystal potential is
needed. For structure refinement, we need an estimate of cell sizes, atomic position
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and Debye-Waller factor. In case of bonding charge distribution measurement, crystal
structure is first determined very accurately. The unknowns are the low order structure
factors, absorption coefficients and experiment parameters describing the diffraction
geometry and specimen thickness. The structure factor calculated from spherical atoms
and ions can be used as a sufficiently good starting point. Absorption coefficients are
estimated using Einstein model with known Debye-Waller factors [18]. In refinement,
unknown parameters are adjusted for the best fit.

Figure 6 illustrates a typical refinement process. This process is divided into two
steps. In the first step, the theoretical diffraction pattern is calculated based on a set
of parameters. The pattern can be the whole, or part of the, experimental diffraction
pattern. In some cases, a few line scans across the experiment diffraction contain
enough data points for the refinement purpose. In the second step, the calculated
pattern is placed on top of the experimental pattern and try to locate the best match by
shifting, scaling and rotation. Both steps are automated by optimization. The first step
optimizes structural parameters and the second step is for experimental parameters. The
experimental parameters include the zone axis center (in practice the Kt for a specific
pixel), length and angle of the x-axis of the zone axis coordinate used for simulation,
specimen thickness, intensity normalization and backgrounds. Given a set of calculated
theoretical intensities, their correspondents in experimental pattern can be found by
adjusting experimental parameters without the need of dynamical calculations. Thus
considerable computation time is saved and while the number of parameters in each
optimization cycle is reduced. The structural parameters can be individual structure
factors, lattice parameters or atomic positions. Each leads to different applications,
which is discussed in [16].

For fitting using the χ2 as the GOF parameter, the precision of measured parameters
is given by

σ 2
ak

= χ2 D−1
kk (58)

Here

Dkl =
∑
i, j

1
σ 2

i, j

(
∂ I Theory

i j

∂ak

)(
∂ I Theory

i j

∂al

)
(59)

Derivative of intensity against structure parameters and thickness can be obtained using
the first order perturbation method [33]. The finite difference method can also be used
to evaluate the derivatives. Estimates of errors in refined parameters can also be obtained
by repeating the measurement. In the case of CBED, this can also be done by using
different regions of the pattern. In general, the number of experimental data points in
CBED far exceeds the number required for measurement.

4.4. Electron Diffraction Oversampling and Phase Retrieval for Nanomaterials

For very small nanostructures, electron diffraction can be treated kinematically to a
good approximation. Recorded electron diffraction intensities give the amplitude of
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Figure 6. A schematic diagram of quantitative CBED for structure factor refinement. (From left to right) Electron diffraction pattern recording in an
energy-filtering electron microscope, the schematic ray diagram of CBED, a record Si CBED pattern with (111) and (222) at Bragg condition and the intensity profile
(cross) and the theoretical fit (continuous curve). The structure factors of (111) and (222) reflections are obtained from the best fit.
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scattered waves but not the phase. Without the phase, inverse Fourier transformation
can not be carried out to reconstruct the potential. Fortunately, most nanostructures are
nonperiodic and localized. For such structure, studies have shown that in dimensions
more than one, the phase problem is uniquely solvable for localized objects [34, 35, 36].
Recent breakthroughs in phasing show that the missing phase can be retrieved ab. initio
from diffraction intensities through an iterative procedure [37, 38, 39]. The technique
is capable of finding unique solutions independent of the starting phases. This opens
a way to image localized objects without a lens. For example, using a soft x-rays with
a wavelength of 1.7 nm, Miao et al. showed that an 2-D image of patterned gold
dots at a resolution of ∼75 nm can be reconstructed from the diffraction pattern [40]
and furthermore, tomographic image at higher resolution can be reconstructed from
a tilt-series of diffraction patterns by iterative phasing.

Using the combination of coherent nanoarea electron diffraction and phase retrieval,
Zuo and his coworkers demonstrated for the first time that atomic resolution can be
achieved from diffraction intensities without an imaging lens [41]. They applied this
technique to image the atomic structure of a double-wall carbon nanotube (DWNT).
Electron diffraction pattern from a single DWNT was recorded and phased. The
resolution is diffraction intensity limited. The resolution obtained for the double-wall
carbon nanotube was 1 Å from a microscope of nominal resolution of 2.3 Å.

The principle of phase retrieval for a localized object is based on the sampling theory.
For a localized object of size S, the minimum sampling frequency (Nyquist frequency)
in reciprocal space is 1/S. Sampling with a smaller frequency (over-sampling) increases
the field of view (see fig. 7). Wavefunctions at these frequencies are a combination of the
wavefunctions sampled at the Nyquist frequency. Because of this, phase information is
preserved in over-sampled diffraction intensities. Oversampling can be achieved only
for a localized object. For a periodic crystal, the smallest sampling frequency is the
Nyquist frequency. The iterative phasing procedure works by imposing the amplitude
of diffraction pattern in the reciprocal space and the boundary condition in real space.
The procedure was first developed by Fineup [38] and improved by incorporating other
constraints such as symmetry [39]. The approach of diffractive imaging, or imaging
from diffraction intensities, appears to solve many technical difficulties in conventional
imaging of nonperiodic objects, namely, resolution limit by lens aberration, sample
drift, instrument instability and low contrast in electron images.

5. APPLICATIONS TO NANOSTRUCTURE CHARACTERIZATION

5.1. Structure Determination of Individual Single-Wall Carbon Nanotubes

Since Iijima showed the first high-resolution transmission electron microscopy
(HRTEM) image and electron diffraction of multi-wall CNTs (MWNTs) [42], CNTs
have attracted extraordinary attention due to their unique physical properties, from
atomic structure to mechanical and electronic properties. A single wall CNT (SWNT)
can be regarded as a single layer of graphite that has been rolled up into a cylindri-
cal structure. In general, the tube is helical with the chiral vector (n, m) defined by
�c = n�a + m �b , where �c is the circumference of the tube, and �a and �b are the unit
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Figure 7. The principle of oversampling. Left is the image and right is the Fourier transform of the
image. The image is digitized with a pixel size �. The Nyquist sampling frequency of the image is
1/(256 �). Sampling at smaller frequency (oversampling) 1/(512 �) is equivalent to double the field of
view by padding zeros around the image. However the image itself remains the same.

vectors of the graphite sheet. A striking feature is tubes with n − m = 3l (l is a inte-
ger) are metallic, while others are semiconductive [43]. This unusual property, plus the
apparent stability, has made CNTs an attractive material for constructing nano-scale
electronic devices. As-grown SWNTs have a dispersion of chirality and diameters.
Hence, a critical issue in CNT applications is the determination of individual tube
structure and its correlation to the properties of the tube. This requires a structural
probe that can be applied to individual nanotubes.

Gao et al. has developed a quantitative structure determination technique of SWNT
using NED [44]. This, coupled with improved electron diffraction pattern interpre-
tation, allows a determination of both the diameter and chiral angle, thus the chiral
vector (n, m ), from an individual SWNT. The carbon nanotubes they studied were
grown by chemical vapor deposition (CVD). TEM observation was carried out in a
JEOL2010 F TEM with a high voltage of 200 keV.

Figure 8 shows the diffraction pattern from a SWNT. The main features of this
pattern are as follows: 1: a relatively strong equatorial oscillation which is perpendicular
to the tube direction; 2: some very weak diffraction lines from the graphite sheet,
which are elongated in the direction normal to the tube direction [45]. The intensities
of diffraction lines are very weak in this case. In their experimental setup, the strongest
intensity of one pixel is about 10, which corresponds to ∼12 electrons.

The diameter of the tube is determined from the equatorial oscillation, while the
chiral angle is determined by measuring the distances from the diffraction lines to the
equatorial line. The details are following. The diffraction of SWNT is well described by
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Figure 8. a) A diffraction pattern from an individual SWNT of 1.4 nm in diameter. The inset is a TEM image. The radial scattering around the saturated (000) is an
artifact from aperture scattering. b) A simulated diffraction pattern of a (14,6) tube. The inset is the corresponding structure model. c) Profiles of equatorial oscillation
along EE’ from Fig. 2(a) and simulation for (14, 6). d) A schematic diagram of electron diffraction from an individual SWNT. The two hexagons represent the first
order graphite-like {100} diffraction spots from the top and bottom of the tube.
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the kinematic diffraction theory (section 3). The equatorial oscillation in the Fourier
transformation of a helical structure like SWNT is a Bessel function with n = 0 [46]
which gives:

I0(X ) ∝ J 2
0 (X) ∝

∣∣∣∣∣∣
2π∫

0

cosX cos � d�

∣∣∣∣∣∣
2

(60)

Here X = 2πRr 0 = πRD0, R is the reciprocal vector which can be measured from the
diffraction pattern, and D0 is the diameter of the SWNT. We use the position of J 2

0 (X)
maxima (Xn , n = 0, 1, 2, . . .) to determine the tube diameter. With the first several
maxima saturated and unaccessible, Xn/Xn−1 can be used to determine the number
N for each maximum in the equatorial oscillation. Thus, by comparing the exper-
imental equatorial oscillation with values of Xn , the tube diameter can be uniquely
determined.

To measure chirality from the diffraction pattern, Fig. 8d is considered, which shows
the geometry of the SWNT diffraction pattern based one the diffraction of the top-
bottom graphite sheets. The distances d1, d2, d3 relate to the chiral angle α by:

d1 + d2 = d3, α = a tan
(

1√
3

· d2 − d1

d3

)
= a tan

(
1√
3

· 2d2 − d3

d3

)
,

or β = a tan
(√

3 · d1

d2 + d3

)
= a tan

(√
3 · d3 − d2

d2 + d3

)
(61)

These relationships are not affected by the tilting angle of the tube (see below). Because
d2 and d3 are corresponding to the diffraction lines having relatively strong intensities
and are further from the equatorial line, they are used in our study instead of d1 to
reduce the error. The distances can be measured precisely done from the digitalized
patterns. The errors are estimated to be <1% for the diameter determination and
<0.2◦ for the chiral angle.

Using the above methods, the SWNT giving diffraction pattern shown in Fig. 8
was determined to have a diameter of 1.40 nm (±0.02 nm) and a chiral angle of 16.9◦

(±0.2◦). Among the possible chiral vectors, the best match is (20, 6), which has a
diameter and chiral angle of 1.39 nm and 17.0◦ respectively. The closest alternative is
(21, 6), having a diameter of 1.46 nm and chiral angle of 16.1◦ which is well beyond the
experiment error. Figure 8b plots the simulated diffraction pattern of (20, 6) SWNT.
Figure 8c compares the equatorial intensities of experiment and simulation. These
results show an excellent agreement.

5.2. The Structure of Supported Small Nanoclusters and Epitaxy

Nanometer-sized structures in the forms of clusters, dots and wires have recently
received considerable attention for their size-dependent transport, optical, and
mechanical properties. The focus is on synthesizing nano-structures of desired shapes
with narrow size distributions. For clusters or nanocrystals on crystalline substrates,
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Figure 9. Combined electron diffraction and imaging characterization of supported Ag nanoclusters/
nanocrystals on Si(100) substrate. a) and b) show randomly oriented nanoclusters. c) and d) show epitaxial
nanocrystals and some nanoclusters.

epitaxy gives lower interface energy and can lead to enhanced stability and better
control over the interfacial electronic properties. At the nanometer-scale, cluster equi-
librium shape is also determined by the surface, interface, and strain energies. A chal-
lenge, thus, is how to determine the structure of individual clusters. The case high-
lighted below on Ag on Si(100) is taken from the experimental work by Li et al.
at UIUC. Over past 3 years, they have carried out systematic study on nanoclusters
structure and interfaces using a combination of electron diffraction and microscopy
[47, 48, 49, 50].

Figure 9 shows the electron diffraction patterns for samples deposited on H-
terminated Si(100) surfaces. The diffraction patterns were taken off the [100] zone
axis to avoid strong multiple scattering in zone axis orientation. From Fig. 9b, the
diffraction pattern of the as-deposited sample consists of strong and continuous Ag
{111} ring, short Ag {200} arcs on a weak Ag {200} ring, short Ag {220} arcs on
a weak Ag {220} ring and weak {311} rings. Upon annealing at 400◦C, Ag (020)
and (002) reflection intensities increase significant. Both have diffuse streaks along
(011) and (0-11) directions. The Ag (020) and (002) are asymmetrical because of
the off-zone axis orientation of diffraction pattern. Meanwhile, the diffraction inten-
sity in the continuous ring decreases significantly, but remains visible. Fig. 9c shows
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high-resolution images of Ag clusters on H-Si(100) with strong Moiré fringe contrast.
These images were taken at the Si [100] zone axis. At this orientation, the Si (022)
and (0-22) planes are imaged. Most as-grown Ag clusters in fig. 9a show no visible
Moire fringes, which is consistent with the diffraction pattern that is dominated by
{111} ring. A few clusters with Moire fringes are often defective. The clusters of dark
contrast with no Moire fringes contribute to the strong {111} rings in the diffraction
pattern. At first sight, orientation of these clusters appears to be random. However, a
close inspection of the diffraction pattern shows a much weaker {200} ring than what
it would be in a powder diffraction pattern of random polycrystalline Ag. For single
crystals oriented with Ag (111)//Si (100) or Ag (100)//Si (100), strong Ag {220} is
expected in both cases, while a strong Ag {200} is also expected in the case of Ag
(111)//Si (100). Both of these cases can be ruled out. In fig. 9c the square Ag clusters
with 2D Moiré-fringes perfectly parallel to Si (220) lattice planes, in good agreement
with the electron diffraction analysis. At this stage, the transformation from random
orientation to epitaxial growth is not finished, because we still see weak contrast
Ag clusters, supposed to be random Ag clusters. The Ag {200} reflections have the
shape of a plus-sign, centered at Ag {200} position, suggestive of perfect cubic Ag
nanocrystals, with their edges perfectly aligned to Si (011) and (01-1) directions.

5.3. Crystal Charge Density

A major application of quantitative electron diffraction is the accurate determination of
crystal charge density. The question here is how atoms bond to form crystals. This can
be approached by accurate measurement of crystal structure factors (Fourier transform
of charge density) and from that to map electron distributions in crystals. The full
description is beyond the scope of this review. Here the results on the study of charge
density in Cu2O are summarized with an emphasis on the significance.

Cu2O has a cubic structure with no free internal parameters (only Ag2O is isostruc-
tural). The copper atoms are at the points of a f.c.c. lattice with oxygen atoms in
tetrahedral sites at (1/4, 1/4, 1/4) and (3/4, 3/4, 3/4) of the cubic cell. The result-
ing arrangement of Cu-O links is made up of two interpenetrating networks. The
simplest description of Cu2O using an ionic model with closed-shell Cu+ and O2−

ions is known to be inadequate. It fails to explain the observed linear 2-coordination
of Cu.

Accurate measurements of the low order structure factors were made with the
quantitative CBED technique described in section 4. Using the small electron probe,
a region of perfect crystal was selected for study. The measurements are made by
comparing experimental intensity profiles across CBED disks (rocking curves) with
calculations, as illustrated in fig. 6. The intensity was calculated using the Bloch wave
method, with structure factors, absorption coefficients, the beam direction and thick-
ness treated as refinable parameters. Structure factors for the (531) and higher-order
reflections out to (14, 4, 2) were taken from X-ray measurements. Weak (ooe) (with
o for odd and e for even) and very weak (eeo) reflections were also taken from X-ray
work.
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Figure 10. A 3D rendering that reveals the details of chemical bonding and d2
z orbital-like holes in

Cu2O. The amount of charge redistribution is very small and its detection requires a high degree of
experimental accuracy. In this picture, the small charge differences between the measured crystal charge
density derived from convergent-beam electron diffraction (CBED) and that derived from superimposed
spherical O2− and Cu+ ions are shown. The red and blue colors represent excess electrons and holes,
respectively. (See color plate 17.)

There are two approaches to map crystal charge density from the measured structure
factors; by inverse Fourier transform or by the multipole method [51]. Direct Fourier
transform of experimental structure factors was not useful due to the missing reflections
in the collected data set, so a multipole refinement was used to map the charge density
from the measured structure factors. In the multipole method, the crystal charge density
is expanded as a sum of non-spherical pseudo-atomic densities. These consist of a
spherical-atom (or ion) charge density obtained from multi-configuration Dirac-Fock
(MCDF) calculations [52] with variable orbital occupation factors to allow for charge
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transfer, and a small non-spherical part in which local symmetry–adapted spherical
harmonic functions were used, which is expressed by:

ρa (r) = ρs (r) +
∑
lm

Plm±Nlm± Rl (r ) ylm±(θ, φ) (62)

here ρs
Cu = ρs

Cu+ + (1 − q )
(
ρs

Cu − ρs
Cu+
)

and ρs
O = ρs

O + q
(
ρs

O2− − ρs
O

)
with q as

the charge transfer from Cu to O; Rl (r ) = r nl exp (−αr ) (n3 = 3; n4 = 4) is the radial
function with population coefficient Plm±; Nlm± is the density-normalization coef-
ficient. In addition atomic vibrations were accounted for using the Charlier-Gram
expansion [51] for the temperature factor. Refinements with and without anharmonic
terms in temperature factor clearly show the importance of an anharmonic term for
Cu, especially for high order reflections with s = sin θ/λ > 1.0(Å−1). In either case
the charge transfer from Cu to O refined to 1.01(5) (i.e. Cu+ and O2−).

Figure 10 shows a three-dimensional plot of the difference between the static crystal
charge density obtained from the multipole fitting to experiment, and superimposed
spherical O2− and Cu+ ions calculated by the MCDF method. The O2− ion was
calculated using a Watson sphere of 1.2 Å radius. The electron density difference
shown in Fig. 10 would be zero everywhere if cuprite were purely ionic (i.e. con-
sisted of spherical ions). The difference, here seen unambiguously for the first time,
confirms earlier theoretical speculation [53] that a covalent contribution exists. The
correspondence between our experimental map and the classical diagrams of d 2

z orbitals
sketched in textbooks is striking. All our difference maps show strong non-spherical
charge distortion around the copper atoms, with the characteristic shape of d-orbitals,
and excess charge in the interstitial region. There is little variation around oxygen in
both the experimental and the theoretical results, which suggests that an O2−anion
description is valid. The most significant difference between experiment and theory is
around Cu, and the charge in the interstitial region. The charge modification around
Cu in the experiment is broader and larger than the theory. The experimental map
also shows a large ( ∼0.2e/Å3) positive peak in the unoccupied tetrahedral interstitial
region of the 4 neighboring Cu atoms, which suggests a strong Cu+–Cu+ covalent
bonding.

The non-spherical charge density around Cu+ can be interpreted as due the
hybridization of d electrons with higher-energy unoccupied s and p states, accord-
ing to [53]. Among these states, hybridization is only allowed for d 2

z and 4s by sym-
metry, and when this happens part of the d 2

z state becomes unoccupied (“d hole”).
These states are responsible for the spatial distribution of the deficiency in the map
shown in Fig. 10. The complementary empty states are important for EELS which
probe empty states. The experimental studies reveal that the unoccupied states are
predominately Cu-d character for the Cu L2,3 edge; theory shows that they origi-
nate from hybridized d 2

z orbitals. This theoretical interpretation, based on the calcu-
lated partial DOS of the one-electron band structure, is supported by the generally
good agreement with experimental spectroscopy of both occupied and unoccu-
pied states [54]. From the charge density, we estimate the hybridization coefficient



598 II. Electron Microscopy

between d 2
z and 4s, |x| ∼ 0.36, so that about 0.22 electrons are removed from d 2

z
states.

6. CONCLUSIONS AND FUTURE PERSPECTIVES

In conclusion, this chapter describes the practice and theory of electron diffraction for
structural analysis of crystals and nanomaterials. It is demonstrated that the information
obtainable from electron diffraction with a small probe and the strong electron interac-
tions complements with other characterization techniques, such as X-ray and neutron
diffraction that typically samples a large volume and real space imaging by HREM
with a limited resolution. The recent developments in electron energy-filtering, 2-D
digital detectors and computer-based image analysis and simulations have significant
improved the quantification of electron diffraction. Examples were given to demon-
strate the resolution and sensitivity of electron diffraction to individual nanostructures
and to highlight the remarkable achievement in the improvement of accuracy of elec-
tron diffraction and the application for crystal charge density mapping.

The future for electron nanocrystallography is very bright for two reasons. First,
electron diffraction pattern can be recorded selectively from individual nanostructure
at sizes as small as a nanometer using electron probe forming lenses and apertures,
while electron imaging provides the selectivity. Secondly, electrons interact with matter
much more strongly than X-ray and Neutron diffraction. These advantages, coupled
with quantitative analysis, enable the structure determination of small, nonperiodic,
structures that was not possible before.
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19. TOMOGRAPHY USING THE TRANSMISSION ELECTRON MICROSCOPE

P. A. MIDGLEY

1. INTRODUCTION

The promise of nanotechnology [1] can only be fully realised if characterisation tech-
niques are available to study structures and devices at the nanometre scale. In particular,
many of the proposed nano-devices are truly three-dimensional in their design and
high spatial resolution microscopy is needed to assess a device in all three dimensions.
Transmission electron microscopy (TEM), be it in the form of high resolution elec-
tron microscopy (HREM) [2] or scanning transmission electron microscopy (STEM)
[3] can provide images with extremely high spatial resolution (sub Å) in two dimen-
sions. However, all TEM images are formed by the propagation of the electron beam
through the specimen and as such they are two-dimensional projections of a three-
dimensional object. Often such projections (particularly of cross-sectional specimens)
have been sufficient to determine the structure of simple devices [4]. Where the third
dimension has been recognised as important, for example in the study of dislocation
networks, then ‘stereo pairs’ can be used in which a pair of images is recorded at ∼10◦

tilt to mimic the eyes’ angular separation. By viewing the two images simultaneously
an illusion of three dimensions can be achieved but in reality provides very little 3D
information [5].

In structural biology, there has been a need to image highly complex 3D structures
at the nanoscale for many years. 3D TEM techniques have been developed to study
protein structures [6], viruses [7], ribosomes [8] and larger cellular structures, such as
the mitochondria [9]. Three approaches have been employed. Firstly, if the protein
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structure can be crystallised then standard electron crystallography techniques (involv-
ing HREM and electron diffraction) can be used to solve the crystal structure and from
an electron density map retrieve the asymmetric unit that describes the unique protein
structure [10]. If the crystal is sufficiently large, X-ray methods are used routinely, if
not the electron microscope must be employed. Secondly, if the structure of interest is
repeated many times on a specimen grid (as is the case for many biological structures,
e.g. viruses), then a single TEM image will contain a large number of sub-images each
of which is, in general, a projection of the structure, for example, at a different orien-
tation. By determining the exact orientation of each sub-image, the three dimensional
structure can be reconstructed [11]. The third approach is employed for unique cellular
structures and involves recording a series of images (projections) of the same object at
successive tilts and then reconstructing the object from the series [12]. For the purpose
of this chapter and simply to aid clarity, I will describe the three methods as (i) electron
crystallography, (ii) single particle analysis and (iii) electron tomography, respectively.
This division is somewhat artificial and readers should bear in mind that each method
is in essence an electron tomographic technique, all are based on the ‘Radon trans-
form’ [13] and the ‘projection requirement’ [14] (described in detail later) and all use
comparable reconstruction algorithms.

Similar tomographic techniques exist in the physical sciences. In materials science
and engineering, X-ray tomography has been used successfully to reconstruct relatively
large three-dimensional structures, such as metallic foams [15] or to probe the stress in
engineering structures [16]. However, in general the wavelength of X-rays, coupled
with the relatively poor quality of X-ray optics, is such that a resolution of ∼2 microns
is normally the best achievable. As a caveat to this, however, are recent claims that
a resolution of a few 10’s nm is now achievable using soft X-rays from synchrotron
sources and Fresnel lenses (zone plates) [17]. Such an improvement in resolution is very
exciting and promises great things. At the opposite end of the resolution scale, the atom
probe field ion microscope (APFIM), designed around a time-of-flight spectrometer
and a position sensitive detector, is able to reconstruct three-dimensional maps of atom
positions and determine each atomic species [18]. Atom probe tomography is the
only tomographic technique that allows single atom counting of a three-dimensional
structure. Such remarkable sensitivity is however also a limitation in that it is very time
consuming to examine large objects using this technique—for example a 100 nm cube
of crystalline silicon contains 5 × 107 atoms! More problematic is the requirement for
the sample to be conducting and withstand high field stresses exerted at the tip of the
needle-shaped sample needed for the APFIM technique [19].

In nanotechnology, the structures and devices designed to take advantage of the
mechanical, physical or chemical changes that occur at these length scales will have
features at around the nanometre level but whose overall size may be tens or hundreds
of nanometres. Such nanoscale design is of course already underway to a large extent
in the microelectronics industry where the three-dimensionality of, for example, the
metallisation or the dopant profiling becomes increasingly critical to the performance of
the device [20]. In the magnetic recording industry, the magnetic ‘bits’ are becoming
ever smaller and a need is developing to examine the composition and magnetic
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microstructure in three dimensions [21]. The latter requires accurate measurement of
the magnetic induction and this can be achieved with a 3D form of electron holography
[22]. Indeed, three-dimensional analysis will also become increasingly important not
only for functional materials but also for nanoscale structural and engineering materials,
such as ultra-fine cermets [23]. In the catalysis industry, heterogeneous catalysts [24] are
now designed with nanometre-sized active particles distributed in three dimensions
on or within a porous support structure—the tomography of such catalysts will be
discussed later in the chapter.

Thus a microscope technique is needed that will allow relatively large structures
and devices to be studied (say up to 500 nm in diameter) but with a 3D resolution
of ∼1 nm to allow the intricate detail of the internal nanostructure to be unravelled.
Such requirements are remarkably similar to those demanded by structural biologists
studying cellular structures and so it is natural to turn to electron tomography, used
so successfully in the life sciences, as a means by which the 3D structure of nanoscale
devices can be elucidated.

2. TOMOGRAPHY

2.1. A History of Tomography

Before describing the technique in detail, it is worth spending some time reviewing
the birth and subsequent development of tomography, and of electron tomography in
particular. The need to obtain ‘structures’ using data of lower dimensionality is present
in many different fields of physical and life sciences. It was in the field of Astronomy
that in 1956 Bracewell [25] proposed a method of reconstructing a 2D map of solar
emission from a series of 1D ‘fan beam’ profiles measured by a radio telescope. This
pioneering work covered the mathematical formulation of projection and reconstruc-
tion but despite its clear potential, this work had little impact beyond its immediate
field. However, in 1963, interest in tomography was rekindled by its possible use in
medical sciences [26]. This led to the development of the X-ray computerised tomog-
raphy (CT) scanner [27], known more commonly as the CAT-scan (computer assisted
tomography or computerised axial tomography). This remarkably successful technique
is undoubtedly the most well known application of 3D tomographic reconstruction
and its pioneers, Cormack and Hounsfield, were awarded jointly the Nobel Prize for
Medicine in 1979. The success of the CAT-scan was mirrored by the development
of similar techniques such as positron emission tomography (PET) [28], ultrasound
CT [29] and zeugmatography (reconstruction from NMR imaging) [30]. Outside the
medical field, tomography was applied in many other disciplines to allow, for example,
3D stress analysis [16], geophysical mapping [31] and non-destructive testing [32, 33].

Interest in three-dimensional reconstruction using electron microscopy started with
the publication of three papers in 1968. The first was by de Rosier and Klug [34]
in which the structure of a biological macromolecule was determined whose helical
symmetry allowed a full reconstruction to be made from a single projection (micro-
graph). The Fourier reconstruction methods used in this paper were akin to those
developed for the determination of atomic structures by X-ray crystallography [35].
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While symmetry was key to these results, it was suggested in the second of these papers,
by Hoppe [36], that, given a sufficient number of projections, it should be possible to
reconstruct fully asymmetrical systems, i.e with no symmetry imposed. The last of the
three early papers, by Hart [37], demonstrated a method of improving the signal to
noise ratio in images using an ‘average’ re-projected image calculated from a tilt series
of micrographs, a technique known as a polytropic montage. Used initially as a means to
combat the weak contrast in biological specimens, Hart acknowledged the 3D infor-
mation generated by such an approach without extending this to the possibility of full
3D reconstruction. Shortly afterwards, a number of theoretical papers were published
discussing the theoretical limits of Fourier techniques [38], approaches to real space
reconstruction [39] and the use of iterative reconstruction routines [40, 41].

Until recently, the advance of electron tomography was impeded by a number of
technical difficulties, in particular, the poor performance of goniometers (especially at
high tilt), the length of time required to acquire a series of images and the lack of com-
puter power for image processing and reconstruction. The improvement in electron
microscope design coupled with the vast improvement in computer performance has
overcome all these. However, the time taken to acquire a series is still a major problem
in the life sciences as specimens damage rapidly in the electron beam [42]. To increase
the longevity of samples, they are often examined at liquid helium temperatures using
cryo-microscopy and at high voltages, both of which reduce the effects of inelastic
scattering and subsequent damage [43]. For electron tomography, as opposed to single
particle analysis, many specimens are still examined in resin or plastic sections and
stained to enhance contrast [44] and such specimens are relatively robust in the beam.

2.2. The Radon Transform

Although the first practical formulation of tomography was achieved in 1956 [25], it
was Radon who first outlined the mathematical principles underlying the technique
in 1917 [13]. In his paper a transform, known now as the Radon transform, R, is defined
as the mapping of a function f(x, y), describing a real space object D, by the projection,
or line integral, through f along all possible lines L with unit length ds so that,

Rf =
∫
L

f (x, y) ds (1)

The geometry of the transform is illustrated in Figure 1. A discrete sampling of the
Radon transform is geometrically equivalent to the sampling of an experimental object
by a projection or some form of transmitted signal. As such, the structure of an object
f(x, y) can be reconstructed from projections Rf by using the inverse Radon transform.
All reconstruction algorithms are approximations of this inverse transform.

The Radon transform operation converts real space data into ‘Radon space’ (l, θ ),
where l is the line perpendicular to the projection direction and θ is the angle of the
projection. A point in real space (x = r cos φ, y = r sin φ) is a line in Radon space
(l, θ ) in which l = r cos(θ − φ). A single projection of the object, a discrete sampling
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Figure 1. The Radon transform R can be visualised as the integration through a body D in real space
f(x, y) along all possible line integrals L, with its normal at an angle θ to the horizontal.

of the Radon transform, is a line at constant θ in Radon space. A series of projections
at different angles will therefore sample Radon space and given a sufficient number of
projections, an inverse Radon transform of this space should reconstruct the object.
In practice the sampling of (l, θ ) will be limited and any inversion will be imperfect.
The goal of any reconstruction then becomes achieving the ‘best’ reconstruction of
the object given the limited experimental data.

2.3. The Central Slice Theorem and Fourier Space Reconstruction

The relationship between real space and Radon space gives an understanding of the
nature of a projection and its relationship with the original object. In addition, recon-
struction from projections is aided by an understanding of the relationship between
a projection in real space and Fourier space. The ‘central slice theorem’ or the
‘projection-slice theorem’ states that a projection of an object at a given angle in real
space is a central section through the Fourier transform of that object. The relationship
between the Fourier transform F and the Radon transform R, may be summarised in
operator form as:

F2 f = F1 Rf = F1 f̂ (2)

where f̂ is the full Radon transform of object f. More detail regarding the nature of
the transforms and their inter-relationship can be found in [33] and for brevity will
not be explored further here.

For readers familiar with electron diffraction, the central slice theorem is of course
exactly that known as the ‘projection approximation’ relating the intensity of Zero
Order Laue Zone (ZOLZ) reflections to the crystal potential projected parallel to the
zone axis.
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The shape of most objects will be described only partially by the frequencies in one
section but by taking multiple images (projections) at different angles many sections
will be sampled in Fourier space. This will describe the Fourier transform of an object
in many directions, increasing the information available in the 3D Fourier space of the
object. In principle a sufficiently large number of projections taken over all angles will
yield a complete description of the object.

Tomographic reconstruction is possible from an inverse Fourier transform of the
superposition of a set of Fourier transformed projections: an approach known as direct
Fourier reconstruction [39] used for the first tomographic reconstruction from electron
micrographs [33]. Importantly, it provides a convenient and a logical basis to describe
the effects of sampling deficiencies in the original dataset. If projections are missing from
within an angular range, brought about by, for example, a limit on the maximum tilt
angle, then Fourier space is under-sampled in those directions and as a consequence
the back transform of the object will be degraded in the direction of this missing
information.

The experimental data is always sampled at discrete angles leaving (often, regular)
gaps in Fourier space. An inverse Fourier transform requires a continuous function
and so radial interpolation is required to fill the gaps in Fourier space [37]; the quality
of the reconstruction is greatly affected by the type of interpolation method used [45].
Although elegant, Fourier reconstruction methods have the disadvantage of being
computationally intensive and difficult to implement for electron tomography. This is
not the case for single particle analysis where Fourier methods are still the norm [46].
For electron tomography of unique structures, Fourier methods have been superseded
by faster and easier to implement real space backprojection methods [47].

2.4. Real Space Reconstruction using Backprojection

The method of backprojection is based on simple reasoning: a point in space may
be described uniquely by any three ‘rays’ passing through that point—the method of
triangulation. With an increase in the object’s complexity, more ‘rays’ are required to
yield a unique description. Thus a projection of an object is an inverse of such a ‘ray’,
and will describe some of the complexity of that object. Inverting the projection,
smearing out the projection back into an object space at the angle of the original
projection, generates a ‘ray’ that will describe uniquely an object in the projection
direction: a method know as backprojection. Using a sufficient number of projections,
from different angles, the superposition of all the backprojected ‘rays’ will return the
original object: a reconstruction technique known as direct backprojection. [36, 38, 48],
see Figure 2.

In principle, it is possible to reconstruct the object using backprojection in an way
that is analogous to the experiment that generated the projection, i.e. by rotating
the reconstruction space to the original projection angles and summing the projec-
tions along a constant reconstruction axis. However poor sampling when rotating the
reconstruction will lead to artefacts. Instead the relationship between Radon space and
real space, described earlier can be used to provide an algorithm that is less prone to
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Figure 2. A schematic of tomographic reconstruction using the backprojection method. In (a) a series of
images are recorded at successive tilts. These images are back-projected in (b) along their original tilt
directions into a 3D object space. The overlap of all the back-projections will define the reconstructed
object.
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Figure 3. An illustration of the non-uniform sampling of Fourier space, brought about by the acquisition
of a tilt series. The relatively small number of data points at high frequencies results in a blurred
reconstruction. The angular increment between projections is θ and the maximum tilt angle, α.

error. Each projection is a sample of Radon space (l, θ ) and a reconstruction should
return an object in real space f(r, φ). The intensity of a real-space pixel p from a single
projection, at angle θ , can be found by virtue of the relationship that such points exist
within Radon space at the intersection of the line l = r cos(θ − φ) and θ . This can be
represented by [49]:

[Rp ](r , φ) =
π∫

0

p (r cos (θ − φ), θ )d θ (3)

which may be evaluated using a Riemann sum [49]. For all real datasets, values for
every solution of p (r cos(θ − φ), θ ) do not exist because of the limited sampling of
Radon space and an interpolation is required to determine the unknown values. The
quality of the backprojection will be dependent on what form of interpolation is
applied, although typically nearest neighbour or bilinear interpolation is used [50].
The detailed algorithms behind this method can be found in the books by Deans [33]
and Herman [49].

Reconstructions by direct backprojection are always blurred with an enhancement
of low frequencies and fine spatial detail reconstructed poorly. This is an effect of
the uneven sampling of spatial frequencies in the ensemble of original projections.
Described more easily in two dimensions, as illustrated in Figure 3, each of the
acquired projections is a line intersecting the centre of Fourier space. Assuming a
regular sampling of Fourier space in each projection this results in a proportionately
greater sampling density near the centre of Fourier space compared with the periph-
ery. This leads to an undersampling of the high spatial frequencies of the object and a
‘blurred’ reconstruction—see the comparison later in Figure 6(a).

Since the sampling is directly related to the position in Fourier space and the num-
ber of acquired projections, it is straightforward to correct in Fourier space using a
weighting filter (a radially linear function in Fourier space, zero at the centre and a
maximum at the edge). In order to avoid enhancing noise at high frequencies the
filter is apodised using a Gaussian function or similar so that the Fourier transform
has zero value at the Nyquist frequency [51]. This weighting filter has the effect of
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rebalancing the frequency distribution in Fourier space and minimising the blurring
in real space; this improved reconstruction approach is known as weighted backprojection
[52]. Weighted backprojection is now the most widely used reconstruction technique
for electron tomography as it is simple to implement on large datasets and can be used
for irregular sampling geometries [53].

Reconstructions using the backprojection method will always be ‘imperfect’ because
of the limited sampling. In addition a poor reconstruction can be made worse if
the number of acquired projections is small or the signal to noise ratio (SNR) is
low in the original projections. However by noting that each projection is a ‘perfect’
reference the quality of the reconstruction can be improved. If the (imperfect) recon-
struction is re- projected back along the original projection angles the re-projections,
in general, will not be identical to the original projections (images). The difference
between them will be characteristic of the deficiency of the reconstruction from the
limited dataset. This difference can be backprojected into reconstruction space, gen-
erating a ‘difference’ reconstruction, which can then be used to modify the original
reconstruction in order to correct the imperfections in the backprojection. This con-
strains the reconstruction to agree with the original projections. As the ‘difference’ is
also being backprojected a single operation will not correct fully the reconstruction
and the comparison operation must be repeated iteratively until a ‘best’ solution is
reached [54, 55]. Such iterative methods were first developed for electron tomography
in the 1970’s and they have since been recognised to be part of a family of solutions by
projection onto convex sets (POCS) [56], a more generalised form of the Gerchberg-
Saxton algorithm [57, 58]. There have also been attempts to use maximum entropy
techniques directly. These attempt to find the simplest (least complex) reconstruction
taking into account the known projections, the noise in the data, the sampling artefacts
in the reconstruction and the contrast limits of the original projection [58–62].

3. TOMOGRAPHY IN THE ELECTRON MICROSCOPE

3.1. Acquisition

The rest of the chapter will concentrate in particular on electron tomography, as defined
previously, and in this section the problems that arise when acquiring a tomographic
series of images in the TEM are discussed. For unique (non-repeating) structures, a
series of images (projections) must be acquired at angular increments by tilting the
specimen using the microscope goniometer. ‘Single-axis tilting’ is the technique nor-
mally chosen for electron tomography. The specimen is tilted about the eucentric
axis of the specimen holder rod, from one extreme of the tilt range to the other. By
recording images at each tilt, Fourier space is sampled in planes whose normals are
perpendicular to the tilt axis.

With the capability in modern instruments of controlling the goniometer using
a computer, it is now possible to fully automate the acquisition process [63]. The
small movements in the position of the sample as it is tilted through the series can be
minimised if the goniometer is pre-calibrated, that is the mechanical movements as
a function of tilt are known and subsequently corrected. The reproducibility of the
specimen position in modern goniometers is such that calibration need be done only
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infrequently [64]. To automate the acquisition the image must be re-focussed at each
tilt, achieved through the analysis of the image as a function of defocus. Such auto-focus
schemes are now well-established and relatively straightforward to implement. Further,
in STEM mode it is also possible to implement a ‘dynamic focus’ correction, in which
the probe focus is altered to account for the specimen geometry—particularly useful
when the specimen is at high tilt and one part of the specimen is at a considerably
different height to another [65].

3.2. Alignment

In the majority of electron tomography experiments in the life sciences, the alignment
of BF images within a tilt series is made difficult by the lack of distinct contrast. Two
practical methods can be used to help in this alignment: by tracking the movement
of high contrast fiducial markers (typically gold particles, a few nm in diameter) [66]
or by recording a STEM HAADF tilt series (which will be discussed in more detail
later) [67]. If the first method is used, it means that selection of an area for tomo-
graphic reconstruction is limited only to those areas that have sufficient markers for
alignment. This may be is acceptable for a specimen showing many structures dis-
persed on a carbon film but for specimens that have a small number of areas, perhaps
only one site-specific area, suitable for analysis, such as will often be the case in nan-
otechnology applications, this may make alignment by fiducial markers difficult, if not
impossible. An alternative is to rely on a cross-correlation alignment that, because of
the change in the projection of the object through the tilt series, must be carried out
image-by-image in a sequential fashion [68, 69]. It is important to correct for the
tilt geometry [70], whereby each image is streched in a direction perpendicular to
the tilt-axis by 1/cos ψ , where ψ is the angle of the projection relative to a refer-
ence zero tilt image, to improve the spatial relationship between successive projections.
This action converts orthogonal projections, with the specimen rotated with a fixed
source and detector, into inclined projections, which would exist if only the source was
rotated.

The direction of the tilt axis for the object must also be identified accurately before
any reconstruction is performed. For a single-axis tilt series, all objects through the
series should follow a path that is perpendicular to that tilt axis. If an accurate spatial
alignment has been achieved then a summation over all, or some, of the tilt series should
highlight the movement of any objects through the series. The path of movement
should be perpendicular to the tilt axis, as illustrated in Figure 4. Once the tilt axis has
been determined, the entire dataset is rotated to place this axis parallel to a single image
axis. The image stretch described before also has the effect of placing the tilt axis at the
centre of the zero tilt image. Any misalignment of the tilt axis will ‘spread’ the signal
from a reconstructed object and produce characteristic arcs of intensity, illustrated in
Figure 5. The direction of the arc will depend on the direction of the misalignment
away from the correct axis and the degree of ‘spread’ is dependent on the magnitude
of that misalignment [71]. These distinctive distortions can provide a very sensitive
method of refining the tilt axis.
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Figure 4. Tilt axis direction determination by series summation (a) A single STEM HAADF image,
extracted from a tilt series, of a catalyst composed of palladium nanoparticles on a carbon matrix. (b) The
summation of the entire (aligned) tilt series showing a distinct streaking in one direction at an angle φ to
the horizontal. (c) The power spectrum allows an accurate assessment of the tilt axis.

Figure 5. A demonstration of the effects of misalignment of the tilt axis on a reconstruction of a ‘head’
test object. The original object, from which the projections were generated, is shown top left. The
number indicates the pixel misalignment, perpendicular to the tilt axis. The ‘head’ is 64 pixels wide.

3.3. Anisotropic Resolution

The sampling of the object controls the resolution of the tomographic reconstruction.
For the single-axis tilt geometry, the resolution parallel to the tilt axis, say the x-axis,
dx, is equal to the original resolution of the projections, assuming a perfect tilt series
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alignment, see later. The resolution in the other perpendicular directions is controlled
by the number of projections acquired, N, and the diameter, D, of the volume to be
reconstructed. This is seen most easily in Fourier space [38] and is:

dy = dz = πD
N

(4)

However, this expression assumes that the N projections cover the whole angular
range (i.e. ±90◦). In practice the limited space between the objective lens pole pieces
and the finite thickness of the specimen holder limits the tilt range, giving rise to the
‘missing wedge’ of information, see Figure 2. This missing information leads to the
resolution in the direction parallel to the optic axis, dz, being degraded further by an
‘elongation factor’ eyz so that

dz = dye yz (5)

which is related to the maximum tilt angle, α by [72]:

e yz =
√

α + sin α cos α
α − sin α cos α

(6)

Thus in order to provide the maximum 3D information, as many projections as
possible should be acquired over as wide a tilt range as possible. Figure 6 illustrates this
pictorially. As an example, the polepiece gap of the FEI Super TWIN objective lens is
5.2 mm. A standard FEI single tilt holder allows a maximum tilt angle of 42◦, leading
to an elongation factor, eyz, of 2.29 and significant blurring of the reconstruction in
the z-direction (parallel to the optic axis). To improve this, slimmer, narrower holders
were constructed, firstly in-house [73] and more recently by commercial manufacturers
[74]. These holders can now tilt to ±70◦ (an elongation factor of only 1.3) or even
higher without undue shadowing or problems with the polepiece gap.

Alternatively, a ‘conical tilting’ approach can be used, made possible by either a
second perpendicular tilt axis (double-tilt electron tomography) or a tilt-rotate holder,
in which the cone angle is fixed and projections are acquired throughout a full pre-
cession of the specimen [75]. With this acquisition geometry the missing volume is
a cone or pyramid, rather than a wedge, and the total volume of unsampled space is
lower given the same maximum tilt angle. In that regard the conical or double-tilt
approach offers a higher quality reconstruction but is technically far more demanding.
Nevertheless, double-axis tomography is gradually becoming more popular as better
quality reconstructions are demanded.

Whilst the Crowther criterion (equation 4) is a useful guide for the expected res-
olution in a reconstruction it ceases to become valid for constrained reconstruction
techniques [76, 77], such as the iterative POCS-based methods and maximum-entropy
methods (COMET). The reconstruction resolution of such methods is dependent on
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Figure 6. (a) The two columns show the result of adding successively more projections to a tilt series for
reconstruction using direct backprojection in the left hand column and weighted backprojection in the
right hand column. The numbers refer to the number of projections over ±90◦. (b) A montage of
simulations showing the original object in the left-hand column, the direct backprojection reconstruction
in the middle and the weighted backprojection reconstruction in the right-hand column. The reduction
in the elongation by increasing the tilt range from ±10◦ to ±60◦, and the improvement in resolution
through weighted backprojection, is quite apparent. The tilt axis is perpendicular to the page.

the noise characteristics of the original data, the shape of the object to be reconstructed
and the nature of the constraints applied. The reconstruction resolution has been the
subject of much debate in the literature but a recent paper [78] has elaborated on a
new way to define resolution for 3D reconstructions using a spectral signal to noise
ratio method.
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3.4. The Projection Requirement

Any signal used for a tomographic reconstruction must meet several assumptions of
which, as stated by Peter Hawkes, ‘the most crucial is the belief that what is detected
is some kind of projection through the structure. This ‘Projection’ need not be a sum
or integral through the structure of some physical property of the latter; in principle
a monotonically varying function would be acceptable’ [79]. This is known as the
projection requirement. Until very recently, all published electron tomography results
were derived from a tilt-series of bright field (BF) TEM images, the contrast in which
arises due to a combination of low angle elastic and inelastic scattering. BF tomography
is based on the assumption that for sufficiently thin, weakly scattering, large unit cell
crystalline or amorphous objects contrast relating to the thickness and atomic number
(‘mass-thickness contrast’) of the specimen dominates [79]. In structural biology, BF
TEM images satisfy this criterion to a very good approximation, be they unstained
cryo-specimens, embedded in ice, or stained plastic or resin sections. Of course, in
principle the contrast transfer function should be taken into account but for most
electron tomography experiments to date the resolution achievable has not required
this correction.

However, in general, for most (crystalline) specimens in the physical sciences and
certainly for most specimens of nanotechnological importance, BF contrast will depend
strongly upon the diffraction condition of the crystal and this will not have a monotonic
relationship with the amount of material though which the beam passes. BF images of
such systems cannot be used for tomography because they are not strictly projections
[79]. Further, even if the specimen is amorphous or weakly diffracting, the 3D nature
of the specimen coupled with the short depth of focus in the TEM ensures that Fresnel
contrast will be very apparent (especially if using a FEG-based instrument) and this
again cannot satisfy the projection requirement. This is true, in principle, even for
specimens in the life sciences.

It is only in the last few years [80], that electron tomography has begun to be applied
to nanoscale systems in the physical sciences. Although BF imaging may not be suitable
in general, there are many other signals that do satisfy the projection requirement. To
overcome the problem of Fresnel contrast and diffraction effects, the signals acquired
must be predominantly incoherent in nature. Both STEM HAADF (Z-contrast) imag-
ing [81] and energy-filtered TEM (EFTEM) [82] can be seen as a good basis for electron
tomography in the physical sciences. Both imaging techniques are, or can be made
to be, incoherent and both are chemically sensitive enabling the 3D structure and
composition to be mapped simultaneously at high spatial resolution. Very recently,
STEM tomography has also been recognised within the structural biology commu-
nity as an ideal means of imaging 1nm gold clusters within sections of biological
material [66].

With these new imaging techniques available to the electron tomographer, it is
now possible to produce high spatial resolution reconstructions of nanoscale objects
relevant to nanotechnology research. A variety of examples using both STEM and
EFTEM tomography are shown in the next two sections and reveal how, with care,
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the 3D reconstruction of many structures and devices can be achieved with nanometre
resolution.

4. STEM HAADF (Z-CONTRAST) TOMOGRAPHY

The low angle scattering of the electron beam is predominantly coherent in nature and
as such conventional BF and DF images are prone to contrast reversals with changes in
specimen thickness, orientation or defocus. On the other hand high angle scattering is
predominantly incoherent, and STEM images formed using a high-angle annular dark
field (HAADF) detector do not show the contrast changes associated with coherent
scattering [83]. Within a classical description, such high angle scattering is associated
with the interaction of the electron beam close to the nucleus of the atom and thus
the cross-section for HAADF scattering approaches that for unscreened Rutherford
scattering so that it is strongly dependent on the atomic number Z; in fact in the
unscreened limit it is proportional to Z2. In practice this limit is never reached and the
exact dependence, particularly for crystalline specimens, is a function of many other
factors, which need to be determined before any possible quantification can take place
[84]. The choice of the inner angle for the HAADF detector, θHAADF, is important and
must be large enough to ensure coherent effects are minimal. A guide can be obtained
from θHAADF ≥ λ/dthermal [85] where λ is the electron wavelength and dthermal is the
amplitude of atomic thermal vibration. For Si at 200 kV, θHAADF > 40 mrad. For more
information about STEM imaging and its uses in 2D nanotechnology, see the chapter
by Cowley [86].

Medium-resolution (∼1 nm) STEM images, formed with a HAADF detector,
are very sensitive to changes in specimen composition with the intensity varying (for
the most part) monotonically with composition and specimen thickness, thus satisfy-
ing the projection requirement. Although atomic resolution HAADF images depend
on the excitation of Bloch states and channelling [87], in principle even 3D atomic
resolution is possible given a sufficiently thin specimen and a STEM with a high res-
olution (perhaps aberration-corrected) probe-forming lens. Such channelling effects
are also present in medium resolution STEM images and when a crystalline specimen
is at or near a major zone axis there is an increase in the STEM HAADF signal that
depends on the localisation of the beam onto atomic strings. The string strength [88]
dictates the level of intensity enhancement. However, in general, strong channelling
will occur very infrequently during a tilt series and will have little effect on the overall
intensity distribution in the reconstruction.

As with all techniques used for imaging 3D objects, attention must be paid to the
depth of focus. This can be maximised by using a small condenser aperture (objective
aperture on a dedicated STEM) to minimise the convergence angle but ultimately the
diffraction limit will dominate and a residual blurring is inevitable. This will place a
lower limit on the possible resolution achievable in all STEM tomography. In practice
images are re-focussed after every tilt, either manually or using computer control, to
ensure optimum focus over the majority of the image. Recent results have shown how
for a medium resolution STEM probe, say ∼1 nm in diameter, the probe diameter,
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Figure 7. A typical STEM HAADF image of a heterogeneous catalyst composed of Pd6Ru6
nanoparticles (approximately 1 nm diameter) and an MCM-41 mesoporous silica support with mesopores
of approximately 3 nm diameter.

or at least its central maximum, does not broaden significantly over a remarkably large
range of defocus, particularly in an underfocus condition [89]. For STEM imaging,
the tails of an underfocussed probe are not too important and in essence simply add an
unwanted (and easily removed) background to the image. (This is of course not true for
microanalysis where the tails of the probe can account for over half the emitted X-ray
signal, for example.) The STEM image contrast can be described by a convolution of
the central maximum of the probe with the object function and thus may account for
the surprisingly good resolution of thick specimens in STEM mode compared to the
resolution seen in an image acquired using conventional BF TEM [90].

The first example of STEM tomography is used to illustrate the resolution achievable
with this technique and the ability to analyse the 3D data set in a statistical and
quantitative fashion. In particular, it illustrates how the 3D distribution of nanometre-
sized particles can be determined in a porous support. The specimen is a heterogeneous
catalyst composed of bimetallic particles (each with a diameter of about 1 nm) within a
mesoporous silica support (MCM-41) whose mesopores are hexagonal in cross-section
with a diameter of about 3 nm [91]. Knowledge of the three-dimensional distribution
of the metal nanoparticles, and their location at or close to the walls of the internal
pores, is key to understanding the factors that govern the activity and selectivity of
the nanocatalysts and their change during reaction as a possible result of sintering and
coalescence [92]. Figure 7 shows a typical STEM HAADF image of one of these
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catalysts, recorded with a detector inner radius of 40 mrad. With this set up, the image
formed will be almost totally incoherent in nature. The nanoparticles, in this case
Pt6Ru6, stand out very well against the light SiO2 background and some appear to
lie within the mesopores. However, to ensure that this is the case it is necessary to
determine a 3D reconstruction of this and similar catalysts.

As an example, consider the series of 71 STEM HAADF images of the Pt10Ru2-
MCM 41 catalyst [93] taken at 200 kV at tilts ranging from +70◦ to −70◦ in 2◦ steps.
This catalyst has proven to be remarkably successful in hydrogenating trans, trans-
muconic acid to adipic acid, the former derived from glucose, the latter used to make
nylon—a case of sugar being turned into plastic! The image series was spatially aligned
using the modified cross-correlation algorithm [70]. Both a weighted back prorojection
and iterative reconstruction were used with the iterative technique improving the
fidelity of the reconstruction. All routines for the alignment and reconstruction were
written in the IDL programming language [94].

Figure 8(a) shows a perspective view of the reconstruction and 8(b) and (c) show two
images, displayed as multi-level voxel projections of the boxed area of the reconstructed
catalyst, viewed in perpendicular directions, parallel and perpendicular to the MCM-
41 pore structure. What is clear from the reconstruction is that the nanoparticles are
very well resolved, in all directions, within the silica framework structure. Further
the resolution is not degraded significantly in either direction. It also appears that the
excellent activity of this catalyst is in part due to the relatively high filling quotient;
there are a large number of particles in the pores with few if any in this view aggregated
outside the pores. It is possible by sampling the 3D structure to calculate the number
of particles in the volume, the internal surface area of the silica and thus the weight
of active particle per unit area of support, about 20 μg·m−2, about 3% of the initial
loading. It is also possible to measure the occurrence of particles in each pore and
whether the distribution is random or not. Analysis of the reconstruction reveals the
mesoporous structure of the silica has been reconstructed faithfully with little sign of
beam damage despite the long acquisition time (∼3 hours) needed for the series. Such
silica frameworks damage rapidly when examined at low voltage and/or in fixed beam
(TEM) mode [95].

A further example of how STEM HAADF tomography can be used is in the deter-
mination of the external ‘shape’ of a nanoscale object. To demonstrate this we focus on
the magnetite (Fe3O4) nanocrystals found in the ‘backbone’ of magneto-tactic bacteria.
Such organisms use this ‘backbone’ of magnetite crystals, which are ferromagnetically
aligned, to sense the earth’s geomagnetic field and thus aid navigation and feeding
[96]. Recently, they have become of great interest as similar magnetite chains have
been observed on the surface of martian meteorites [97–100]. To determine whether
the similarity is more than superficial, enormous efforts are being made world-wide
in order to characterize these crystals in particular the crystal habit and any variation
in the composition within the crystal. As such, 3D analysis is vital.

Figure 9 shows a phase image reconstructed from an electron hologram of such a
bacterium that illustrates quite convincingly the ferromagnetic alignment. The bottom
left inset is a BF image of a typical bacterium that highlights the backbone of crystals
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Figure 8. (a) A perspective view (voxel projection) of a reconstruction of a heterogeneous catalyst
composed of Pt10Ru2 active nanoparticles supported within an MCM-41 framework. The reconstruction
was undertaken on a series of STEM HAADF images acquired every 2◦ between +/−70◦. (c) and (d) two
perpendicular voxel projections of the reconstruction volume boxed in (b). In (c) the hexagonal order of
the mesoporous silica is evident (inset shows power spectrum) and in (d) it is possible to see how the pores
are filled with the nanoparticles.

surrounded by the cellular ‘envelope’. Figure 10(a) shows a tomographic reconstruction
(surface render) from a series of STEM HAADF images recorded between +/−76◦

with a 2◦ interval. Both the organic envelope and the backbone have been shown in the
upper figure, the backbone alone in the lower figure. Note the helical arrangement of
the crystals, known to exist in these systems. One of the nanocrystals has been boxed in
the lower figure and two slices perpendicular to the main axis of the crystal are shown
in Fig 10(b), one from near the end of the crystal, the other from near the centre.
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Figure 9. A reconstructed phase image from an electron hologram of a magneto-tactic bacterium
showing the magnetic field lines of the ferromagnetic chain of magnetite crystals. The inset shows a BF
image of the bacterium revealing the backbone of crystals within the organic membrane (figures courtesy
of R. E. Dunin-Borkowski).

The cubic nature of the magnetite phase allows the facets revealed by tomography to
be indexed unambiguously as shown. Further the near perfect hexagonal symmetry
of the central slice is revealed with great clarity by the reconstruction, showing the 6
symmetrically equivalent {110} facets.

Although common, this 3D morphology (or habit) is not unique to these systems
and occasionally ‘trigonal’ prismatic crystals are seen, an example of which is shown
reconstructed in Figure 11(a). In this crystal two {111} facets are dominant. This
crystal is seen, arrowed, in Figure 11(e), part of a series of images, seen in Figures
11(b)–(e) used to illustrate the effects of channeling that exist in STEM HAADF
imaging of crystals. The figure is a montage of four STEM HAADF images recorded
at different tilts. As the bacterium is tilted each nanocrystal will, in general, be at a
different orientation to the incoming electron beam. If the crystal planes are at, or
close to, a strong diffraction condition (for example close to a low order zone axis)
then the strength of the scattering to high angles as recorded in the HAADF image, will
increase because the incoming beam will be localised on atom strings and propagate
through the crystal as Bloch states. This can be seen in the montage of figures as a
sudden increase in the HAADF signal for certain crystals at certain orientations, for
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Figure 10. (a) A tomographic reconstruction of a magneto-tactic bacterium showing very clearly the
backbone of magnetite crystals surrounded by the bacterium’s organic ‘envelope’. (b) Two slices from the
crystal boxed in (a), the left hand slice is taken from the end of the crystal, the right hand crystal from the
middle. Note the excellent fidelity of the reconstruction and the perfection of the crystal facetting.

example, crystal X in (b), crystal Y in (c), crystal Z in (d) and a small crystal behind
that labelled Y in (e). As this dynamical enhancement occurs only once or twice in
a series of perhaps 140 images it makes little difference to the final reconstruction,
particularly if the exterior shape is all that is required. The prismatic crystal, shown
in Figure 11(a), is seen very clearly in (e). Animations of these reconstructions can be
viewed on our web site [101].

For all STEM tomography reconstructions, it is difficult to determine an overall
3-D resolution but as a rule of thumb, for large objects, D > 100 nm, we have found
by experience that the 3-D resolution is approximately D/100 [73].
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Figure 11. (a) A reconstruction of a ‘prismatic’ crystal. (b)–(e) HAADF images taken from a tilt series
used to generate (a). Note the changes in the HAADF intensity in some crystals, labelled X, Y and Z that
arise when the beam direction is close to a major zone axis. The triangular crystal arrowed in (e) is shown
as a 3D reconstruction in (a).

5. EFTEM TOMOGRAPHY

With the advent of both post-column and in-column energy filters [102], energy
filtered transmission electron microscopy (EFTEM) has become a routine analytical
tool that allows rapid quantitative mapping of elemental species over wide fields of
view with a spatial resolution of ∼ 1 nm. [103–105]. If an energy slit (window) is used
that allows only the zero-loss part of the spectrum to be transmitted then images can be
formed using only (predominantly) elastically-scattered electrons (typically +/−5 eV).
By removing electrons that have undergone inelastic scattering of greater than about
5 eV, the contrast of BF images is improved enormously, particularly for thick specimens
as used often in structural biology [106], for 2D or 3D imaging. Chemical analysis by
core loss imaging (using energy losses characteristic of a particular atomic species) is
rarely used in biology because of the high electron doses necessarily involved [107].
However most physical sciences specimens are several orders of magnitude more beam
stable than their biosciences counterparts and therefore by using a tilt series of core-loss
images it should be possible to reconstruct a three-dimensional elemental distribution
map [82, 108].

The intensity observed in an image formed using an energy loss window is a com-
plex combination of inelastic scattering (through changes in composition and electronic
structure) and elastic effects (via crystal thickness and orientation). The true composi-
tional information encoded in a energy loss image may be isolated by generating either
a background subtracted elemental map (from three or more images) or a jump-ratio
map (from two images). Both maps will show intensity that is related to the amount
of an atomic species at a given pixel. However, elemental maps often show residual
diffraction contrast that will, in general, mean they do not conform to the projection



622 II. Electron Microscopy

requirement, in the same way as it would for a conventional BF image. Diffraction
contrast can be removed partially by dividing the map by a zero-loss image, but this
can also introduce artefacts associated with changes in the diffraction contrast itself as
a function of energy loss: the diffraction contrast in a zero loss image is considerably
sharper than that of a core-loss image. However, jump-ratio images are a convenient
and simple way of removing residual diffraction contrast. They can show higher sen-
sitivity than an elemental map but of course the intensity values of a jump-ratio map
cannot be related in an absolute (quantitative) way to the composition. The jump ratio
signal changes monotonically with thickness up to approximately the overall inelastic
mean free path, λ [107]. Beyond this value the jump-ratio actually falls as the specimen
thickness increases as the true elemental signal increases more slowly than the under-
lying background. Thus the jump-ratio signal can only be used for tomography so
long as the specimen thickness (in projection) is less than one inelastic mean free path,
typically 100 nm at 200 kV. This places some constraints on the sample preparation or
the types of specimens examined in this fashion.

To illustrate the advantages of EFTEM tomography, consider a typical problem seen
in the metallurgical field namely the precipitation of chromium carbides at a grain
boundary in stainless steel. Although larger in scale than cases considered previously, it
illustrates here the advantage of EFTEM over STEM tomography in that the atomic
number contrast between the precipitates and the matrix is small. It should be possible
to analyse the shape of the carbides from a tomographic reconstruction of a tilt series
of chromium jump-ratio images. A series of EFTEM images were acquired using a
Philips CM300, with a Gatan Imaging Filter (GIF) fitted with a 2k × 2k CCD camera.
The dataset was acquired at 24 tilt increments over a tilt range of ±58◦, an increment
of just under 5◦. At each tilt three energy loss images, each with a 10 eV window, were
acquired over the chromium L23 edge (onset at 575 eV), two pre-edge at 545 eV and
565 eV and one post-edge at 580 eV. Jump-ratio and elemental maps were determined
at each tilt but the latter showed considerable diffraction contrast and therefore only
the jump-ratio signal was used for reconstruction.

Each group of energy loss images were corrected for any shift relative to the first
pre-edge image of each group using a cross-correlation routine. Spatial and rotational
alignment through the tilt series was corrected by sequential cross-correlation and series
averaging. Towards the extreme ends of the tilt series there was a loss of contrast in the
jump-ratio images, which was perhaps because the amount of material through which
the beam passes may have increased beyond the upper thickness limit of one mean free
path. The tomographic reconstruction was carried out using weighted backprojection
and is shown as three perpendicular voxel projections in Figure 12. These projections
clearly show that chromium carbides have complex 3D shapes and orientations, the
nature of which could only be surmised from a single EFTEM elemental distribution
image. For example, it becomes clear from (b) that the upper boundary between
the precipitates and the matrix is (at least partially) coherent, the lower boundary
predominantly incoherent in nature. An animation of this reconstruction is shown on
our web site [101].

We return to the magnetotactic bacteria crystals for a second example to show
the polytropic montage described earlier. In this case, reconstruction of the magnetite
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Figure 12. (a) BF zero loss image of a grain boundary in stainless steel which shows carbide precipitation
at the boundary. (b)-(d) Voxel projections of a tomographic reconstruction using Cr jump-ratio images of
the grain boundary carbide structure The carbides are viewed in three perpendicular directions
emphasising the morphology of the precipitates. The reconstruction has been smoothed with a 2×2×2
pixel Gaussian filter prior to visualisation in order to reduce the effects of noise. In addition the voxel
projections have been contrast selected to show only the chromium carbides.

‘backbone’ of crystals was carried out using an iterative algorithm for both the oxygen
and iron datasets to help improve the reconstruction which would otherwise suffer from
the low signal to noise ratio (SNR) in some of the original projections, especially in
the oxygen tilt series. For more details of this reconstruction see [108]. Re-projections
of both the iron and oxygen reconstructions in the zero degree direction show much
higher SNR than the original projections; this increase in SNR is the polytropic montage
effect. This is most clearly seen in the case of the oxygen data, shown in Figure 13 in
which the projected reconstruction is compared with the original oxygen jump-ratio
image at zero degree tilt. The improvement is remarkable.

6. CONCLUSIONS

It is evident that electron tomography offers a means to determine the three dimen-
sional structure and composition of many different mateials at the nanometre level.
In general, tomography using BF TEM for materials science applications will not
yield true reconstructions because of the coherent nature of the scattering process
seen in such images. BF images contain contrast that does not satisfy the projection
requirement for tomography. Incoherent signals, such as those used to form STEM
HAADF images or core-loss EFTEM images do satisfy the projection requirement, at
least within certain limits. Further, by using these imaging techniques, it is possible
to simultaneously record three-dimensional compositional information, either indi-
rectly through the atomic number dependence of HAADF imaging or directly, by
choosing a window that corresponds to a energy loss (electronic transition) within a
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Figure 13. A comparison between (a) an original zero tilt oxygen jump-ratio image taken from a
magnetite chain in a magnetotactic bacterium and (b) the zero tilt projection of the tomographic
reconstruction. Note the dramatic improvement in the signal to noise ratio in the reconstruction due to
the polytropic montage effect.

particular atomic species. This one-to-one correspondence of structure and composi-
tion in three dimensions should give the physical scientist a very powerful method to
analyse nanoscale structures and devices in the future.
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20. OFF-AXIS ELECTRON HOLOGRAPHY

MARTHA R. McCARTNEY, RAFAL E. DUNIN-BORKOWSKI AND DAVID J. SMITH

1. ELECTRON HOLOGRAPHY AND NANOTECHNOLOGY

Nanoscale electromagnetic fields are essential for the function of many nanostructured
materials and devices. Important examples include elemental and compound semicon-
ductor p–n junctions and non-volatile magnetic storage media. Theory and modeling
can be used to estimate field strengths, but direct measurements are preferable for
materials that have smaller dimensions, especially to understand and control the effects
of local inhomogeneities on macroscopic properties. Off-axis electron holography is
an ideal technique for tackling such problems.

There are many possible imaging modes in the transmission electron microscope
(TEM). Most of these suffer from the drawback that the final electron micrograph
is a spatial distribution of intensity so that information about the phase shift of the
electron that has passed through the sample is lost. The technique of electron holog-
raphy, first proposed by Gabor [1], overcomes this limitation, and allows the electron
phase shift to be recovered. Since this phase shift can be related directly to the electro-
static potential and the in-plane component of the magnetic induction in the sample,
an electron hologram can be interpreted to provide quantitative information about
electromagnetic fields with a spatial resolution approaching the nanometer scale. The
development of the field-emission gun (FEG) as an electron source for the TEM
has facilitated the practical implementation of electron holography in commercially
available instruments, stimulating widespread interest and activity in the technique.
One particular advantage of electron holography is that unwanted contributions to the
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contrast that are caused by local variations in composition and sample thickness can, in
principle, be removed from a recorded phase image. Electron holography has recently
been applied to the characterization of a wide variety of nanostructured materials,
including semiconductor devices and quantum well structures, as well as magnetic
thin films and nanostructures.

This chapter provides a review of the application of off-axis electron holography to
the characterization of electric and magnetic fields in nanostructured materials, which
invariably behave differently from bulk structures. The chapter begins with a descrip-
tion of the experimental and theoretical basis of the technique. Applications of off-axis
electron holography to nanostructured materials are then briefly reviewed. Examples
of electrostatic fields that are described include electrostatic potentials associated with
semiconductor junctions and layered structures, as well as the measurement of fringing
fields around field-emitting carbon nanotubes. The characterization of nanoscale mag-
netic materials is then described. Results presented include nanopatterned elements
and nanocrystalline chains. The interested reader is referred to several books [2–4] and
review papers [5–8] for information about the development of electron holography
and further applications of the technique that are beyond the scope of this chapter.

2. DESCRIPTION OF OFF-AXIS ELECTRON HOLOGRAPHY

2.1. Experimental Set-Up

More than 20 variants of electron holography have been identified [9]. By far the most
fruitful of these has been off-axis electron holography which is illustrated schematically
in Fig. 1. A high-brightness FEG electron source provides highly coherent electron
illumination incident onto the sample. The region of interest is then positioned so that
it covers approximately half of the field of view. A positive voltage, typically between
50 and 250 V, is applied to the electrostatic biprism, causing overlap between the wave
that has passed through the sample with the vacuum (or reference) wave. The spacing
of the resulting interference fringes is inversely proportional to the biprism voltage,
and the total number of fringes is roughly proportional to the square of the biprism
voltage.

A representative off-axis electron hologram from a chain of nanoscale magnetite
crystals is shown in Fig. 2(a). The field of view is covered by two sets of fringes.
The coarser fringes at the edges of the pattern are Fresnel fringes that originate from
the edges of the biprism wire, whereas the finer fringes visible across almost the entire
field of view are the holographic interference fringes. The relative changes in position
and intensity of these holographic fringes can be interpreted to provide details about
the phase shift and the amplitude, respectively, of the electron wave that has passed
through the sample. The actual hologram reconstruction process is described in the
next section.

Note that many of the results described here, such as the example shown in Fig. 2(a),
have been acquired using a special minilens located below the normal objective lens,
with this latter lens switched off so that the sample was located in a field-free envi-
ronment. The lower magnification associated with this configuration is sufficient for



20. Off-Axis Electron Holography 631

Figure 1. (Left) Schematic illustration of microscope configuration for off-axis electron holography.
Field-emission-gun (FEG) electron source provides coherent electron beam incident on sample.
Electrostatic biprism below sample causes overlap of vacuum (reference) wave with object wave.
Modulations of hologram interference fringes recorded on CCD camera are interpretable in terms of
phase/amplitude changes due to sample. (Right) Photograph of Philips CM-200 transmission electron
microscope equipped with FEG electron source, a special Lorentz minilens beneath the normal objective
lens enabling field-free observation of magnetic samples, an electrostatic biprism and a CCD camera for
quantitative recording of holograms.

most magnetic samples, and provides an advantageous field of view for a variety of
semiconductor applications.

2.2. Basic Imaging Theory and Hologram Reconstruction

Imaging in the TEM can be considered in terms of the modification of the incident
electron wavefunction, first by the object, and then by the imaging objective lens.
The intensity of the final image is found from the modulus squared of the resulting
wavefunction [10].

At the exit-surface of the sample, the wavefunction can be expressed in the form

�s (r) = As (r)exp[iφs (r)] (1)

where A and φ are the amplitude and phase and r is a two-dimensional vector in the
plane of the sample. The corresponding wavefunction at the image plane can be written

�i (r) = Ai (r)exp[iφi (r)] (2)
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Figure 2. (a) Off-axis electron hologram showing chain of magnetite nanocrystals; (b) Fourier transform
of (a), also indicating sideband used for reconstruction of complex image wave; (c) reconstructed phase
image; (d) reconstructed amplitude image.

and the recorded intensity distribution is given by the expression

I (r) = |Ai (r)|2 (3)

For a perfect thin lens, neglecting magnification and image rotation, the complex
image wave � i (r) can be regarded as equivalent to the object wave � s (r).

In practice, unavoidable aberrations of the normal objective lens cause additional
modifications to the phase and amplitude. These modifications can be represented by
a phase-contrast transfer function, which takes the form

T(q) = B(q)exp[iχ (q)] (4)

where B(q) is an aperture function in the focal plane of the objective lens, and the
effects of the defocus, �z, and spherical aberration, Cs , are included in the phase
factor

χ(q ) = π�zλq 2 + π

2
Cs λ

3q 4 (5)
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The complex wavefunction in the image plane can then be written

ψi (r) = ψs (r) ⊗ t (r) (6)

where t(r) is the inverse Fourier transform of T(q). The convolution, ⊗, of the object
wave ψ s (r) with t(r) represents an effective loss of resolution due to the lens aberrations.
The intensity in the image plane can then be expressed in the form

I (r) = A2
i = |ψs (r) ⊗ t (r)|2 (7)

Because of the phase oscillations introduced by χ(q), the image intensity is no longer
related easily to the object structure. Thus, an accurate knowledge of the lens aberra-
tions and imaging parameters is essential for high-resolution applications of electron
holography.

An expression for the intensity distribution in an off-axis electron hologram can be
obtained by adding a plane reference wave to the complex object wave in the image
plane, with a tilt angle of q = qc. Thus,

Ihol(r) = |ψs(r) ⊗ t (r) + exp[2π i qc • r]|2 (8)
= 1 + A2

i (r) + 2Ai (r) cos[2π i q c • r + φi (r)] (9)

i.e., the hologram intensity is the sum of three terms: the intensities of the reference
and image waves, and an additional set of cosinusoidal fringes having phase shifts φi

and amplitudes Ai that are equivalent to the corresponding phases and amplitudes,
respectively, of the image wave. These fringes correspond to the fine interference
fringes that are spread across the field of view in Fig. 2(a).

The recorded hologram must be “reconstructed” in order to extract the required
phase and amplitude information from the complex image wave. The hologram is
first Fourier-transformed, which can be accomplished either optically or, preferably,
digitally for reasons that are explained further below. This procedure is described by
the equation

F T [Ihol(r)] = δ(q) + F T[A2
i (r)] (10a)

+ δ(q + qc) ⊗ [Ai (r) exp[iφi (r)]] (10b)

+ δ(q − qc) ⊗ [Ai (r) exp iφi (r)]] (10c)

This expression contains four terms: the central peak at the origin corresponds to
the Fourier transform of the uniform intensity of the reference image, a second peak
centered at the origin represents the Fourier transform of the conventional TEM
micrograph of the specimen, and the remaining two peaks centered on q = −qc and
q = +qc constitute the desired image wavefunction, and its complex conjugate. In the
Fourier transform of the hologram shown in Fig. 2(b), these various contributions are
visible as the central “auto-correlation” peak and two “sidebands”. The two sidebands
contain identical information except for a change in the sign of the phase.
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The final part of the hologram reconstruction procedure involves using an ‘aperture’,
as shown in Fig. 2(b), to select one of the sidebands, which is then inverse-Fourier
transformed. The sideband region must be separated from the central peak by choosing
a small enough fringe spacing, and by selecting the size of the aperture, which is
usually square, but can be rectangular, depending on the object being studied [11].
The reconstructed phase and amplitude images from Fig. 2(a) are shown in Figs. 2(c)
and 2(d), respectively.

2.3. Phase Shifts and Mean Inner Potential

The electrons that pass through a TEM sample undergo phase shifts that depend
on the electrostatic potential and the in-plane component of the magnetic induc-
tion. Neglecting dynamical diffraction effects, the phase shift can be expressed in the
form [12]

φ(x) = CE

∫
V(x, z) dz −

(
e
h-

∫ ∫
B⊥(x, z)t (x) dx dz

)
(11)

where z is the incident electron beam direction, x is a direction in the plane of the
sample, V is the electrostatic potential, B⊥ is the component of the magnetic induction
in the sample perpendicular to both x and z, and CE is an energy-dependent constant
that has the value of 7.28 × 10−3 rad/V·nm at an electron accelerating voltage of
200 kV.

When neither V nor B⊥ vary within the sample along the beam direction, then
equation (11) can be simplified to

φ(x) = CE V(x)t (x) −
(

e
h-

)∫
B⊥(x)t (x) dx (12)

where t is the sample thickness. Differentiation with respect to x then yields

dφ(x)
dx

= CE
d
dx

{V(x)t (x)} −
(

e
h-

)
B⊥(x)t (x) (13)

In a sample of uniform thickness and composition, the first term in this expression is
zero, and the phase gradient is directly proportional to the in-plane component of the
magnetic induction

dφ(x)
dx

=
(

et
h-

)
B⊥(x) (14)

By adding contours to the phase image, a direct representation of the magnetic induc-
tion in the sample is obtained. Phase differences of 2π between adjacent contours
correspond to steps of

∫
B·dS= (h/e) = 4 × 10−15 Wb, thus allowing magnetic fields

to be measured and quantified on an absolute basis [8].
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The mean inner potential (MIP) of the sample, V0, which depends on the local
composition and density, is usually the dominant contribution to the electrostatic
potential. The MIP is defined as the volume average, or the zeroth-order Fourier
coefficient, of the electrostatic potential [13]. For low-energy electrons, the MIP varies
with the energy of the incident electrons [14], whereas the MIP measured using high-
energy electrons [15] can be regarded as a fundamental property of the material.

In the absence of magnetic and long-range electric fields, such as those occurring
at depletion regions in semiconductors, and assuming that dynamical diffraction can
be neglected, then equation (11) can be re-written

φ(x) = CE

∫
V0(x, z) dz (15)

If the sample has uniform structure and composition in the beam direction, then this
expression reduces still further to

φ(x) = CE V0(x)t (x) (16)

These expressions ignore multiple scattering within the sample, and therefore only
apply to crystalline samples when they are tilted to weakly diffracting orientations.

Electron holography provides the most accurate technique currently available for
measuring the sample MIP, by using equation (16) and making use of experimental
phase profiles. The most straightforward approach is to use a cleaved wedge so that the
thickness changes in a well-defined manner as a function of distance from the edge of
the sample [16]. The MIP can also be determined by measuring the gradient of the
phase dφ/dx, and using the relation

V0 =
(

1
CE

)(
dφ/dx
dt/dx

)
(17)

The advantage of this approach is that it is independent of any contributions to the
phase shift from amorphous overlayers on the sample surface, since dt/dx = 0 when
these layers are of uniform thickness.

Dynamical corrections to the phase always need to be taken into account when deter-
mining V0 from any crystalline sample, including a cleaved wedge. These corrections
are necessary even when the electron hologram has been acquired at a weakly diffract-
ing condition. For greatest possible accuracy, the exact orientation of the crystalline
sample should be recorded using a technique such as convergent-beam electron diffrac-
tion, and the dynamical contributions should then be simulated at this angle [16, 17].
An independent measure of the sample thickness is highly recommended. Dynami-
cal corrections to V0 are typically between 0.1 and 0.2 V even at weakly diffracting
orientations [18]. Values of the MIP measured for a wide range of materials have been
compiled [17].
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2.4. Quantification

Traditionally, the reconstruction of electron holograms has been carried out ‘optically’
using a laser bench [6]. Electron holography has recently benefitted greatly from the
use of quantitative recording [19], and the charge-coupled-device (CCD) camera is
nowadays the standard medium of choice for recording holograms. These devices have
a linear response over several orders of magnitude, they have high detection quantum
efficiency, and the recorded information is immediately accessible for digital processing
[20]. Moreover, fast and inexpensive computers and sophisticated software [21] are now
readily available. Digital reconstruction of holograms using computer processing has
thus become widespread.

Off-axis electron holography relies on information stored in the lateral displacement
of interference fringes, and thus distortions in the recording medium are liable to cause
displacements that could be misinterpreted. The reconstructed phase image may have
long-range modulations due to several factors, which include distortions caused by
the projector lenses and the recording system, and inhomogeneities in the charge and
thickness of the biprism wire. Since these distortions are usually geometrical in nature
and invariant in time, their effects can be removed by the simple procedure of recording
a reference hologram with the sample removed from the field of view but without any
changes to the optical parameters of the microscope. Correction is then carried out
by a complex division of the reconstructed (sample and reference) image waves in real
space, giving the required distortion-free phase of the image wave [19, 22]. Relative
phase changes within the sample can then be interpreted faithfully.

The interference-fringe spacing and the spatial resolution of the phase image depend
on several geometrical factors as well as the biprism voltage and the imaging lenses
[23, 24]. The phase detection limit depends on the signal-to-noise ratio in the phase
image, which may be low if the recorded signal is of low intensity [25]. Since off-axis
electron holograms are typically recorded at electron doses of 100–500 electrons per
pixel, the recording process is dominated by Poisson noise [26]. The quality of the
hologram depends on the characteristics of the recording medium (CCD camera), as
well as on the fringe visibility (or contrast), which depends in turn on the illumination
diameter and the biprism voltage. Loss of fringe contrast will result from the finite
source size, the beam energy spread, stray electrostatic and magnetic fields, and the
mechanical stability of the biprism wire.

A major problem with the digital reconstruction of phase images is that they are
usually evaluated modulo 2π , meaning that 2π phase discontinuities that are unrelated
to specimen features appear at positions where the phase shift exceeds this amount.
Phase “unwrapping” using suitable algorithms is then required before reliable inter-
pretation of image features becomes possible. Several phase unwrapping algorithms are
available for the purpose of locating and unwrapping such discontinuities, but none
of these are yet able to solve all of the problems. The most straightforward approach
involves searching the image row-by-row or column-by-column for adjacent pixels
with phase differences that exceed a pre-selected value, and then adding or subtracting
2π to the subsequent pixels. Alternatively, a second phase image may be calculated
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after multiplying the complex image wave by a phase factor exp(iα) to move the phase
jumps to different places in the image [27]. Advanced phase-unwrapping techniques
[28] are now being introduced into the software that is used to analyze electron holo-
grams. These and other issues relating to hologram quantification have been discussed
in more detail elsewhere [29].

2.5. Practical Considerations

Electron holography requires highly coherent incident illumination, which suggests
that large source demagnifications are necessary. However, the use of rotationally sym-
metric illumination is not advantageous since a significant improvement in coher-
ence can be achieved by employing highly elliptical illumination. The condensor lens
stigmators and focus settings are then adjusted to produce elliptical illumination at
the sample level that is elongated in the direction perpendicular to the biprism wire
when the condensor lens is overfocused, but relatively narrow in the parallel direc-
tion. Illumination aspect ratios of 50–100 are common for medium-resolution electron
holography [30].

A severe practical limitation of off-axis electron holography is the requirement for
a (vacuum) reference wave that can be overlapped onto the region of interest. Thus,
off-axis electron holograms must usually be recorded from near the edge of the speci-
men. For high-resolution applications, which require very high sampling density, this
requirement can represent a severe restriction on the size of the useful specimen regions
that can be examined. For medium resolution applications, the region of interest and
the reference wave can typically be separated by no more than a few microns at the
very most. This restriction can be relaxed in the special case of a sample that has a thin
and featureless region of electron-transparent support film, rather than vacuum, which
can be overlapped onto the specimen feature of interest.

When examining magnetic materials, the conventional objective lens must be
switched off, since its strong vertical field would otherwise saturate the magnetiza-
tion of the sample in the electron beam direction. It is common to use a high-strength
‘Lorentz’ minilens located beneath the sample to provide high magnifications with
the sample located in a field-free environment [31]. At the same time, a larger fringe
overlap width of 1–2 μm can be obtained, with typical interference fringe spacings in
the range of 1–5 nm. It should also be appreciated from equations (11) and (12) that the
total phase shift for a nanostructured magnetic material will be dominated by the mean
inner potential. The magnetic contribution to the phase is approximately proportional
to the width of the particular magnetic element unlike the MIP contribution which
is independent of its lateral dimensions. Thus, accurate quantification of the magnetic
contribution to the phase becomes more challenging for elements of narrow width.
Separation of the two contributions can be achieved in several ways [8]. Inversion of
the sample in the microscope, which is inconvenient and not usually straightforward,
would change the sign of the magnetic contribution to the phase. Subtraction of the
two respective phase images would allow the MIP contribution to the phase to be
removed. Alternatively, it is often possible to achieve magnetization reversal by tilting
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the sample in situ with the main objective lens slightly excited, again enabling the MIP
contribution to be measured and then removed from other phase images [32]. This
possibility proves to be highly useful when tracking magnetization reversal processes
during entire hysteresis cycles.

3. NANOSCALE ELECTROSTATIC FIELDS

Detailed knowledge of the electrostatic potential distribution within semiconductor
materials is vital to a full understanding of device performance, in particular to account
for offsets that occur at heterojunctions and extended defects, such as charged dislo-
cations. Band-bending at interfaces, in conjunction with the presence of extrinsic
dopants, determines electron transport, and effectively controls device operation. The
depletion field at a simple p–n junction is well-established theoretically [33], but tech-
niques that can be used to map potential distributions across complex heterojunctions
at the nanometer scale are generally unavailable. As device dimensions are further
reduced into the deep-submicron regime, methods that are capable of quantitatively
determining two-dimensional dopant concentration profiles with the required preci-
sion and spatial resolution become even more crucial. Off-axis electron holography is
uniquely capable of accessing and quantifying nanoscale electrostatic fields. This section
describes several areas where the technique has already had a substantial impact.

3.1. Dopant Profiles

Electron holography is potentially a valuable method for investigating semiconductor
junctions and devices. Early low-resolution investigations of p–n junctions by electron
holography revealed an electrostatic fringing field outside a biased sample [34]. We
were later able to measure directly the intrinsic electrostatic potential distribution
across a p- and n-doped Si/Si junction [35]. These initial results were limited in
precision by signal-to-noise considerations and sample preparation methods. Much
improved precision and spatial resolution have since been achieved by making use of
the enhanced stability and higher electron beam coherence available with a modern
FEG-TEM [36, 37]. The reconstructed hologram of a p-type field-effect transistor,
which is shown in Fig. 3, illustrates this improved capability. This particular application
demonstrates two-dimensional imaging of electrostatic potential distributions across
devices with a sensitivity closely approaching 0.15 V and spatial resolution approaching
6 nm. Such information about doped heterojunctions is invaluable for evaluating and
refining competing models for dopant diffusion.

Practical difficulties still prevent electron holography from being used routinely
in device characterization. The most serious problem relates to the preparation of a
uniformly thinned cross-section of the region of interest, which must also be located
close to the sample edge because electron holography requires an unperturbed reference
wave to facilitate phase reconstruction. Focused-ion-beam (FIB) milling is widely used
in the semiconductor industry for thinning specific sample sites. However, residual Ga
implanted inadvertently during FIB milling results in a surface “dead” layer [38],
which decreases the potential measured by electron holography. Additional steps such
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Figure 3. (a) Reconstructed off-axis electron hologram of electrostatic potential variation associated with 0.13-μm p-type field-effect transistor; and
(b) corresponding simulated 2-D potential map. Phase contours of 0.1V [37]. (See color plate 18.)
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as reverse biasing of the sample may then be required before reliable results can be
obtained using electron holography [39].

Surface damage and depletion at the top and bottom surfaces of doped samples
prepared using routine ion-milling has also been reported to create electrically “dead”
layers [40], with typical thicknesses of ∼25 nm. By using wedge polishing followed
by low-angle, low-energy milling, we were able to mitigate these effects and obtain
high measurement precision [36, 37, 41]. However, for many applications involving
the characterization of 2-D dopant distributions, access to the region of interest for
holography study can most conveniently be achieved only by using FIB milling. Surface
depletion effects arising from sample preparation then become unavoidable and must
be taken into account.

3.2. Piezoelectric Fields

Another area of recent interest and activity involving the application of off-axis electron
holography to the characterization of nanoscale electrostatic fields has been the study of
nitride semiconductors, which are important candidates for a range of novel optoelec-
tronic applications [42]. For example, large internal piezoelectric fields of ∼1 MV/cm
have been observed in strained GaN/InGaN/GaN quantum wells [43]. Such piezo-
electric fields, in addition to the spontaneous polarization field, play a major role in
proposed device applications of Group III-nitride materials [42]. These fields result
from the pseudomorphic growth of highly strained Ga(In)N/GaN and Ga(Al)N/GaN
quantum well (QW) structures in the polar [0001] direction. Electron holography
has been used in recent studies [43–46] to quantify the electrostatic potential profiles
across strained QW heterostructures grown without intentional doping. Features in
the measured potential profiles have been variously attributed to the accumulation
of sheet charge [44, 45] and the presence of a two-dimensional gas (2DEG) near
the heterointerface [46]. In our study of the electrostatic potential variation across an
n-AlGaN/InGaN/p-AlGaN heterojunction diode by off-axis electron holography, we
have shown that it is also possible to account for the additional effects that are caused
by the overlapping built-in potential of the pn junction [47]. Figure 4(a) compares
the experimental profile with the separate contributions to the electrostatic energy
profile simulated for the p–n junction, Vpn , the spontaneous polarization, Vsp, and
the piezoelectric field, Vpe . Figure 4(b) then compares the experimental profile (open
circles) with a simulated profile that incorporates the piezoelectric and spontaneous
polarizations, as well as the effects of charge accumulation at the n-AlGaN/InGaN
and InGaN/p-AlGaN interfaces. The close agreement between the experimental and
simulated profiles provides strong evidence for the presence of sheet charge at these
interfaces.

3.3. Charged Defects

Optoelectronic devices based on Group III-nitride semiconductors are becoming
widespread and recent activity has been directed towards improving device lifetimes and
light-emitting efficiency [40]. However, fundamental questions remain unanswered or
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Figure 4. Analysis of electrostatic potential profile across n-AlGaN/InGaN/p-AlGaN heterojunction
diode. (a) Energy profile derived from thickness-corrected phase image (open circles) for comparison with
individual contributions from p–n junction, Vpn , spontaneous polarization, Vsp, and piezoelectric filed,
Vpe . (b) Experimental energy profile (open circles) across heterojunction diode compared with simulation
(dotted line) incorporating spontaneous and piezoelectric polarization as well as sheet charge at each
interface [47].

results are ambiguous relating to the charge state of the ubiquitous threading dislo-
cations found in these materials, and their effect on device performance. Electron
holography has been used in attempts to resolve these issues by measuring electrostatic
potential profiles across different types of dislocations [48–50]. The charge density can
then be calculated by using Poisson’s equation [51]. For example, based on electron
holography observations, it was reported that the core regions of screw, mixed and
edge dislocations in undoped GaN were negatively charged [48], whereas it was con-
cluded from other holography studies that dislocation cores in n-GaN and p-GaN
were, respectively, negatively [49] or positively [50] charged. However, these latter
results have been contradicted by subsequent observations made using scanning surface
potential microscopy where defects in Si-doped p-type GaN were reported to be elec-
trically neutral [52]. Studies made using ballistic electron emission microscopy found
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Figure 5. Observation of field-emitting carbon nanotube using off-axis electron holography: (a), (b), and
(c) Electron holograms of carbon nanotube at bias voltages VB = 0, 70, and 120 V, respectively. (d), (e),
and (f ) reconstructed phase images corresponding to (a), (b) and (c), respectively. Phase contour separation
of 2π radians. Phase gradient in (f ) corresponds to electric field strength at tip of 1.22 V/nm [55].

no evidence for negative dislocation charge [53]. It is conceivable that these differences
result from TEM sample preparation or surface charging artefacts, or because localized
strain or sample thickness variations around the dislocation core regions affects the
diffraction conditions and the measured holographic phase contrast. Further system-
atic studies of extended defects by electron holography are required, first to eliminate
these possibilities, and second to determine whether defect charging is associated with
the nitride growth conditions or with the level and type of doping.

3.4. Field-Emitting Carbon Nanotubes

Single-walled and multi-walled carbon nanotubes are attracting much recent attention
because of their remarkable resilience, strength and thermal conductivity [54]. The
use of carbon nanotubes in arrays of field emitters is of particular interest for compact
displays. Electron holography has been used to determine the electrostatic potential
distribution associated with individual field-emitting carbon nanotubes [55]. A spe-
cially constructed, piezo-driven sample manipulation stage enabled nanotubes to be
positioned several microns away from a small collector plate. A variable bias voltage
could then be applied between the nanotubes and the plate, as off-axis electron holo-
grams were acquired. Figure 5 shows a sequence of electron holograms from a carbon
nanotube and the corresponding reconstructed phase images for bias voltages of 0, 70
and 120 V. The onset of field emission for this nanotube occurred at a threshold bias
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voltage close to 70 V. The closely spaced 2π phase contours in Fig. 5(c) reflect the
extremely high electric field in the vicinity of the field-emitting tip during electron
emission. A model based on a one-dimensional line of charge established that the elec-
tric field was concentrated at the tip of the nanotube. The field strength was calculated
to be 1.22V/nm in close agreement with the experimental phase image.

3.5. Thickness and Sample Morphology

The phase image, as described by equation (16), represents a map of the projected
sample thickness if the MIP is constant, and dynamical scattering is weak. Hence, it
is then possible under these special circumstances to infer the surface topography and
the shapes of nanoparticles using electron holography. For example, line profiles across
reconstructed phase images have been used to deduce surface structures and to identify
internal voids in small Pd particles [56] and cuboctahedral ZrO2 particles [57]. Further
examples are summarized elsewhere [8].

An alternative approach for specimen thickness determination makes use of the
amplitude image, through the equation

t (x) = −2λin ln
(

As (x)
Ar (x)

)
(18)

where λin is the mean-free-path for inelastic scattering, and As (x) and Ar (x) are the
measured amplitudes of the sample and reference holograms, respectively [58]. A prac-
tical problem with this approach is that amplitude images are always noisier than the
corresponding phase images. Moreover, λin will invariably be different for each material
in the sample, and may be unknown. Most TEM samples do not have uniform thick-
ness profiles, and thickness determination is not straightforward when the sample has
non-uniform composition. Further analysis [59] reveals yet another approach that has
enabled holograms from multilayered samples with varying compositions and unknown
thickness variations to be successfully interpreted [60, 61].

4. NANOSCALE MAGNETIC FIELDS

Nanoscale magnetic materials have become increasingly important in many practi-
cal applications that include non-volatile storage media, electromechanical read/write
devices and mechanical sensors [62]. The future of many magnetic devices lies in their
capacity for higher storage density, which necessitates further reductions in the sizes of
information blocks, and the simultaneous down-scaling of the distances between them.
Some of the problems that result from reducing the device dimensions are obvious.
First, the magnetic domain size becomes comparable to the mean bit size. Second, indi-
vidual bits may interact with neighboring blocks by way of their stray fields. In order
to improve the overall performance of devices based on magnetic materials, the local
microstructure and chemical composition must be tailored to optimize the magnetic
properties on the nanometer scale. There are many electron microscopy techniques
that are suitable for the characterization of magnetic microstructure [63], but only
electron holography allows the quantification of magnetic fields in nanostructured
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materials at the nanometer scale. An extensive bibliography summarizing applica-
tions of the technique to magnetic materials can be found elsewhere [8]: this sec-
tion provides a brief overview of some representative applications that are relevant to
nanotechnology.

4.1. Patterned Nanostructures

Magnetic interactions between closely-spaced, submicron-sized magnetic elements
depend sensitively on their shape, size, composition and spacing. The characterization
of such interactions is of great importance if nanoscale magnetic materials are to be
used in future magnetic recording and sensing applications. Such applications usually
require specific values of the coercive fields and remanent magnetizations of individual
magnetic nanostructures, as well as stable and reproducible magnetic domain states. To
gain insight into these important issues, we have used off-axis electron holography to
observe an extensive range of patterned magnetic elements, which were prepared using
electron-beam lithography and lift-off processes, and supported on electron-transparent
silicon nitride membranes [32, 64–67]. The element shapes included rectangles with
varying aspect ratios, as well as diamonds, ellipses and rectangular bars. The fabrication
processes have been described in more detail elsewhere [32]. Magnetic fields were
applied to each sample by in situ tilting within the microscope with the conventional
objective lens slightly excited in order to obtain the desired in-plane magnetic fields.
The hysteresis loops of the various element shapes could be followed, despite the
substantial loss of interference-fringe contrast due to the presence of the underlying
silicon nitride support.

Figure 6 shows the magnetic contributions to the measured holographic phase shift
for two closely-spaced polycrystalline Co rectangles over a complete magnetization
reversal cycle [64]. These holograms were recorded with an average out-of-plane field
of 3600 Oe for the in-plane horizontal fields indicated on the figure. The separation
of the phase contours is proportional to the in-plane component of the magnetic
induction integrated in the incident beam direction. The magnetic fringing fields
between the elements are only minimized when the field lines are located entirely
within each element, in the flux closure (or solenoidal) vortex state.

An important aspect of these studies was the use of micromagnetic simulations, based
on solutions to the Landau-Lifshitz-Gilbert equations, to assist with detailed interpre-
tation of the experimental phase images [32, 65, 66]. Although reasonable agreement
with the experimental results was obtained, important differences were also noticed.
For example, simulated vortex states formed at higher fields than observed experi-
mentally, which was attributed to the influence of local defects or inhomogeneities.
Moreover, slight differences in the initial, nominally saturated, state had a strong effect
on subsequent domain evolution during the reversal process. The strength and direction
of the out-of-plane component of the applied field also had a marked impact on the
observed domain structure [65]. The simulations in Figure 7 show a comparison of two
elements simulated first as a pair (left set), and then separately (but displayed together).
The marked difference in the domain configurations of the smaller cell on the left
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Figure 6. Magnetic contributions to phase for 30-nm-thick Co nanopatterned elements recorded during
complete hysteresis cycle by tilting in situ within the microscope. In-plane magnetic field applied along
horizontal direction as indicated. Average out-of-plane field of 3600 Oe directed into the page. Phase
contours separated by 0.21π radians. Loop should be followed in counter-clockwise direction [64].



646 II. Electron Microscopy

Figure 7. Micromagnetic simulations for 30-nm-thick Co elements with 3600 Oe vertical field directed
into the page. Left set simulated for two cells together, whereas right set simulated for each cell separately
(though shown together). Differences visible in small element at left due to close proximity of larger
element [65].

clearly indicate that these adjacent Co elements are affected by their close proximity.
This study emphasizes the importance of comparing experimental measurements with
micromagnetic simulations. Interactions between closely-spaced magnetic nanostruc-
tures are clearly important for the design of high-density magnetic storage devices.

While these results for nanopatterned Co elements are of considerable scientific
interest, the behavior of multilayered elements is of much greater relevance for many
practical applications because of the large resistance changes that occur when two
closely-spaced magnetic layers have either parallel or anti-parallel magnetization direc-
tions (an effect known as giant magnetoresistance [68]). Our further studies focused
on submicron “spin-valve” (SV) elements consisting of Co (10 nm)/Au (5 nm)/Ni
(10 nm) layers. The SV elements were shaped as rectangles, diamonds, ellipses and bars
[66, 67]. Hysteresis loops for individual elements were measured experimentally, based
on the density and direction of the phase contours, and compared with loops derived
from micromagnetic simulations. Differences in switching fields between the data and
the simulations were observed in smaller elements, possibly due to an increased practical
difficulty in nucleating end domains that could initiate magnetization reversal. Another
significant observation was the direct observation of two different phase spacings in
different remanent states in each element. Micromagnetic simulations established that
parallel or anti-parallel coupling between the Co and Ni layers was the cause of this
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Figure 8. (a) Hologram of chain of magnetite nanocrystals from magnetospirillum magnetotacticum; (b) mean
inner potential contribution to phase of reconstructed hologram. Thickness contours indicate that
magnetite crystals have cuboctahedral shape. (c) magnetic contribution to phase.

behavior. The Ni layer in each element was found to reverse its magnetization direction
well before the external field was removed due to the strong fringing field of the closely
adjacent and magnetically more massive Co layer. Thus, an antiferromagnetically cou-
pled state was always observed as the remanent state following the removal of the
external field. Solenoidal states were observed experimentally for both elliptical- and
diamond-shaped elements but could not be reproduced in the simulations, presumably
because these states were stabilized by the presence of structural imperfections, or by
the crystal grain size or crystallographic texture of the polycrystalline layers.

4.2. Nanoparticle Chains

The formation of reproducible remanent states when an applied external field is
removed is desirable for nanopatterned magnetic elements intended for device appli-
cations. Because of their geometry, chains of nanocrystalline magnetic particles lend
themselves to unidirectional remanent states. Moreover, magnetostatic effects in electon
holographic phase images can be separated from those due to thickness and electrostatic
effects simply by in situ tilting of the sample in the field of the conventional objective
lens to achieve magnetization reversal.

Linear chains of ferrimagnetic crystals, known as magnetosomes, are contained in
magnetotactic bacteria [69]. Figure 8 shows an off-axis electron hologram of a chain of
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magnetite crystals in a single cell of the bacterial strain Magnetospirillum magnetotacticum.
After magnetization reversal, the MIP contribution to the phase shift can be identified,
as shown in Fig. 8(b). The crystallites in this image are revealed by the thickness con-
tours to have cuboctahedral shapes [70]. The corresponding magnetic contributions to
the phase shifts, achieved by subtracting the respective pairs of holograms, are shown
in Fig. 8(c). Phase contours have been overlaid onto the MIP contribution allowing
the positions of the crystals and the magnetic contours to be correlated with each
other. The magnetic flux within and between the crystallites can be clearly visualized.
Moreover, it is straightforward to obtain an estimate for the total magnetic dipole
moment of the particle chain by measuring the step in the magnetic contribution to
the phase shift across the chain, as described elsewhere [8]. Further studies of sev-
eral strains of magnetotactic bacteria have revealed chains of crystals that form either
single magnetic domains [71], or else more complicated domain structures in larger
magnetosomes [72].

In contrast, chains of FeNi nanoparticles, which have variable sizes, spherical geom-
etry, and a mean diameter of 50 nm, show markedly different behavior [73]. Closely-
spaced phase contours are observed to channel through several particles along such
chains. Some very interesting domain structures arise, primarily due to the variability
of the particle sizes and their relative positions, both along the chain and with respect
to the chain axis. The key result, which is illustrated by the examples shown in Fig. 9
and confirmed by micromagnetic simulations, is the formation of three-dimensional
magnetic vortices with complex geometries that are determined by the particle sizes
and locations. These results emphasize yet again the necessity for controlling the shapes,
sizes, and relative locations of closely-separated magnetic nanoparticles, and for under-
standing their mutual interactions.

5. FUTURE PERSPECTIVES

Off-axis electron holography has evolved over the years to the extent that it can be
considered as a routine and reliable technique for characterizing nanostructured mate-
rials. As the dimensions of magnetic storage and electronic devices continue to shrink
still further, electron holography will provide an increasingly valuable approach for
solving industrial problems, as well as for providing advances in fundamental scien-
tific knowledge. Unique information about nanoscale electrostatic and magnetic fields
is readily obtainable, and quantification on the same scale is often possible. A major
restriction of the technique is that dynamic events cannot conveniently be followed in
real time because of the need for off-line processing. However, there is some realistic
prospect that faster recording systems and computers may overcome this limitation.
The available field of view, which depends on the geometry and the dimensions of
the imaging and recording systems (e.g., the width of the fringe overlap region, the
sampling of the holographic fringes, and the finite size of the CCD array) can also rep-
resent a very real limitation for some applications. Nevertheless, the results described
here and elsewhere indicate that the technique will become more and more heavily
used in the burgeoning field of nanotechnology.
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Figure 9. (a–c) Experimental phase contour maps along chains of FeNi nanoparticles after removal of
mean inner potential contribution. Contour spacings of 0.083, 0.2, and 0.2 radians, respectively. (d–f )
Schematic interpretation of magnetic microstructure, including magnetic vortices in each case [73].
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21. SUB-NM SPATIALLY RESOLVED ELECTRON
ENERGY-LOSS SPECTROSCOPY

CHRISTIAN COLLIEX AND ODILE STÉPHAN

1. INTRODUCTION: EELS AND NANOTECHNOLOGY

Several challenges face materials science at the beginning of the 21st Century.
Among them particular attention should be devoted to understanding a material’s
behavior from the atomic/nanolevel via microstructure to macrostructure levels.
Knowledge of materials at the nanoscale and control of the structural and func-
tional properties of newly synthesized materials constitute key issues for techno-
logical progress and opening up of new markets in many major industrial domains
e.g. (naming areas of economic importance) in electronics, photonics, communica-
tion, catalysis, construction, aeronautics and automobile. Most fruitful developments
today involve new synthesis routes for building novel structures, with the goal of
improving the presently available properties and therefore developing new fields of
applications.

Within this global frame, the characterization stage constitutes a major task, as it
provides the information necessary for correlating the synthesis process and the mea-
sured properties. In order to fulfill this mission, a wide range of levels must be explored,
starting from the individual atom and its bonding within the condensed matter phase.
Consequently, new and more powerful analytical techniques are required, combin-
ing advanced instrumentation for performing measurements at the (sub)-nanometer
scale with new theoretical descriptions and increased computational support to test
the validity of the models.
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Transmission Electron Microscopy (TEM) with its new breathtaking developments
in electron sources, monochromators and correctors, has demonstrated its unique role
in providing not only knowledge about the structure at all levels but also the local
properties and the ability to manipulate on the atomic scale. The importance of this
performance on the local scale is increasing as we are able to access the possibilities
of nanoscience and experience the need for tools for characterization, control and
handling.

It combines high resolution imaging and diffraction for mapping the atomic struc-
ture of thin objects, not only as two dimensional projections but increasingly as three
dimensional volumes, with probe analytical techniques for exploring the many elec-
tronic and chemical properties over a wide range of scales. It must be emphasized
that the physical size of the object does not always constitute the relevant scale for
the physical properties under consideration, which are more generally governed by
characteristic lengths such as field penetration depth, particle mean free path, phase
coherence length, etc.

Furthermore, the improvement in detectors performance and computing speed has
also given access to real time measurements, so that phenomena can be monitored
under the application of external constraints or fields, while keeping the high level
of spatial resolution. This novel trend will therefore transform the next generation of
TEMs into “nano-laboratories”.

In this paper, we will focus on the role of electron energy-loss spectroscopy (EELS)
for investigating the elemental composition and the electronic properties of individual
nano-objects from the nm-scale down to the atomic level. In particular, the impor-
tance of correlating structural, chemical and electronic information at this level of
spatial resolution will be stressed for addressing key challenges in nanosciences and
nanotechnologies.

In a first part, we will provide a survey of EELS spectroscopy and underline the dif-
ferent types of information which it conveys, introducing therefore the developments
in theoretical interpretation under course to fully exploit the power of the technique.
For a more complete review of these aspects, see the formerly published reference
texts such as [1–5]. In a second chapter, interest will be focused onto the instrumenta-
tion and methodology developed for practical implementation and use in the electron
microscope. It will result into the introduction of the concept of spatially resolved
EELS and the associated 3D data cube, the access to which can be realized either by
spectrum-imaging or by energy filtered imaging. A first class of applications, namely
elemental mapping at the ultimate resolution, will be described in chapter three, while
the final one will be devoted to mapping electronic structures and bonding states.
In both cases, examples related to individual nano-objects will be selected and the
successes and limits will be stressed. Finally, we will conclude with a few arguments
intended to delineate some potential routes for future applications in of these tech-
niques: either as a type of synchrotron-type spectroscopy within an electron micro-
scope column, or as an essential contribution to the nano-laboratory to be designed and
run.
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Figure 1. Schematic representation of the parameters involved in an EELS measurement and relation
with the geometry of the scattering event: incident electron of wave vector �ki , scattered electron wave
vector �k f , transferred wave vector �q .

2. UNDERSTANDING THE INFORMATION CONTAINED IN AN EELS SPECTRUM

2.1. Definition of an EELS Spectrum and of the Basic Information
Which it Contains

In the context of a transmission electron microscope, a primary beam of high energy
electrons (typically between 100 and 300 keV) and of convergence half angle α, inter-
acts with a specimen sufficiently thin so that the number of collision events remains
low. A suitable aperture defines at the level of the specimen a solid angle of collection
(of acceptance half angle β of a few mrad)—see figure 1—and the velocity of the
electrons contained within this aperture is analyzed with a spectrometer, of magnetic
sector type in most cases. Consequently, at the exit of this prism, the distribution in
energy of these electrons can be recorded and the results displayed as an electron energy
loss spectrum, similar to that displayed in figure 2. As a matter of fact, this double
selection in angle and energy provides access to an analysis of the occurred scattering
events in terms of momentum transfer �q and of energy transfer �E, see figure 1.

The EELS spectrum exhibits the following features: the major contribution to the
detected intensity is a very intense and narrow peak (zero-loss peak) corresponding
to the electrons which intersect the specimen without measurable inelastic scattering.
Inelastically scattered electrons are responsible for a complex spectrum which contains
two major types of excitations: the low energy-loss range or plasmon-type excitations in
the 5 to 40 eV range and the core-loss range where characteristic edges are superposed
on a monotonously decaying background.

The low-energy class of excitations involves the valence (and conduction) electrons
which can be excited either collectively in plasmon modes, or individually as inter-
band transitions—see figure 3—. The theoretical description of these modes is not
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Figure 2. A typical EELS spectrum acquired on a carbon nanotube filled with manganese. The whole
spectrum extending over 1000 eV covers four orders of magnitude in intensity when comparing the
non-saturated zero-loss peak (1) and the details of Mn edge around 600 eV loss (the core-loss region is
labeled (3). In inset: the tail of the zero-loss peak (labeled 1) and the low-loss domain, which is dominated
by plasmon losses (labeled 2).
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Figure 3. Schematics of the different populations of electrons involved in the different excitation
processes (low energy-loss and core-loss domains) investigated in an EELS experiment.
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straightforward as it encompasses a complex mixture of transitions involving a popu-
lation of particles in strong Coulomb interaction. As a first stage, a phenomenological
macroscopic approach, a classical electrodynamics one as we are dealing with charged
particles, is commonly used. It involves free charges in a metallic case and oscillators
with eigen modes in a dielectric medium. The central quantity to account for the
response of any material to the effect of the impinging point charge, the incident
electron, is the dielectric response ε(ω, �q ) where ω is related to the energy loss by
�E = h-ω and �q is the wave vector transfer defined above. The inelastic cross section
per incident electron for such a scattering event (ω, �q ) is in fact related to the dielectric
response by:

d 2σ

dEd�
∝ 1

q 2
Im
(

− 1
ε(ω, �q )

)
(1)

where ε is a complex function that can be written as the sum of a real part and an
imaginary part as: ε = ε1 + iε2. The real part ε1 describes a dispersion process while
the imaginary part ε2 has to be related to electromagnetic absorption in the �q = 0
limit. Equation (1) is the basic formula for the interpretation of electron energy-loss
spectra in the low-loss region in bulk materials.

Plasmon modes (polarization excitations) are defined as longitudinal solutions of
the Maxwell equation �∇ε �E = 0, which is equivalent to the condition: ε(ω, �q ) = 0
for isotropic materials. Such condition is reached when ε1 is 0 and ε2 is small and
is associated with the occurrence of a peak in the EELS spectrum. EELS is then a
powerful technique for studying longitudinal excitations as they appear directly as
intense peaks in the energy-loss spectrum. When the collection angle is small enough
and centered on the optical axis, the limit q → 0 is reached. A Kramers-Krönig analysis
can be performed to extract ε1(ω, 0) and ε2(ω, 0) optical constants from the energy-
loss function Im(− 1

ε(ω,0) ). Such a transformation relies on the causality of the dielectric
response (see [6] for a review).

Generally speaking, these low-energy loss excitations reveal electron distributions
governed by solid state considerations and exhibit a response of non-local character
to the probing charge. This is particularly true for the bulk plasmon, the energy of
which is mostly defined by an average electron density. When comparing materials
of rather similar composition and structures, this plasmon energy can constitute a
satisfactory criterion for monitoring variations in electron density [7]. Several groups
[8–10] have demonstrated that relationships exist between the plasmon energy and
physical properties such as Young’s modulus, electrical and thermal conductivities.
When fully understood, these correlations should open the way to a quick and reliable
mapping of different types of physical property.

However, such use of plasmon loss energies remains rather limited when one deals
with structures and objects of nanometer size. It has been demonstrated that its value
may shift and its width rapidly increase when the size of the investigated structure
becomes smaller than a few nm and completely vanish for smaller objects [11]. For
these dimensions, the weight of the surface modes becomes dominant. These modes
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are generated when certain boundary conditions are satisfied. In particular, they are
generated when an incident electron travels along a non-intersecting trajectory at a
small distance from the outer surface of a nano-object, in a mode called “aloof ” or
“near-field” geometry [12, 13]. It has been shown that the response then depends
on the nature and the shape of the surface, and in the case of empty objects (such
as nanotubes) on the coupling between the outer and inner surfaces for small wall
thickness [14, 15].

Another valuable information to be extracted in the vicinity of the zero-loss peak
is the joint density of states at the band gap in insulating materials, and for practical
reasons it has been practically tested on materials of relatively large band gap [16–18].
In these bulk materials, the nature, direct or indirect, and the energy Eg of a band gap
can be deduced from the study of the first eV of the imaginary part ε2 of the dielectric
function ε(ω), which is deduced from the energy loss function Im(− 1

ε(ω,0) ) through
a Kramers-Krönig transformation. The application of this technique to map the band
gap variations in a luminescent heterostructure (preferentially in the blue) should be
demonstrated within a near future.

On the contrary, absorption edges (or core-edges), occurring at higher energy losses,
arise from individual electron transitions from atomic-type core levels to unoccupied
states lying above the Fermi level, see figure 3. They are identified and labeled following
the notations generally used in atomic physics. Their position in energy is defined by
the nature of the atom and the type of level from which the excitation occurs (K for
1s electrons, L23 for 2p electrons, M45 for 3d electrons, etc). In figure 2, the insets
correspond to the carbon K edge with threshold at 284 eV and to the manganese L23

edge with threshold at 642 eV. Such signals appearing superposed on the non-specific
decaying background are useful for three reasons. When identified, they testify for the
presence of the related atoms along the trajectory of the incident electrons through the
specimen, this is the basis of a qualitative elemental analysis. Their total intensity after
subtraction of the underlying non-characteristic background and integration over an
extended energy window, can be related to the number of such atoms encountered by
the impinging atoms, providing therefore access to a quantitative elemental analysis.
Furthermore, as shown in the insets of figure 2, their shape varies from edge to edge
and furthermore from compound to compound for the same edge. These variations
of the edge fine structures is very useful for extending the analysis of the solid from
elemental type to bonding type. These last two issues will be further discussed in the
next paragraph.

2.2. Basic Tools Developed for Interpreting and Using Core-Loss Signals

Using basic quantum mechanics theory and in particular the Fermi golden rule, the
cross section introduced in eqn. (1) can be written as:

∂2σ

∂E∂�
=
(

2π

h-

)4

m 2
∑

f

k f

ki
|〈ψ f |〈k f |V|ki 〉|ψi 〉|2δ(Ei − E f ) (2)
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where |ψi 〉 and |ψ f 〉 are respectively the initial and final states of the target solid
and |ki 〉 and |k f 〉 those of the fast electron, V is the perturbing potential (Coulomb
interaction potential between the incident electron and the atoms of the solid). To
derive this expression, one considers the case of fast collisions (the criterion is that
the incident particle velocity is “fast” relative to a mean orbital velocity of the elec-
trons in the shells concerned with the excitation process), the influence of the inci-
dent particle upon the atoms of the solid may then be regarded as a sudden and
small perturbation. This expression is very general and describes any type of inelas-
tic scattering process (in case of a fast collision) between an incident electron and a
solid.

The estimation of expression (2) is relatively simple in the case of core-loss signals.
There, |ψi 〉 is a core atomic orbital and V, the potential between the probe electron
at position �r and one target atom can be written as:

V = −Ne 2

r
+

N∑
j=1

e 2

|�r − �r j | (3)

where the sum is performed over all N electrons centered at positions �r j of the target
atom. We specify that this expression is valid as long as inner-shell excitations are
considered since the target solid can be considered in that case as an arrangement
of non-interacting atoms. Then, the transition matrix element 〈k f |V|ki 〉 in eqn. (2)
involves the Fourier transform of the Coulomb potential:

∫
d 3r

e 2

|�r − �r j | e
i �q ·�r j = 4πe 2

q 2
e i �q ·�r j (4)

and expression (2) becomes:

∂2σ

∂E∂�
=
(

2me 2

(h-q )2

)2 k f

ki

∑
f

N∑
j=1

|〈ψ f |e i �q ·�r j |ψi 〉|2δ(Ei − E f + h-ω) (5)

where the energy loss �E = h-ω = Ek f − Eki has been introduced.
This expression of the differential cross-section actually consists of two factors of

different nature. The factor (2me2/(h-q)2)2· kf/ki is evaluated from the observable quan-
tities ki, kf, θ concerning the fast electron only. The squared matrix element con-
cerns the target only, it represents the conditional probability that the atom of the
solid makes the transition to a particular excited state upon receiving a momentum
transfer �q . Therefore, this quantity reflects the dynamics of the involved atom. It is
known as the inelastic form factor or the generalized oscillator strength. This factor
together with the δ-function expressing the conservation of energy, constitutes one
key factor to be extracted from an EELS experiment.

What are the major consequences of this basic theory for using EELS spectra to
analyze specimens? The first one is the dipole approximation, valid for the small scat-
tering angles generally met in the experimental conditions depicted in figure 1 with α
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Figure 4. Detailed shapes of core-edges (C K and Mn L23 extracted from the whole spectrum
shown in figure 2) after background subtraction fitted to calculated atomic cross-sections. Discrepancies
involve solid state effects (Near Edge Structures) as well as transitions towards bound states (White
Line features)

and β (illumination and collection apertures) in the range 1 to 30 mrad and primary
electrons of 100 to 300 keV energy. In these conditions, |�q · �r | � 1 and |φ f 〉 and |φi 〉
are orthogonal, so that the matrix element is reduced to a dipolar term obtained in the
zero limit value of �q . Consequently, the most intense atomic transitions to be searched
are those corresponding mostly to � → � + 1 (i.e. s → p, p → d or d → f ) which
are more intense than the other allowed transitions � → � − 1. The second one is that
it is relatively simple to calculate atomic cross-sections for isolated atoms, resulting in
tables of ∂2σ

∂E∂�
. Such cross-section computations based on the hydrogenic model or on

the more sophisticated so-called Hartree-Slater method using a self-consistent atomic
potential, provide profiles of the energy dependence of the cross sections and of their
absolute intensities. Their major use is for quantitative analysis, as will be shown in a
next chapter. If we compare such calculations with experimental profiles of edges such
as shown in figure 4, one sees obvious discrepancies concerning the shapes. These are
the fine structures, the interpretation of which is of highest importance to identify
the coupling of the excited atom to its neighboring atoms and therefore reflects its
coordination and bonding character.

For the carbon C K edge, modulations of the atomic profile account for the solid
state environment of the carbon atoms within this structure, which is of graphite type.
For the Mn L23 edge, one notes the presence of two extra lines at the edge onset,
they correspond to transitions of the 2p electrons towards 3d states of bound character
which are not accounted for by the simple atomic calculations. The atomic calculation
generally provides a satisfactory description of the general shape of the edge, as a saw-
tooth (hydrogenic) profile or as a delayed maximum induced by a centrifugal barrier
within the intra-atomic potential of the excited atom.

When estimating the band structure effects in a simple one electron transi-
tion description, one shows that the probability of transition calculated by the
matrix elements introduced in eqn. (5) is modulated by the respective densities of
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unoccupied states D�(E) with the right � angular symmetry at the site of the excited
atom:

d 2σ

d Ed�
= |M�−1(E)|2 D�−1(E) + |M�+1(E)|2 D�+1(E) (6)

Several methods have been developed to calculate these densities of states and it may
be interesting to monitor the changes in the attained degree of refinement, as the
computing power and speed have permanently been improved [19–23]. However,
such a discussion obviously exceeds the scope of this review. Let us classify, in simple
terms, the currently used approaches. In a first level approximation, the influence of
the closest neighboring atoms can be described by building atomic clusters around the
excited one, therefore involving a superposition of atomic potentials or wave functions.
It has given rise to two rather equivalent sets of methods:

(i) Real space single and multiple scattering descriptions of the outgoing wave within
the successive shells of these clusters, have been developed to model the EXAFS and
XANES types of fine structures and the most commonly used software seems now
to be the latest versions of the FEFF routines [24]. As a consequence of their shell
by shell scattering path expansion, they have demonstrated a great potentiality
for providing structural insight of the different peaks, to understand how they
changes in position, size and shape with different nearest-neighbor environments
(coordinence, bond length);

(ii) A linear combination of atomic wave functions within a molecular cluster (i.e.
a molecular orbital—MO—description) constitutes another way to attribute the
ELNES features to transitions towards unoccupied MOs made as combinations
of atomic orbitals on the excited atom and on its nearest neighbors and possibly
beyond. It has been useful in identifying structures, close to the edge threshold, to
the low-energy unoccupied orbitals in molecular clusters [25].

More refined approaches to the calculation of local density of states in the band struc-
ture description require the generation of self-consistent potentials from a ground state
charge density to be used for the calculation of the excited states. The one electron
Schrödinger equation is solved in the density functional theory (DFT) including the
local density approximation (LDA). This is basically a ground state theory and its rele-
vance for the interpretation of excited states can only provide a reasonable framework,
when one compares directly the experimental spectra to the calculated densities of
states. Similar observations have been made as well when the CASTEP code with
pseudo-potentials or the Wien 2k code with full linear augmented plane waves are
used.

Consequently, the role of the hole created on the excited atom must be accounted
for when a satisfactory description of final state is searched. The validity of using
either a Z + 1 atomic description, a frozen core hole or a screened core hole, has
been evaluated in many different cases (investigated atomic level, type of bonding
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Figure 5. Comparison of high resolution EELS spectra with simulated ones: (a) C K edge for diamond
carbon calculated using the CASTEP code: solid line, experiment, doted line: without core-effet, dashed
line: with core-hole effect (courtesy of A. Zobelli); (b) Fe L23 edges in hematite α-Fe2O3: top,
experimental spectrum recorded with a LaB6 200 kV TEM and deconvoluted using 30 iterations of the
RL procedure; bottom, atomic multiplet calculation for Fe3+ ions and Oh crystal field of 2 eV strength.
An extra smoothing with a 0.2 eV gaussian peak has been added (courtesy of A. Gloter)

more particularly for insulating materials where screening of the hole is limited, spatial
extension of the excited orbital). These effects have also been tested for the different
methods used for calculating the non-perturbated density of states (real space multiple
scattering cluster approach, density functional theory with a band structure supercell
method, first principle Xα molecular method). The role of the size of the supercell,
which is required to model the structure with one extra charge at the center, has also
been considered. It is evident from all these studies, that it is necessary in many cases
to introduce the core hole effect to obtain a more satisfactory agreement with the
experimental data. This is demonstrated in figure 5a which compares a high resolution
C K edge of diamond carbon, with CASTEP calculated spectra without and with
consideration of a core hole effect on the central C atom.

When considering the detailed structures of the white lines visible on transition
metal L23 edges such as the Mn one shown in figure 4b or the equivalent Fe one,
they are mostly governed by interaction configuration effects within the potential
of a given ion species (i.e. Fe++ or Fe+++). One must then account for the strong
coulomb and exchange interactions between the hole created on the 2p level and
the extra electron put in the 3d level. This is another typical case where the single-
electron transition description is not sufficient to interpret the data. In this case, the
effect of the neighboring atoms is essentially described by an extra term dealing with
the local symmetry and the associated crystal field. With the support of these two major
parameters (intra-atomic correlation effects and crystal field energy), one can compute
all types of white line distributions [26]. The case of the iron 2p line in hematite is
shown in figure 5b.

As a conclusion, the tools required for satisfactorily interpreting the fine structures
recorded on the EELS core-loss edges are quite diversified. Their capacity to provide
good fits is regularly increasing with the development of new tools and the access to



21. Sub-nm Spatially Resolved Electron Energy-Loss Spectroscopy 663

more powerful and fast computing facilities, even for structures of bulk materials. The
next step will be to adapt these tools to the modeling of excitation spectra recorded at
a single defect or within a nanometer-size cluster or nanostructure. These needs and
the ways explored to progress along this direction will be outlined in the final chapter
of the present review.

3. SPATIALLY RESOLVED EELS

3.1. The 3D Data Cube

The measurement of the energy loss �E suffered by any electron transmitted through
the specimen at position (x, y) adds a new dimension of information to the current
2D spatial information provided by any type of scattering responsible for a contrast
in a TEM image. One then measures an intensity I(�E, x, y) within an elementary
volume defined in a 3D space, with two axes related to the position and one to the
spectral information [27]. The knowledge of the intensity distribution within this
3D data cube enables to correlate the spectroscopic signal to the exact position of its
origin, with the available spatial and energy resolution. For small objects with size
in the nanometer range and probes at the angström level, it is clear that mapping
the different contributions in the EELS spectrum provides an invaluable access to
elemental composition and detailed electron structure at the ultimate quasi-atomic
level [28–31]. Furthermore, the 3D data cube contains a collection of individual spectra
corresponding to many points (typically from a few 102 to a few 104), which has the
advantage of identifying the changes of fine structures between different positions on
the specimen and of providing reference spectra with increased signal to noise from
well defined and homogeneous areas of the specimen.

Two methods can be used to record and store the 3D data cube:

(i) A spectrometer in a scanning TEM mode with parallel acquisition of the EELS
spectra provides a full I(�E) spectrum made of n energy-loss channels of width
∂E, for each probe position, i.e. for each pixel defined by its coordinates (x, y). All
spectra are piled parallel one to another, to produce the 3D data cube, see figure 6a.
The collection time �t1 per pixel is set by the condition that the associated dose
D = J1 · �t1 is sufficient to produce a signal with a given signal-to-noise ratio.
It depends practically on the physical parameters (thickness, composition) of the
specimen and on the recorded spectral channels. This mode called “spectrum-
image” has been implemented and used for about ten years [32, 33].

(ii) An energy filtering microscope (EFTEM) provides a complete 2D image made of
N × N pixels, using only the electrons contained within an energy window �E
defined by the post-filter selection slit. Similar criteria of signal-to-noise ratio apply
for estimating the required recording time �t2. To obtain the same intensity I(�E,
x, y) on a given area element within the same energy loss window ∂E, implies
that J2 · �t2 = J1 · �t1, all other parameters governing the signal generation being
equivalent. All filtered images are stacked parallel one to another to produce the
3D data cube., see figure 6b. This mode, called “image-spectrum”, has been first
implemented by Lavergne et al. [34].
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Figure 6. The mixed space-energy resolved 3D data cube recorded in a TEM equipped with an EELS
spectrometer or filter: left, STEM mode and parallel acquisition EELS for the “spectrum-image” mode;
right, TEM mode and energy filtered images through an energy selection slit, for the “image-spectrum”
mode

The total time T required for recording the whole set of 3D data cube (i.e. N · N · n
measurements) is in the first case: N · N · �t1 and in the second one n · �t2, but the
total dose D received by the elementary area ∂x · ∂y is proportional to J1 · �t1 for the
STEM and to J2 · n · �t2 for the EFTEM. This leads to:

T1/T2 = (N2/n) · (�t1/�t2) and D1/D2 = 1/n (7)

Consequently the pros and contra of both approaches can be summarized as follows:

(i) The parallel EELS + STEM mode is always more performant in terms of dose
required, because of the intrinsic superiority of the technique for recording all
energy-loss channels in parallel, while the EFTEM technique requires as many
images (and irradiations) as the number of required energy-loss channels. Gener-
ally speaking, the spectrum-image mode is the best approach when mapping fine
structures of EELS spectra is the goal. It is also an obvious solution for recording
time-dependent variations of EELS spectra, as one records sequences of spectra
in fixed probe mode and as a function of time, dose and eventually of a variable
external parameter;

(ii) The comparison is not as obvious when considering the total time required
for the acquisition. For small numbers of pixels and high numbers of loss channels,
the PEELS + STEM is better, while for large values of N and small n the EFTEM
is to be preferred. Of course, for a single filtered image such as the elastic one,
EFTEM is the solution.
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3.2. Instrumentation Required for Recording the 3D Data Cube, Definition and
Estimate of the Spatial and Energy Resolutions

The spectrum-image data cube can be recorded with any type of digitally controlled
finely focused probe of electrons. For very small probes and high signal-to-noise, a
field emission source is required. The size and shape of the probe depends on the
high voltage, on the optical properties of the focusing lens and on the brightness of
the source. With non-corrected optics, the smallest size is of the order of 1.5 to 2
angströms, the exact value depending also on the criterion used for its definition.
Generally, we define it as the diameter of the circle containing 70% of the total cur-
rent contained within the probe. For the VG STEM used at Orsay (100 kV and
Cs = 3.5 mm), this diameter is only of 0.5 nm. The spectacular success in the real-
ization of spherical aberration Cs corrected focusing lenses has recently brought this
limit in spatial resolution down to below 0.1 nm [35, 36]. Although no demonstra-
tion of recorded EELS spectra at this sub-angström level has yet been demonstrated,
it is clear that over the past few years the spatial resolution has decreased from the
sub-nanometer to the atomic level scale. One can nowadays perform EELS measure-
ments atomic column per atomic column and examples will be provided in a next
paragraph.

These novel possibilities have fostered the elaboration of codes for simulating the
propagation of narrow probes into crystalline specimens, the more as the introduc-
tion of corrected probes enables the use of increased angular convergence [37]. The
spreading of the incident beam varies with the focus, the Cs value, the thickness, so
that the resolution in EELS at the exit surface of the specimen, can noticeably be
degraded with respect to the sub-atomic size of the incident probe. Furthermore,
the exact distribution of the probe also depends on the z-dimension variation of
composition, the case of depth varying composition being rather more complex to
interpret. However, the recent theoretical developments seem to suggest: (i) the ability
to acquire in HADF mode (High Angle Dark Field imaging mode) images which
show contrast from individual impurity atoms [38]. However, the quantitative anal-
ysis of a specific column may be hindered by the elastic intensity variations in depth
so that impurity atoms at given thickness might not be detected either in HADF or
EELS [39]; (ii) as a consequence of the strong localization of core-loss inelastic scat-
tering, atomic resolution core level atomic spectroscopy should be attainable in spite
of the broadening due to dynamical elastic scattering [40]; (iii) with high aperture
illumination, the depth of focus should be reduced to <5 nm which should allow
in-depth scanning of the specimen, useful for 3D analytical investigations by STEM
[41].

The experimental system in operation at Orsay is shown in figure 7. It first contains
an illumination system, which delivers the probe on the specimen surface, together with
its digitally controlled scanning coils. The different signals are collected simultaneously
with a set of two concentric annular dark field detectors for imaging with electrons
contained in two different ranges of angular scattering, and of a magnetic type spec-
trometer which discriminates the electrons having suffered different energy losses. The
recording system for EELS has been several times upgraded, it now consists of a CCD
camera (1340 × 100 pixels) optically coupled to the scintillator. Using the different



666 II. Electron Microscopy

Figure 7. Experimental situation for the acquisition of spectrum-lines in the STEM + PEELS
configuration in Orsay, using a VG STEM. Definition of the two useful signals acquired in parallel: the
HADF which gives access to topographic maps and the PEELS spectrometer with its new parallel CCD
detector for the acquisition of the EELS spectra. It also shows a typical sequence of spectra acquired when
the probe is scanned from point A to point B on the HADF image, i.e. across an individual carbon
nanotube filled with Mn metal.

binning capabilities, the dynamic range can be as high as 22 bits per spectrum. The
rate of spectral acquisition is up to 300 per second and the detection efficiency can be
varied from 6 to 24 counts/electron. These developments have been fully exploited
to record individual spectra within times of a few ms to a few s, depending on the
signal under investigation. Consequently, the acquisition of large quantities of spectra
has become a routine procedure and spectrum-images made of 256 × 256 pixels have
been processed for elemental mapping. When the interest relies on the variations of
fine structures across an individual nanostructure, the recording time per spectrum
is well adapted to the acquisition of sequences such as the one depicted in figure 7.
It shows the evolution of the C K edge across a single nanotube. Furthermore, the
presence of Mn as a filling within the inner cavity is demonstrated by the visibilility of
the Mn signal when the probe is located at the apex of the core of the tube only. For
the acquisition of these spectra, the total energy range which is recorded, is reduced
with respect to the one shown in figure 2 and contains only the part extending from
about 260 to 660 eV.
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Figure 8. Example of 3D data cube recorded in the image-spectrum mode, i.e. of a series of energy
filtered images recorded with a JEOL3010 with a LaB6 filament equipped with a GIF. Acquisition time is
15 s per image. The selection slit is set at 2eV and the primary voltage is stepped with 1 V increments
between each image. Consequently one can then map different types of fine structures (courtesy of
Bayle-Guillemaud et al. [45]).

The other approach ‘image-spectrum with an energy filtering microscope requires
the use of a filter. In this energy-selecting mode, an imaging stage is added to the
spectrometer, transforming the spectrum behind the energy-selecting slit into an image
corresponding to a specific energy loss. Following the pioneering work by Henry and
Castaing [42], two possibilities have been developed, the in-column filter nowadays
of fully-magnetic type (generally four magnets with a symmetry plane perpendicular
to the optical axis, made available on the market by LEO and JEOL) and the post-
column type with a magnetic sector followed by an electron optics transfer system
(Gatan Imaging Filter). With any of these instruments, full 2D energy filtered images
corresponding to an energy width defined by a slit positioned in the dispersion plane
at the exit of the filter, are serially acquired, aligned and stacked to reconstruct a 3D
data cube. The energy resolution is mostly defined in the image plane on the CCD
detector which is used for recording them. Beyond the pixel size related to a dimension
on the specimen by magnification considerations, the two most important factor for
limiting the spatial resolution are the signal-to-noise ratio and the blurring introduced
by the chromatic aberration of the post specimen objective. Practically, it has been
evaluated to be of the order of 0.4–0.6 nm depending on different instrument and
specimen related parameters [43, 44].

Figure 8 shows the 3D data cube made of a series of 35 energy filtered images with a
2 eV width recorded at 1 eV step across the N K edge at 400 eV. The specimen is a cross
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section of A1N/GaN heterostructures and the sampling in energy is sufficiently dense
to be able to distinguish the different fine structures in the two nitride phases [45].

Let us now turn to the energy resolution, which can be defined and measured in
the spectroscopic working conditions, i.e. when an EELS spectrum is displayed on
the final CCD detector after the spectrometer. Several factors govern it. The first
one is the natural energy width of the primary beam (typically 0.35 eV for a cold
FEG source, 0.6–0.7 eV from a Schottky tip and 0.8–1.0 eV for an undersaturated
LaB6 filament), the other ones are the residual aberrations of the spectrometer when
focused and the point spread function (PSF) of the detector. In optimized conditions,
the major factor is the first one, so that a FWHM of 0.35 eV has been routinely
recorded on the zero-loss peak (with cold FEG sources) and values slightly degraded
(of the order of 0.5 eV) by instabilities and signal-to-noise ratio have been measured
on fine structures at core edges. Two major progresses have been recently demon-
strated, which give access to increased energy resolution, even in the spatially resolved
mode. The first one is the use of deconvolution techniques, several practical meth-
ods to implement them having being tested [46, 47]. The results shown by Gloter et
al. [48], using a Richardson-Lucy algorithm applied to the 2D images of the spec-
tra as recorded by the CCD detector, have demonstrated a clear gain in resolution
down to 0.2–0.3 eV. The spectrum shown in figure 5b has benefited from such a pro-
cessing. When coupled to the spectrum-image mode, this resolution has been main-
tained together with the subnanometer spatial resolution across individual nano-objects
[49].

The second approach is the introduction of a monochromator within the electron
source, which selects only a narrow part of the natural width of the emitted beam.
A few years ago, Terauchi et al. [50] have opened the way towards sub 100-meV
energy resolution with a Wien filter in a home-modified basic TEM, followed by
several other realizations [51, 52]. When inserted in a commercial FEI microscope
equipped with a Schottky source, this range of energy resolution around 100 meV
has now been demonstrated to be accessible for a wide selection of L23 and O K
edges [53], and in particular in 3d transition metal oxides [54] quite close to the
limits imposed by the natural line widths of these edges. However, up to now, this
energy resolution performance using a monochromator has not yet been demonstrated
simultaneously with high spatial resolution, so that its use for the study of individual
nanostructures has remained limited. Nevertheless, it seems clear that such goals of
combining both high levels of spatial and energy resolutions required for the study of
the electronic structure of individual nano-objects will be accessible in a near future
(see figure 9).

This sketch represents, in a rather subjective manner, the general trends of devel-
opment in instrumentation as compared with the typical sizes and spectral features
widths, which should be accessible to recent and future instruments. In his first pre-
sentation of this graph, Batson [55] even considered the potentiality of addressing a
region characteristic for mechanical, thermal and acoustic properties. In our mind, ele-
mental mapping at the atomic level has been demonstrated. At present, the key issue
is to investigate the subtle changes in optical, electronic and bonding properties in
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Figure 9. Representation of instrumentation typically available at different years (see dashed squares
originating from the upper left corner of the figure) compared with physical properties that can be
addressed (adapted from Batson). The major progress in instrumentation occurred over the past five years,
have pushed the spatial resolution limit to about 0.1 nm (aberration correctors) and the energy resolution
towards 0.1 eV (monochromators or /and deconvolution). The new projects under development are
sketched with the arrows originating from the presently piece of equipment now running at Orsay
and at IBM. The differences between the bonding mapping and the electronic structure areas are rather
subjective.

individual nano-objects. As it will be demonstrated in the following chapters, impor-
tant success has already been obtained regarding this challenge.

4. ELEMENTAL MAPPING OF INDIVIDUAL NANOPARTICLES USING
CORE-LOSS SIGNALS

4.1. Data Processing Routines: Background Subtraction, Multiple
Least Square Fitting

The measurement of the weight of a characteristic signal in an EELS spectrum pro-
vides access to quantitative elemental analysis. Using the definition of the inelastic
scattering cross-section, see Egerton [1], one extracts the absolute number of atoms
N of the relevant species within a cylinder with section equal to the probe area Aprobe,
from:

S(β, �) = I0(β, �) · (N/Aprobe) · σ (β, �) (8)

where S(β, �), I0(β, �) and σ(β, �) are respectively the measured characteristic sig-
nal after background subtraction, the low energy-loss including the zero-loss peak
and the calculated cross section for the relevant signal, all quantities being integrated
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over all scattering angles encompassed within the collection aperture of semi-angle of
acceptance β, and over the energy window � above threshold.

From this formulation, it appears that such quantitative analysis relies on a good
extraction of the characteristic signal S and a good estimation of the ionization cross
section. The extraction of the characteristic edge implies background modeling over
a fitting window before threshold and extrapolation of this model curve in the edge
energy region. The most generally used model is an empirical A ·E−R power-law
where A and R are parameters to be determined. The cross-section is satisfactorily
estimated using a hydrogenic model for the K and L shells [56], one of the most recent
version including the contribution of the white lines in the latter case using a phe-
nomenological description. For outer shells of M, N and O types, reliable values are
obtained using a self-consistent calculation based on a Hartree-Slater description [57].
We recall that such calculations are supposed to reproduce the general shape of the edge
without accounting for the fine structures occurring from solid state effects. Therefore,
special care has to be handled when choosing the integration energy window, so that
these fine structures are properly averaged over this energy window. Another alter-
native is to use experimental cross-sections deduced from measurements performed
in similar conditions on specimens of known composition, which may be the case in
spectrum-imaging studies. In this latter situation, one is often interested by identify-
ing local composition variations with respect to a well identified matrix or reference
object.

When one is only interested in measuring relative concentrations (of different
elements 1 and 2) in order to work out the stoichiometry of the sample, the above
formula can be simplified as:

N1

N2
= S1(β, �E)

S2(β, �E)
× σ2(β, �E)

σ1(β, �E)
(9)

These algorithms developed for processing individual spectra have been adapted, so that
they now can process large collections of spectra such as those gathered in spectrum-
image sequences [58]. In the example shown in figure 10, the sum of all acquired spectra
reveals the presence of five different edges appearing when the probe is scanned over
a relatively large area. Mapping the weight of each of these characteristic lines displays
the localization of any of these elements, as compared with the simultaneously acquired
HADF image.

For cases where the above routine for characteristic signal extraction fails (for instance
deviation from the power law model, overlap of different characteristic edges, detection
of small concentrations), another straightforward method has been introduced, the
use of multiple least square fitting techniques. One searches for the combination of
reference signals which best reproduces an experimental curve, encompassing both
background and characteristic edges [59, 60]. This procedure uses reference spectra
generally recorded from adjacent areas or calculated when none is directly available. It
is quite versatile and may be used for different purposes. It has also been implemented
for processing sequences of spectra [58]. The major limitation is due to the fact that the
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Figure 10. Elemental maps extracted from a spectrum-image set (64×64 pixels, 500 energy loss
channels) using the routine background modeling and extrapolation procedure. The specimen is intended
to contain BN nanotubes prepared by continuous laser ablation of BN targets.

detailed shape exhibits variable fine structures depending on the local environment.
However, this effect can also be used as a new possibility for mapping fine structures
depending on bonding states or on orientation [61].

4.2. A Few Examples of Elemental Mapping with EELS Core Edges

The range of nanostructures, in which the elemental distribution has been mapped, has
increased quite rapidly over the past five years. Nearly all elements have been identified
and used with their characteristic energy losses from helium up to uranium, although
some of them display edges with smooth profiles and poorer cross sections, in the
generally investigated energy loss range from 5 up to about 2000 eV range. Among
the difficult cases, we can quote medium and heavy elements with a distribution of
accessible unoccupied density of states made of s and p together with filled d or f
states or with characteristic edges at too high energy-loss values (for instance from
Hg to Bi). The different processing techniques described above, have been used to
extract and measure the characteristic signals. Figure 11 is a gallery of four different
types of individual nanostructures with composition analysed by EELS techniques and
exhibiting quite different morphologies, with however typical nanometer dimension
in at least one direction: (a) He gas in nanobubbles within a Pd-Pt alloy matrix (He 1s
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Figure 11. Gallery of elemental maps on different nano-objects made of different types of elements:
(a) helium bubbles mapped with the He 1s signal at 22 eV—spectrum image technique with complex
background modeling and subtraction (courtesy D. Taverna); (b) single-walled carbon nanotube filled with
decaborane molecule- spectrum-image with the standard background extrapolation procedure; (c) thin
intergranular amorphous films in a ceramic polycrystal exhibiting the segregation of Ca and O atoms
mapped with their K edges, data acquired with the energy-filtering mode and the three-window approach
(courtesy of Plitsko and Mayer); (d) phase separation in a single PdMn intermetallic nanoparticle—
spectrum-image approach with the MLS fit of the Pd M45 at 330 eV and the Sn M45 at 500 eV edges
(courtesy of M. Tencé)

edge at 22 eV); (b) filling with boron-rich molecules of individual single-wall carbon
nanotubes (B 1s edge at 185 eV), (c) oxygen and calcium segregated in the intergranular
films within a Si3N4 polycrystal doped with 450 ppm of Ca [62] (d) a composite Pd-Sn
catalytic nanoparticle deposited on an Al2O3 substrate.

4.3. Sensitivity, Limits of Detection in EELS Elemental Mapping

As early as its introduction as a powerful microanalytical tool, EELS was recognized as
a potential technique to tackle the identification of isolated atoms [63]. Mapping indi-
vidual heavy atoms such as thorium and uranium, using their O45 edge at about 100 eV,
has first been demonstrated in [64, 65]. These studies were performed on random dis-
tributions of these atoms on ultra-thin objects and the criterion for identification was
that the signal-to-noise ratio for the characteristic signal be above a threshold value.
It did not require the spatial resolution for separating different atoms. When clusters
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Figure 12. EELS mapping of individual Gd atoms encapsulated in C82 fullerene molecules inserted along
the empty core of an individual SWCNT: (A) HREM image, (B) schematic representation of an analyzed
nanostructure; (C) superposed C K (blue) and Gd N45 (red) maps extracted from a 32×128 pixes
spectrum-image, 35 ms per pixel, bar length is 3 nm. More intense red spots have been shown to
correspond to aggregated Gd clusters made of a few atoms, grown under the incident electron beam
irradiation (courtesy of Suenaga et al. [66]) (See color plate 19.)

made of several atoms happen to lie within the incident probe area, rules have been
elaborated to count them as a function of the magnitude of the signal. The first real
demonstration of these ultimate capabilities for analyzing a well-defined nano-object,
has been realized by Suenaga et al. [66] on gadolinium doped atoms encapsulated
within single walled carbon nanotubes. In this case, the spectrum-image technique has
been used and quantitative maps for Gd and C atoms contained in the self supported
fullerene molecules and nanotube envelops have been displayed, see figure 12. The
signal-to-noise for identifying one Gd atom with its M45 edge signal is of the order of
ten and the resolution to separate two of them is reached in spite of a probe diameter
of the order of 0.7 nm, because the Gd atoms are generally maintained apart from one
another by more than one nanometer because they are trapped in separate adjacent
C82 molecules.

Very recently, Leapman [67] has similarly demonstrated the detection of individual
Ca atoms, using the same spectrum-image approach in a VG STEM, and shown that
such capacities can also be of interest for measuring the number of atoms (iron) in a
single haemoglobin molecule. As a conclusion, for small structures of nanometer typical
size, the detection limits can be as low as one single atom, for optimum objects and
edges. It makes this technique the only one capable to compete with the tomographic
atom probes developed for identifying by field evaporation and mass spectroscopy all
atoms within a given volume at the extremity of a tip. However, the EELS approach
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is applicable to a broader range of material and further conveys a richer information
as shown in the next chapter.

5. MAPPING BONDING STATES AND ELECTRONIC STRUCTURES
WITH ELNES FEATURES

The great challenge for establishing the spatially-resolved EELS approach as an unavoid-
able tool for testing and controlling the local properties of a given nano-object, is to
map its electronic structure and bonding state at the atomic level. It involves many
strategic issues to be solved, as well instrumental as theoretical, to fully benefit from
the large quantities of data to be accumulated. We will first show a few examples of
increased complexity before identifying a list of topics to be addressed within the next
few years.

5.1. A Few Selected Examples

An interesting review of Electron energy-loss near-edge fine structures as a tool for
the investigation of electronic structure on the nanometer scale, has recently been
published by Keast et al. [68]. In order to illustrate on practical examples how this
technique can be used to provide maps of different fine structures shapes and therefore
to monitor their changes, let us consider first an example relying on the acquisition and
processing of spectrum-images. It concerns the complex distribution of nanoparticles
and nanostructures encountered in the laser-ablated deposits collected when preparing
BN nanotubes. In figure 10 we have shown how elemental maps could be provided
when measuring pixel per pixel over the scanned area, the weight of the different
characteristic signals. One key element in this problem is boron and in particular how
it is involved in bonds with the other elements: boron, nitrogen, oxygen. The idea is
then to record the boron K edges near edge structures over all pixels and to compare
them with those encountered in reference spectra corresponding respectively to the
B-B bond (in metallic boron), to the B–N bond (a priori existing in the lamellar
hexagonal structures) and B–O bond (when oxygen acts as a poisoning compound).
Using a Multiple Least Square fit with these references, in which case it is referred
as a “fingerprint” technique, it is then possible to map bonding states. It has thus
been demonstrated that most of the BN is contained in the grown BN nanotubes.
Figure 13 focuses on a single nanoparticle. The bond maps reveal a clear morphology
of concentric spheres embedded within another, the core being made of metallic
boron on which surface layered BN has been grown, the external surface having been
poisoned with oxygen. In such a simple morphology, the distribution of bond states
provides a quasi 3D view of the individual object of outer dimension typically in the
20 nm range.

With the new probes of typical diameter 0.2–0.3 nm, one can address situations
where quasi-atomic resolution is essential. The first example shown in figure 14 deals
with the analysis of the electronic structure across ultra-thin SiO2 layers involved
as dielectric gates in Si based field effect transistors. Batson [30] has investigated the
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Figure 13. Mapping boron bonding states in a single composite nanoparticle using ELNES fine
structures on the boron K edge: left, reference spectra for the typical BN, B2O3 and B amorphous phases,
and comparison of an experimental spectrum with a modeled spectrum made of a linear combination of
reference edges (“fingerprint approach”). Right: set of maps for the different types of bonding (B–B, B–O,
B–N) and a color superposition of them which provides a clear view of the nanoparticle as made of
concentric spheres, the intermediate one (B–N) corresponding to 2 or 3 BN atomic layers. (See color
plate 20.)

changes of Si L23 edge shape when scanning the probe from an atomic column position
to the next one, as seen in the ADF image. He has identified at the apex of the first
crystal layer in direct contact with the amorphous oxide, a signal likely due to the
existence of Si++ states.

In the case of ultra-thin oxide layers, Muller et al. [69] have monitored the variations
of the oxygen K line (see figure 14). They have noticed changes for the O atoms
close to the Si interfaces, revealed by a slight shift in energy and more important by a
disappearance of the strong peak at the edge. They attribute it to the presence of a sub-
oxide layer, corresponding to the case where the O atoms are in a Si rich environment,
and therefore the strong scattering of the outgoing wave by the second neighbors does
not involve other oxygen atoms (this is a simplified interpretation in terms of multiple
scattering around the excited O atom). Modeling all spectra recorded across the gate,
the width of the real SiO2 layer corresponding to the well-known O-K edge shape
in bulk SiO2 is reduced by a thickness of 1 or 2 monolayers of sub-oxide silicon.
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Figure 14. Sequence of oxygen K edge EELS spectra recorded point by point at the circled positions
across an ultra-thin gate in a gate stack made visible in the HADF imaging mode. The background
corrected O K edges are displayed on the right part of the picture and they exhibit a change of shape
between those recorded close to the interfaces and those at the center of the dielectric film. The width of
both SiO2 and sub-oxide layers has been determined after fitting any spectrum in the sequence as a linear
combination of the two representative profiles. It has shown that the two interfacial signals do not overlap
only for gate oxides thicker than about 1.5 nm (courtesy of Muller et al. [69])

However, this is sufficiently important to raise doubts about the possibility of realizing
good SiO2 dielectric gates of 5 atoms thick, which would be required in the VLSI
technology with gates shorter than 50 nm.

A final example deals with artificially charge modulated layers in titanate perovskites.
Contrary to the above case where surface roughness increased by heat treatments can
further reduce the properties of the device, it has been demonstrated that one can
grow atomically flat surfaces and abrupt structures, as thin as one single atomic layer,
of these oxides. Charge modulation is introduced by inserting a valence change on the
titanium atoms present throughout the specimen. It is made by controlled substitution
of LaTiO3 layers within the sequence of SrTiO3 layers, the valence on the Ti atom
being then 3 + instead of 4 + and consequently an extra electron being injected. The
spatially resolved EELS technique has been used by Ohtomo et al. [70] to monitor the
change in Ti valence state across lanthanum perovskite layers of variable thickness from
1 to 6 atomic ones. Figure 15 shows one of the results obtained in this work. The Ti
L23 white lines are monitored at atomic spacing and the weight of the two profiles,
respectively corresponding to the Ti3+ and Ti4+, is determined as a function of the
probe position. The La M5 line is simultaneously recorded, so that in a further step
the authors show that the measured width of the valence change is substantially larger
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Figure 15. Simultaneously recorded Ti and La edges across a 2-unit cell La TiO3 layer in SrTiO3, as
made visible in the HADF image. The Ti white lines are then decomposed as a linear combination of
respective Ti4+ and Ti3+ contributions, see model curves at the bottom of the sequence of spectra. In the
lower part of figure, one spectrum in the sequence is reconstructed as a linear combination of two models
and the difference between experiment and modeling is roughly zero over the involved energy range.
Nominal probe size for this experiment is 0.19 nm at 200 kV (courtesy Ohtomo et al. [70]).

than the width of the elemental La profile. They conclude that it reveals an intrinsic
extended distribution of the extra electron of the order of 1.0 nm, responsible for a
metallic conductivity although the superlattice structure is based on two insulators.

5.2. From Fingerprint Techniques to Interpretations Requiring Extended
Theoretical Calculations

In the above examples, and in most cases published up to now, one first tries to extract
and identify one fine-structure profile to be attributed to the localized feature of interest
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(interface, extra-atomic layer, nanostructure) and to interpret it as a combination of
reference profiles acquired nearby. This is the case typically for all studies using a
spatial-difference approach to discriminate an interface spectrum from its neighboring
bulk ones. This is obviously a first level of processing, because it assumes that the
measured environment of a given atom at the interface can be represented as a linear
combination of environments encountered in well-defined phases. However in many
types of solid-solid interface, non-equilibrium situations are encountered during the
growth of this interface.

Consequently, new guidelines have to be proposed for improving our understanding
of the local atomic structure and bonding in such extremely confined objects. First,
one can check whether all spectra in a spectrum-image sequence can be built as a
combination of well defined ones. Multivariate statistical analysis techniques can be of
great help in this task for identifying spectrum profiles, which cannot be modeled as
such a superposition [71].

The second step is to perform molecular dynamics atomistic simulations of pos-
sible structures to be encountered and to extend them with ab initio calculations
of the electronic structures and EELS fine structures, which should be associated
to them. Such DFT calculations for distorted structures are extremely time con-
suming and difficult to perform, see for instance [72] for the first ab initio time
dependent DFT calculations of the optical and electron energy loss spectra of carbon
nanotubes.

Using the EELS spectrum-imaging mode [61], we have identified on the π∗ peak of
the C-K edge the spectroscopic signature of defects trapped in the hexagonal network.
Comparison with local density of states (LDOS) calculations pleads for attributing
this specific feature (a doublet) to the presence of several pentagons in adjacent layers
aligned vertically along the electron beam. Another explanation involving heptagons
has been rejected.

As a conclusion, the increased energy resolution of the future generation of instru-
ment appearing on the market will reach its full potentialities when supported by the
appropriate progress in theoretical modeling of the electronic structures in objects of
nm dimensions.

6. CONCLUSION

We have shown that the EELS-based methods developed in the environment of an elec-
tron microscope, constitute very powerful tools for understanding structural, chemical
and electronic properties down to the atomic level in many new types of nanostruc-
tures. The fast development in correctors and monochromators on the new generation
of microscopes to be installed within the next couple of years, will undoubtedly trans-
form this instrumentation into lab-size synchrotron machines with the extra advantage
of seeing and measuring the properties of individual nano-objects.

In order to be fully active in the field of nanotechnology, the present performance
for imaging and spectroscopy must be retained while applying external constraints
on the specimen and while monitoring dynamic processes. Let us mention some
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possibilities offered by the manufacturing of well-adapted specimen stages, such as those
based on scanning tunneling microscopy (STM) where piezo-driven controls enable
to manipulate objects and measure specimen properties during TEM observation.
In one case, this extra movement has been used to bend in situ a single nanotube
while recording carbon K edge EELS fine structures for different bending angles
during deformation and recovering of the initial shape [73]. It was shown that the
observed changes could be interpreted in terms of bond angle deformation without
requiring the introduction of defects such as pentagon-heptagon rings. In a more
recent study, the contact between the nano-object and the two parts of the supporting
STM stage has been realized by wetting with mercury drops. Consequently, the I(V)
transport characteristics have been measured on individual double-walled nanotubes,
the complete atomic chiral structure of which being extracted from their electron
diffraction pattern [74]. This trend towards the introduction of nano-laboratories inside
a TEM column will therefore constitute another important extension of the field of
use of these techniques.

As a conclusion, we fully adhere to the words from Wang [75]: “the picometer-scale
science provided by HRTEM is the foundation of nanometer-scale technology.”
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22. IMAGING MAGNETIC STRUCTURES USING TEM

TAKAYOSHI TANJI

1. INTRODUCTION

Imaging of magnetic structure is important in the investigation of magnetism. How-
ever, this area of study has been largely ignored due to poor spatial resolution and
low sensitivity. Today’s advanced information-oriented society requires very high-
density recording media, which in turn demands materials of high fineness. Therefore,
imaging at nanometer resolution has become indispensable in revealing the micro-
or nano-magnetic structures and in developing noble materials and devices. Trans-
mission electron microscopy has contributed to the investigation of crystal structures
with atomic-scale resolution and can now enable imaging of magnetic structures with
nano-scale resolution.

Magnetic multilayers and magnetic granular films are new materials that are attracting
a great deal of attention. Giant magneto-resistance (GMR) has been discovered in both
materials [1–3]. GMR drastically reduces the electric resistance in a magnetic field.
These materials are expected to be applied as new magnetic sensors, and some of these
materials have been applied as a magnetic head in a recording device. In addition,
some of granular films have been investigated as soft magnetic materials [4]. Taking
into account the magnetic integrated circuit which may be realized in the near future,
fundamental research for patterning magnetic parts on thin films has begun [5, 6].

The concept of a magnetic domain structure was proposed by Weis in 1907 [7], and
Bloch called the interface of domains a “domain-wall” [8]. There are several techniques
by which to observe magnetic domains and/or domain walls. Electron microscopy has
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the advantage of high spatial resolution. In particular, Lorentz microscopy has been
utilized for the observation of magnetic domain walls since the end of the 1950’s
[9–11]. This technique allows us to observe the domain walls, even without special
devices added to the microscope, as well as the dynamic motion of magnetic domains
in real time [12]. Electron holography [13, 14] developed by Gabor in 1948 is another
powerful tool in the observation of magnetic structures. Although electron holog-
raphy is discussed particularly in a separate chapter of this book [15], a section of
this chapter is also dedicated to electron holography and is intended to be comple-
mentary and useful to the reader. The difficulty of quantitative analysis is a disadvan-
tage of Lorentz microscopy, compared to electron holography. Some techniques of
Lorentz microscopy, however, have been reported for the quantitative analysis using,
for examples, a segmented detector (differential phase contrast (DPC) microscopy)
[16] or a transformed-intensity equation (TIE) [17]. Several techniques using scanning
transmission electron microscopy (STEM) [16, 18, 19] also have been developed. We
restrict the discussion in this chapter to the application of conventional transmission
microscopy (CTEM).

2. LORENTZ MICROSCOPY

2.1. Introduction

The magnetic structure first observed through microscopy was a domain wall structure
with an inhomogeneous dispersion of ferromagnetic fine particles covering the speci-
men (Bitter method) [20]. This method has also been extended to electron microscopy
[21]. However, this method does not allow iterative observation of the same specimen.
Lorentz microscopy, in which the specimen need not to be decorated with magnetic
particles, has been used to directly reveal domain structures in thin films as a result of
the deflection of electrons caused by the magnetic field. This technique also allows
the dynamic observation of domain wall motion. Here, the mechanism of contrast
formation is rather different from that leading to high-resolution microscopy. Sev-
eral Lorentz microscopy techniques have been developed, including Fresnel mode,
Foucault mode [22], the differential phase contrast (DPC) method and Lorentz phase
microscopy (transport of intensity equation (TIE) method). Although electron holog-
raphy of magnetic materials may be considered to be a form of Lorentz microscopy,
this technique will be explained in the latter section.

2.2. Magnetic-Shield Lens

In transmission electron microscopy (TEM), specimens are placed in a very strong
magnetic field of an objective lens of more than 1 T along the vertical direction. In
such a strong field, all of the specimens are magnetized in only one direction, sometimes
in the vertical direction and sometimes along the surface of a tilted film. As a result, the
natural characteristics of the specimen cannot be observed. The easiest way to avoid this
effect is to turn off the objective lens and to focus the image using intermediate lenses.
However, this mode gives only a few thousand times magnification. Therefore, special
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Figure 1. Cross-sectional view of the magnetic-shield lens which reduces the vertical field to 5 Oe. The
specimen is set above the lens gap. The focal length is 8.6 mm [24].

objective lenses are required in order to reduce the leakage field. If a microscope has a
top-entry-type specimen stage, by using a shield cylinder of permalloy and a specimen
holder that is shortened by several mm, the leaking vertical field can easily be reduced
below 1/100 of that at the normal position. If the microscope has a side-entry-type
specimen stage, we need to introduce a magnetic-shield lens [23, 24] or an extra mini
lens [25]. Figure 1 shows the magnetic-shield lens in which a specimen is not positioned
in the lens gap but inside the upper piece. We can observe specimens under less than
400 A/m (∼5 Oe) at the magnification of greater than 500 thousand times using this
type of lens.

2.3. Deflection Angle Due to Lorentz Force

Estimating the angle at which electrons are deflected through the magnetic field is
worthwhile. This deflection angle θ is represented by a Larmor radius r and a specimen
thickness t as

θ = t
r
· (1)

The radius r is determined by the motion equation of the electron in the film, expressed
as

e vB = m
v2

r
, (2)

where e is an elemental charge, v is the velocity of the electron, m is the mass of
the electron, and B is the modulus of magnetic flux density. For example, let us
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consider an electron of 200 keV that passes through an iron thin film of 10 nm in
thickness. Assuming that the film has almost the same value of B = 2T as bulk iron,
and substituting proper values of parameters to Eq. (2), we obtain the radius r as

r = mv
eB

≈ 0.76 [mm],

where the mass of the electron is corrected relativistically.
Therefore, we obtain the angle as

θ = d
r

= 13 [μrad].

The deflection angle is so small that an incident electron beam must be parallel less
than 6 × 10−6 rad in order to detect the structure clearly.

2.4. Fresnel Mode

observation of domain walls Lorentz microscopy with a Fresnel mode is
achieved by placing the specimen out of the magnetic field of an objective lens
and observing in the plane far from the ordinary image plane (the Gaussian plane).
Focusing just on the specimen plane, no contrast due to the magnetism of the spec-
imen is observed. Properly defocusing so that the excitation of the objective lens
is too strong, we have bright and dark contrast due to the converging and diverg-
ing of electrons though the adjacent domains where the spin direction alternatively
changes, as shown in Fig. 2. In contrast, excitation that is too weak supplies inverse
contrast at the domain walls. The amount of the defocusing should be selected
in consideration of the intensity of magnetic induction, specimen thickness, thick-
ness of domain walls and coherency of electron waves. In the case of the previ-
ous section, since an incident electron beam of a thermionic electron gun having a
large source size has to be expanded widely to be parallel, the magnification avail-
able is restricted to a fairly low, 2000 times or less. Therefore, the out-of-focus
value is δf > 1 mm to resolve the contrast of domain walls in an image, and is
δf > 10 μm for the microscope equipped with a field emission electron gun whose
source size is far smaller. The difference in the focusing values of the thermionic and
field emission guns makes a great difference in the image contrast.

In pioneering work in the applications to high technology and materials science was
the observation of babble domains by Watanabe et al. [26]. They showed wall contrast
of babble domains of 1 μm in diameter by a high-voltage electron microscope.

The spin valve, a kind of magnetic multiplayer, consists of two ferromagnetic layers of
different thickness separated by a non-magnetic layer, and the motion of magnetic spins
in one of the ferromagnetic layers is restricted with an adjacent antiferromagnetic layer.
This material shows giant magnetoresistance (GMR) effect, too, and it is appropriate
for observation by Fresnel mode Lorentz microscopy. The difference in layer thickness
causes a difference in the intensity and thickness of domain wall images, and as a result
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Figure 2. Fresnel mode Lorentz microscopy makes bright or dark contrast on domain walls.

the difference can be revealed individually in the motion of domain walls in each
layer.

Lorentz microscopy of a spin valve film, NiFe (2 nm)/Cu/NiFe (10 nm), has been
performed by a 200 kV TEM (Hitachi H-8000) with the objective-lens-off mode.
Lorentz micrography shows two kinds of domain walls. Figures 3(a) and 3(c) were
obtained in the underfocus and overfocus conditions, respectively. The thicker dark line
in Fig. 3(a) is from the 10-nm-thick NiFe layer. Thinner lines due to the 2-nm-thick
layer are also observed. When an intermediate lens was excited further (to overfocus),
the contrast of the lines was reversed and the figure changed due to a faint leakage
of magnetic field from the intermediate lane, as shown in Fig. 3(c). Thin extra lines
appear beside the thicker bright line, and new lines have opposite contrast of thicker
one. Figures 3(b) and 3(d) represent magnetization vectors (from S to N). White arrows
show the induction in the thicker layer, and black arrows show that in the thinner layer.
The extra domains in Fig. 3(c) are found to be in the thinner layer. That is, in Fig. 3(a)
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Figure 3. Lorentz microscopy of a spin valve film. Underfocused images (a, b) and overfocused
images (c, d) inform the direction of induction in a thin CoFeB layer (black arrows) and that in a thick
CoFeB layer which is pinned with an NiO layer (white arrows). Domain walls in the unpinned layer
moved with a slight variation of the magnetic field.

both kinds of lines i.e. the thicker line and the thinner line are at the same position,
and only stronger contrast (the dark line in Fig. 3(a)) can be recognized. By increasing
the lens excitation, the weak leakage field affected only the domain structure of the
thinner layer, in which the domain walls are easier to move, and a part of the thin line
approached the side. This denotes that the domains having opposite magnetic vectors
in both layers couple each other in large area.

observation of single magnetic domain particles Magnetic domain structures
were shown in the previous section. This structure is selected so that the magnetic
energy, which is the sum of energies to form magnetic domains and walls, including
antimagnetic field, is minimum.

The energy of the domain wall is proportional to the area of the wall (the square of
size). On the other hand, the magnetostatic energy is proportional to the volume of the
domain (the cube of size). Therefore, as the particle size decreases, a single-domain state
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Figure 4. Through-focus images of a 30 nm thick Fe-Mo film taken δf values of (a) −2.0 mm
(underfocus), (b) 0 mm (slightly underfocused), and (c) +1.2 mm (overfocused) [31, 32].

will become most stable below a certain critical size. This prediction was first proposed
by Frenkel and Dorman [27] in 1930, and the critical size was studied theoretically by
Kittel [28], Nèel [29], and Brown [30]. Single-domain particles are very important for
industry as well as scientific research of magnetism, because the maximum coercive
forces are expected for all permanent magnets if they consist only of single-domain
particles, and the finest powders applied to the modern recording media are already
single-domain particles. Kittel predicted that the critical size is about 20 nm for iron.
Therefore, this single domain particle is observable by only electron microscopy. The
first observation of a single magnetic domain particle was reported by Goto et al. [21]
They applied the colloid-SEM method, which is a kind of Bitter method, to a particle
of Ba-ferrite of 1 ∼ 2 μm in diameter. They showed that ferromagnetic fine powders
adopted preferentially on domain walls of a multi-domain particle and uniformly on a
single-domain particle. However, if a specimen, such as a metal particle, is far smaller,
the resolution of the colloid-SEM method, which depends on the size of ferromagnetic
powders, is no longer enough.

Fresnel mode Lorentz microscopy has been utilized to observe ferromagnetic fine
particles. Figure 4 shows Lorentz microscopy of Fe single magnetic-domain particles
[31, 32]. The specimens (Fe particles) were prepared by precipitation in an Fe-Mo
amorphous thin film. An amorphous carbon film mounted on a Cu grid for transmis-
sion electron microscopy (TEM) was used as a substrate. The substrate was cooled to
170 K, and an amorphous Fe-Mo film (30–50 nm thick) was prepared by dc magnetron
sputtering. The target was prepared so that the ratio of Fe to Mo was 80:20 in the
area according to a pre-measurement of their sputter rates. Fe1−xMox (x < 40) easily
forms an amorphous structure below 200 K. We have fine particles of proper size pre-
cipitated by annealing the amorphous alloys in an electron microscope. Observation
was performed using a 200 kV field emission TEM (HF–2000). Direct magnifica-
tion of TEM was 100,000 times. Significant defocusing more than 1 mm changes the
magnification of the microscope, so we have to calibrate the magnification of each
image so that the distance between two particles coincides with that of the in-focus
image. Figure 4 shows through-focus images of a 30 nm thick Fe-Mo film. Slightly
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Figure 5. Simulation model of a single magnetic domain particle: Is is the magnetization in the specimen
at point Q. The electron beam trajectory L is parallel to the z-axis. The observation plane is parallel to the
x–z plane. Point q in the x–y plane is a projection of Q.

asymmetric contrasts of black-and-white pair of more than 100 nm in diameter are
observed in the underfocused image of Fig. 4(a), which is reversed in the overfocused
image of Fig. 4(c), disappears in the in-focused image Fig. 4(b). This means that
the black-and-white pairs are due to the Lorentz force, that is, the magnetic contrast.
The contrast, however, does not show a simple reversal of black and white between
the underfocused images and the overfocused images.

Images such as magnetic domain walls in a thin film can be understood intuitively
by the divergence and convergence of an electron beam due to Lorentz deflection, as
shown in Fig. 2. In order to understand accurately the observed results of localized
magnetic flux in Fig. 4, computer simulation using a simple model is indispensable.

Assume a single-magnetic-domain sphere having constant magnetization inside, a
specimen of radius R, and an electron-beam trajectory L, which is parallel to the z-axis,
as shown in Fig. 5.

The incident plane wave of time independent is given as

ψ0(x, y, z) = exp{−i kz}, (3)

where k is the modulus of the wave vector k.
The phase of the incident plane wave is modulated by the magnetic induction inside

and the leaking of the particle, as well as by the inner electrostatic potential.
The phase of the electron wave shifted in the specimen is given as

φ =
∮

c

(
k − eV

2E0
k − 2πe

h
A

)
· ds, (4)
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where E0 is an acceleration voltage, V0 is an electrostatic potential and A is a vector
potential. Integration is performed along path C: from an electron source O to an
observation point p, to the points q (a projection of the center of sphere Q) and O.
The first term

∮
c k · ds shows the phase difference due to the optical path difference,

which is null in this case. The second term φ1 = e
2E0

∮
c Vk · ds represents the phase

shift due to the inner electrostatic potential. The final term is rewritten using Stokes’
theorem as,

φ2 = 2πe
h

∮
c

A · ds = 2πe
h

∫
S

B · n ds = 2πe
h

�, (5)

where the second integration is on the area S surrounded by the loop C, and � is the
total flux of B through the area S.

Thus, the wave shifted the phase by the inner potential and the magnetic induction
is represented as

ψ(x, y, z) = exp[−i{kz − φ1(x, y) − φ2(x, y)}]. (6)

Assuming a specimen of single-magnetic-domain sphere has a mean inner potential
-V0 and a constant magnetic induction inside, we obtain φ1(x, y) as

φ1(x, y) = − 2π

E0λ
V0(R2 − x2 − y2)1/2, (7)

and φ2(x, y) as

φ2(x, y) = 4πeR2Isy
3h (x2 + y2)

{
1 − (1 − x2 − y2)3/2} cos θ if x2 + y2 ≤ R2,

= 4πe R2Isy
3h (x2 + y2)

cos θ elsewhere (8)

where λ = 2π/k is the wavelength, Is is the intensity of magnetization in the x−z
plane making an angle θ with the observation plane. Thus, the defocused image I(x, y)
becomes

I (x, y) = |ψi (x, y, z)|2 , (9)

ψi (x, y, z) = exp[−i {kz − φ1(x, y) − φ2(x, y)}] ⊗ exp
{−i k(x2 + y2)

2� f

}
, (10)

where ⊗ expresses a convolution and �f is the amount of defocus. The phase shifted in
the specimen is observable by considerable defocusing in the Fresnel mode of Lorentz
microscopy.

In the specimen of granular film, it is difficult to determine accurately the difference
in inner potential between the precipitates and a matrix. Therefore, we treat the inner
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potential as a fitting parameter, and assume the intensity of the magnetization Is to be
identical to the saturation magnetization of bulk iron, its direction being parallel to the
film surface. When the mean inner potential is taken into consideration, the bright
area changes its position between the underfocused and overfocused images, similar to
the experimental observation. In this calculation, the difference of the inner potential
was assumed to be 30% of the full inner potential value of Fe.

The black-and-white contrast can be observed inside the first Fresnel zone by a
considerable defocusing. Defocusing blurs the image and makes the particle appear
larger than it actually is, as shown in Fig. 4. We examined the interval of the fringes
and contrast in detail based on the line profiles, as shown in Fig. 6. The intensities of
the image line profiles were normalized with the background in order to compare the
simulation with the experimental findings. The experimental and simulated images
coincide very well qualitatively.

When the intensity of magnetization is lowered to 50%, the calculated contrast
decreases approximately 30% and no longer coincides with the observed result. The
simulation also shows that the Fe particle having a diameter of less than 10 nm, which
presents a contrast of approximately 4%, will be difficult to detect using this method.
The magnetization intensity is approximately the same as the saturation magnetization,
with an accuracy of 30% or better.

observation of superconductors Very similar contrast to the single magnetic
domain particles has been observed in super conductors [33, 34]. When a magnetic
field is applied to a superconductor, tiny vortices penetrate inside. A dissipation-free
current is available only when these vortices are pinned anywhere against the current-
induced force. Revealing the behavior of these vortices will encourage the development
of new superconducting materials. Vortices inside a thin film can be observed by
Lorentz microscopy. In general, magnetic flux flows inside the vortex in a direction
perpendicular to the film; therefore, the specimen has to be tilted from horizontal in
order to interact with electrons, as shown in Fig. 7(a). The vortex has no difference
in inner potential but only magnetic flux inside. Therefore, a single domain particle
changes both the amplitude and phase of an electron wave, while a vortex causes only
the phase shift of the electron wave. The cross-sectional shape of magnetic flow is not
rigid but penetrates gradually, so Fresnel fringes due to a large defocusing do not have
strong contrast and only a black and white pair contrast of a few hundred nano meters
appears, although the size of the vortices depends on the materials and film thickness.
Figure 7(b) shows vortices in a high-Tc superconductor Bi2Sr2CaCu2O8+δ (Bi-2212)
observed by a 1000 kV FE-TEM. It is found that the vortices make chains among the
triangle lattice in the field of 5 mT at 50 K, and the vortex lines are perpendicular to
the layer plane.

2.5. Foucault Mode

If incident electrons are parallel, an electron wave transmitted through a magnetic
domain having a magnetization vector component perpendicular to the incident beam
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Figure 6. Line profiles [A–B] of Lorentz images. Experimental results (a, c) coincide quantitatively with
simulated ones (b, d) [32].
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Figure 7. (a) Schematic diagram of the experimental arrangement. The specimen is tilted to both the
electron beam and the externally applied magnetic field. (b) Lorentz micrographs of vortices in Bi-2212.
The chain-lattice structure is formed at a magnetic field tilted by 85◦ to the surface normal and T = 50 K,
B = 5 mT. In the chains indicated by white arrows, the vortex lines are perpendicular to the layer plane
[33, 34].

deflects off the optical axis of the diffraction plane, producing a spot besides the center
spot. Another wave through another domain having a different magnetization vector
from the previous wave also deflects off the optical axis, but this wave produces a spot in
the diffraction plane at a different point from the first spot. Selecting one of these extra
spots by an objective aperture, we obtain an image with bright contrast at the domain
which contributes to make the selected spot. The advantage of the Foucault mode
over the Fresnel mode is that images are observable in focus, and the disadvantage
is the difficulty involved in dynamic observation of the domain motion. Figure 8
shows a domain structure in an Nd-Fe-B permanent magnets of 50 nm in thickness
using a 300 kV FE-TEM ( JEM-3000F) with the magnetic shielded lens. In Fig. 8(b),
black and dark regions correspond to magnetic domains with different magnetization
vectors [35].

2.6. Lorentz Phase Microscopy

Recently a noble method of Lorenz microscopy has been developed (Transport of
intensity equation (TIE) method) by Paganin and Nugent [36]. This method achieves
phase retrieval from two Lorentz micrographs via computer processing.

Here, we introduce the same results in a simpler way by considering a weak amplitude
and phase object. If the phase shift of an electron wave transmitted though a thin film
is φ(x, y) and the absorption in the specimen is μ(x, y), then the wave function in the
exit surface of the specimen is

ψ(x, y) = exp{−iφ(x, y) − μ(x, y)} · (11)
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Figure 8. Foucault mode Lorentz microscopy filters a part of deflected wave (left). Only selected wave
makes bright contrast on the corresponding domain. Images observed by the Fresnel (a) and the Foucault
mode (b) in the Nd-Fe-B permanent magnet annealed at 843 K [35].

Let us consider only images with a spatial resolution poorer than 5 nm. Then,
ignoring the effect of spherical aberration on the phase transfer function, we can
represent the wave function in the image plane as

ψi (x, y, � f ) = F −1[F [ψ(x, y)] exp{−iπλ(u2 + ν2)� f }]
≈ F −1[F [ψ(x, y)]{1 − iπλ(u2 + ν2)� f }], (12)

= ψ(x, y) − iπλ� f F −1[(u2 + ν2)F [ψ(x, y)]]

where u and ν are the coordinates in the Fourier space, and F and F−1 denote the
Fourier transform and inverse Fourier transform, respectively.

Using the relation

F
[

dn

dxn
ϕ(x)

]
= (2πiu)n F [ϕ(x)], (13)
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we can rewrite Eq. (12) as

ψi (x, y, � f ) = ψ(x, y) + iλ� f
4π

(
∂2ψ(x, y)

∂x2
+ ∂2ψ(x, y)

∂y2

)
. (14)

Using the relation

∂2ψ(x, y)
∂x2

= ∂2

∂x2
exp{−iφ(x, y) − μ(x, y)}

= ∂

∂x

[
exp{−iφ(x, y) − μ(x, y)}

(
−i

∂

∂x
φ(x, y) − ∂

∂x
μ(x, y)

)]

= exp{−iφ(x, y) − μ(x, y)}
{(

−i
∂

∂x
φ(x, y) − ∂

∂x
μ(x, y)

)2

−
(

i
∂2

∂x2
φ(x, y) + ∂2

∂x2
μ(x, y)

)}
(15)

and ignoring the term including λ2, we obtain the intensity of the image as

I (x, y, � f ) = |ψi |2
= |ψ |2 + iλ� f

4π

{
ψ∗
(

∂2ψ

∂x2
+ ∂2ψ

∂y2

)
− ψ

(
∂2ψ∗

∂x2
+ ∂2ψ∗

∂y2

)}
,

= exp(−2μ) + λ� f
2π

exp(−2μ)
{(

∂2φ

∂x2
+ ∂2φ

∂y2

)

−2
(

∂φ

∂x
∂μ

∂x
+ ∂φ

∂y
∂μ

∂y

)}
(16)

where ∗ denotes a complex conjugate.
If φ and μ vary gradually, i.e. ∂φ

∂x ,
∂φ

∂y � 1 and ∂μ

∂x ,
∂μ

∂y � 1, then Eq. (16) becomes

I (x, y, � f ) = exp(−2μ) + λ� f
2π

exp(−2μ)
(

∂2φ

∂x2
+ ∂2φ

∂y2

)
. (17)

As μ � 1, considering that the product λμ is minute, we have

I (x, y, � f ) ≈ (1 − 2μ) + λ� f
2π

(
∂2φ

∂x2
+ ∂2φ

∂y2

)
(18)

and

∂ I
∂(� f )

= λ

2π

(
∂2φ

∂x2
+ ∂2φ

∂y2

)
. (19)
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In order to obtain the original phase, we again use the two-dimensional relation
similar to Eq. (13), that is,

F
[
∂2φ

∂x2
+ ∂2φ

∂y2

]
= −4π2(u2 + v2)F [φ] . (20)

Then, we have

φ = −F −1

[
F [(∂2φ/.∂x2) + (∂2φ/.∂y2)]

4π2(u2 + v2)

]

= −F −1

[
F [(2π/.λ)(∂ I/.∂(� f ))]

4π2(u2 + v2)

]
· (21)

= −F −1

[
F [∂ I/.∂(� f )]
2πλ(u2 + v2)

]

Note that differentiating Eq. (5) gives flux density B directly.
Differentiation with respect to x corresponds to selecting the loop C in Fig. 5 so

that the surface normal n is in the y direction, and gives a y component of B′, which
is a projection of B onto the x–y plane

B ′
y =

∫
By dz = h

2πe
dφ

dx
, (22)

and similarly

B ′
x =

∫
By dz = h

2πe
dφ

dy
. (23)

Figures 9 shows an example of phase retrieval via TIE [17] using a conventional
200 kV TEM ( JEM-200CX). Lorentz micrographs of a 1.65 μm2 and 10 nm-thick
Co dot (Figs. 9(a) and (b)) produce a differential image (d), which is converted to a phase
image, shown in Fig. 9(e). Although this technique is very useful for revealing phase
information, the assumptions used in Eqs. (12) and (17) produce very low-resolution
results.

3. ELECTRON HOLOGRAPHY

3.1. Introduction

Electron holography, which Gabor developed for correcting aberrations of an objective
lens of an electron microscope, has been used to observe vector potential. Electron
holography can reveal magnetic induction quantitatively, and this has come to be one
of the most important applications of this technique.
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Figure 9. Lorentz phase microscopy of 1.65 × 1.65 μm cobalt squares. (a) Positive defocus image;
(b) negative defocus image; (c) in-focus image; (d) difference between positive and negative defocus
images after alignment; (e) a surface plot of the recovered phase [36].

In general, holography is a two-step processing for reconstructing information: the
recording process by interference of an object wave and a reference wave, and the
reconstruction process of the object wave on an optical bench or by digital processing.

Digital processing has the advantage of direct reconstruction of the phase over the
optical reconstruction system, although the range reconstructed is only between −π

and π . A phase jump appearing at every 2π is the equiphase line, which is parallel to
the line of magnetic force. In principle, the phase jumping at 2nπ can be continued. In
other words, phase unwrapping is possible. However, the noise in practical holograms
interferes with precise unwrapping. Therefore, digital processing is often used to take
the sine or cosine of the reconstructed phase, which corresponds on an interference
micrograph in the optical reconstruction.

Using electron holography, we can measure quantitatively the intensity of induction.
Electron holography of a permalloy thin film shows gradual bending near domain
walls, which means that the magnetization in each domain is not constant as shown in
Section 3.2.

In this chapter, special techniques of electron holography for observing nano-
magnetic structures are primarily described. Refer to the chapter on electron holog-
raphy for the fundamental principle and applications.

3.2. Observation of Single Magnetic Domain Particles

As described in section 2.2, very small ferromagnetic particles have the single-
magnetic-domain structure. Figure 10 shows an example of Ba-ferrite (BaO·6Fe2O3)
particles. In this material the single-domain structure has been found to be less than
2 μm in diameter. As mentioned in Section 2.1, large single-domain particles can be
observed by colloid-SEM, but particles less than 1 μm in diameter can only by TEM.
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Figure 10. Electron holography of a Ba-ferrite single-magnetic-domain particle. The conventional TEM
image (a) shows the particle is 800 nm in diameter. The reconstructed phase image (b) and interferogram
(c) reveal the magnetic field around the particle.

The particle of 800 nm shown in Fig. 10(a) is observed by electron holography using
TEM. The reconstructed phase angle on each pixel is amplified by a factor of 10 and
then transferred to the brightness variation, where [−π , π ] corresponds to [0, 255]
in Fig. 10(b), and the same phase distribution is shown as the interference micrograph
in Fig. 10(c). The contour lines in Fig. 10(c) display lines of magnetic force as if they
were there actually. Particles consisting of two domains have been observed even for
particle diameters of less than 200 nm [37].

3.3. Real-Time Observation

real-time reconstruction system Holography is a type of two-step processing,
as mentioned above, so real-time observation of dynamic phenomena is unsuitable. In
order to overcome this weakness, some of on-line reconstruction systems have been
reported.

Modern personal computers or work stations are available to reconstruct holograms
of 512 × 512 in less than 1 second, so constructing the system using a charge coupled
device (CCD) video camera and a high-performance computer is easy [38]. However,
this on-line computer system does not yet have sufficient speed or resolution for
continuous observation of domain motion.

Figure 11(left) shows the system combining an optical reconstruction system and an
electron holographic microscope [39, 40]. A hologram recorded using a video camera
is transferred to a liquid crystal (LC) panel in the optical system. The LC used is a
twisted nematic liquid crystal (TNLC), which modulates the phase of transmitting
light with the voltage inputted as a video signal. The linearity of the phase modulation
has been confirmed in a proper region of applied voltage. An interference micrograph
to display the phase distribution is formed using a Mach-Zehnder interferometer. Two
plane laser waves that have been split by a half-miller are illuminated onto the LC
panel receiving the signal of the hologram from the video camera. In Fig. 11(left),
the incident angles of two laser waves are preset so that the true object wave of one
incident wave and the complex conjugate wave of the other incident wave come to
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be reconstructed simultaneously though the same opening in the mask in the Fourier
plane and these waves interfere with one another, resulting in a double-amplified
interferogram. Reconstructed interferograms are displayed on a monitor beside the
microscope. The system reconstructs the phase with TV rate.

Figures 11(a)–11(c) show the motion of domains when a weak external mag-
netic field was applied. In order to apply the external field, a specimen was tilted
by 10 degrees, and the current of the objective lens was increased from zero to 0.4 A
and then decreased to zero. Interference micrographs show the demagnetization and
re-magnetization processes clearly. The phase transition between ferro- and para-
magnetism of a Ba-ferrite single magnetic-domain particle with heating is shown
in Fig. 12. Magnetic flux leaking from the particle at room temperature decreases with
specimen temperature and disappears above 700 K. Cooling the specimen, we find
that the flux reappears.

multi-beam interference In principle, electron holography is a two-step proce-
dure. This principle is true also in the system described above. In order to retrieve
the phase information directly from interferograms, techniques using Moiré patterns
are used. An interference pattern made of a free space is superimposed on a hologram
which is projected on a TV monitor. If this interference pattern has a spacing coinci-
dent with that of the carrier fringes of the hologram, the pattern can act as a reference
grating, allowing real-time observation.

Similar observation has been achieved by Hirayama et al. [41] using three-wave or
four-wave interference with two biprisms. An object wave and two or three reference
waves are superposed to interfere in order to produce a new type of interference pattern
in which electromagnetic fields are observed directly. As this is a type of Moiré pattern
with coherent waves, extra fringes due to the higher-order interference may appear.
Fortunately however, such higher-order interference can be suppressed by controlling
the coherence of the incident electron wave. Magnetic flux lines emerging from a
Ba ferrite single-magnetic-domain particle have been observed, as shown in Fig. 13.

3.4. High-Precision Observation

3.4.1. Phase-Shifting Method

In the case that the phase difference is too small to be read out, the reconstructed
phase can be amplified. In particular, digital reconstruction using a computer makes
the intensification easy. The retrievable information, however, is limited to that which
is included in the original hologram. In the ordinary Fourier-transform method, the
sensitivity appears to be up to one-fiftieth of the electron wave length [42], because of

←
Figure 11. (left) Schematic diagram of on-line real-time electron holography system (M: mirror, HM:
half mirror). The hologram formed in electron holographic microscope is transferred to the liquid-crystal
spatial light modulator (LC-SLM) located at the output port of the Mach-Zehnder interferometer.
(a) Real time observation of a permalloy thin film before applying a external magnetic field H, (b) when
H is increased to 1600 A/m, (c) after decreased to zero. (a’–c’) show their schematic domain states.
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Figure 12. Real-time observation of the phase transition of a Ba-ferrite single-magnetic-domain particle
from ferrimagnetism to paramagnetism at room temperature (a), 420 ◦C (b), 570 ◦C (c), and 450 ◦C.
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Figure 13. Single-magnetic-domain particle of Ba-ferrite: (a) interference pattern of three electron
waves, (b) schematic of the particle and magnetic flux lines [41].

the numerous types of noise. A phase-shifting method has been introduced for more
precise observation [43, 44]. This method uses a series of holograms. The initial-phase
difference between the object and reference waves is shifted one after another; as a
result, interference fringes are shifted, while the object image maintains its position
as illustrated in Fig. 14. Although various methods of shifting the initial phase have
been considered, thus far, two methods have been realized in electron holography.
One is to shift the position of an electron biprism and the other is to tilt the incident
electron wave. The reconstructed procedure of this phase-sifting electron holography
was formulated by Ru et al. [45].

The intensity of the interference fringes is described ideally with the sum of the
object wave function and the reference wave function, as

I (x, y, n) = |ψi + ψr |
= 1 + |A(x, y)|2 + 2A(x, y) cos{2kαx + φ(x, y) − kθnw}, (24)

where A(x, y) and φ(x, y) are the amplitude and phase, respectively, of the object wave
modulated with a specimen, α is the angle between the electron waves deflected by
the electron biprism, w is the width of the interference area, k is the wave number,
and θ n is the tilting angle of the nth incident electron wave, as shown in Fig. 14. The
term kαx in the cosine function is due to the path difference caused by the prism
and cos(2kαx) expresses fundamental interference fringes produced with a normal
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Figure 14. Schematic of phase-shifting electron holography. Interference fringes are shifted by tilting an
incident electron wave [44].

incident wave. The phase term −kθ nw denotes the initial phase difference between
the object and the reference waves in the nth hologram. Hence, we can shift the
fringes 2π/(kθnw) = λ/(θnw) of the spacing by tilting the incident wave at θ n.

The intensity at a certain point (x, y) on the holograms, for example, point Z in Fig.
14, will vary sinusoidally by shifting the interference fringes. Figure 15 shows the varia-
tion of intensities plotted against the amount of the initial phase. It should be noted that
the abscissa in Fig. 15 is −kw θn in Eq. (24). As the first phase term of Eq. (24), 2kαx,
is found from the carrier frequency, and the phase change φ(x, y) showing the object at
point Z is picked out from a cosine curve fitted to the intensity in Fig. 15, which leads
to the reconstructed phase image. The reconstructed amplitude images are obtained
from the amplitudeA(x, y) of the cosine curve. The curve fitting is performed using
the least-square method. For convenience, Eq. (24) can be rewritten as

I (x, y, n) = C1 + C2 exp[+iφ0 (θn )] + C3 exp[−iφ0 (θn )] , (25)

where

φ0 (θn ) = −kwθn

C1 = 1 + |A(x, y)|2
C2 = A(x, y) · exp[+i(2kαx + iφ (x, y))]
C3 = A (x, y) · exp[−i(2kαx + iφ (x, y))]
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Figure 15. Procedure for reconstructing the object wave at point P(x, y). The amplitude A(x, y) and
phase φ(x, y) of the object wave are derived from the intensity variation against the initial phase.

We need at least three holograms that have shifted interference fringes because
the cosine curve can be determined with background, amplitude, and phase. The
determination of these factors is equivalent to the determination of C1, C2, and C3.

Setting the measured intensity of thenth hologram at the position Z(x, y)
to Î (x, y, n) and the error between the fitted and measured intensity toEr (x, y), we
have to minimize the error function:

Er (x, y) =
N∑

n=1

(I (n) − Î (n))2

=
N∑

n=1

(C1 + C2 · exp[+iφ0(θn )] + C3 · exp[−iφ0(θn )] − Î (n))
2
. (26)

Partially differentiating Er (x, y) by C1,C2, and C3, we obtain three equations:

∂Er
∂C1

=
N∑

n=1

2(C1 + C2 · exp[+iφ0(θn )] + C3 · exp[−iφ0(θn )] − Î (n)) = 0

∂Er
∂C2

=
N∑

n=1

2(C1 + C2 · exp[+iφ0(θn )] + C3 · exp[−iφ0(θn )] − Î (n))

exp[+iφ0(θn )] = 0. (27)

∂Er
∂C3

=
N∑

n=1

2(C1 + C2 · exp[+iφ0(θn )] + C3 · exp[−iφ0(θn )] − Î (n))

exp[−iφ0(θn )] = 0

Equation (27) can be written as a matrix equation which consists of the measured
intensity and the initial phase of holograms, and C1,C2, and C3 are determined by
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solving the matrix equation:

⎡
⎣C1

C2

C3

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

N
N∑

n=1

exp[+iφ0(θn )]
N∑

n=1

exp[−iφ0(θn )]

N∑
n=1

exp[−iφ0(θn )] N
N∑

n=1

exp[−2iφ0(θn )]

N∑
n=1

exp[+iφ0(θn )]
N∑

n=1

exp[+2iφ0(θn )] N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

N∑
n=1

Î (n)

N∑
n=1

Î (n) exp[−iφ0 (θn )]

N∑
n=1

Î (n) exp[+iφ0 (θn )]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(28)

A background image 1 + |A (x, y)|2, an amplitude image A (x, y) and a phase
image φ(x, y) are obtained according to Eq. (25), as

1 + |A (x, y)|2 = C1

A (x, y) = |C2| = |C3|
φ(x, y) = tan−1

[
Im [C2]

Re [C2]

]
− 2kαx = tan−1

[
Im [C3]

Re [C3]

]
+ 2kαx,

(29)

where Re and Im denote, respectively, the real and imaginary components of the
complex value in brackets. The resolution of the object wave reconstructed with the
phase-shifting method is independent of the interference fringe spacing, and a sharp
edge of the object can be reconstructed accurately because there is no artifact due to
the spatial frequency filter. These two features are different from the Fourier transform
method, as mentioned in the introduction. The fitting of the intensity variation to
an ideal cosine curve is another reason why object waves are reconstructed precisely
with the phase-shifting method. This method requires that the distributions of A (x, y)
and φ(x, y) do not vary. In practice, however, holograms require long exposure times
because of the electron quantum noise in recording. Therefore, when taking holo-
grams, one care should be taken not to allow the TEM image any movement due to the
tilting of the incident electron wave or the drift of the specimen. The sensitivity up to
1/300 of the electron wave length has been confirmed in this phase-sifting method [44].

3.4.2. Observation of Magnetic Multilayers

The origin of Giant magnetoresistance (GMR) is considered to be as follows: Magne-
tization vectors in ferromagnetic layers separated by spacer-layers of proper thickness
align antiparallel to those in adjacent ferromagnetic layers in response to exchange
coupling in magnetic-free layers, where both electrons with up- and down-spin
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Figure 16. Magnetization characteristics of [Co(4.0 nm)/Cu(x nm)]4 multilayers. In (a), (b), (c), and
(d), x = 1.5, 2.0, 2.5, and 3.5, respectively [48].

moment are scattered at the boundaries, resulting in high electric resistance. In contrast,
realignment of magnetization vectors to be parallel in a suitable external magnetic field
causes scattering of only one kind of electron, with either up- or down-spin, and lowers
such spin-dependent electric resistance. The intensity of the exchange coupling, which
corresponds to the amplitude of GMR, depends on the thickness of spacer-layers. As
the thickness of spacer-layers is increased, the ratio of magnetoresistance decreases and
shows oscillative behavior [46, 47].

In the following, the magnetic structures of Co/Cu multilayered films are observed
in cross-section by electron holography.

Multilayers Co(4.0 nm)/Cu(x nm), x = 1.5, 2.0, 2.5, and 3.5 have been prepared by
RF-magnetron sputtering on Si substrates at room temperature. Figure 16 shows the
magnetization characteristics of Si/[Co(4.0 nm)/Cu(x nm)]4 multilayers; the sample
of x = 2.0 nm seems to have the strongest antiferromagnetic alignment, the ratio of
saturation magnetization to residual magnetization (Ms/Mr) and coercive force (Hc)
of which, are the lowest among the four samples. This sample roughly corresponds
to the second maximum of Co/Cu magnetoresistance ratio, �R/R0 (�R: decrease
of resistance, R0: resistance in a magnetic free space) to Cu thickness (tCu) curve,
where �R/R0 is approximately one-half the first maximum (tCu ∼ 0.8 nm). Both the
Fourier method and the phase-shifting method have been applied to the cross-sectional
observation of multilayers [48].

Figure 17 shows a TEM image of [Co (4.0 nm)/Cu (2.0 nm)]5 (a) and its hologram
(b). The TEM image was obtained in slight underfocus and the hologram was recorded
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Figure 17. Electron holography of [Co(4.0 nm)/Cu(2.0 nm)]5 obtained by the Fourier method. The
TEM image (a) shows the layered structure and its hologram (b) reconstructs a phase image (c) showing
magnetic induction and inner-potential difference. The line-profile of reconstructed phase angle was
averaged 20 pixels along the layers (d), which shows that the Co layers are separated into two groups, in
which magnetic vectors are aligned parallel (e). The interference region is about 40 nm.
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after refocusing. In this hologram the spacing of interference fringes is approximately
0.8 nm with an interference width of 40 nm, and in other cases the spacing was
0.6 ∼ 0.8 nm. In order to distinguish the layers from Fresnel fringes in reconstructed
images, holograms were taken so that interference fringes inclined approximately 2◦

toward the stacking layers. Figure 17(c) shows a phase image reconstructed by the
Fourier method and line-profiles of the phase image (d). Magnetization vectors point-
ing N-poles are inserted in the TEM image (e). In the phase image, the influence of
inner-potential difference due to the wedge shape has been subtracted, by assuming
the angle of the wedge to be the same as the setting angle of the ion-milling gun, and
estimating mean inner potentials as VCo = 29.6 eV and VCu = 22.7 eV with forward
atomic scattering factors fCo(0) and fCu(0), respectively. Strictly speaking, the influ-
ence of the wedge shape on the magnetic phase shift remains but does not affect the
determination of magnetizing direction. The influence of the wedge shape must be
taken into consideration in the quantitative analysis of magnetization. Considering the
direction deflected by the Lorentz force, we find that magnetization vectors align as
indicated with arrowheads and they are separated into two groups; i.e. downward in
the two layers on the left and upward in the three layers on the right, as shown in
Fig. 17(e).

Because the spatial resolution of reconstructed images is poorer than 1.5 nm, which
is limited by the carrier frequency of the hologram, boundary regions between Co and
Cu layers are unreliable in these figures. The phase shifting method has a capability
to resolve up to the pixel size, although a small averaging is usually applied to raw
reconstructed images. Figure 18 shows the images of [Co(14.0 nm)/Cu(2.2 nm)]5.
The TEM image of Fig. 18(a) shows that the widths of Cu and Co layers coincide with
expected values. Figures 18(b) and 18(c) show its electron hologram and a reconstructed
phase image obtained by the phase-shifting method. The line-profile of the phase
image is shown in Fig. 18(d). As before, the influence of the wedge shape has been
removed. The quality of the reconstructed phase image (c) is distinctly higher than
that obtained by the Fourier method. Because of the limited interference width under
this electro-optical condition, only four Co layers are observed in the reconstructed
image. As indicated in Fig. 18(e), in the left three layers magnetization vectors are
aligned downward, and in the right-end layer, the magnetization vector is oriented
upward. Approximately 25% of the investigated samples of tCu = 2.0 nm and 80% of
samples tCu = 2.2 nm show the same structure in which two blocks with antiparallel
magnetization vectors are separated, and the other samples show the parallel alignment
of magnetization vectors. If specimens consisted of a larger number of layers, they
might show more blocks with antiparallel alignment. Thus far, the alignment in which
each vector is antiparallel to the adjacent ferromagnetic layers has not been obtained.
This seems to be the reason why the magnetization characteristic in Fig. 16(b) does not
show exact antiferromagnetism, but rather weak ferromagnetism with finite residual
magnetization (Mr) and coercive force (Hc), and magnetoresistance ratio �R/R0 (�R:
decrease of resistance, R0: resistance in a magnetic free space) is approximately half the
first maximum. The spatial resolution is approximately 0.3 nm in principle, which
allows us to discuss the magnetic structure at the boundaries.
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Figure 18. Phase shifting electron holography of [Co(14.0 nm)/Cu(2.2 nm)]5. Only four layers of
Co/Cu appear in a TEM image (a) and a hologram (b). A reconstructed phase image (c) and its
line-profile (d) show two groups of the magnetic vectors as (d). The interference region is about 60 nm.

Finally, while the phase shifting method has the advantages of high spatial resolution
and high sensitivity, this method also has disadvantages. In principle, the phase shifting
method requires more time to acquire and processing a series of holograms, and in
practice, each hologram must be aligned with the same accuracy as the desired spatial
resolution, when specimen images drift for some reason.
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3.4.3. Differential Microscopy

In off-axis holography, a well-defined reference wave is indispensable in the evaluation
of interference fringes. In many cases, however, the magnetic or electric field extends
beyond the lateral coherence length of electrons, so a distorted wave has to be used
as the reference wave. Strictly speaking, only the phase difference between an object
wave and the reference wave can be obtained using ordinary electron holography. As
a result, the phase extracted from a hologram by using a distorted reference wave
no longer accurately expresses the object. Moreover, the use of a distortion-free or
plane reference wave restricts the observation area to the region near the edge of the
specimen. This is a severe shortcoming when observing magnetic substances because
the magnetic structure may differ from that inside.

In particular, in the observation of magnetic materials, the differentiation of electron
phase distribution shows magnetic induction vectors projected onto an x–y image
plane, as described in Section 2.5, Lorentz phase microscopy.

A simple method of differentiation is that of image processing using a single-phase
map reconstructed by electron holography [49] or Lorentz phase microscopy [17]. The
original phase image �(x, y) is shifted by a slight amount �x in the x direction and then
subtracted from itself. If �x is sufficiently small, {�(x, y) − �(x + �x, y)}/�x yields
the y component of the induction By(x, y). The x component, Bx(x, y), is similarly
obtained from �(x, y) and �(x, y + �y). Combining two differentiated images, we
obtain a vector map of B(x, y). This simple method, however, cannot correct the
distortion in the reference wave.

differential microscopy using an electron trapezoidal prism Shearing of the
object wave is essential for differential microscopy. Here, we introduce a new electron
prism, electron trapezoidal prism, which shears only the object wave by changing
the potential applied to the prism [50]. As shown in Fig. 19, this prism has two
equi-potential filament electrodes between two grounded platelet electrodes and a
trapezoidal electric potential distribution. An electron wave passing between the two
filament electrodes, area II in the figure, travels straight. Only the waves passing between
grounded electrodes and the adjacent filament electrodes, areas I and III, are tilted,
causing them to interfere with a straight-traveling wave. Here, the former wave traveling
through area II was used as the reference wave and a wave traveling though area I or
area III as the object wave. Only the object wave shifts when the potential of the
trapezoidal prism is changed, while the reference wave maintains its position.

When the x axis is selected to be perpendicular to the prism filament, the holograms
obtained at prism voltages V0 and V0 + δV are written as

I1(x, y) = |a (x, y) exp{iφ(x, y)} + a (x + w1, y) exp[i {φ(x + w1, y) − 2πR1x}]|2

I2(x, y) = |a (x, y) exp{iφ(x, y)} + a (x + w2, y) exp[i {φ(x + w2, y) − 2πR2x}]|2
, (29)

where φ is the phase of the electron wave, w1 and w2 are the interference dis-
tances (δw = w2 − w1), and R1 and R2 are the carrier frequencies. The first terms
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Figure 19. Schematic diagram of an electron trapezoidal prism (a) and its potential distribution (b) [50].

a(x, y) exp{iφ(x, y)} in both equations correspond to the reference waves, and the
second terms correspond to the object waves; the exponential factors in the second
terms indicate that only the object waves are deflected. The phase term reconstructed
from these holograms show only the difference between the object and reference waves.

Two holograms described by these equations are recorded, and the complex wave
functions are reconstructed from both holograms as

ψ1(x, y) = a(x, y)a(x + w1, y) exp[i {φ(x + w1, y) − φ(x, y) − 2πR1x}]
ψ2(x, y) = a(x, y)a(x + w2, y) exp[i {φ(x + w2, y) − φ(x, y) − 2πR2x}]

, (30)

We then calculate the difference between the phases of the two waves by dividing
one wave by the other and obtain the phase differentiation:

∂φ(x, y)
∂x

= lim
δx→0

δφ(x, y)
δx

, (31)

where

δφ(x + w1, y) ≡ Arg
[

a(x + w1, y)a(x, y) exp[i {φ(x + w1, y) − φ(x, y) − 2πR1x}]
a(x + w2, y)a (x, y) exp[i {φ(x + w2, y) − φ(x, y) − 2πR2x}]

]

= Arg
[

a(x + w1, y)
a(x + w2, y)

exp[i {φ(x + w1, y) − φ(x + w2, y) − 2π(R1 − R2)x}]
]

= φ(x + w1, y) − φ(x + w2, y) − 2π(R1 − R2)x (32)

The effect of the distorted reference wave is thereby removed from the differentiated
phase because exactly the same components in the reference waves were compensated
in the two reconstructed waves.

One-dimensional differentiation gives one component, so the specimen or the prism
needs to be rotated in order to obtain two-dimensional density maps [51].
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Figure 20. Magnetic induction of a Fe-MgO granular film. Arrowheads indicate projected component
parallel to the film.

Figure 20 shows the projected magnetic induction of a Fe-MgO granular film [31];
Fe particles 2–6 nm in diameter were embedded in a single MgO thin crystal. The
thickness of the MgO film was 20 nm. The vectors show that the magnetic flux,
which has a component parallel to the film surface, flows inhomogeniously in both
the inside and the outside of particles. Particles with small arrowheads seem to have
flux perpendicular to the film.

In this treatment, following two points should be noted. First, the reconstruction
must be remarked so that the basal phase angles of two phase maps coincide in the
process of each direction, because the basal phase angle of the reconstructed phase
differs according to the position of fringes in regard to the flame, which is quarried
out from the original hologram for the processing. In many cases where this technique is
applied we cannot find the region to be common base as a vacuum. Second, the Fresnel
correction plays a very important role because of the high sensitivity of differentiation.

The electron trapezoidal prism is applicable to a real time differential interferometry
by applying rectangular voltage to the prism and producing a double exposed hologram.

4. SUMMARY

We discussed the observation of micro- and nano-magnetic structures by TEM, focus-
ing on Lorentz microscopy and electron holography. In general, Lorentz microscopy
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is advantageous for real time observation and disadvantageous for quantitative analysis
comparing with electron holography, and vice versa. However, a number of techniques
have been developed to overcome these disadvantages, which include Foucault mode,
Lorentz phase microscopy, real time electron holography and multi wave interferom-
etry. A formula for Lorentz phase microscopy, which coincides with that of TIE, was
derived newly using a weak phase approximation. High-precise electron holography,
phase-shifting holography and differential holography were shown with mathematical
treatments and applications. The phase-shifting holography reconstructed the image
of multilayers with better quality than the Fourier method. Two-dimensional dif-
ferentiation of the electron phase is effective to reveal magnetic induction directly.
Differential holography using an electron trapezoidal prism is also useful to reveal
structures especially in the case where a well-defined reference wave is difficult to
obtain. Since TEM method such as Lorentz microscopy and electron holography can
observe inside the specimen, they are favorable for specimens whose inside structure
might be different from the surface like magnetic structures. Improving techniques to
image nano-magnetic structures should encourage the development of new magnetic
materials and devices.
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work function at tips of nanotubes and

nanobelts, 513
Young’s modulus of composite nanowires,

506
in-situ field emission from nanotube, 513
in-situ transport measurement of nanotubes,

521
ballistic quantum conductance, 521
quantum conductance and surface

contamination, 524
top layer transport in MWNT, 526

instrumental resolution (HRTEM), 430
insulator surfaces, 76
integrated circuit analysis and modification,
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interatomic interaction force, 503
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interferometric technique, 14
intermediate beam energy x-ray microanalysis

matrix effects in quantitative x-ray
microanalysis, 380

nanoparticles analyses, 381
x-ray range in bulk materials, 379

interpretable resolution (HRTEM), 430
inverse Fourier transform, 633
inverse photoemission spectroscopy (IPS), 82
ion beam versus electron beam, 251
ion imaging

microprobe mode, 208
microscope or direct mode, 209

ion implantation (FIB system), 260

jump-ratio images, 622

kinematic electron diffraction, 573
kinematical electron diffraction from

assembly of atoms, 574
kinetics of gas-solid interactions, 556

activation energy of nucleation, 559
carbon nanotube growth, 559
growth of Au nanoparticles, 559
nucleation and growth of cu nanoparticles,

557
knife-edge test, 460

lattice imaging, 431
layer-by-layer (LBL) self-assembly, 16
lift off technique, 198, 306, 315
light detectors, 14
liquid-metal ion sources (LMIS), 250
lithography and patterning, 269
local density approximation (LDA), 661
local electrode configuration, 234
local work function (LWF) measurement, 85
Lorentz microscopy

deflection angle due to Lorentz Force,
685

Foucault Mode, 692
Fresnel mode, 686
Lorentz phase microscopy, 694
magnetic-shield lens, 684

low beam energy x-ray microanalysis (bulk
nanostructures), 382

limits imposed by x-ray spectrometry, 383

range at low beam energy, 382
specimen condition, 383

low energy electron microscopy (LEEM),
331

low voltage x-ray mapping, 394
low-voltage SEM (LV-SEM), 327, 394
luminescent nanocrystals (quantum dots), 18

Mach-Zehnder interferometer, 699
macromolecules imaging and self-assemblies

alkanes, polyethylene and fluoroalkanes,
139

single polymer chains visualization, 134
magnetic fringing fields, 644
magnetic lens, 292
magnetic multilayers, observation of, 706
magnetic structure imaging using TEM, 683

electron holography, 697
lorentz microscopy, 684

magnetic-shield lens, 684
Markov chains analysis, 243

Johnson and Klotz method, 243
Tsong method, 243

mask making technique
Gaussian spot, 311
ic fabrication mask, 310
nanoimprint mask, 311
X-ray lithography mask, 311

mask making technique (sources of
distortion)

absorber stress, 312
mask frames, 312
original mask patterning, 312
radiation damage, 312

materials characterization (FIB system), 272
matrix ion species ratio method (MISR), 215
Maxwell-Boltzman equation, 557
Mean Inner Potential (MIP), 634
mesoscopic dielectric structures, 45
metal adsorption on semiconductors, 70
metal surfaces, 73

adsorption on, 74
metals characterization using HRTEM, 437

dislocations, 439
grain boundaries and interfaces, 437

micro-electro mechanical systems (MEMS)
applications
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electrodeposited nickel, 416
polycrystalline silicon, 422

micron-scale structure, 4
micropolishing method, 236
microtexture, 402
MIDAS (Microscope for the Imaging

Diffraction and Analysis) instrument,
478

modulated transfer function (MTF), 584
Moire fringes, use of, 81
Monte Carlo simulation, 343, 380, 382
Mott formula, 574
multi-configuration Dirac-Fock (MCDF)
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multilayer resist systems, 305

bilayer systems, 305
trilayer systems, 305

multiple least square fitting, 669
multipole method, 596
multi-slice method, 581
multiwall carbon nanotubes (MWCN), 197
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top layer transport in, 526

nano-area electron diffraction (NED), 568,
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nanobelts as nanocantilevers, 512

definition of, 508
dual-mode resonance of, 510
scanning probe microscopy (SPM)
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nanocapsules, 15
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of. See also electron backscatter
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pattern, 474
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nanoimprint lithography, 311
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nanolithography, 46, 555
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nanoscale chemical vapor deposition, 177
nanoscale chemistry
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nanoscale oxidation, 174

nanoscale desorption of SAM, 176
nanoscale device fabrication, 314
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charged defects, 640
dopant profiles, 638
field-emitting carbon nanotubes, 642
Piezoelectric fields, 640
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nanoscale elemental characterization
with high electron beam energy, 366
with low and intermediate electron beam

energy, 379
nanoscale indentation, 167

capillary forces via water meniscus, 167
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nanoscale light exposure, 178
nanoscale magnetic fields, 643

nanoparticle chains, 647
patterned nanostructures, 644

nanoscale manipulation, 171
atomic and molecular manipulation, 171
manipulation of nanostructures, 172
nanoscale tweezers, 173

nanoscale materials imaging, developments
in, 9

4-Pi confocal, 9
resolution increasing techniques, 12
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nanoscale pen writing
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nanoscale printing of liquid ink, 166
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nanoscale indentation, 167
nanoscale melting, 170

nanoscale toolbox for nanotechnologists, 157
nanoscale tweezers, 173
nanostructure

manipulation of, 172
patterned, 644
visualization with atomic force microscopy,

113
nanotechnology

confocal scanning optical microscopy, use
of, 3

scanning near-field optical microscopy, use
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nanotube tips, electrostatic potential

mapping, 517
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and nanobelts tips, work function at, 513
and nanoshells, studies of, 475
and nanowires, 78
conductance measurement of, 522
in-situ field emission from, 513
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experimental set-up, 630

hologram reconstruction, 631
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practical considerations, 637
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electron holography and nanotechnology,
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on-line microscope control, 444
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Ostwald ripening, 15
overfocused images, 690
oxidation and reduction reactions, 544
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grain boundaries, 440
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phase contrast transfer function, 428
phase image reconstruction, 617
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phase retrieval for nanomaterials, 588
phase shifting method, 634, 701, 709
phase unwrapping, 698
phase unwrapping algorithms, 636
photobleaching, 36
photolithography, 160
photoluminescence, 49
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Pierce gun, 297
piezoelectric fields, 640
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plating process, 308
point spread function (PSF), 584
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polymer samples, imaging of, 131
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Poschenreider lens, 235
positive resists, 304
precipitate distributions in metallurgy, 216
probe fabrication, 28

aperture formation, 30
cantilever probes, 32
metal tips, 32
optical fiber probes, 29

probe manufacturing
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projection-slice theorem, 605
proximity effect, 302
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pulsed laser method, 232
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maximum separation method, 242
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quantitative electron diffraction (QED), 567
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quantum conductance effect, 527
quantum corrals as quantum mechanical
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quantum mechanics theory, 658
quantum mirage effect, 93
quantum well (QW) heterostructures, 640

Radon transform, 605
Raman microscopy, 38
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real-time imaging systems, 538
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699
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reflected high-energy electron diffraction

(RHEED), 61
reflection electron microscopy (REM)
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near field, 4
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resonant optical tunneling, 45
ripening processes, 551
rippling and buckling effect, 502
root-power-sum algorithm, 340

sample imaging defining third dimension
(FIB system), 280

scanning chemical potential microscopy
(SCMP), 188

scanning electron micrograph, 32
scanning electron microscopy (SEM)

and nanotechnology, 325
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low voltage, 327, 394
ultra-low-voltage, 328

scanning mode electron diffraction, 469
scanning near-field optical microscopy

applications in nanosciences, 34
fluorescence microscopy, 34
nanolithography, 46
plasmonic and photonic nanostructures,

40
Raman microscopy, 38
semiconductors, 47

basic concepts, 26
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refractive index, 26
wave vector, 26

in nanotechnology, 25
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flexibility of near-field measurements,
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probe fabrication, 28
perspectives, 50
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scanning probe microscopes (SPM)
atomic force microscopy (AFM), 159
cantliver-based, 512
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near field scanning optical microscope

(NSOM), 159
piezoelectric actuator, 157

scanning probe microscopy for nanoscale
manipulation and patterning, 157

future perspectives, 179
motivations, 160
nanoscale chemistry, 174
nanoscale light exposure, 178
nanoscale manipulation, 171
nanoscale pen writing, 162
nanoscale scratching, 167
nanoscale toolbox, 157

scanning thermal microscopy, 183
applications in nanotechnology, 197

shallow junction profiling, 200
thermal imaging of carbon nanotube

electronics, 197
thermal imaging of ULSI devices and

interconnects, 199
instrumentation, 184
theory, 191

scanning thermoelectric microcopy
(SThEM), 183, 189

applications in nanotechnology, 197
shallow junction profiling, 200
thermal imaging of carbon nanotube

electronics, 197
thermal imaging of ULSI devices and

interconnects, 199
instrumentation, 188
theory, 195

scanning thermopower microscopy (STPM),
189

scanning transmission electron microscopy
(STEM), 428, 455

amorphous materials
thick amorphous films, 481
thin quasi-amorphous films, 480

crystal defects and interfaces, studies of,
475

dark-field imaging, 457
diffraction in instruments

coherent nanodiffraction, 472
convergent-beam electron diffraction,

471
scanning mode electron diffraction,

469
two-dimensional recording systems,

470
imaging of crystals

atomic focuser effect, 469
channeling, 469
dynamical diffraction effects, 468
very thin crystals, 465

imaging, 390
incoherent imaging theory, 458
instruments, advantage of, 473
microanalysis

electron energy loss spectroscopy and
imaging, 473

secondary emissions, 473
nanoparticles, 474
nanotubes and nanoshells, 475
shadow-imaging, 459
STEM holography

Gabor’s in-line holography, 482
off-axis holography, 483

structure and composition of surfaces
MEED and MEEM, 480
reflection electron microscopy, 478
surface channeling effects, 480
ultra-high vacuum instruments, 477

ultra-high-resolution stem
aberration correction, 485
atomic focusers, 484
nanodiffraction and imaging, 485

scanning tunneling microscope, design and
instrumentation, 58

scanning tunneling microscopy (STM)
basic principles of, 55
developments in, 98

dual-tip STM, 105
spin-polarized STM, 98
ultra-low temperature SMT, 104
variable temperature fast-scanning

STM, 107
for nano-oxidation process, 176
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insulator surfaces, 76
metal surfaces, 73
nanotubes and nanowires, 78
semiconductor surfaces, 59
surface and subsurface dynamic

processes, 78
scanning tunneling microscopy (STM)-based

atomic manipulation, 92
manipulation of single atoms, 92
STM induced chemical reaction at tip,

94
scanning tunneling spectroscopies, 81

inelastic tunneling spectroscopy, 83
local work function measurement, 85
scanning tunneling spectroscopy (sts), 81

Schottky barrier, 196
secondary electron (SE) images, resolution

of, 342
secondary ion mass spectrometry for

nanotechnology
advantage of, 208
application of, 207
applications in nanotechnology, 216

heterogeneous catalyst studies, 218
nanoscale biological structures, 220
precipitate distributions in metallurgy,

216
experimental issues, 213
instrumentation, 210

dynamic SIMS, 210
high resolution imaging SIMS

instruments, 211
static SIMS, 210

overview, 208
selected area electron diffraction (SAED),

475, 568, 569
selected volume method, 242
self-assembled monolayer (SAM), 47, 162,

169
nanoscale desorption of, 176

self-assembly, 312
SEM. See scanning electron microscopy
semiconductor surfaces

compound semiconductors, 61
element semiconductors, 59
metal adsorption in nanoclusters, 70

semiconductors, characterization of
(HRTEM)

dislocations, 435
interfaces, 436

semiconductors, near–field studies of, 47
semicrystalline polymers, 146
shadowed evaporation scheme, 30
shadow-imaging (STEM), 459
shadowing technique, 30
shallow junction profiling, 200
shear-force microscopy, 46
SIMS. See secondary ion mass spectrometry

for nanotechnology
single axis tilting, 609
single event model, 403
single magnetic domain particles, observation

of, 698
single molecule studies, 20
single molecule vibrational spectroscopy, 83
single polymer chains, visualization of, 134
single probe manipulation systems, 174
single wall carbon nanotubes (SWCN), 197,

497, 521
imaging, 38
structure determination of, 590

single wall nanotube, 559
sintering mechanisms, 550
slice-and-view technique, 263
small particle contrast

in high-resolution BE images, 345
in high-resolution SE images, 348

Smoluchowski smoothing effect, 89
SNOM. See scanning near-field optical

microscopy
spatial and energy resolutions, 665
specimen preparation (atom probe), 236
spectroscopy and chemical analysis, 540
spin-polarized STM (SPSTM), 98
spin-valve (SV) elements, 646
SPL techniques. See scanning probe

lithography (SPL)
SPM tip-induced oxidation process, 176
squeezing technique, 30
stable ink deposition rate, 164
stage scanning, 406
STEM. See scanning transmission electron

microscopy (STEM)
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edges, 671
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structure of, 593
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subsurface migration, 79
surface diffusion, 79

surface channeling phenomenon (STEM),
480

surface diffusion, 79
surface enhanced Raman scattering (SERS),
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surface plasmon intensity distribution, 41
surface plasmon polaritons, 41
surface structure determination by STM, 59
surface structure modification, 266

integrated circuit analysis and
modification, 267

lithography and patterning, 269
materials characterization and alteration,
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synchrotron-type spectroscopy, 654

tapping mode, 123, 172
electric force microscopy, 123
hard tapping, 126

light tapping, 126
magnetic force microscopy, 123

telefocus gun (three-electrode gun), 296
TEM

magnetic structures, imaging of, 683
temperature coefficient of resistance (TCR),

200
temperature distribution mapping, 203
thermal dissociation, 554
thermal imaging

carbon nanotube electronics, 197
ULSI devices and interconnnects, 199

thermal induced surface dynamic processes of
nanocrystals, 495

thermal probes (fabrication process), 186
thermal sensor, 185
thermal vibration amplitude quantification,

496
thermoplastic vulcanizates (TPV), 150
thick amorphous films, 481
thin quasi-amorphous films, 480
thin-annular-detector dark-field (TADDF)

mode, 464
third-order aberrations, detection and

correction of, 445
3D data cube

instrumentation for recording, 665
methods to store, 663

three-dimensional atom probe, 238
three-fold astigmatism, 446
three-way catalysts (TWC), 546
time-of-flight (TOF) spectrometer, 210
time-of-flight mass spectrometer, 235
tomography in electron microscope

acquisition, 609
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anisotropic resolution, 611
projection requirement, 614

tomography using the transmission electron
microscope, 601

central slice theorem, 605
eftem tomography, 621
fourier space reconstruction, 605
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nanoimprint lithography (NIL), 288
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total internal reflection (TIR), 34
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transmission electron microscopy (TEM)
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694

triangular probe (T-probe), 31
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two-dimensional recording systems, 470
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ultra-high vacuum (UHV) instruments, 477
ultra-low temperature STM (ULTSTM), 104
ultra-low-voltage SEM (ULV-SEM), 328

ultraviolet photoemission spectroscopy
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underfocused images, 690
unfaulted half unit cell (UFHUC), 60
variable temperature fast-scanning STM, 107
vector-scanning systems, 290
visualization methods (atom probe data), 238
void formation process, 544

wave functions, 661
wavelength dispersive spectroscopy (WDS)

technique, 328
window method (ETEM), 532

x-ray lithography (XRL) mask, 311
x-ray mapping, low voltage, 394
x-ray microanalysis
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matrix effects, 380
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x-ray spectrometry, 371

analytical aspects, 372
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zone axis diffraction pattern, 578



Plate 1.



Plate 2.



Plate 3.

(e) (f)

Plate 4.



Plate 5.

Plate 6.



Parallel to tilt axisPerp. to tilt axis

Plate 7.

a

c d

b

Plate 8.



a b

c

Plate 9.

a b

c

Plate 10.



a b

Plate 11.

110

111

100

a b

c

Plate 12.



a b

Plate 13.

a b

Plate 14.



a b

Plate 15.

C

Plate 16.



Plate 17.



Plate 18.



3nm

Plate 19.

180 190 200 210
Energy loss (eV)

BK

Reconstructed
spectum

Exp.

180 190 200 210

Energy Loss (eV)
220

BK
BN

B2O3

pure B

References
NNLS Fit

NNLS
BN

B2O3

pureB

PureB@BN@B2O3
nanoparticles

10 nm

10 nm

10 nm

Plate 20.


	CONTENTS
	Plate Section
	Preface
	List of Contributors
	I. OPTICAL MICROSCOPY, SCANNING PROBE MICROSCOPY, ION MICROSCOPY, AND NANOFABRICATION
	1. Confocal Scanning Optical Microscopy and Nanotechnology
	1. Introduction
	2. The Confocal Microscope
	3. Applications to Nanotechnology
	4. Summary and Future Perspectives
	Acknowledgements
	References

	2. Scanning Near Field Optical Microscopy in Nanosciences
	1. Scanning Near-Field Optical Microscopy and Nanotechnology
	2. Basic Concepts
	3. Instrumentation
	4. Applications in Nanoscience
	5. Perspectives
	References

	3. Scanning Tunneling Microscopy
	1. Basic Principles of Scanning Tunneling Microscopy
	2. Surface Structure Determination by Scanning Tunneling Microscopy
	3. Scanning Tunneling spectroscopies
	4. STM-based Atomic Manipulation
	5. Recent Developments
	References

	4. Visualization of Nanostructures with Atomic Force Microscopy
	Introductory Remarks
	Basics of Atomic Force Microscopy
	Imaging of Macromolecules and their Self-Assemblies
	Studies of Heterogeneous Systems
	Concluding Remarks
	References

	5. Scanning Probe Microscopy for Nanoscale Manipulation and Patterning
	1. Introduction
	2. Nanoscale Pen Writing
	3. Nanoscale Scratching
	4. Nanoscale Manipulation
	5. Nanoscale Chemistry
	6. Nanoscale Light Exposure
	7. Future Perspectives
	References

	6. Scanning Thermal and Thermoelectric Microscopy
	1. Introduction
	2. Instrumentation of Scanning Thermal and Thermoelectric Microscopy
	3. Theory of Scanning Thermal and Thermoelectric Microscopy
	4. Applications of Scanning Thermal and Thermoelectric Microscopy in Nanotechnology
	5. Summary and Future Aspects
	Acknowledgements
	References

	7. Imaging Secondary Ion Mass Spectrometry
	1. Secondary Ion Mass Spectrometry and Nanotechnology
	2. Introduction to Secondary Ion Mass Spectrometry
	3. Experimental Issues in Imaging SIMS
	4. Applications in Nanotechnology
	5. Summary and Future Perspectives
	References

	8. Atom Probe Tomography
	1. Atom Probe Tomography and Nanotechnology
	2. Instrumentation of Atom Probe Tomography
	3. Basic Information
	4. Data Interpretation and Visualization
	5. Sample Analysis of Nanomaterials: Multilayer Films
	6. Summary and Future Perspectives
	Acknowledgement
	References

	9. Focused Ion Beam Systems&#8212;A Multifunctional Tool for Nanotechnology
	1. Introduction
	2. Principles and Practice of the Focused Ion Beam System
	3. Application of Focused Ion Beam Instrumentation
	Acknowledgements
	References

	10. Electron Beam Lithography
	1. Electron Beam Lithography and Nanotechnology
	2. Instrumentation of Electron Beam Lithography
	3. Electron-Solid Interactions
	4. Pattern Transfer Process
	5. Applications in Nanotechnology
	6. Summary and Future Perspectives
	References


	II. ELECTRON MICROSCOPY
	11. High Resolution Scanning Electron Microscopy
	1. Introduction: Scanning Electron Microscopy and Nanotechnology
	2. Electron-Specimen Interactions
	3. Instrumentation of the Scanning Electron Microscope
	4. The Resolution of Secondary and Backscattered Electron Images
	5. Contrast Mechanisms of SE and BE Images of Nanoparticles and Other Systems
	6. Applications to Characterizing Nanophase Materials
	7. Summary and Perspectives
	References

	12. High-Spatial Resolution Quantitative Electron Beam Microanalysis for Nanoscale Materials
	1. Introduction
	2. The Nanomaterials Characterization Challenge: Bulk Nanostructures and Discrete Nanoparticles
	3. Physical Basis of the Electron-Excited Analytical Spectrometries
	4. Nanoscale Elemental Characterization with High Electron Beam Energy
	5. EELS Quantification
	6. Spatial Sampling of the Target with EELS
	7. Nanoscale Elemental Characterization with Low and Intermediate Electron Beam Energy
	8. Examples of Applications to Nanoscale Materials
	9. Conclusions
	References

	13. Characterization of Nano-Crystalline Materials using Electron Backscatter Diffraction in the Scanning Electron Microscope
	1. Introduction
	2. Historical Development of EBSD
	3. Origin of EBSD Patterns
	4. Resolution of EBSD
	5. Sample Preparation of Nano-materials for EBSD
	6. Applications of EBSD to Nano-materials
	7. Summary
	Acknowledgements
	References

	14. High-Resolution Transmission Electron Microscopy
	1. HRTEM and Nanotechnology
	2. Principles and Practice of HRTEM
	3. Applications of HRTEM
	4. Current Trends
	5. Ongoing Problems
	6. Summary and Future Perspective
	References

	15. Scanning Transmission Electron Microscopy
	1. Introduction
	2. STEM Imaging
	3. STEM Imaging of Crystals
	4. Diffraction in STEM Instruments
	5. Microanalysis in STEM
	6. Studies of Nanoparticles and Nanotubes
	7. Studies of Crystal Defects and Interfaces
	8. The Structure and Composition of Surfaces
	9. Amorphous Materials
	10. STEM Holography
	11. Ultra-High-Resolution STEM
	12. Conclusions
	Acknowledgements
	Reference

	16. In-Situ Electron Microscopy for Nanomeasurements
	1. Introduction
	2. Thermal Induced Surface Dynamic Processes of Nanocrystals
	3. Measuring Dynamic Bending Modulus By Electric Field Induced Mechanical Resonance
	4. Young's Modulus of Composite Nanowires
	5. Bending Modulus of Oxide Nanobelts
	6. Nanobelts as Nanocantilevers
	7. In-situ Field Emission from Nanotube
	8. Work Function at the Tips of Nanotubes and Nanobelts
	9. Mapping the Electrostatic Potential at the Nanotube Tips
	10. Field Emission Induced Structural Damage
	11. Nanothermometer and Nanobearing
	12. In-situ Transport Measurement of Nanotubes
	13. Summary
	Acknowledgement
	References

	17. Environmental Transmission Electron Microscopy in Nanotechnology
	1. Introduction
	2. History of ETEM
	3. Data Collection
	4. Experimental Design Strategies
	5. Applications to Nanomaterials
	6. Conclusions
	References

	18. Electron Nanocrystallography
	1. Introduction
	2. Electron Diffraction Modes and Geometry
	3. Theory of Electron Diffraction
	4. Experimental Analysis
	5. Applications to Nanostructure Characterization
	6. Conclusions and Future Perspectives
	References

	19. Tomography using Transmission Electron Microscope
	1. Introduction
	2. Tomography
	3. Tomography in the Electron Microscope
	4. STEM HAADF (Z-Contrast) Tomography
	5. EFTEM Tomography
	6. Conclusions
	Acknowledgements
	References

	20. Off-Axis Electron Holography
	1. Electron Holography and Nanotechnology
	2. Description of Off-Axis Electron Holography
	3. Nanoscale Electrostatic Fields
	4. Nanoscale Magnetic Fields
	5. Future Perspectives
	References

	21. Sub-nm Spatially Resolved EELS (Electron Energy-Loss Spectroscopy): Methods, Theory and Applications
	1. Introduction: EELS and Nanotechnology
	2. Understanding the Information Contained in an EELS Spectrum
	3. Spatially Resolved EELS
	4. Elemental Mapping of Individual Nanoparticles using Core-Loss Signals
	5. Mapping Bonding States and Electronic Structures with ELNES Features
	6. Conclusion
	References

	22. Imaging Magnetic Structures using Transmission Electron Microscopy Methods
	1. Introduction
	2. Lorentz Microscopy
	3. Electron Holography
	4. Summary
	References


	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice




