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Preface

Molecular Building Blocks for Nanotechnology: From Diamondoids to Nanoscale
Materials and Applications is a result of the research and educational activities
of a group of outstanding scientists worldwide who have authored the chapters
of this book dealing with the behavior of nanoscale building blocks. It contains
a variety of subjects covering computational, dry and wet nanotechnology. The
state-of-the-art subject matters are presented in this book which can provide the
reader with the latest developments on the ongoing bottom-up nanoscience and
nanotechnology research.

The editors would like to thank all the chapter authors whose scholarly con-
tributions have made publication of this book possible. We would like to thank
Springer for agreeing to publish this book as part of its Topics in Applied Physics
Series. We also acknowledge the support of the U.S. Army Research Office under
contract W911NF-04-1-0383.

G. Ali Mansoori
Thomas F. George

Guoping Zhang
Lahsen Assoufid
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Introduction

Two different methods are envisioned to build nanostructured systems, compo-
nents and materials: One method is the “top-down” approach, and the other is the
“bottom-up” approach [1,2]. In the top-down approach, the idea is to miniaturize
macroscopic structures, components and systems towards a nanoscale size. In the
bottom-up approach, the atoms and molecules constituting the building blocks are
the starting point to build the desired nanostructure.

In the top-down approach, a macrosized material is reduced in size to reach
nanoscale dimensions. Photolithography used in the semiconductor industry is one
example of the top-down approach. In the bottom-up strategy, we need to start with
molecular building blocks (MBBs) and assemble them to build a nanostructured
material. The emphasis of this book is on the bottom-up approach.

The most fundamentally-important aspect of the bottom-up approach is that
the nanoscale building blocks, because of their sizes of a few nanometers, impart
to the nanostructures created from them new and possibly preferred properties
and characteristics heretofore unavailable in conventional materials and devices.
For example, metals and ceramics produced by consolidating nanoparticles with
controlled nanostructures are shown to possess properties substantially different
from materials with coarse microstructures. Such differences in properties include
greater hardness, higher yield strength and ductility in ceramic materials. The
band gap of nanometer-scale semiconductor structures increases as the size of
the microstructure decreases, raising expectations for many possible optical and
photonic applications. Considering that nanoparticles have much higher specific
surface areas, in their assembled forms there are large areas of interfaces. One
needs to know in detail not only the structures of these interfaces, but also their
local chemistries and the effects of segregation and interaction among MBBs, and
also between MBBs and their surroundings. Nanostructure sizes, size distributions,
compositions and assemblies are key aspects of nanoscience and nanotechnology,
and it is important to understand these aspects as well as possible.

Nanotechnology MBBs are distinguished for their unique properties. They
include, for example, graphite, fullerene, carbon nanotubes, diamondoids,
nanowires, nanocrystals and amino acids. All these MBBs, and more, are can-
didates for various applications in nanotechnology. These building blocks have

1
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quite unique properties not found in small molecules. Some of these MBBs are
electrical conductors, some are semiconductors, some are photonic, and the charac-
teristic dimension of each is a few nanometers. For example, carbon nanotubes are
about five times lighter and five times stronger than steel. Many nanocrystals are
photonic, and they guide light through air since their spacing of the crystal pattern
is much smaller than the wavelength of light being controlled. Nanowires can be
made of metals, semiconductors, or even different types of semiconductors within
a single wire. They are upwards of ten nanometers and can be made into a conduc-
tor or semiconductor. Amino acids and DNA, the basis for life, can also be used to
build nanomachines. Adamantane (a diamondoid) is a tetrahedrally-symmetric stiff
hydrocarbon that provides an excellent building block for positional (or robotic)
assembly as well as for self-assembly. In fact, over 20,000 variants of adamantane
have been identified and synthesized, and even more are possible [2], providing a
rich and well-studied set of MBBs.

The applications of MBBs would enable the practitioner of nanotechnology
to design and build systems on a nanometer scale. The controlled synthesis of
MBBs and their subsequent assembly (self-assembly, self-replication or positional-
assembly) into nanostructures is a fundamental theme of nanotechnology. These
promising nanotechnology concepts with far-reaching implications (from mechan-
ical to chemical processes; from electronic components to ultra-sensitive sensors;
from medical applications to energy systems; and from pharmaceuticals to agri-
cultural and food chains) will impact every aspect of our future. This book consists
of sixteen chapters written by authorities from all around the world on MBBs and
their applications in bottom-up nanotechnology.

In Chapter 1, the thermodynamic properties of diamondoids are reported by by
G. R. Vakili-Nezhaad. In this chapter, the author focuses on two main subjects.
First, thermodynamic properties of pure diamondoids (adamantane and diaman-
tane), and second, solubilities of diamondoids and phase behavior of the binary
systems consisting of diamondoids and other hydrocarbons are presented in detail.

In Chapter 2, the development of composite materials based on improved nan-
odiamonds is reported by P. Ya. Detkov, V. A. Popov, V. G. Kulichikhin and
S. I. Chukhaeva. The authors describe methods for improving the quality of dia-
mond nanopowders obtained by detonation synthesis, as well as some commercial
applications of nanodiamonds. The authors prove that the synthetic detonation di-
amond is a promising material that can be used in many fields. Of special interest
are its applications in compos ite materials both with a metal and polymer matrix.
Commercial production of ultradisperse diamonds (or nanodiamonds) has been
developed, and it is synthesized on a scale sufficient for particular industries.

In Chapter 3, the use of diamondoids as MBBs is reported by H. Ramezani and
G. A. Mansoori. In this chapter, the authors present at first a general discussion
about molecular building blocks for nanotechnology. Then, the remaining major
part of the chapter is devoted to diamondoid molecules and their role as MBBs.
The authors conclude that diamondoids are one of the best candidates for molec-
ular building blocks in molecular nanotechnology to design nanostructures with
predetermined physicochemical properties.
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In Chapter 4, surface modification and applications of functionalized polymer
nanofibers are reported by R. Gopal, M. Zuwei, S. Kaur and S. Ramakrishna.
Electrospun polymer nanofibers are receiving extensive research interest for ap-
plications in such diverse fields as separation technology and biotechnology. The
authors review the current trend to develop sub-micron scale fibers and nanofibes
to tap a number of favorable properties, such as an increase in surface area to vol-
ume ratio, decrease in pore size, drop in structural defects and superior mechanical
characteristics. They argue that the potential target areas of application for these
nanofibrous structures are as affinity membranes, scaffolds for tissue engineering,
sensors and protective clothing, to name a few.

In Chapter 5, zinc oxide nanorod array properties and hydrothermal synthesis
are presented by K. P. Loh and S. J. Chua. The authors report their synthesis re-
sults of hexagonally-packed zinc oxide nanorod bundles on hydrotalcite (HTlc)
sheets by reacting zinc acetate with aluminum-coated silicon in alkali hydrother-
mal conditions. They indicate that HTlc sheets are a unique product of the alkali
hydrothermal environments, and cannot be readily produced by dry chemical vapor
deposition methods. They conclude that controlling the thickness of the Al film
is key to obtaining a range of secondary structures, ranging from self-assembled
ZnO nanorod bundles on HTlc sheets, which precipitate randomly on the silicon
substrate, to well-aligned ZnO nanorods growing on silicon substrates.

In Chapter 6, nanoparticles, nanorods and other nanostructures assembled on
inert substrates are reported by X.-S. Wang. The author demonstrates that the geo-
metric and surface properties of nanostructures can deviate significantly from those
of bulk crystals and are sensitively size-dependent. Consequently, these properties
affect the interactions of nanostructures with the substrates and with each other,
as well as the texture of films derived from these nanoparticles. A few examples
of selective nanostructural self-assembly are shown, and it is demonstrated that:
(i) the selectivity can be expanded based on the experiments over broader ranges
of growth conditions (e.g., flux, substrate temperature, type of surfactant); (ii) the
details of nanoparticle migration, rotation and coarsening can be captured at a
reduced substrate temperature; and (iii) self-assembly and morphology of nearly
free-standing compound nanostructures can be explored on inert substrates. Such
explorations are beneficial to the integration of nanostructure-based electronic,
optoelectronic and spintronic devices with Si-based integrated circuits.

In Chapter 7, the thermal properties of carbon nanotubes are discussed by
M. Osman, A. Srivastava and D. Srivastava. The authors first present the physical
structure of nanotubes and their electrical properties. Then, theoretical analytical
approaches to thermal conductivity and specific heat calculations are introduced.
This is followed by a review of the recent experimental measurement of thermal
conductivity of single-wall nanotubes (SWNTs) and multiwall nanotubes. They
also present a molecular dynamical simulation approach and its application to the
investigation of thermal conductivity of SWNTs, Y-junction nanotubes and heat
pulse propagation in SWNTs.

In Chapter 8, chemical vapor deposition of organized architectures of carbon
nanotubes for applications is discussed by R. Vajtai, B. Wei, T. F. George and
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P. M. Ajayan. In the first part of this chapter, the authors summarize the short history
and achievements of the last several years regarding carbon nanotube growth. They
also demonstrate their state-of-the-art methods of tailored nanotube growth and
their efforts to prepare nanotube structures capable of fulfilling the high expecta-
tions for these new and highly-advanced materials. They then address applications
of carbon nanotubes. Devices based on electron-field emission, low-voltage gas
breakdown, filtering on the micro, nano and even molecular scale, and equipment
based on the enhanced properties of different composite materials consisting of
nanotubes are explored.

In Chapter 9, the online size characterization of nanofibers and nanotubes is
discussed by C. J. Unrau, R. L. Axelbaum, P. Biswas and P. Fraundorf. First, a
review of this subject is introduced and a method for online size characterization
of carbon nanotubes developed by the authors is presented. This method employs
a differential mobility analyzer, which classifies particles by their electrical mo-
bility. It is concluded that: (i) the presented method of online size characterization
allows for faster optimization of gas-phase carbon nanotube production; (ii) it
could be valuable for online air quality measurements related to nanofibers and
nanotubes; and (iii) by identifying functional relationships between length and
width, microscopy can make it possible for the online techniques described here
to infer the size distribution of both.

In Chapter 10, theoretical investigations in retinal and cubane are presented
by G. Zhang and T. F. George. The authors use the first-principles method to
investigate the reaction path of isomerization of retinal segments and explain why
the isomerization is so efficient in rhodopsin. They find that the dipole transition
moment has an important effect on the reaction path. They compute the potential
energy surface for cubane as a function of C-C and C-H bond lengths and find that
those realistic ab initio potentials can not always be fitted to a general potential.

In Chapter 11, the polyhedral heteroborane clusters for nanotechnology applica-
tions is presented by F. Pichierri. Polyhedral heterocarborane clusters are promis-
ing materials for nanotechnology. This is evident from the interesting applications
discussed in this chapter, which include molecular nanoparticles, nanomedicines,
molecular-scale machines and devices. The author provides an overview of the
potential applications of polyhedral heteroborane clusters to nanotechnology.
These include the synthesis of molecular nanoparticles with controlled dimen-
sions, nanomedicines for use in boron-neutron capture therapy, molecular-scale
machines and devices, and nanostructured materials. Finally, a general strategy
for the computational design of functional molecular materials that makes use of
both structural and synthetic chemistry information is discussed.

In Chapter 12, properties of germanium nanostructures are reported by K. L. Teo
and Z. X. Shen. The authors report on high-pressure Raman studies on germanium
nanostructures using diamond anvil cells. They demonstrate that it is possible to
obtain strain information on quantum dots and nanocrystals. They also show that
their electronic and vibrational properties are indeed different from bulk samples.
The results reported in this chapter should help provide a general understanding
of the elastic properties of different multi-component nanosystems.
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In Chapter 13, nanoengineered biomimetic bone-building blocks are discussed
by R. Murugan and S. Ramakrishna. The authors suggest that bone is a paradigm
for a dynamic tissue since it has a unique capability of self-regenerating or self-
remodeling throughout the life span without leaving a scar. However, many cir-
cumstances call for a bone grafting owing to bone defects arising either from
traumatic or non-traumatic destructions. The authors suggest that: (i) a combina-
tion of osteoconductive matrix with osteogenic cells and osteoinductive growth
factors creates an ideal bone graft; (ii) the biomimetic approach is a good choice
and, perhaps, one of the promising methods for making such bone grafts with
enhanced functions, mimicking a real bone that may even alleviate the demerits
of the currently available bone grafting procedures, including donor site morbid-
ity of autogenic bone and possible disease transformation of allogenic bone; and
(iii) biomimetic design of bone grafts is, however, still at the laboratory research
level, and the development of such grafts for all length scales is in fact a critical task
for biomaterialists. The authors conclude that with the advances of nanotechnol-
ogy and tissue engineering, there is a bright chance in the near future to formulate
biomimetic nanocomposite bone grafts in place of autogenic bone grafts.

In Chapter 14, the use of nanoparticles as building blocks for bio-applications is
presented by Y. Zhang and F. Wang. In this chapter, the authors review the current
and envisioned uses of nanoparticles as building blocks for for bio-applications.
They argue that: (i) the sizes of the nanoparticles are close to those of biomolecules,
which allows an integration of nanotechnology and biotechnology, leading to major
advances in multiplexed bioassays, clinical therapies, ultra-sensitive biodetection
and bioimaging; (ii) nanoparticles can be used as building blocks for the fabrication
of micro/nanoscale structures with highly-ordered architectures; (iii) increasing in-
terest has been attracted to build close-packed solids of nanoparticles, control their
microstructure, and engineer their properties on a nanometer scale. The authors also
review the strategies available for the ordering of nanoparticles into structured as-
semblies, and construction of large and complex systems including shape-directed
assembly and programmed assembly of nanoparticles comprising surface-attached
molecules, ligands and recognition sites, the formation of complex hybrid nanos-
tructures by in situ transformation of unstable nanoparticle-based precursors, and
template-directed assembly using nanoparticle building blocks. The authors con-
clude that these materials can bring new and unique capabilities to a variety of
biomedical applications ranging from diagnostics to therapies.

In Chapter 15, the applications of polymer nanofibers for biosensors is presented
by S. Ramakrishna, N. L. Lala, H. Garudadhway, R. Ramaseshan and V. K. Ganesh.
This chapter gives a brief description of biosensors and their existing limitations.
Much emphasis is focused on the replacement of the sensing interface with polymer
nanofibers, and improvements in the sensor’s performance have been highlighted.
The various applications where nanofiber-based biosensors could possibly fit are
also described. It is concluded that polymer nanofibers have great potential for
sensor applications, and further research is needed in this area.

In Chapter 16, the high-pressure synthesis of carbon nanostructured superhard
materials is presented by V. D. Blank, S. G. Buga, G. A. Dubitsky, K. V. Gogolinsky,
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V. M. Prokhorov, N. R. Serebryanaya and V. A. Popov. The authors of this chap-
ter believe that a high-pressure/high-temperature/large deformation treatment is
an effective tool for the development of unique new structures of solids (named
3D-polymerized fullerites), unknown earlier in nature and possessing novel phys-
ical and chemical properties. A distinctive feature of these new structures is the
extremely-high values of hardness and the bulk module of elasticity—close to cor-
responding values for diamond and exceeding them. At the same time, the value of
the shear modulus and Joung’s modulus are lower that the values for diamond. The
authors believe that 3D-polymerized fullerites represent a new class of superhard
materials which can find wide areas of applications as various functional materials
and also as components of various composite, construction and tool materials.

References
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1
Thermodynamic Properties
of Diamondoids

G. R. Vakili-Nezhaad

1.1. Introduction

Diamondoid hydrocarbons are ringed compounds that have a diamondlike struc-
ture consisting of a number of six-member carbon rings fused together [1,2].
They have high melting points and low strain energy, which highlights their rel-
ative stability [1,3]. The first diamondoid isolated from petroleum, adamantane,
was later synthesized and this molecule and its derivatives show a number of un-
usual chemical and physical properties [1,3]. Adamantane derivatives have shown
promise in pharmaceutical applications [1,4], and have been used as templates
for crystallization of zeolite catalysts [1,5], and the synthesis of high-temperature
polymers [6], so interest in this molecule and higher diamondoids has both pure
and applied roots. Recently, interest in higher diamondoids has been renewed by
molecular simulation studies suggesting possible applications in nanotechnology
[1,7–9], and use as seed crystals in CVD diamond production [10]. Besides the
attractions of diamondoids due to their applications to nanotechnology, these or-
ganic nanostructures cause severe problems in oil and gas production. Therefore
for reducing the problems due to the precipitation of diamondoids in the petroleum
production process of knowledge of the phase behavior of these components with
hydrocarbons is important.

Considering the above, in this chapter we focus on the following main subjects.
First, thermodynamic properties of pure diamondoids (adamantane and diaman-
tane) are considered. Second, solubilities of diamondoids and phase behavior of
the binary systems are given in detail.

1.2. Pure Component Thermodynamic Properties

In this section thermodynamic properties of light diamondoids such as adamantane
and diamantane are presented.

Based on the temperature-dependence of the heat capacity of adamantane in
the condensed state between 5 and 600 K taken from the results of measurements
[11,12] presented this dependency as shown in Figure 1.1. The smoothed values of

7
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Figure 1.1. The temperature dependence of the heat capacity in the condensed state for

adamantane.

the molar heat capacity and the standard thermodynamic functions of adamantane
in the interval from 340 to 600 are listed in Table 1.1. Thermodynamic quantities
associated with the phase transitions of the compound are given in Table 1.2. The
enthalpy of sublimation of adamantane was determined in a series of calorimetric
experiments which can be seen in Table 1.3 [12]. Also the experimental saturated
vapor pressures over crystal adamantane are given in Table 1.4 [12].

Table 1.1 Molar thermodynamic functions for adamantane.

T (K) Cs,m/R �Sm/R �Hm/RT �m/R

Crystal I

340 26.26 26.64 13.66 12.98

360 28.41 28.21 14.42 13.78

380 30.27 29.79 15.21 14.58

400 31.98 31.39 16.01 15.38

420 33.61 32.99 16.81 16.18

440 35.24 34.59 17.61 16.98

460 36.91 36.19 18.41 17.78

480 38.65 37.80 19.22 18.59

500 40.46 39.42 20.03 19.39

520 42.32 41.04 20.85 20.19

540 44.18 42.67 21.68 20.99

543.2 44.48 42.93 21.81 21.12

Liquid

543.2 44.48 46.02 24.81 21.21

560 45.99 47.40 25.42 21.98

580 47.65 49.04 26.16 22.88

600 49.05 50.68 26.90 23.78
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Table 1.2 Temperatures, the molar enthalpies, and entropies of phase transitions

of adamantane.

Transition Ttrans(K) �Hm (Jmol−1) �Sm (JK−1mol−1) Reference

CrII→CrI 208.60 3376 16.19 Kabo et al., 1998

CrI→I 543.20 13958 ± 279 25.7 ± 0.5 Kabo et al., 2000

The entropy of crystal adamantane from the low-temperature measurements
based on the work of Chang and Westrum (1960) is �Sm (cr I; 303.54 K) =
(199.27 ± 0.40) JK−1 mol−1. Thermodynamic parameters of sublimation �crI

Hm(303.54 K) = (58.52 ± 0.15) kJ mol−1 and �crISm(303.54 K) = (192.79 ±
0.49) JK−1mol−1 were calculated on the basis of results given in Table 1.3 and the
mean value �crICp = −44.35 JK−1 mol−1. The experimental standard entropy of
adamantane in the gas state Sm(g; 303.54 K) = (324.62 ± 0.76) JK−1 mol−1 was
obtained using the value of Psat = (30.4 ± 1.5) Pa (Table 1.4).

The entropy of gaseous adamantane at T = 303.54 K, Sm(g) = (324.83 ± 1.62)
JK−1mol−1 determined from the above-mentioned data is in very good agreement
with the experimental value [12]. Thermodynamic functions of adamantane in the
ideal gas state between 100 and 1000 K are given in Table 1.5 [12].

Table 1.3 The results of calorimetric of the enthalpy of sublimation for adamantane.a

∫ �Vdτ Type of �Hm

No. m (g) T (K) (mVs) Cell �H (J) (kJ mol−1)

1 0.05016 306.14 4790.37 A 20.50 58.40

2 0.06792 305.86 6498.38 A 29.17 58.51

3 0.07126 306.52 6854.55 A 30.77 58.82

4 0.07615 309.06 7211.37 A 32.37 57.91

5 0.09246 309.14 8852.84 A 39.74 58.55

6 0.07291 309.47 6953.20 A 31.21 58.32

7 0.06815 308.11 6494.41 A 29.15 58.28

8 0.11800 308.40 11278.84 A 50.63 58.45

9 0.06363 309.04 5702.89 B 26.95 57.70

10 0.08484 309.09 7659.34 B 36.19 58.12

11 0.07283 309.37 6611.68 B 31.24 58.45

12 0.10855 308.51 9819.18 B 46.40 58.24

13 0.04533 306.08 4104.92 B 18.52 58.29

14 0.07410 305.81 6703.16 B 30.25 58.24

15 0.05741 306.50 5226.57 B 23.58 58.61

a The calorimetrically measured enthalpy change �H and molar enthalpies �Hm were calculated from

expressions: �H = K −1
∫ τ

τ=0 �V dτ ; �Hm = �H (M/m), where m is the mass of a specimen; M is

the molar mass; K is the calorimetric constant (KA = 228.78 mVsK−1 and KB = 211.62 mVsK−1);

�V is the thermocouple potential difference corresponding to the temperature difference between the

cell and the calorimetric thermostat at time τ ; τ is the experiment duration; T is the temperature of

the calorimeter. The value of m is corrected for the mass of saturated vapor in the free volume of the

ampoule immediately before the experiment.
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Table 1.4 Saturated vapor pressures Psat over

crystal adamantane.

T (K) τ (s) �m (mg) Psat(Pa)

303.58 5454 19.57 30.37

303.52 3054 10.87 30.14

303.46 3054 11.06 30.65

303.53 3054 10.90 30.21

303.56 3054 10.72 29.71

303.59 3054 11.24 31.15

�m is the sample mass decrease; τ is the duration of

effusion.

At this point we present the phase diagrams of adamantane and diamantane
according to the work of Reiser et al. [13].

The results of the phase boundary experiments are summarized in Figure 1.2
for adamantane. The equation representing adamantane has been presented by
the least squares linear regression method. The result of this regression can be
expressed in the following form.

ln P(k Pa) = −4670/T + 14.75 T > 543 K. (1.1)

with the correlation coefficient of 0.997. Also the equation representing the solid–
vapor pressure curve that has been obtained by the least squares method can be
written as

ln P(k Pa) = −6570/T + 18.18 483 < T < 543 K. (1.2)

The correlation coefficient of this curve is 0.995. The dashed lines in Figure 1.2
also provide Boyd’s vapor pressure correlations.

ln P(k Pa) = −6324.7/T + 17.827 366 < T < 443. (1.3)

ln P(k Pa) = −9335.6/T − 15.349 log T + 65.206 313 < T < 443. (1.4)

Table 1.5 Standard molar thermodynamic functions for adamantane in the ideal gas state.

T (K) C p/R �S/R �H/R �/R � f H � f G

100 5.144 28.26 4.225 24.04 −98.57 −40.54

200 10.38 33.29 5.887 27.40 −117.1 24.76

298.15 17.73 38.75 8.530 30.22 −134.6 98.16

300 17.88 38.86 8.587 30.27 −134.9 99.61

303.54 18.17 39.07 8.697 30.37 −135.4 102.5

400 26.01 45.12 11.93 33.19 −150.1 180.2

500 33.23 51.73 15.49 36.23 −162.1 264.2

600 39.24 58.33 18.97 39.37 −171.1 350.3

700 44.19 64.77 22.23 42.54 −177.5 437.8

800 48.31 70.94 25.24 45.71 −181.9 526.5

900 51.76 76.84 28.00 48.84 −184.4 614.6

1000 54.68 82.45 30.52 51.92 −185.3 703.5
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Figure 1.2. Phase diagram of adamantane.

The results of Cullick, Magouirik, and Ng [14] are also presented as the solid
line in Figure 1.2.

ln P(k Pa) = −7300/T − 4.376 log T + 31.583 323 < T < 499. (1.5)

The phase diagram for diamantane, Figure 1.3, has been generated in a similar
manner to that of the adamantane diagram. The fundamental distinction between
these systems is that three solid phases of diamantane, S1, S2, and S3 were observed.
The equation representing the liquid–vapor curve is

ln P(k Pa) = −5680/T + 14.858 516 < T < 716. (1.6)

The correlation coefficient of this curve is 0.989. The equation for the S3 vapor
pressure curve of diamantane has been obtained using the least squares linear
regression method which can be read as

ln P(k Pa) = −7330/T + 18.00 498 < T < 516 K. (1.7)

This equation had a correlation coefficient of 0.986. The solid curves in Fig-
ure 1.3 are based on the correlations of Cullick et al. [14] and they can be written
in the following forms.

ln P(k Pa) = 18.333 − 7632.5/T 353 < T < 493 K. (1.8)

ln P(k Pa) = 190.735 − 18981.3/T − 55.4418 log T 332 < T < 423 K. (1.9)
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Figure 1.3. Phase diagram of diamantane.

1.3. Solubilities of Diamondoids and Phase Behavior of the
Binary Systems

In this section the experimental data and modeling of the solubilities of diamon-
doids in supercritical solvents such as carbon dioxide, methane, and ethane are
presented first, followed by the solubilities of these components in liquid organic
solvents. In the last part of this section high-pressure phase behavior of the binary
systems of diamondoids containing butane and isobutene is explained.

1.3.1. Solubilities of Diamondoids in Supercritical Solvents

As mentioned before, adamantane and diamantane are the first two members in
the diamondoid series, and the most prevalent diamondoid compounds in natural
gas. Their measured solubilities in methane, ethane, and carbon dioxide, which
are three major components of natural gas, have been reported here [15]. The
experimental solubilities of adamantane (C10H16) in ethane, carbon dioxide, and
methane at 333 K are presented in Table 1.6, whereas solubility data for diamantane
(C14H20) in ethane and carbon dioxide at 333 K and in methane at 353 K are
presented in Table 1.7. The solubility of diamantane in methane is also reported in
Table 1.7. Solubility data are reported in terms of the solute mole fraction y2 in the
supercritical phase. The solubility data for adamantane in carbon dioxide produced
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Table 1.6 Experimental solubility of adamantane in CO2, CH4, and

C2H6 at 333 K.

CO2 CH4 C2H6

P/MPa y2*104 P/MPa y2*105 P/MPa y2*103

7.70 4.13 ± 0.35 5.62 8.27 ± 1.23 6.07 3.75 ± 0.23

10.17 8.85 ± 0.38 7.64 7.18 ± 2.66 8.10 8.73 ± 0.06

12.59 23.3 ± 0.78 10.14 6.17 ± 1.28 11.04 18.8 ± 0.70

16.65 43.9 ± 1.39 12.58 15.5 ± 1.54 12.72 26.5 ± 0.35

20.06 64.0 ± 1.02 15.27 25.9 ± 0.88 15.93 34.3 ± 0.31

16.57 36.8 ± 3.18 20.06 38.4 ± 0.26 20.08 42.3 ± 5.72

by Smith and Teja [15] as well as the previously published data of Swaid et al. [16]
are plotted in Figure 1.4. The solubility data for the six systems measured by Smith
and Teja [15] are plotted in Figure 1.5 versus the reduced density of the solvent.
As can be seen in Figure 1.5 the trends are linear which shows that the diamondoid
solubilities increase with density at 333 K (or 353 K) in the range of pressures
studied. The statistics of the linear regressions are given in Table 1.8. The solubility
of the heavier compound diamantane is less than that of adamantane in the same
solvent, as expected. The measured solubilities are much greater than predicted,
assuming ideal gas behavior [15]. The extent to which solubility is enhanced is
shown by an examination of the enhancement factors E of solutes, where

E = y2 P

P Sat
2

(1.10)

and y2 is the experimental solubility of the solute, P is the total system pressure,
and Psat

2 is the saturation (or, for solid solutes, sublimation) pressure of the pure
solute. Sublimation pressures for adamantane and diamantane were taken from
Cullick et al. [14]. Enhancement factors versus solvent-reduced density are plotted
in Figure 1.6 for the systems in which carbon dioxide or ethane was the solvent, and
linear fits of the data are shown for each solute. Solubility enhancement increases
as the solvating power of the solvent increases.

The calculated enhancement factors by Smith and Teja [15] were found to
be greater for the higher molecular weight diamantane, because the sublimation

Table 1.7 Experimental solubility of diamantane in CO2 and C2H6 at 333 K and at CH4

at 353 K.

CO2 CH4 C2H6

P/MPa y2*105 P/MPa y2*105 P/MPa y2*104

8.13 2.95 ± 1.00 17.37 7.08 ± 1.89 7.65 5.25 ± 0.40

10.14 5.69 ± 0.89 18.06 7.26 ± 1.52 10.10 13.8 ± 0.34

12.62 17.5 ± 1.12 19.77 8.43 ± 3.00 13.13 27.3 ± 0.76

15.12 36.9 ± 1.90 20.09 10.9 ± 3.98 16.58 63.4 ± 1.18

17.55 64.0 ± 1.02 20.06 52.4 ± 0.99 20.10 70.8 ± 3.52
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Figure 1.4. Comparison of solubilities of adamantane in CO2: (�), Smith and Teja (333

K); Swaid et al. (�) (343 K), (•) (362.5 K), (◦) (382 K), (�) (402 K).

pressure of this substance is lower. Diamantane enhancement in both solvents
exhibited the same general trend, as shown by the trend line on the graph through
both sets of diamantane measurements. Adamantane enhancement in both carbon
dioxide and ethane also exhibited a linear trend. The slopes of the trend lines
for each solute in methane were different from the slopes of the trend lines for
each solute in carbon dioxide and ethane, because of the difference in reduced
temperature between methane and the other solvents.

Solubilities for the six systems were correlated by Smith and Teja [15] using the
equation of state of Patel and Teja [17]. The critical temperatures and pressures of
the solutes, which are required by the Patel–Teja equation of state, have not been
measured because the substances decompose below their critical points. Instead,
these values have been estimated by averaging the results of two group contribution
methods [18–20]. In both methods, critical temperature is a function of normal

Figure 1.5. Diamondoid solubilities versus solvent reduced density: (�) adamantane +
ethane (333 K); (•) adamantane + carbon dioxide (333 K); (�) diamantane + ethane

(333 K); (�) adamantane + methane (333 K); (�) diamantane + methane (353 K); (◦)

diamantane + carbon dioxide (333 K).
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Table 1.8 Correlation of the solubility of diamondoids

in supercritical solvents.

System Slope Intercept R2

Adamantane + CO2 2.269 −8.558 0.991

Adamantane + CH4 3.510 −10.49 0.873

Adamantane + C2H6 2.019 −6.891 0.981

Diamantane + CO2 2.791 −11.58 0.999

Diamantane + CH4 3.817 −12.01 0.784

Diamantane + C2H6 3.017 −10.56 0.953

boiling point. Normal boiling points for each diamondoid were obtained from
Wingert [2].

The mixture constants for the Patel and Teja equation of state were calculated
using several mixing rules. Results of the calculations using classical one- and
two-parameter van der Waals mixing rules are summarized in Table 1.9. The one-
parameter mixing rule (denoted by vdW1 in Table 1.9) contains one adjustable
parameter kij in the cross term aij as follows,

ai j = √
ai a j (1 − ki j ), (1.11)

whereas the two-parameter rule (denoted by vdW2 in Table 1.9) introduces a
second adjustable lij in the calculation of bij as follows,

bi j = 1

2
(bi + b j )(1 − li j ). (1.12)

The objective function (OF) used to obtain the adjustable parameters from ex-
perimental data for each mixing rule is

OF =
∑

i

(yi,calc − yi,exp)2

σ 2
�yi

, (1.13)

where σ is the experimental uncertainty of each data point. Each mixing rule was
evaluated by examining the percent average absolute deviation (%AAD) between

Figure 1.6. Solute enhancement

factor versus solvent-reduced den-

sity: (�) adamantane + ethane; (•)

adamantane + carbon dioxide; (�)

diamantane + ethane; (◦) diaman-

tane + carbon dioxide.
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Table 1.9 Correlation of the solubility of diamondoids in

supercritical solvents using the Patel–Teja equation of state.

vdW1 vdW2

System kij %AAD kij lij %AAD

C2H6 + C10H16 0.02530 17.49 0.05747 0.06367 16.45

CO2 + C10H16 0.15033 23.47 0.27090 0.29386 3.40

CH4 + C10H16 0.22695 55.34 1.1913 2.9717 26.84

C2H6 + C16H20 0.00556 20.08 0.04955 0.10956 19.81

CO2 + C16H20 0.13082 18.43 0.21992 0.24430 11.90

CH4 + C16H20 0.04867 6.83 0.15309 0.28642 6.93

experimental and correlated solubilities, as follows,

%AAD = 100

N

∑
i

|yi,calc − yi,exp|
yi,exp

, (1.14)

where N is the total number of data points per system. The results for each
mixing rule, including the optimized parameters and %AAD for each system,
are given in Table 1.9. One binary interaction parameter had been sufficient
to correlate the solubilities in five of the systems studied. However, the CH4-
adamantane system could not be correlated satisfactorily even with two adjustable
parameters [15].

1.3.2. Solubilities of Adamantane in Near and Supercritical
Fluids by Using a New Equation of State

For the optimization and scale-up of a technical high-pressure process, as many
properties as possible, in particular phase behavior and solubilities, should be
known as widely as possible. Although the relevance of the pT-range for applica-
tions is normally limited, process design will strongly benefit from knowledge of
the phase equilibrium behavior over a wider pT-range than finally applied in the
process. The validity of a model over a wide pT-range also contributes to the safety
in process development. There are several approaches to correlate the solubility of
low volatile substances in supercritical solvents. Popular simple models such as
the Chrastil model give a linear dependence of the solubility on the solvent density
in the double logarithm plot [21,24,25].

Besides these models, which are valid over a limited pressure range, cubic
equations of state have also been employed for modeling the solvent properties
[21,26]. In a 1989 review article by Brennecke and Eckert [21,27] the need to
achieve a sufficiently detailed understanding of the actual molecular circumstances
in supercritical fluid (SCF) mixtures is demanded. With the extension of the cubic
equations of state to dilute solutions by a fugacity approach one can model the
solubility in supercritical solvents.
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Further improvement has been accomplished by the use of a more realistic
equation with respect to the molecular interaction such as the Carnahan–Starling–
van der Waals type of equation of state for the description of the solvent [28].
However, the cubic equations as well as the Carnahan–Starling kind of equations
are not accurate in the critical region [27]. The computational method preserved
here is based on a Carnahan–Starling–van der Waals kind of equation but expected
by a perturbation term that corrects the pVT-behavior in the critical region. This
approach is expected to be a promising tool for the correlation of solubility behavior
even up to pressures above 100 MPa.

The basis for a good correlation of solubility data in supercritical solvents is an
equation of state that is able to model the pVT-data of the pure solvent in the critical
region accurately. Most equations of state including empirical equations, such
as the cubic equations of state as well as molecular-based equations of state, are
not able to describe the pVT-behavior in the critical region correctly [27]. Special
models have been developed that are able to describe accurately the behavior
of fluids at the critical point [21,29,30]. These models account for the singular
behavior of the thermodynamic properties at the critical point. Because most of
these models are anchored at the critical point, they become less accurate away
from the critical region. Early approaches of linking the equations for critical
behavior with equations of state for the liquid and gas phase region mathematically
by switch functions yielded inconsistencies in derived thermodynamic properties
[21,31–33].

Another approach is the physically based crossover from nonanalytic near-
critical behavior to the classical behavior proposed by Sengers and co-workers
[34–36]. This particular model yields accurate descriptions of the thermodynamic
properties in the critical region as well as in the liquid and in the gas phase region.
The combination of this approach with classical equations of state is possible and
requires numerical iterations and several substance-dependent parameters.

In order to combine a good description of the pVT behavior in the critical re-
gion and a mathematical function that does not require a numerical iteration, a
semi-empirical approach for an equation of state has recently been developed
[21,37]. This approach is based on a classical equation of state consisting of
the Carnahan–Starling repulsion term [38] and a van der Waals-like attraction
term [39]. Such an equation usually shows deviations from experimental data in
the critical region. The correlation of the deviations is accomplished by a per-
turbation term that describes the deviation of a local density from the average
density.

Mathematically, this perturbation procedure is a convolution of the classical
equation of state with a density distribution function. Because the integration within
the convolution cannot be accomplished analytically, it is performed with a Taylor
expansion of the reference equation of state. The integration of the expansion
terms can be achieved analytically for the Gauss density distribution function.
The convolution generates additional terms in the power series that depend on
a parameter σ describing the width of the density distribution. The terms of the
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power series can be separated into terms that are independent of and those that
depend on the σ -dependent terms representing the perturbation term, whereas the
reference can be reassembled from the σ -independent terms.

p = 〈pref (ρ, T 〉ρ = pref (ρ, T ) + ppert(ρ, T, σ ). (1.15)

The perturbation term is a general expression depending on the new parameter
σ . In the limit of vanishing σ -value the perturbation term vanishes.

limσ→0 ppert(ρ, T, σ ) = 0. (1.16)

The dependence of σ on the density has been introduced as a semi-empirical
function [37]. The parameters of this function have been obtained by fitting to
experimental and theoretically obtained data of the critical isotherm of argon.
Argon has been chosen as the reference fluid because of its simple molecular
interaction. With scaling parameters this function obtained for argon can be applied
to other substances.

The resulting expression for the perturbation as Kraska et al. [21] have been
proposed can be read as

ppert,rep = RT

Vm

(
Ay + By2 + Cy3

(3 − 4y)(1 − c1 y)

)
, (1.17)

where

A = 4.757 × 10−5σn + 12.22σ 2
n − 0.5568σ 3

n . (1.18)

B = −0.001692σn + 47.57σ 2
n − 1.886σ 3

n . (1.19)

C = −0.0204σn + 189.3σ 2
n + 434.2σ 3

n − 1711σ 4
n

1 + 2.35σn
. (1.20)

c1 = 1.424 − 0.1σn + 8.114σ 2
n − 4.916σ 3

n . (1.21)

y ≡ b

Vm
. (1.22)

σn ≡ σ Vm

b0

. (1.23)

Here, y is the packing fraction defined with the parameter b which is four
times the co-volume, and b0 = 1 dm3mol−1 is the volume unit. The complete
perturbation term corresponding to Eq. (24) in reference [21,37] is then:

ppert = ppert,rep − 8RbT ∗�(T )σ 2. (1.24)

The remaining unknown functions such as the density and temperature depen-
dence of σ or the temperature dependence of the attraction term �(T ) are listed
below. The coefficients Ci can be looked up in reference [21,37].

σ = σc y

(
1

yc
− Bξ

y2
c

�y +
ncoe f f∑
i=2

Ci�yi

)
exp

(
−

(
�T

BT

)2
)

. (1.25)

�y = y − yc

Bξ

�T = T − Tc

Tc
. (1.26)
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Table 1.10 Parameter of the equation of state for the solvent CClF3.

Substance T ∗(K) B(cm3 mol−1) σc Bξ fT BT

CClF3 422.64145 23.348332 0.00186167 1.0067467 0.344025 300.0

The reference equation of state is listed below:

pref = RT

Vm

(
1 + 4y − 2y2

(1 − y)3

)
− 8RbT ∗

V 2
m�(T )

. (1.27)

�(T ) = 1 + f ∗
T

Tc − T

Tc
. (1.28)

Here, f ∗
T is equal to fT if T ≤ T c and it is equal 0.25 fT for T > Tc. Kraska

et al. [21] have applied this equation of state for the modeling of the pVT behavior
of pure CClF3 which is used as a supercritical solvent. The parameters are listed
in Table 1.10 and those for CO2 are given in [21,37]. This equation of state has
been employed by Kraska et al. [21] for the calculation of the solubility of several
low-volatile substances in supercritical fluids with the fugacity approach.

x2 = psat
2

pϕ2(x2)
exp

(
Vm,2

(
p − psat

2

)
RT

)
, (1.29)

where Vm,2 is the molar volume of the pure solute, psat the saturation pressure of the
pure solute, and ϕ2 the fugacity of the solute. This approach is based on the solvent
equation of state and accounts for the solute by its vapor pressure, its interaction
parameters, and its molar volume. For the solute the following parameters have
been obtained from adjustment to the solubility data: the attraction parameter of the
pure solute T ∗

22 and its volume parameter b22, and, in some cases, the corresponding
cross-parameters k12 and l12. The quadratic one-fluid mixing rules have been used
for the calculation of the mixture parameters T ∗ and b.

b = x2
1 b11 + 2x1x2b12 + x2

2 b22. (1.30)

T ∗ = x2
1 b11T ∗

11 + 2x1x2b12T ∗
12 + x2

2 b22T ∗
22

b
. (1.31)

b12 = l12

b11 + b22

2
. (1.32)

T ∗
12 = k12

√
T ∗

11T ∗
22. (1.33)

Because saturation pressure data for many solutes are not available in the litera-
ture, Kraska et al. [21] chose an indirect way of estimating the saturation pressures.
The relevant function is

psat = p0 exp

(
− Asat

T
+ Bsat

)
, (1.34)

where p0 = 1 MPa is the unit pressure. The parameters Asat and Bsat have been
treated as adjustable parameters similar to the equation of state parameters. All
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these parameters have been optimized by least square minimization of the dif-
ference of experimental data and model. In order to obtain Asat and Bsat , which
determine the temperature dependence of the saturation pressure, it is necessary
to use several solubility isotherms at once for fitting.

The isothermal compressibilityκT of the solute has been taken from the literature
where available.

Vm,2 = [
1 − κT

(
p − psat

2

)]
V

p=psat
2

m,2 (1.35)

In general, this equation of state can be extended to multicomponent mixtures.
For mixtures of two dissolved low-volatile compounds one can extend the fugacity
approach. For the description of systems of one solute in a solvent mixture the
mixing rules for all parameters have to be evaluated [21].

It has been shown that this equation of state is able to give a good correlation
in the overall pressure range, whereas the Redlich–Kwong equation of state, as
reported earlier [21,40,41], cannot represent solubility maxima.

1.3.3. Solubilities of Diamondoids in Liquid Organic
Solvents

The solubilities of adamantane and diamantane have been determined in various
liquid organic solvents at ambient temperature. Data were obtained by adding
approximately 0.05 grams of diamondoids to a vial. A Mettler AM100 scale, with
a precision of ±0.0001 gram has been used in all measurements of Reiser et al.
[13]. The solubilities of adamantane and diamantane in liquid solvent are listed in
Table 1.11.

1.3.4. High-Pressure Phase Behavior of the Binary Systems

In this section (solid + liquid) and (vapor + liquid) equilibria for the binary systems
(butane + adamantane), (butane + diamantane), and (isobutene + diamantane)
were reported. Solid liquid and vapor liquid equilibria for these systems have been
reported and the three phase curves were introduced.

1.3.4.1. Solid Liquid Equlibria and Vapor Liquid Equilibria for the Systems
Butane + Adamantane and Butane + Diamantane

Poot et al. [22] have determined experimentally the high-pressure phase behavior of
the binary systems (butane + adamantane) and (butane + diamantane). The phase
behavior of these binary systems is shown schematically in Figure 1.7. Because the
phase diagrams of pure adamantane and diamantane show a solid–solid (s1 + s2)
transition line the curve representing the (solid diamondoids + liquid + vapor)
equilibrium will split into two branches. One branch corresponds to the (s1 + l + v)
equilibrium and the other branch corresponds to the (s2 + l + v) equilibrium. Both
branches intersect at the (s1 + s2) equilibrium line of the pure diamondoids. The
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Table 1.11 Solubilities of diamondoids in liquid

solvents at 25◦C.

Adamantane Diamantane

Solvent Wt% Wt%

Pentane 11.6 4.0

Hexane 10.8 3.9

Cyclohexane 11.1 6.3

Heptane 10.4 3.7

Octane 10.0 3.9

Decane 8.9 3.5

Undecane 7.9 3.2

Tridecane 7.3 2.7

Tetradecane 7.5 2.3

Pentadecane 7.1 2.2

Carbon Tetra 7 5

m-Xylene 9.8 4.5

p-Xylene 9.6 4.5

o-Xylene 9.6 4.1

Toluene 9.9 4.5

THF 12 4

Benzene 10.9 4.3

Diesel fuel 7.5 2.7

1,3-Dimethyl adamantane 6 2

Figure 1.7. (P,T) Projection of {butane (A) and diamantane (B)}, with a discontinuity in

the slope of the (s + 1 + v) equilibrium line at the intersection with the (s + s) transition

line of diamantane.
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Figure 1.8. Phase diagram of adamantane. �, Poot et al. (2003), (s + 1) transition; •,

(1 + v) Ref. (1 in Poot et al. 2003); �, triple point.

(s + l + v) line starts at low temperature in the quadruple point (solid butane +
solid diamondoids + liquid + vapor). The line ends at higher temperature in the
triple point of the pure diamondoids. The (s1 + s2) equilibrium line of diamantane
can be constructed using the atmospheric data of Reiser et al. [13] and data for other
binary diamantane systems [22,23]. The (s1 + s2) equilibrium line of adamantane is
found at temperatures that are lower than the temperature range investigated, so for
(butane + adamantane) only the (s2 + l + v) branch of the (s + l + v) equilibrium
curve can be found.

The phase diagrams of pure adamantane and pure diamantane are presented in
Figures 1.8 and 1.9, respectively. These phase diagrams have been constructed by
Poot et al. [22].

From the intersection of the vapor pressure curve and the melting curves (listed in
Table 1.12) which were determined by Poot et al. [22], the coordinates of the triple
point (s + l + v) can be obtained. The triple-point temperature for adamantane is
541.7 K and the triple-point pressure about 0.45 MPa. This means that adamantane
does not melt at atmospheric pressure, but sublimates. The triple-point temperature
for diamantane is 517.65 K and the triple-point pressure about 0.05 MPa. The
triple-point temperature for both compounds is very high compared with the triple-
point temperature of n-alkanes with the same carbon number. It is also striking
that the triple-point temperature of adamantane is higher than the triple-point
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Figure 1.9. Phase diagram of diamantane. �, Poot et al. (2003), (s2 + l); •, (l + v) Ref.

(1 in Poot et al); �, triple point; ◦, (s2 + v) Ref. (1 in Poot et al. 2003); �, (s2 + s1) at

temperature T and pressure p.

temperature. Another striking feature of these phase diagrams is that the slope
of the melting curve is five times smaller than the slope of the melting curves of
alkanes.

The experimentally determined (l + v) equilibrium points for (butane +
adamantane) are given in Table 1.13 and for (butane + diamantane) in Table 1.14.
Also critical points were obtained at diamondoids mole fractions 0.0495, 0.1008,
and 0.1478 for (butane + adamantane) and 0.0223, 0.0493, and 0.1011 for (bu-
tane + diamantane). At higher mole fractions dew points and critical points could
not be measured due to the temperature limitations of the equipment.

Table 1.12 The melting curves of adamantane and

diamantane at temperature T and pressure p.

Adamantane Diamantane

T /K p/MPa T /K P/MPa T /K p/MPa

546.18 3.4 522.7 4.1 598.44 66.0

557.26 10.5 530.34 10.2 608.12 74.2

563.36 14.6 534.86 13.6 616.58 81.5

568.09 17.8 541.27 18.7 627.52 91.5

578.13 24.6 549.99 25.8 627.85 91.8

598.33 38.3 561.23 35.2 635.89 98.6

608.26 45.2 572.62 44.4 646.36 108.1

618.72 52.6 578.43 49.3 655.04 115.2

639.08 67.2 589.61 58.5
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Table 1.13 Vapor + liquid equilibria for {(1 − x) butane +x adamantane}: phase

boundaries at T and p and constant adamantane mole fraction x .

T /K p/MPa T /K p/MPa T /K p/Mpa

X = 0 1 = v 333.60 0.655 373.64 1.550 397.70 2.405

343.62 0.827 377.79 1.675 407.64 2.845

353.63 1.032 383.61 1.871 413.70 3.145

363.65 1.272 387.65 2.010 417.66 3.355

367.67 1.380 393.69 2.241

1 = v 425.03 3.785

x = 0.0495 l to (l + v) 285.10 0.169 353.13 0.978 412.96 2.857

293.25 0.217 363.06 1.196 423.12 3.320

303.17 0.289 373.03 1.450 433.13 3.813

313.24 0.380 382.98 1.740 443.15 4.294

323.44 0.499 392.95 2.070 448.16 4.468

333.33 0.632 402.95 2.442 448.27 4.472

343.25 0.791

1 = v 448.38 4.474

v to (1 + v) 448.49 4.477 449.19 4.497 453.17 4.599

448.68 4.483

x = 0.1008 1 to (1 + v) 327.51 0.525 393.42 1.954 453.54 4.481

333.51 0.605 403.43 2.295 463.14 4.874

343.47 0.756 413.45 2.674 465.15 4.942

353.44 0.933 423.46 3.089 467.13 5.003

363.38 1.138 433.51 3.538 469.12 5.059

373.53 1.380 443.52 4.009 470.14 5.087

383.45 1.649

1 = v 470.21 5.089

v to (1 + v) 470.38 5.094

x = 0.1478 1 to (1 + v) 353.28 0.894 413.07 2.515 463.22 4.668

363.19 1.088 423.11 2.897 473.23 5.096

373.11 1.310 433.27 3.318 483.46 5.443

383.26 1.568 443.25 3.756 488.37 5.570

393.15 1.850 453.23 4.211 489.72 5.602

403.14 2.167

1 = v 489.83 5.605

v to (1 + v) 489.95 5.608 490.85 5.629 493.40 5.686

x = 0.2003 1 to (1 + v) 375.67 1.288 412.79 2.342 452.73 3.905

383.09 1.466 422.75 2.693 462.72 4.343

393.00 1.730 432.71 3.073 472.72 4.784

402.92 2.022 442.72 3.479 482.71 5.208

x = 0.2504 1 to (1 + v) 392.54 1.633 422.67 2.537 452.58 3.656

402.92 1.917 432.61 2.886 462.59 4.069

412.74 2.212 442.58 3.261 472.57 4.494

x = 0.3016 1 to (1 + v) 408.51 1.923 433.58 2.701 463.38 3.799

413.51 2.067 443.58 3.053 473.46 4.198

423.63 2.376 453.59 3.423

x = 0.3503 1 to (1 + v) 419.03 2.123 448.05 3.035 478.02 4.123

428.03 2.388 458.06 3.385 488.02 4.504

438.05 2.702 468.04 3.748

x = 0.3996 1 to (1 + v) 431.20 2.288 453.27 2.959 473.18 3.632

433.34 2.346 463.22 3.286 483.10 3.982

443.30 2.643

x = 0.4518 1 to (1 + v) 441.46 2.388 450.93 2.657 470.84 3.265

444.96 2.486 460.89 2.955 480.82 3.585
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Table 1.13 (Continued)

T /K p/MPa T /K p/MPa T /K p/Mpa

x = 0.5003 1 to (1 + v) 451.36 2.444 470.97 2.988 480.91 3.281

460.94 2.704

x = 0.55203 1 to (1 + v) 461.69 2.477 470.92 2.713 480.89 2.977

465.97 2.585 475.90 2.844 485.88 3.113

x = 0.6023 1 to (1 + v) 471.25 2.432 477.03 2.568 483.00 2.712

474.05 2.497 480.03 2.640 486.02 2.786

Table 1.14 (Vapor + liquid) equilibria for {(1 − x) butane + x diamantane}: phase

boundaries at constant diamantane mole fraction x .

T /K p/MPa T /K p/MPa T /K p/MPa

X = 0.0223 1 to (l + v) 342.68 0.795 382.54 1.780 423.10 3.480

353.01 0.995 392.73 2.135 432.79 3.990

363.03 1.225 402.90 2.535 437.80 4.235

372.14 1.465 413.06 2.975

1 = v 441.27 4.375

v to (1 + v) 442.78 4.435 452.80 4.770 462.77 4.980

473.76 5.030

x = 0.0493 1 to (1 + v) 357.84 1.070 398.20 2.250 437.95 4.070

367.93 1.305 408.39 2.660 447.92 4.590

378.02 1.585 417.86 3.075 457.91 5.055

388.13 1.900 427.93 3.560

1 = v 461.24 5.195

v to (1 + v) 462.93 5.270 482.96 6.045 502.83 6.225

472.91 5.680 492.88 6.235

x = 0.1011 1 to (1 + v) 377.52 1.510 417.93 2.955 457.81 4.895

387.78 1.810 427.91 3.375 467.71 5.410

397.86 2.145 437.88 3.855 477.70 5.905

407.95 2.515 447.85 4.365 478.64 6.355

1 + v 491.41 6.515

v to (1 + v) 500.65 6.890

x = 0.1508 1 to (1 + v) 387.91 1.730 432.88 3.430 482.83 5.985

392.84 1.885 442.82 3.905 492.77 6.480

402.89 2.215 452.83 4.405 502.77 6.940

412.86 2.585 462.84 4.925

422.89 2.990 472.82 5.465

x = 0.3495 1 to (1 + v) 412.85 2.135 442.84 3.185 472.88 4.425

422.85 2.460 452.86 3.580 482.75 4.860

432.82 2.815 462.81 3.990 492.77 5.305

x = 0.5481 1 to (1 + v) 432.79 2.145 462.92 2.970 492.72 3.860

442.94 2.400 472.91 3.260 502.78 4.175

452.93 2.675 482.84 3.555

x = 0.6489 1 to (1 + v) 447.73 1.960 477.62 2.615 502.61 3.200

457.68 2.170 483.02 2.740

468.06 2.400 492.64 2.970

x = 0.7589 1 to (1 + v) 463.76 1.650 479.78 1.895 499.78 2.215

469.76 1.740 489.78 2.055 507.77 2.345

x = 0.8697 1 to (1 + v) 487.69 1.100 502.83 1.230 522.87 1.415

492.87 1.145 512.80 1.325
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Table 1.15 Vapor–liquid equilibria in the system [(1 − x) isobutane + x diamantane]:

phase boundries at constant diamantane mole fraction x .

T /K p/MPa T /K p/MPa T /K p/MPa

x = 0.000L → V 328.58 0.79 358.57 1.50 393.63 2.86

338.56 0.99 363.57 1.66 403.66 3.39

343.51 1.10 368.52 1.82 407.70 3.62

348.56 1.23 373.52 1.99 407.74 3.63

353.50 1.35 383.60 2.40

x = 0.05L → L + V 365.20 1.617 403.16 3.069 441.09 4.99

368.18 1.700 413.13 3.558 442.13 5.03

373.20 1.863 423.14 4.078 442.98 5.07

383.19 2.221 433.13 4.60

393.18 2.623 439.12 4.89

L = V 443.13 5.08

V → L + V 443.23 5.09 453.15 5.55 493.11 6.86

443.61 5.10 463.10 5.98 503.09 6.94

444.09 5.13 473.13 6.37

445.17 5.18 483.13 6.67

x = 0.198L → L + V 401.67 2.682 434.00 4.184 483.92 6.92

402.64 2.722 443.99 4.670 493.89 7.41

403.92 2.772 453.87 5.25 503.90 7.86

413.96 3.208 463.87 5.83

424.00 3.678 473.92 6.38

x = 0.400L → L + V 421.26 2.932 453.27 4.225 493.24 5.98

423.30 3.006 463.28 4.658 503.20 6.41

433.35 3.396 473.26 5.10

443.29 3.804 483.25 5.55

x = 0.600L → L + V 438.22 2.572 463.19 3.260 493.29 4.124

443.34 2.713 473.20 3.546 503.30 4.421

453.44 2.994 483.23 3.841

x = 0.840L → L + V 482.15 1.613 493.16 1.737

483.17 1.623 503.26 1.852

In addition to the above systems, Miltenburg et al. [23] determined the high-
pressure phase behavior of the binary system isobutene + diamantane according
to a synthetic method in the temperature range (320–530) K and the pressure
range (0.3–10) Mpa which are presented in Table 1.15 for their experimentally
determined LV equilibrium points.
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2
Development of Composite Materials
Based on Improved Nanodiamonds

P. Y. Detkov, V. A. Popov, V. G. Kulichikhin, and S. I. Chukhaeva

2.1. Introduction

This chapter describes the methods of improving the quality of diamond nanopow-
ders obtained by detonation synthesis, and some commercial applications of nan-
odiamonds that have been developed.

Due to its unique physicochemical characteristics, diamond is widely used in
industry. Interest in fabrication of artificial diamond crystals, specifically, those
obtained by detonation transformation of explosives, was already evinced in the
1940s. Attention was paid to the fact that thermodynamic conditions for the ex-
istence of carbon as diamond crystals are realized in the zone of the detonation
complex. Nanodiamond powder synthesis and the properties of synthesized mate-
rials were studied in numerous works performed at various research centers [1–11].
In subsequent decades, many attempts were undertaken to develop detonation di-
amond technology. One of these technologies was developed and patented by the
Russian Federal Nuclear Center–Zababakhin All-Russian Research Institute of
Technical Physics (RFNC–VNIITF).

2.2. Description of the Existing and Improved Techniques
of Diamond Nanopowder Synthesis

The theoretical bases of the mechanism of diamond crystal formation and graphi-
tization (transition of carbon of the diamond phase to other nondiamond forms)
in the expansion of the explosion products are given in the published papers [4,5],
which present the carbon phase diagrams and consider the fundamental principles
of the existence of carbon in a phase.

To date, considerable theoretical and experimental material has been accumu-
lated, which enables formulation of not only the principles of the existence of
carbon in a phase, but also of the physical characteristics of the conditions for the
formation of diamond-phase crystals and their graphitization. The major ones are
as follows.

29
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� The rate of graphite–diamond transformation goes up as pressure (P) and tem-
perature (T ) are increased.

� The characteristic time of the formation of diamond phase from graphite is
∼10−6–10−7 s (under certain conditions the diamond nucleation time can be
∼10−10 s)[6].

� Presumably, the diamond phase is formed from elemental carbon (this point of
view coincides with the opinion of other authors).

� Crystals with defects are mainly graphitized.
� The threshold temperature of graphitization is ∼2500◦C (defect-free crystalline

structure) and ∼1500◦C (crystal with defects).
� The ratio of graphitization rate and characteristic time of explosion products’

expansion determines the stability of the diamond phase.
� According to [6,7], N and O can occur in crystalline-lattice nodes by the sub-

stitution mechanism; and H and other elements, by the mechanism of diffuse
impurities, by forming defects in diamond crystals.

� The works [6,7] also maintain that the rate of incorporation of diffuse impurities
into the crystal in the shock wave is significant.

Fabrication of diamonds using explosives is a dynamic synthesis method. It
began to be used in the past 15–20 years. The sources of carbon for the diamond
phase are (i) nonexplosive carbon materials or (ii) carbon-containing explosives.

In the former case, explosives are used for dynamic compression of ampules
with carbon-containing material to yield diamonds.

In the latter case, transition of the carbon of an explosive into the diamond
phase occurs as a result of explosive transformation of the explosive, that is, in the
detonation wave. The method was called detonation synthesis. Diamonds are also
formed in the degradation of some inert (nonexplosive) organic substances in the
detonation wave, if they are used as additives to potent explosives. An attractive
feature of detonation synthesis of diamonds is that it uses charges from explosives
obtained in the disposal of weapons. Thus, the detonation synthesis of diamonds
can help utilize explosives obtained in weapons dismantlement.

The detonation method is relatively simple: an explosive charge is exploded in a
sealed armored chamber; after the explosion the condensed products of explosive
conversion, diamonds included, remain in the chamber from where they are recov-
ered and cleared of impurities. The impurities are metal particles of the armored
chamber and of construction elements required to install and explode the charge
(suspensions, wires, detonators, etc.), and also nondiamond forms of carbon. The
condensed nondiamond carbon is formed both during the detonation together with
the diamond phase and in the subsequent expansion of the detonation products,
when the diamond phase is subject to partial graphitization.

To reduce graphitization and enhance the yield of diamonds, before the explosion
the volume of the armored chamber is filled with an inert gas (nitrogen, carbon
dioxide, gaseous products of the previous explosions).

Inert gas in this case plays the role of coolant for expanding detonation products.
Liquids and solids inert with respect to the detonation products can also be used
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as coolants. The choice of coolant is determined by not only the condition of
preventing the graphitization, but also by the possibility of clearing the diamond
phase of impurities in the presence of the coolant.

The explosives most frequently used at present in the synthesis of detonation dia-
monds are mixtures of trinitrotoluene and hexogen. Trinitrotoluene is an explosive
with a high negative oxygen balance. Explosive decomposition of trinitrotoluene
releases a large amount of free carbon. Therefore, trinitrotoluene is the major
source of carbon for the diamond phase in trinitrotoluene–hexogen mixtures. Hex-
ogen (trimethylenetrinitramine) is a more potent explosive than trinitrotoluene and
is used to maintain the detonation parameters of the mixture at a required level.

Diamond particles formed in the detonation synthesis are 2–6 nm in size.
Particles of detonation diamond have a cubic lattice with lattice parameter
α = 0.3575 nm (in natural diamond, α = 0.3566 nm). Due to the small size of
particles, the detonation diamonds are called ultradisperse diamonds (UDD) or
nanodiamonds.

Besides the diamond phase, the condensed products of explosion recovered from
the armored chamber after the explosion of a charge contain the nondiamond mod-
ifications of carbon and metal impurities. Depending on the method of synthesis,
the diamond phase in the condensed carbon products of explosion is 30 to 75% of
the weight of these products. Optimization of the detonation synthesis by the ratio
of trinitrotoluene and hexogen in the mixture, by the ratio of the weight of exploded
charge and the volume of the chamber and also the use of special coolants enables
a stable 75% yield of the diamond phase in the condensed products of explosion.

Metal impurities are removed from nanodiamond powders by dissolving them
in mixtures of strong inorganic acids.

To date, four types of diamond nanopowders are produced depending on how
they are separated from the mixture: standard, ozone, pure type 1, and pure
type 2.

The essence of the purification method used in the production of diamond
nanopowders is to dissolve impurities of metals and their compounds and oxidize
nondiamond forms of carbon by chromic anhydride in the presence of sulfuric acid.
The use of such a strong oxidant in the presence of a strong acid makes it possible to
combine in one stage the purification of diamonds both from nondiamond carbon
forms and from metal impurities. The suspension of the nanodiamond-containing
mixture is filtered through a set of sieves to remove mechanical impurities, the
metal part is removed by magnetic treatment, and the solid phase is concentrated
by nutsch filters. Dissolution of impurities of metals and their compounds and
oxidation of nondiamond forms of carbon is carried out in a reactor (further on,
this operation is called “oxidation”). One run of oxidation to purify 3.3–3.7-kg
solid phase of the mixture requires 24–27-kg sulfuric acid and 6.9–7.5-kg chromic
anhydride. In the oxidation, when a solution of chromic anhydride is added, the
temperature in the reactor reaches 125–130◦C; the mixture is kept in the reac-
tor with sulfuric acid and chromic anhydride for 3–4 h. Following the oxidation,
the reaction mixture is washed with water to remove chromium and sulfuric-acid
salts. The yield is a nanodiamond suspension that contains 2.3–2.5-kg solid phase.
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The nanodiamond powder is separated from the suspension by centrifugation and
drying at 150◦C.

Nanodiamonds purified according to this method contain no less than 97% ultra-
disperse diamond in the carbon component (1.4–1.7% incombustible impurities;
density, 3.1–3.2 g/cm3).

Thus, purification of ultradisperse diamond in the production process yields
powders or suspensions of the above quality of the solid phase. They are called
type or standard powders/suspensions. Pure powders/suspensions are those with
lower impurity content.

Nanodiamonds synthesized in the standard process contain nondiamond forms
of carbon, metal, and silicon compounds as major impurities. Metal impurities
include compounds from the diamond-containing mixture that were not dissolved
during oxidation or were formed during purification (mainly chromium hydroxide
and major chromium sulfates). Production of pure powders requires additional
expenditures, and the effect of this or that impurity on particular consumer proper-
ties of ultradisperse diamond remains an open issue. Nanodiamond powders were
obtained in a more pure form with respect to:

� Incombustible impurities and nondiamond carbon
� Any one of these parameters

The purity with respect to nondiamond carbon can be improved by:

� Changing the oxidation modes in the chosen purification technique by increasing
the concentration of reagents, temperature, and time of the process

� Using another oxidant with a higher redox potential as compared with chromium
anhydride (e.g., potassium permanganate) during the purification in a liquid
medium, or a strong oxidant during the gas-phase purification (e.g., ozone)

In liquid-phase purification, the purity with respect to metal impurities initially
present in the mixture is improved simultaneously with that with respect to non-
diamond carbon. The content of impurities of chromium compounds introduced
with the purification decreases in the alkaline treatment based on a better solu-
bility of the amphoteric chromium compounds in a weak alkaline solution rather
than in an acid, and also by the treatment with ion-exchange resins (in particular,
cation-exchange resins).

A technique increasing the concentration of the reagents and, therefore, the rate
of the process, can be further purification of standard purified diamond powders
and suspensions. Usually, this is of importance for liquid-phase oxidation, in which
there are no byproducts from the reaction mixture (except the gaseous products).

Based on these considerations, pure diamond powders were produced by the
following techniques.

� From the mixture by treatment with sulfuric acid and chromium anhydride with
an increased proportion of the reagents, temperature, and time of the process

� From nanodiamonds (powders and suspensions) purified by the standard process
by retreatment with sulfuric acid and chromium anhydride at various ratios
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Table 2.1 Characteristics of nanodiamond powders obtained by various
purification techniques.

Samples of Ultradisperse Diamond Powders

Pure Pure
Quality Index Standard Ozone Type 1 Type 2

Volatile impurities 3.0 2.0 2.0 2.0
and moisture, %

Incombustible 1.4–1.7 1.0 0.2 0.45
residue, % (No more than 2.0

according to [8])
Oxidized carbon, % 2.0 0.5 0.5 2.0
Density, g/cm3 3.1–3.15 3.3–3.4 3.2–3.3 3.1

(No less than 3.0
according to [8])

pH of the 10% 5.6–6.2 1.6–2.0 3.5–4.5 5.6–6.2
nanodiamond
suspension
in distilled water

� By purification of the diamond-containing mixture with potassium permanganate
in the presence of sulfuric acid

� By ozone oxidation of nondiamond forms of carbon in the mixture purified from
metal compounds

� By alkaline treatment of nanodiamond powders and suspensions purified in the
standard process

� By cationite treatment of nanodiamond powders and suspensions purified in the
standard process

After the purification by these methods, incombustible impurities and oxidized
forms of carbon in the synthesized powders were assayed. For some samples,
the pycnometric density was determined. The efficiency of the methods used to
produce pure powders of ultradisperse diamonds was assessed based on these
solid-phase parameters (Table 2.1).

2.2.1. Properties of Nanodiamonds Demonstrating Their
Diamondlike Structure

The characteristics of nanodiamonds demonstrating their diamondlike (crystalline
and molecular) structure include:

� Crystalline diamond structure parameters: cubic syngony with a = 3.55 Å.
� Optical spectra of Raman scattering (RS) have the following values.

–Region of RS spectrum absorption, 1321–1328 cm−1 (diamond phase).
–Ratio of diamond and oxidized carbon was determined as 97–98/3–2%.
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2.2.2. Dispersity

Calculated from the shape of the lines, the distribution of ultradisperse diamond
particles by size on the X-ray patterns of UDD samples gives the values 10–
100 Å with the average size of 31 Å. Small-angle X-ray scattering determines the
fractal character of nanoparticles with the size of 18 Å.

2.2.3. Density

Determined experimentally by the pychometric method, the density of the four
types of UDD varies from 3.1 g/cm3 (type 2 pure nanodiamond) up to 3.3–3.4 g/cm3

(ozone purified).

2.2.4. Chemical Composition

The basis of the UDD samples was determined to be carbon, no less than 85 wt%.
Major impurity elements were oxygen, nitrogen, hydrogen; microimpurities—
mainly elemental metals (Ca, Cr, Cu, Zn, Ti, Fe, Na, K, Ba, Al, Mg, B, Mn, Si,
S, Cl)—were in total from 0.2% (type 2 pure UDD) up to 2% (standard UDD).
The concentration of each impurity element and especially microimpurities varied
depending on the particular features of synthesis and the purification technique.
Thus, additional purification of UDD with cation-exchange resins included the
separation of the aqueous suspension of the nanopowder into two fractions: upper,
nonprecipitating; and lower, residue. In the upper fraction the content of incom-
bustible residue was 20–50% smaller than in the lower fraction.

The nanodiamond powder has a complex multilevel structure. Primary nan-
odiamond particles (d ∼4 nm) are combined into strong cluster aggregates 40 to
400 nm in size. In turn, primary aggregates are combined into secondary aggre-
gates and agglomerates of 0.4–4 μm in size (Figure 2.1). Residual non-diamond
forms of carbon, not removed in oxidation, are distributed mainly on the surface of
crystallites inside the aggregates. The surface of the diamond particles was found
to have significant amounts of various oxygen-containing hydroxyl, carboxyl, and
so on groups, and also, to a lesser extent, methyl and nitrile groupings. On the
whole, the experimental facts taken together suggest that UDD belong to fractal
systems, and the most important stages of the UDD structure-forming mechanism
is fractal formation according to the cluster–particle and cluster–cluster type with
multilevel macrostructures formed.

A commercial technology of ultradisperse detonation diamond powder (tech-
nical specifications TU 2-037-677-94) has been developed and its production has
been organized at the Russian Federal Nuclear Center–Zababakhin All-Russian
Research Institute of Technical Physics (RFNC–VNIITF), Snezhinsk, Chelyabinsk
Region. The major physicochemical parameters of this product are given in
Table 2.2.

Besides, the RFNC–VNIITF produces 1- to 2-kg test batches of diamond pow-
ders of increased purity (incombustible residue, 0.2%).
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20 nm

Figure 2.1. Agglomerated nanodiamond particles.

2.3. Fields of Application of Nanodiamond Powders

The most developed application of UDD is their use for strengthening compos-
ite electrochemical chromium-based coatings. Ultradisperse diamond is intro-
duced into the standard chromium-plating electrolyte usually as suspension. The

Table 2.2 The major physicochemical parameters of ultradisperse detonation diamond
powder produced at the Russian Federal Nuclear Center–Zababakhin All-Russian
Research Institute of Technical Physics, Snezhinsk, Chelyabinsk Region.

S. No. Parameter Value

1 Appearance Light-gray powder
2 Mass fraction of diamond in the base substance, determined

by X-ray diffraction analysis, %, no less than
98.0–99.0

3 Mass fraction of incombustible residue, %, no less than 1.0–1.5
4 Mass fraction of moisture and volatiles, %, no less than 2.0–3.0
5 Density (pycnometric), g/cm3, no less than 3.10–3.20
6 Mass fraction of oxidized forms of carbon, % 1.0–2.0
7 Bulk density, g/cm3 0.25–0.35
8 Specific surface, m2/g 350
9 Average size of primary particles, determined by X-ray

diffraction method, nm (Å)
3(30)

10 Average size of aggregated particles, determined by traditional
dispersion analysis methods, μm

1.3

11 Heat resistance, determined by In an air atmosphere, the
derivatographic method powder is oxidized

at 450◦C
12 Heat resistance in vacuum 800◦C
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Figure 2.2. Structure of the chromium-nanodiamond coating (planar section).

concentration of UDD in the electrolyte is maintained at 15–30 g/l. Chemical pre-
activation of UDD and their UV dispersion are used to increase the sedimentation
stability of diamond particles in the electrolyte. The content of the diamond phase
in the chromium–diamond coating is 0.1–1%.

The chromium coating thus obtained was studied using a JEM 2000 EX transmis-
sion electron microscope at an accelerating voltage of 150 kV. Diamond nanopar-
ticles in this process were shown to be, first of all, a strong structure former.
The structure of the coating was more even and monocrystalline (see Figure 2.2)
and its hardness was higher. The studies of macro- and microdiffraction pat-
terns supported the fine-crystalline structure of diamond particles and chromium
in the coating. Any discontinuities, ruptures, cracks, or other defects were
absent.

Chromium–diamond coatings applied on the friction surfaces of workpieces and
mechanisms increase their wear resistance many times (Table 2.3). The greatest
effect was achieved in coatings of multiedged nonresharpened tools (screw taps,
reamers, multiflute drills, milling cutters, etc.). Plated press tools for ferrous and
nonferrous metals, powders, plastics, and also for valves of highly loaded pipelines
had a much greater wear resistance. It also appears promising to use ultradisperse
diamond in electrochemical coatings with other metal matrices (nickel, copper,
silver, cobalt, etc.).

Nanodiamond powder technology began to be rapidly developed in the mid-
1980s. UDD is close to this class of materials by its characteristics. A large body
of information on the positive effect of nanofillers on the mechanical properties
of various composite materials, polymer composites included, appeared in the
patent and technical literature. Still, in spite of UDD evidently being technically
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Table 2.3 Results of tests of chromium–diamond-coated tools.

Wear Resistance
Sample for Increase

Type of Tool Comparison Test Conditions Coefficient

Saws Series-
produced

Cutting of: Rods 2′′ × 4′′
steel 1010

Plates 1.4′′ × 4′′ stainless steel
316L

8.5

9.2

End mills d 1/4′′ 6061 and
3/4′′ steel 1018

Standard Aluminum 8–15

Facing tools Standard 5
Roughing mills 2
Finishing mills 2
Screw taps with nanodiamonds Standard Tapping nuts (steel 4140) 1.9
Screw taps Standard Tapping nuts M20–M27 (steels

10, 35, 20G2R)
1.3–2

Flat files (GOST 1465-80) Standard Workpieces from steel
12Kh18N9 and titanium
alloy VT 14

2–3

Special screw taps M1 to M6 Standard Titanium alloy VT 14 1.2
Drill bits M5 (fast-cutting

steel R6)
Moulding material AG-4 2.3

Screw taps M4 Moulding material AG-4 2.0
Screw taps M20 × 0.75

(GOST 3266-81)
Standard Steel 12Kh18N10T 1.5

Dental drills Standard Sheet glass, 3.2 mm 2.8
Aluminum friction discs Non-coated Sea water 28
Friction pairs of various

configurations
Non-coated (T up to 600◦C) 1.5–5

Sealing surfaces of saddle and
wedge of pipeline gate-valve
ZKS 160 d 150

Non-coated air 40

attractive, work on its applications as a disperse filler of polymer composites has
been sporadic.

Polymers containing a nanodiamond powder filler find wide use. Nanodiamond
powder fillers are added into polymers to enhance their strength and increase
their elasticity modulus. These effects depend on the nature of the polymer and
filler, their interaction, and on how discrete the filler particles are. The effect of
strength increase is the most pronounced at the addition of highly disperse fillers to
elastomers. In the case of amorphous plastics, the effect of the elasticity modulus
increase predominates.

Of significant interest is the use of nanodiamond powders for strengthening
polymer materials. Nanopowders of oxides obtained from clay are used for these
purposes at present. In commercial production of nanopowders by detonation
the cost of nanodiamond powders and nanooxides obtained from clay becomes
commensurate. That is, there are almost no obstacles of economic character for
broad introduction of diamond nanopowders.
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Figure 2.3. Deformation curves for styrene acrylonitrile copolymer (SAN) and its mixtures
with nanodiamonds.

This work studied the mechanical characteristics of amorphous plastic styrene
acrylonitrile copolymer (SAN). Nanodiamond powder particles (2.5, 5, and
10%) were added to copolymer granules and mixed in a microextruder-type
mixer (auger diameter, 9 mm; 2 rpm, 200◦C, mixing time 5 min). Samples of
the mixture as extrudates were tested at room temperature on an Instron testing
machine.

Figure 2.3 shows deformation curves plotted in tensile strain versus tensile
stress coordinates. The endpoints on the curves conform to the time of sample
rupture with respective stress and strain. The elasticity modulus of the samples
was calculated by the tangent of the angle of slope of the initial segments of the
deformation curves. The deformation curves of filled SAN are characteristic of
plastics with brittle failure. Nonfilled SAN exhibits considerable deformations. As
seen in Figure 2.3 and Table 2.4, addition of up to 10% diamond carbon to SAN

Table 2.4 Effect of nanodiamond powders on the mechanical
properties of polymer materials.

Elasticity Modulus Elongation
Sample Modulus, MPa of Rupture, MPa at Rupture, %

SAN 550 42 max 50 min 38 10
SAN + 5% C 800 23 max 31 min 19 5
SAN + 10% C 1100 20 max 33 min 14 3
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Figure 2.4. Thermomechanical curves of SAN composites filled with diamond nano-
particles.

leads to a significant decrease of the tensile strain from 10 to 3% and a decrease
of strength from 42 to 20 MPa. At the same time, the initial elasticity modulus (E)
of the material markedly increases proportionally to the concentration of the filler.
Herewith, modulus E increases almost proportionally to the content of the filler
from 550 MPa for pure SAN up to 1100 MPa for a composite with a 10% filler. The
increase of modulus E is due to the presence of rigid diamond-powder particles
in the composite.

The thermomechanical studies on a DTMD instrument, that is, studies of the rel-
ative deformation (δ) of the sample at the application of a small load (∼1.5 g/cm3),
showed that δ ≈ 0 in the temperature range conforming to the solid state. At the
vitrification temperature Tv ≈ 110◦C for initial SAN, the deformation increases
up to the fluidity temperature Tf ≈ 170◦C, after which the deformation decreases
due to the transition to a fluid state. Addition of up to 10% nanodiamond powder
particles to SAN decreases the deformability of the material, but has almost no
effect on its Tv and Tf (Figure 2.4).

Dynamic small-amplitude deformation tests using a torsion pendulum at a fre-
quency of 25–27 Hz within the temperature range of 25–160◦C showed that at
room temperature the dynamic modulus of elasticity (G ′) weakly rose as the con-
tent of diamond powder in the composite was increased up to 10%. However, at a
concentration of 2.5%, G ′ rapidly increased ∼1.8-fold (Figure 2.5).

The temperature-dependence of G ′ and the tangent of the angle of mechanical
losses tan δ (Figure 2.6) demonstrates a sharp decrease of G ′ and the passage
of tan δ through a maximum at the vitrification temperature studied. Herewith,
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Figure 2.5. Concentration dependence of the elasticity modulus of SAN composites with
nanodiamonds.

within the range of 140–150◦C (i.e., above the Tv of the composites), an additional
relaxation region is revealed at the introduction of a nanodiamond powder filler.

These results show that small additions of diamond nanopowders to thermo-
plastics can be useful for solving the essential problem of increasing the elasticity
modulus of polymers.

In addition, the following interesting results were obtained under laboratory
conditions.

1. Upon addition of 3% UDD to polytetrafluoroethylene its wear resistance in-
creased almost 30-fold at an insignificant increase of the friction coefficient.

2. Upon addition of UDD to hard rubbers their processibility was improved (they
were better milled) and the major physicochemical parameters were notice-
ably increased (rupture strength, tear resistance, resistance to multiple tension,
abrasion resistance).

Thus, UDD can be used in polymer composites as active filler and potent struc-
ture former increasing their strength, wear resistance, and heat resistance. This is
due to record values of specific surface and, therefore, surface energy; the pres-
ence of surface functional groups; and high heat conduction. Also, owing to the
sphericity of its particles UDD plays the role of dry lubricant decreasing the friction
coefficient.

The use of nanodiamond particles not only at the stage of fabrication of items,
but also at the stage of polymer synthesis could lead to unexpected positive effects.
Of practical importance, first of all, can be the following directions.
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Figure 2.6. Temperature-dependences of G ′ and tan δ of SAN composites with diamond
nanoparticles.

1. Development of construction polymer composites with improved tribomechan-
ical characteristics (wear, friction)

2. Modification of consumer properties of polymers (heat conduction, resistance
to aggressive media, etc.)

3. Development of technologies of applying protective polymer coatings with
embedded diamond nanoparticles
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Ultrasmall size of primary particles, specificity of structure formation processes,
extremely high dispersity and specific surface, coordination unsaturation of surface
atoms of carbon, and the presence of functional groupings on them, all these
significantly distinguish detonation diamonds from natural diamonds and static-
synthesis diamonds. As the detonation method of UDD synthesis developed, it
became clear that ultradisperse diamonds could have not only traditional but also
absolutely new applications.

Thus, for carbon diamond-containing products obtained by detonation synthesis
and purified from only metal particles, such a field was oils and technological lubri-
cants [11]. Well back in the 1980s, it was found that addition of only 0.1–0.3% of
this product to oils improved their antifriction and antiwear properties. Studies of
the properties of dispersions of ultradisperse diamond/graphite (UDDG) material
in lubricating oils, carried out at that time, made it possible to develop a technol-
ogy of UDDG concentrates in I-40A, I-50A, M-63/10g oils. These concentrates
are used as additives to industrial and motor oils to improve their tribotechnical
characteristics. Thus, for steel–iron and steel–bronze coupled pairs the friction
coefficient decreased 2–3-fold and the wear of contact surfaces was 1.5–5 times
lower. The temperature in the contact zone was found to decrease. The use of these
antifriction additives to motor oils leads to faster green run of engines, increased
service life, and fuel economy.

Many technological lubricants and solid lubricating coatings traditionally use
graphite and molybdenum disulfide as additives. Addition of small-size solid par-
ticles into lubricants improves lubricity. The size of solid particles should not
exceed 1–2 microns. UDD and diamond-containing carbon products of detonation
synthesis conform to this requirement. The efficiency of using UDDG additives in
this direction was confirmed during their introduction into process lubricants for
cold die forging and drawing of high-alloy steels and alloys. This was also con-
firmed at their introduction into process lubricants for hot pressing of aluminum
and titanium alloys in order to prevent the adhesion of deformed metal to the tool
and scoring.

The tests show that addition of UDD and UDD-based materials to oils and
lubricants is multifunctional. The major difficulty impeding the research in this
direction is due to the insufficient sedimentation stability of UDD oil suspensions.
If and when this problem is solved, a promising application of UDD suspension
is its use in motor oil as an additive to fuels for two-stroke gasoline engines. In
this case, the additives can improve the lubricating characteristics of fuel and, at
the same time, increase its calorific value. RFNC–VNIITF carries out research on
the separation of ultradisperse diamond powder into nanometer-range fractions,
capable of yielding stable suspensions in various liquids.

Ultradisperse detonation diamonds can also be considered as promising sor-
bents. Positive properties characterizing UDD in this respect are its high strength
(hardness), availability of micropores, considerably developed mesoporous and
macroporous structures, and chemical and thermal stability. These properties sug-
gest a successful use of UDD as catalyst or sorbent carrier, working under very
severe conditions (high temperatures and pressure, aggressive media, etc.). UDD
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can also be used as adsorbent for extracting precious metals—Au, Pd, Rh, Os
etc.—from industrial wastes.

2.4. Conclusion

Thus, synthetic detonation diamond is a promising material that can be used in
many fields. Of special interest are its applications in composite materials both with
metal and polymer matrix. Commercial production of UDD has been developed,
and it is synthesized on a scale sufficient for particular industries.
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3
Diamondoids as Molecular Building
Blocks for Nanotechnology

Hamid Ramezani and G. Ali Mansoori

3.1. Introduction

Two different methods are envisioned for nanotechnology to build nanostructured
systems, components, and materials: One method is named the “top-down” ap-
proach and the other method is named the “bottom-up” approach [1,2]. In the
top-down approach the idea is to miniaturize the macroscopic structures, compo-
nents, and systems towards a nanoscale of the same. In the bottom-up approach
the atoms and molecules constituting the building blocks are the starting point to
build the desired nanostructure [3].

Various illustrations are available in the literature depicting the comparison of
top-down and bottom-up approaches [2]. In the top-down method a macro-sized
material is reduced in size to reach the nanoscale dimensions. The photolithography
used in the semiconductor industry is one example of the top-down approach. In
the bottom-up strategy, we need to start with MBBs and assemble them to build a
nanostructured material.

3.2. Molecular Building Blocks (MBBs) in Nanotechnology

The most fundamentally important aspect of the bottom-up approach is that the
nanoscale building blocks, because of their sizes of a few nms, impart to the
nanostructures created from them new and possibly preferred properties and char-
acteristics heretofore unavailable in conventional materials and devices. The band
gap of nanometer-scale semiconductor structures increases as the size of the mi-
crostructure decreases, raising expectations for many possible optical and photonic
applications. Considering that nanoparticles have much higher specific surface ar-
eas, thus in their assembled forms there are large areas of interfaces. One needs
to know in detail not only the structures of these interfaces, but also their local
chemistries and the effects of segregation and interaction among molecular build-
ing blocks (MBBs) and also between MBBs and their surroundings. Knowledge
on means to control nanostructure sizes, size distributions, compositions, and as-
semblies are important aspects of nanoscience and nanotechnology.

44
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The building blocks of all materials in any phase are atoms and molecules. All
objects are comprised of atoms and molecules, and their arrangement and how
they interact with one another define the properties of an object. Nanotechnology
is the engineered manipulation of atoms and molecules in a user-defined and re-
peatable manner to build objects with certain desired properties. To achieve this
goal a number of molecules are identified as the appropriate building blocks of nan-
otechnology. These nanosize building blocks are intermediate-size systems lying
between atoms and small molecules and microscopic and macroscopic systems.
These building blocks contain a limited and countable number of atoms. They can
be synthesized and designed atom by atom. They constitute the means of our entry
into new realms of nanoscience and nanotechnology.

The controlled and directed organization of molecular building blocks and their
subsequent assembly into nanostructures is one fundamental theme of bottom-up
nanotechnology. Such an organization can be in the form of association, aggre-
gation, arrangement, or synthesis of MBBs through van der Waals forces, hy-
drogen bonding, attractive intermolecular polar interactions, electrostatic interac-
tions, hydrophobic effects, and so on. The ultimate goal of assemblies of nanoscale
molecular building blocks is to create nanostructures with improved properties and
functionality heretofore unavailable with conventional materials and devices. Fab-
rication of nanostructures demands appropriate methods and molecular building
blocks.

The applications of MBBs would enable the practitioner of nanotechnology to
design and build systems on a nanometer scale. These promising nanotechnology
concepts have far-reaching implications (from mechanical to chemical processes,
from electronic components to ultrasensitive sensors, from medical applications
to energy systems, and from pharmaceutical to agricultural and food chain) and
will have an impact on every aspect of our future.

Through the controlled and directed assembly of nanoscale molecular building
blocks one should be able to alter and engineer materials with desired properties.
For example, ceramics and metals produced through controlled consolidation of
their MBBs have been shown to possess properties substantially improved and
different from materials with coarse microstructures. Such different and improved
properties include greater hardness and higher yield strength in the case of metals
and better ductility in the case of ceramic materials [4,5].

It should be pointed out that MBBs with three linking groups, such as graphite,
could only produce planar or tubular structures. MBBs with four linking groups
can form three-dimensional diamond lattices. MBBs with five linking groups can
create three-dimensional solids and hexagonal planes. The ultimate present pos-
sibility is MBBs with six linking groups. Adamantane (see Figure 3.1) and buck-
yball (C60), are of the latter category which can construct cubic structures [5,6].
Such MBBs can have many applications in nanotechnology and they are of ma-
jor interest in designing shape-targeted nanostructures, nanodevices, molecular
machines [4–7], nanorobots, and synthesis of supramolecules with manipulated
architectures. A far-reaching example of the possibility of using diamondoids
is in the conceptual and exploratory design of an artificial red blood cell, called
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Figure 3.1. Six linking
groups of adamantane.

Respirocyte, which would have the ability to transfer respiratory gases and glucose
[8–10].

In general nanotechnology, molecular building blocks are distinguished for their
unique properties. They include, for example, graphite, fullerene molecules made
of a number of carbon atoms (C60, C70, C76, etc.), carbon nanotubes, nanowires,
nanocrystals, amino acids, and diamondoids [11]. All these molecular building
blocks are candidates for various applications in nanotechnology.

The diamondoid family of compounds is one of the best candidates for molec-
ular building blocks to construct organic nanostructures compared to other MBBs
known so far [4–7]. Diamondoids offer the possibility of producing a variety
of nanostructural shapes. They have quite high strength, toughness, and stiffness
compared to other known MBBs. These are tetrahedrally symmetric stiff hydrocar-
bons that provide an excellent building block for positional (or robotic) assembly
as well as for self-assembly. In fact, over 20,000 variants of diamondoids have been
identified and synthesized and even more are possible [4–6], providing a rich and
well-studied set of MBBs. Diamondoids have recently been named as the building
blocks for nanotechnology [12].

3.2.1. Diamondoid Molecules

Diamondoid molecules are cagelike saturated hydrocarbons. These molecules are
ringed compounds, that have a diamondlike structure consisting of a number of six-
member carbon rings fused together. They are called “diamondoid” because they
can be assumed as repeating units of the diamond. The most famous member of this
group, adamantane, is a tricyclic saturated hydrocarbon (tricyclo [3.3.1.1]decane).
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Figure 3.2. Molecular structures of adamantane, diamantane, and trimantane, the smaller
diamondoids, with chemical formulas C10H16, C14H20, and C18H24, respectively.

The simplest of these polycyclic diamondoids is adamantane, followed by its ho-
mologues diamantane, tria-, tetra-, penta- and hexamantane. In Figure 3.2, adaman-
tane (C10H16), diamantane (C14H20), and triamantane (C18H24), the smaller dia-
mondoid molecules, with the general chemical formula C4n+6H4n+12 are reported.
These are lower adamantologues, as each has only one isomer. Depending on the
spatial arrangement of the adamantane units, higher polymantanes (n ≥ 4) can have
numerous isomers and nonisomeric equivalents. There are three possible tetraman-
tanes, all of which are isomeric, respectively, iso-, anti-, and skew-tetramantane
as depicted in Figure 3.3 Anti- and skew-tetramantanes each possess two quater-
nary carbon atoms, whereas iso-tetramantane has three. There are seven possible
pentamantanes, six being isomeric (C26H32) obeying the molecular formula of
the homologous series and one nonisomeric (C25H30). For hexamantane, there are
24 possible structures: among them, 17 are regular cata-condensed isomers with
the chemical formula (C30H36), six are irregular cata-condensed isomers with the
chemical formula (C29H34), and one is peri-condensed with the chemical formula
(C26H30).

Figure 3.3. There are three possible tetramantanes all of which are isomeric, respectively,
from left to right as anti-, iso-, and skew-tetramantane. Anti- and skew-tetramantanes each
possess two quaternary carbon atoms, whereas iso-tetramantane has three quaternary carbon
atoms. The number of diamondoid isomers increases appreciably after tetramantane.
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When in solid state, diamondoids melt at much higher temperatures than other
hydrocarbon molecules with the same number of carbon atoms in their structure.
Inasmuch as they also possess low strain energy they are more stable and stiff,
and resemble diamond in a broad sense. They contain dense, three-dimensional
networks of covalent bonds, formed chiefly from first and second row atoms with
a valence of three or more. Many of the diamondoids possess structures rich in
tetrahedrally coordinated carbon. They are materials with a superior strength-to-
weight ratio, as much as 100 to 250 times as strong as titanium, but much lighter
in weight. In addition to applications in nanotechnology they are being considered
to build stronger, but lighter, rocket and other space components and a variety of
other earthbound articles for which the combination of weight and strength is a
consideration [13,14].

It has been found that adamantane crystallizes in a face-centered cubic lattice,
which is extremely unusual for an organic compound. The molecule therefore
should be completely free from both angle and torsional strain, making it an ex-
cellent candidate for various nanotechnology applications. At the beginning of
growth, crystals of adamantane show only cubic and octahedral faces. The effects
of this unusual structure upon physical properties are striking (interested read-
ers are referred to [15] for a further detailed description of thermodynamic and
crystalline properties of adamantane). Adamantane is one of the highest melting
hydrocarbons known (m.p. ∼266–268◦C), yet it sublimes easily, even at atmo-
spheric pressure and room temperature. Because of this, it can have interesting
applications in nanotechnology such as possibilities for application in molding
and cavity formation.

Diamondoids can be divided into two major clusters based upon their size: lower
diamondoids (1–2 nm in diameter) and higher diamondoids (>2 nm in diameter).

Adamantane and other light diamondoids are constituents of petroleum and
they deposit in natural gas and petroleum crude oil pipelines causing fouling
[13,16,17]. Adamantane was originally discovered and isolated from Czechoslo-
vakian petroleum in 1933. The isolated substance was named adamantane, from
the Greek for diamond. This name was chosen because it has the same structure
as the diamond lattice, highly symmetrical and strain free. Actually their carbon
atom structure can be superimposed upon a diamond lattice. It is generally ac-
companied by small amounts of alkylated adamantane: 2-methyl-; 1-ethyl-; and
probably 1-methyl-; 1,3-dimethyl; and others.

The unique structure of adamantane is reflected in its highly unusual physical and
chemical properties, which can have many applications in nanotechnology, as do
the diamond nanosized crystals, with a number of differences. The carbon skeleton
of adamantane comprises a cage structure, which may be used for encapsulation
of other compounds, such as drugs for drug delivery. Because of this, adamantane
and other diamondoids are commonly known as cage hydrocarbons. In a broader
sense they may be described as saturated, polycyclic, cagelike hydrocarbons.

Diamantane, triamantane, and their alkyl-substituted compounds, just as
adamantane, are also present in certain petroleum crude oils. Their concentrations
in crude oils are generally lower than that of adamantane and its alkyl-substituted
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compounds. In rare cases, tetra-, penta-, and hexamantanes are also found in
petroleum crude oils. Their diamondlike rigidity and strength make them ideal
for molecular building blocks. Research along this line could have a significant
impact on practical applications of diamondoids in nanotechnology. Vasquez et al.
[13,16] succeeded in identifying diamondoids in petroleum crude oils, measuring
their concentrations and separating them from petroleum. Recently, Dahl et al.
have identified higher diamondoids, from n = 4–11, and their isomers in certain
petroleum fluids [12].

Diamondoids show unique properties due to their exceptional atomic arrange-
ments. These compounds are chemically and thermally stable and strain free. These
characteristics make them have a high melting point in comparison with other hy-
drocarbons. For instance, the m.p. of adamantane is estimated to be in the range
of 266–268◦C and of diamantane in the range of 241–243◦C. Such high melt-
ing points of diamondoids have caused fouling in oil wells, transport pipelines,
and processing equipment during production, transportation, and processing of
diamondoid-containing petroleum crude oil and natural gas [13,16].

One may exploit the large differences in melting points of diamondoids and
other petroleum fractions for isolation of diamondoids from petroleum [14]. Many
of the diamondoids can be brought to macroscopic crystalline forms with some
special properties. For example, in its crystalline lattice, pyramidal [1(2,3)4]pen-
tamantane has a large void in comparison with similar crystals. Although it
has a diamondlike macroscopic structure, it possesses weak noncovalent in-
termolecular van der Waals attractive forces involved in forming a crystalline
lattice [12,18].

The crystalline structure of 1,3,5,7-tetracarboxy adamantane is formed via car-
boxyl hydrogen bonds of each molecule with four tetrahedral nearest neighbors.
The similar structure in 1,3,5,7-tetraiodoadamantane crystal would be formed by
I. . . I interactions. In 1,3,5,7-tetrahydroxyadamantane, the hydrogen bonds of hy-
droxyl groups produce a crystalline structure similar to inorganic compounds, such
as a CsCl, lattice [19] (see Figure 3.4).

Presence of chirality is another important feature in many derivatives of dia-
mondoids. Such chirality among the unsubstituted diamondoids occurs first of all
in tetramantane [12].

The vast number of structural isomers and stereoisomers is another property
of diamondoids. For instance, octamantane possesses hundreds of isomers in five
molecular weight classes. The octamantane class with formula C34H38 and molec-
ular weight 446 has 18 chiral and achiral isomeric structures. Furthermore, there is
unique and great geometric diversity with these isomers. For example, rod-shaped
diamondoids (the shortest one of which is 1.0 nm), disc-shaped diamondoids,
and screw-shaped ones (with different helical pitches and diameters) have been
recognized [12].

Diamondoids possess great capability for derivatization. This matter is of im-
portance in reaching suitable molecular geometries needed for molecular building
blocks of nanotechnology. These molecules are substantially hydrophobic and
their solubility in organic solvents is a function of that (adamantane solubility
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Figure 3.4. The quasi-cubic units
of a crystalline network for 1,3,5,7-
tetrahydroxyadamantane. Molecules
have been shown as gray spheres and
hydrogen bonds as solid linking lines
[19].

in THF is higher than in other organic solvents [20]). Using derivatization, it is
possible to alter their solubility. Functionalization by different groups can produce
appropriate reactants for desired reactions.

The strain-free structures of diamondoids give them high molecular rigidity,
which is quite important for a MBB. High density, low surface energy, and oxida-
tion stability are some other preferred diamondoid properties as MBBs.

3.2.2. Synthesis of Diamondoids

Besides the natural gas and petroleum crude oils as the natural source for diamon-
doids one may produce lower diamondoids through Lewis acid-catalyzed rear-
rangement of hydrocarbons. Producing heavy diamondoids via synthetic method
is not convenient because of their unique structural properties and especially their
thermal stability. However, outstanding successes have been achieved in synthesis
of adamantane and other lower-molecular-weight diamondoids. Adamantane was
synthesized in 1941 for the first time, although the yield was very low [21,22].
Some new methods have been developed since that time and the yield has been
increased to 60% [23]. Attempts to synthesize lower diamondoids (adamantane,
diamantane, triamantane) have been successful through Lewis acid-catalyzed rear-
rangement but it is no longer a method of choice for synthesis of higher polyman-
tanes [22]. However, synthesis of higher diamondoids is a challenging and complex
process. As evidence, after numerous efforts the anti-isomer of tetramantane was
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synthesized with only 10% yield [22]. The usage of zeolites as the catalyst in the
synthesis of adamantane has been investigated and different types of zeolites have
been tested for achieving better catalyst activity and selectivity in adamantane for-
mation reactions [21]. Recently, Shibuya et al. have represented two convenient
methods for synthesis of enantiomeric (optical antipode) adamantane derivatives
[24].

3.3. General Applications of Diamondoids

Each successively higher diamondoid family shows increasing structural complex-
ity and varieties of molecular geometries. Sui generis properties of diamondoids
have provoked an extensive range of inquiries in different fields of science and
technology. For example, they have been used as templates for crystallization of
zeolite catalysts [25], the synthesis of high-temperature polymers [26], and in
pharmacology.

In pharmacology, two adamantane derivatives, Amantadine (1-adaman-
taneamine hydrochloride) and Rimantadine (α-methyl-1-adamantane methy-
lamine hydrochloride) have been well known because of their antiviral activity
(Figure 3.5). The main indication of these drugs is prophylaxis and treatment of
influenza A viral infections. They are also used in the treatment of Parkinson-
ism and inhibition of hepatitis C virus (HCV) [27]. Memantine (1-amino-3,5-
dimethyladamantane) has been reported effective in slowing the progression of
Alzheimer’s disease [27].

Extensive investigations have been performed related to synthesis of new
adamantane derivatives with better therapeutic actions and less adverse effects.
For example, it has been proved that adamantylaminopyrimidines and -pyridines
are strong stimulants of tumor necrosis factor-α (TNF-α) [28], and 1,6-
diaminodiamantane possesses an antitumor and antibacterial activity [29]. Many
derivatives of aminoadamantanes have antiviral activity and 3-(2-adamantyl) py-
rolidines with two pharmacophoric amine groups have antiviral activity against
influenza A virus [30].

Figure 3.5. (a) Amantadine. (b) Rimantadine. (c) Memantine.
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Some derivatives of adamantane with antagonist or agonist effects have also been
synthesized. For instance, monocationic and dicationic adamantane derivatives
block the α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid (AMPA) and
N -methyl-D-aspartate (NMDA) receptors [31–33] and also 5-hydroxytryptamine
(5-HT3) receptors [34]. The monocationic and dicationic adamantane deriva-
tives have been employed to investigate the topography of the channel bind-
ing sites of AMPA and NMDA receptors [32]. A dicationic adamantane deriva-
tive has been exploited as a selective and specific marker of the native AMPA
receptor assembly to determine the distribution of AMPA receptors subtypes
among populations of rat brain cells [31,33]. Other instances include antag-
onism of 5-HT3 and agonism of 5-HT4 receptors by aza(nor)adamantanes
[35], P2X7 receptor antagonism by adamantane amides [36], antagonism of
voltage-gated calcium channels and probably activation of γ -aminobutyric acid
(GABA) receptors by an adamantane amine derivative that results in its anti-
convulsive and antinociceptive actions [37], and inhibition of glucosylcerami-
dase enzyme and glycolipid biosynthesis by a deoxynojirimycin-bearing adaman-
tane derivative leading to strong anti-inflammatory and immunosuppressive
activities [38].

Attaching some short peptidic sequences to adamantane makes it possible to
design novel antagonists. The bradykinin antagonist is an example [39]. The
adamantane-based peptidic bradykinin analogue was utilized in the structure–
activity relationship (SAR) studies on the bradykinin receptors and showed a potent
activity in inhibition of bradykinin-induced cytokine release and stimulation of his-
tamine release [39]. In an attempt to design the β-turn peptide mimics, the aspartic
acid and lysine were attached to each amine group of 1,3-diaminoadamantane in
the form of an amide bond [40]. The said compound displayed some degrees of
fibrinogen-GPIIB/IIIA antagonism [40].

3.3.1. Application of Diamondoids as MBBs

The importance of applications of diamondoids in nanotechnology is their potential
role as MBBs. Diamondoids have noticeable electronic properties. In fact, they are
H -terminated diamond and the only semiconductors that show a negative electron
affinity [12].

Diamondoids may be used in self-assembly, positional assembly, nanofabrica-
tion, and many other important methods in nanotechnology. Although adamantane
has been the subject of many research projects in the field of pharmacophore-based
drug design, its application to nanoscale drug delivery and targeting systems is a
matter of considerable importance. Furthermore, polymantanes have the potential
to be utilized in the rational design of multifunctional drug systems and drug carri-
ers. In host–guest chemistry there is plenty of room for working with diamondoids.
The other potential application of diamondoids is in designing molecular capsules
and nanocages for drug delivery.

Diamondoids, especially adamantane, its derivatives, and diamantane, can be
used for improvement of thermal stability and other physicochemical properties of
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Figure 3.6. (Left) 1,3-dichloro-
5-(1-admantyl) benzene monomer
and (Right) adamantyl-substituted
poly(m-phenylene) which is shown
to have a high degree of polymer-
ization and stability decomposing at
high temperatures of around 350◦C
[41].

polymers and preparation of thermosetting resins that are stable at high tempera-
tures. For example, diethynyl diamantane has been utilized for such an application
[29]. As another example, adamantyl-substituted poly(m-phenylene) is synthe-
sized starting with 1,3-dichloro-5- (1- adamantyl) benzene monomers (Figure 3.6)
and it is shown to have a high degree of polymerization and stability, decomposing
at a high temperature of around 350◦C [41].

Diamantane-based polymers are synthesized because of their stiffness, chemi-
cal and thermal stability, high glass transition temperature, improved solubility in
organic solvents, and retention of physical properties at high temperatures. Such
improved properties result from the introduction of diamantane derivatives to their
structures [42]. Polyamides are high-temperature polymers with a broad range of
applications in different scientific and industrial fields. However, there are some
problems with their processing because of poor solubility and lack of enough
thermal stability retention [43]. Incorporation of 1,6- or 4,9-diamantylene groups
into the polyamides would result in improved thermal stability and satisfactory
retention of the storage modulus at temperatures above 350◦C [42]. These char-
acteristics, as well as improved viscosity and solubility in organic solvents, are
specific to polyamides derived from 4,9-bis(4-aminophenyl)diamantane and also
4,9-bis[4-(4-aminophenoxy)phenyl]diamantane (Figure 3.7) [42,43].

Star polymers are another class of polymers based on diamondoids with interest-
ing rheological and physical properties [44]. For example, the tetra-functionalized
adamantane cores have been employed as initiators in the atom transfer radical
polymerization (ATRP) method applied to styrene. Various acrylate monomers
and starlike polymers have been prepared from rigid and stable adamantane cores
with a wide range of molecular weights [44].

In another study, introducing adamantyl group to the poly (etherimide) structure
caused polymer glass transition temperature, Tg, and solubility enhancement in
some solvents such as chloroform and other aprotic solvents [45].

Introducing bulky side chains that contain adamantyl group to the poly(p-
phenylenevinylene; PPV), a semiconducting conjugated polymer, elicits diminu-
tion of interchain interactions and thus, aggregation quenching would be reduced
and polymer photoluminescence properties would be improved [46,47].

Substitution of the bulky adamantyl group on the C(10) position of the biliverdin
pigment structure, would lead to the distortion of helical conformation and hence,
the pigment color would shift from blue to red [48].
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Figure 3.7. Diamantane-based polyamides; (a) derived from 4,9-bis[4-(4-aminophenoxy)
phenyl]diamantane and (b) derived from 4,9-bis(4-aminophenyl)diamantane [42,43].

Adamantane can be used in molecular studies and preparation of fluorescent
molecular probes [49]. Because of its incomparable geometric structure, the
adamantane core can impede interactions of fluorophore groups and self-quenching
would diminish due to steric hindrance. Hence, mutual quenching would be di-
minished and it becomes possible to introduce several fluorescent groups to the
same molecular probe in order to amplify the signals. Figure 3.8 shows the general
scheme of an adamantane molecule with three fluorophore groups (F) and a tar-
geting group for attachment of biomolecules. Such a molecular probe can be very
useful in DNA probing and especially in fluorescent in situ hybridization (FISH)
diagnostics [50].

Figure 3.8. Schematic drawing showing adamantane as a
molecular probe with three fluorophore groups (F) and a tar-
geting part (TG) for specific molecular recognition [50].
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Due to their demanding synthesis, diamondoids are helpful models to study
structure–activity relationships in carbocations and radicals, to develop empirical
computational methods for hydrocarbons, and to investigate orientational disorders
in molecular crystals as well [15,22].

3.3.2. Diamondoids for Drug Delivery and Drug Targeting

Adamantane derivatives can be employed as carriers for drug delivery and targeting
systems. Due to their high lipophilicity, attachment of such groups to drugs with low
hydrophobicity would lead to an increment of drug solubility in lipidic membranes
and thus their uptake will increase. Furthermore, favorable geometric properties of
adamantane and other diamondoids make it possible to introduce to them several
functional groups, consisting of drug, targeting part, linker, and the like, without
undesirable interactions between such groups. In fact, adamantane derivatives can
act as a central core for such drug systems. Short peptidic sequences bound to
adamantane will provide binding sites for connection of macromolecular drugs
(such as proteins, nucleic acids, lipids, polysaccharides, etc.) as well as small
molecules. Hence, short amino acid sequences can have linker roles, which are
capable of drug release in the target site.

There are some successful instances of adamantyl moiety application for brain
delivery of drugs [51]. For this purpose, 1-adamantyl moiety was attached to sev-
eral AZT (Azidothymidine) drugs via an ester spacer and these prodrugs could pass
the blood–brain barrier (BBB) easily. The drug concentration after using such a
lipophilized prodrug was measured in the brain tissue and showed an increase
of 7–18 folds in comparison with the same AZT drug without the adamantane
vector. The ester bond would be cleaved after passing BBB by brain tissue es-
terases. However, the ester link should be resistant to the plasma esterases. Inas-
much as the site of action for Memantine is the central nervous system (CNS)
and it has CNS affinity and further, Amantadine and Rimantadine can penetrate
to the CNS and cause some adverse effects, it has been proposed that adaman-
tane might have an intimate CNS tropism [51]. Furthermore, because half-life
of the two latter drugs in the bloodstream is long (12–18 hours for Amantadine
and 24–36 hours for Rimantadine in young adults), utilization of adamantane
derivative carriers can probably prolong drug presence time in blood circulation.
However, related data for each system should be obtained. Ultimately, it is of im-
portance to note that adamantane has appeared as a successful brain-directing drug
carrier.

Another example of adamantane utilization for brain delivery of poorly absorbed
drugs is the conjugation of a Leu-enkephalin analogue, [D-Ala2] Leu-enkephalin,
with a 1-adamantane moiety [52]. The antinociceptive effect of Leu-enkephalin
disappears when it is administered peripherally because it would be decomposed by
proteolytic enzymes and cannot penetrate into the CNS. It is feasible to conjugate
the [D-Ala2] Leu-enkephalin with a 1-adamantane vector via an ester, amide, or a
carbamate linkage in order to enhance the drug lipophilicity and thus facilitate its
delivery across the blood–brain barrier [52]. The adamantane-conjugated [D-Ala2]
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Figure 3.9. The adamantane-conjugated
[D-Ala2] Leu-enkephalin prodrugs [52].

Leu-enkephalin prodrugs (Figure 3.9) are highly lipophilic and show a significant
antinociceptive effect because of their ability to cross the BBB [52]. These results
suggest that the adamantane moiety is a promising brain-directing drug vector
providing a high lipophilicity, low toxicity, and high BBB permeability for sensitive
and poorly absorbed drugs [52,53].

Adamantane has been also used for lipidic nucleic acid synthesis as a hydropho-
bic group [54]. Two major problems in gene delivery are nucleic acids low uptake
by cells and instability in the blood medium. Probably, an increase in lipophilicity
using hydrophobic groups would lead to improvement of uptake and an increase
in intracellular concentration of nucleic acids [54]. In this case, an amide linker is
used to attach the adamantane derivatives to a nucleic acid sequence [54]. Such a
nucleic acid derivatization has no significant effect on hybridization with RNA as
the target. Lipidic nucleic acids possessing adamantane derivative groups may be
also exploited for gene delivery.

Recently, synthesis of a polyamine adamantane derivative has been reported
which has a special affinity for binding to DNA major grooves [55]. Such DNA
selectivity of this ligand is one of its outstanding features. It should be pointed out
that most of the polyamines have an affinity for binding to RNA and thus making
RNA stabilized. This positive-nitrogen-bearing ligand has more of a tendency to
establish hydrophobic interaction with deeper DNA grooves due to its size and
steric properties. Such an exclusive behavior occurs because this ligand fits better
into the DNA major grooves. This bulky ligand size works the same as the zinc-
finger protein, which also binds to DNA major grooves.

Higher affinity of adamantane-bearing ligands to DNA, instead of RNA, prob-
ably arises from the presence of adamantane and leads to DNA stabilization.
Adamantane is actually the reason for lipophilicity increase as well as DNA sta-
bilization of such ligands. This property may be exploited for using such ligands
as stabilizing carriers in gene delivery. Furthermore, the ligand/groove size-based
targeting may also be possible with less specificity by changing the bulk and
conformation of the ligand.

Polymers conjugated with 1-adamantyl moieties as lipophilic pendent groups
can be utilized to design nanoparticulate drug delivery systems. Polymer #1
(Figure 3.10), which is synthesized by homopolymerization of ethyladamantyl
malolactonate, can be employed as a highly hydrophobic block to construct



P1: GFZ
SVNY320-Mansoori December 29, 2006 14:50

3. Diamondoids as Molecular Building Blocks for Nanotechnology 57

Figure 3.10. Polymer (1): poly (ethyladamantyl β-malate) and polymer (2): poly(β-malic
acid-co-ethyladamantyl β-malate) [56].

polymeric drug carriers [56]. In contrast, polymer #2 (Figure 3.10), which is syn-
thesized by copolymerization of polymer #1 with benzyl malolactonate, is water
soluble. Its lateral carboxylic acid functions can be used to bind biologically active
molecules in order to achieve targeting as well. These polymers may be also used
to produce pH-dependant hydrogels and intelligent polymeric systems [56].

3.4. DNA-Directed Assembly and
DNA–Adamantane–Amino acid Nanostructures

Due to the ability of adamantane for attachment to DNA, construction of well-
defined constitutions consisting of DNA fragments as linkers between adamantane
(and its derivatives) cores is possible. This kind of attachment can be a powerful
tool to design nanostructured self-assemblies. The unique feature of DNA-directed
assembly, namely site-selective immobilization, makes it possible to arrange com-
pletely defined structures. On the other hand, due to the possibility of introduction
of a vast number of attachments (such as peptidic sequences, nucleoproteins, and
hydrophobic hydrocarbon chains) to the adamantane core makes such a process
capable of designing steric conformation via setting hydrophobic/hydrophilic (and
other) interactions. In addition, due to the rigidity of diamondoid structure, strength
and stiffness can be provided to the resulting structures.

Bifunctional adamantyl, as a hydrophobic central core, can be used to construct
peptidic scaffolding [57] as shown in Figure 3.11. This indicates why adamantane
is taken into account as one of the best MBBs. This may be considered an effective
and practical strategy to substitute different amino acids or DNA segments on the
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Figure 3.11. Adamantane nucleus with amino acid substituents creates a peptidic matrix.
The reported structure in this figure is Glu4-Glu2-Glu-[ADM]-Glu-Glu2-Glu4 [57].

adamantane core (Figure 3.12). In other words, one may exploit nucleic acid
(DNA) sequences as linkers and DNA hybridization as a tool to attach these
modules (or adamantane cores) together. Thus, the DNA-adamantane-amino acid
nanostructure may be produced.

The knowledge about protein folding and conformation in biological systems
can be used to mimic the design of a desired nanostructure conformation from
a particular MBB and to predict the ultimate conformation of the nanostructure.
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Such biomimetic nanoassembly is generally performed step by step. This will al-
low observation of the effect of each new MBB on the nanostructure. As a result, it
is possible to control accurate formation of the desired nanostructure. Biomimetic-
controlled and directed assembly can be utilized to investigate molecular interac-
tions, molecular modeling, and the study of relationships between the composi-
tion of MBBs and the final conformation of the nanostructures. Immobilization of
molecules on a surface could facilitate such studies [58].

Nucleic acid attachments to an adamantane core (adamantyl) can be achieved in
several ways. At least two nucleic acid sequences, as linkage groups, are necessary
for each adamantyl to form a nanostructured self-assembly. Various geometrical
structures may be formed by changing the position of the two nucleic acid se-
quences with respect to each other on two of the six linking positions available on
an adamantane core or addition of more nucleic acid sequences (linkers) to the core
on the other possible linkage positions. A number of alterations can be exerted on
the nucleic acid sequences utilizing the new techniques developed in solid-phase
genetic engineering for immobilized DNA alteration [59]. For instance, ligated
DNA (two enzymatically joined linear DNA fragments through covalent bonds)
may be employed to join the adamantyl nanomodules similar to what has been
done on immobilized DNA in the case of gene assembly [59] provided some es-
sential requirements could be met for the retention of enzyme activities. It may be
possible to modify the amino acid parts, adamantane cores, and DNA sequences of
the resulting nanostructure. For example, using some unnatural (synthetic) amino
acids [60] with appropriate folding characteristics, the ability of conformation
fine-tuning could be improved. Hence, assembling and composing adamantyls
as central cores, DNA sequences as linkers, and amino acid substituents (on the
adamantane) as conformation controllers may lead to design of DNA–adamantane–
amino acid nanostructures with desired and predictable properties.

On the whole, the hypothesis of formation of DNA + adamantane + amino
acid nanoarchitectures is currently immature and amenable to many technical
modifications. Advancement in this subject requires a challenging combination
of state-of-the-art approaches of organic chemistry, biochemistry, proteomics, and
surface science.

A dendrimer-based approach for the design of globular protein mimics using
glutamic (Glu) and aspartic (Asp) acids as building blocks has been developed
[57]. The preassembled Glu/Asp dendrones were attached to a 1,3-bifunctional
adamantyl based upon a convergent dendrimer synthesis strategy (Figure 3.12).
Three successive generations of dendrimers composed of an adamantane central
core and two, six, and fourteen chiral centers (all L-type amino acids) and thus four,
eight, and sixteen peripheral carbomethoxy groups, respectively, were synthesized.
The adamantane core was selected to render the dendrimer structures spherical
with the capability of different ligand incorporation to their peripheral reactive
arms. The Glu dendritic scaffoldings 2b and 3b (Figure 3.12) showed a noticeable
feature from the solubility standpoint. The resulting dendrimers dissolved slowly
in warm water to form a clear solution in spite of the fact that Glu dendrones,
on their own, are quite insoluble in water. This solubility enhancement probably
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results from the double-layer structures of dendritic scaffoldings 2b and 3b in
which a hydrophilic outer shell encircles the hydrophobic adamantane core. In
other words, this property can be attributed to the role of the adamantane core due
to its ability to bring about a wide range of changes in physicochemical properties
from a completely hydrophobic molecule to a hydrophilic one.

3.5. Diamondoids for Host–Guest Chemistry

The main aim in host–guest chemistry is to construct molecular receptors by a
self-assembly process so that such receptors could, to some extent, gain molecular
recognition capability. Such molecular recognition capability is for the goal of
either mimicking or blocking a biological effect caused by molecular interactions
[61].

Calixarenes, which are macrocyclic compounds, are one of the best building
blocks to design molecular hosts in supramolecular chemistry [146]. Synthesis
of Calix[4]arenes that had been adamantylated has been reported [61]. In these
calix[4]arenes, adamantane or its ester/carboxylic acid derivatives were introduced
as substituents (Figure 3.13). The purpose of this synthesis was to learn how to
employ the flexible chemistry of adamantane in order to construct different kinds of
molecular hosts. The X-ray structure analysis of p-(1-adamantyl) thiacalix[4]arene
demonstrated that it contained four CHCl3 molecules, one of them was located
inside the host molecule cavity, as shown in Figure 3.14, and the host molecule
assumed the conelike conformational shape (Figure 3.14).

Some other types of macrocycle compounds have been synthesized using
adamantane and its derivatives. Recently, a new class of cyclobisamides has
been synthesized using adamantane derivatives that shows the general profiles
of amino acid (serine or cystine)-ether composites. They were shown to be ef-
ficient ion transporters (especially for Na+ ions) in the model membranes [62].
Another interesting family of compounds to which adamantane derivatives have
been introduced in order to obtain cyclic frameworks are “crown ethers” [63].
The outstanding feature of these adamantane-bearing crown ethers (which are
also called “Diamond Crowns”) is that α-amino acids can be incorporated to
the adamantano-crown backbone [63]. This family of compounds provides valu-
able models for studying selective host–guest chemistry, ion transportations, and
ion-complexation [63].

Adamantane has been also used as a cagelike alicyclic (both aliphatic and cyclic)
bridge to construct a new class of tyrosine-based cyclodepsipeptides (tyrosino-
phanes) [64]. Macrocyclic peptides composed of an even number of D and L
amino acids can self-assemble to form a tube through which ions and molecules
can be transported across the lipid bilayers. Although they rarely exist in nature,
they are synthesized to be employed in the host–guest studies (Figure 3.13a) and
to act as ion transporters in the model membranes (Figure 3.15b,c) [64]. The
adamantane-bridged, leucine-containing macrocycle 3.15-b shows a modest abil-
ity to transport Na+/K+ ions across the model membranes [64]. The adamantane-
constrained macrocycle 3.15-c is also suitable for attachment of different functional
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Figure 3.13. (a) Synthesis route of the molecule (b): (i) S8, NaOH, tetraethylenegly-
col dimethyl ether, heat, (28%). (b) Adamantane Upper rim derivative based on the thia-
calix[4]arene platform. (c),(d) The carboxylic acid and ester derivative of adamantane can
be also used as substituents [61].
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Figure 3.14. Lateral stereo views of adamantane-derivative thiacalix[4]arene (top) pre-
sented in Figure 3.13. A CHCl3 molecule has been entrapped inside the inclusion com-
pound. The bottom view (left bottom) and top view (right bottom) are also shown. H atoms
have been removed from the inclusion compound for more clarity.

groups to design artificial proteins [64]. The adamantane-containing cyclic pep-
tides are efficient metal ion transporters and utilization of adamantane in such
compounds improves their lipophilicity and thus membrane permeability [65]. A
new class of norbornene-constrained cyclic peptides has been synthesized using
adamantane as a second bridging ligand (Figure 3.16). The macrocycle 16-a is a
specific ion transporter for monovalent cations and the cyclic peptide 16-b is able
to transport both mono- and divalent cations across the model membranes [65].

Peptidic macrocycles are especially useful models to discover the protein folding
mechanisms and design novel peptide-made nanotubes as well as other biologically
important molecules. These large cyclic peptides tend to fold in such a way that
they can adopt a secondary structure such as β-turns, β-sheets, and helical motifs.
A new series of double-helical cyclic peptides have been synthesized; among
them are the adamantane-constrained cystine-based cyclic trimers {cyclo (Adm-
Cyst)3}. They have attracted a great deal of attention due to their figure-eightlike
helical topologies and special way of hydrogen binding and symmetries [66,67]
(Figure 3.17). The cyclo (Adm-Cyst)3 molecule was able to transport K+ ions
through the model membranes and it was a valuable model to study the mechanism
of secondary structure formation in proteins [68].
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Figure 3.15. Adamantane-bridged tyrosine-based cyclodepsipeptides are suitable models
for host–guest studies and they are also able to act as ion transporters [64].

Cyclodextrins (CDs) are inclusion compounds formed by enzymatic decompo-
sition of starch to the cyclic oligosaccharides containing six to eight glucose units.
Depending on the number of glucose units, there are three types of natural CDs,
namely, α, β, and γ consisting of six, seven, and eight glucoses, respectively. The
interior lining of the parent CD cavities is somehow hydrophobic. Adamantane
is one of the best guests entrapped within the CDs’ cavities [69]. Its noticeable
association constant with CDs (∼104 to 105 M−1) denotes a high affinity to interact
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Figure 3.16. Adamantane-containing norbornene-constrained cyclic peptides possess the
ability to transport ions across the model membranes in both specific and nonspecific ways
[65].

with the hydrophobic pocket of CDs which is a valuable linking system to join dif-
ferent molecules together. Interestingly, this system is noteworthy to adsorb and
immobilize molecules on a solid support and has been exploited to immobilize
an adamantane-bearing polymer onto the surface of a β-CD-incorporated silica

Figure 3.17. The cyclo (Adm-Cyst)3 adopts a figure-eightlike helical structure. The chiral
amino acid, cystine, configuration determines the helix disposition (right-handed or left-
handed helix). Adamantane plays an important role as a ring size-controlling agent [66].
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Figure 3.18. Poly-adamantane molec-
ular rods [71].

support [70]. In this case adamantane acts as a linker to attach a dextran-
adamantane-COOH polymer to a solid support through a physical entrapment
mechanism and thus contributes to the formation of a stationary phase for chro-
matographic purposes [70]. The aforementioned stationary phase could be readily
prepared under mild conditions and is stable in aqueous media. It revealed some
cation-exchange properties suggesting its application to the chromatography of
proteins [70].

Covalent attachment of adamantane molecules is a key strategy to string them
together and construct molecular rods. The McMurry coupling reaction was em-
ployed to obtain poly-adamantane molecular rods (Figure 3.18) [71]. As another
example, synthesis of tetrameric 1,3-adamantane and its butyl derivative has been
reported [72] (see Figure 3.19).

3.6. Discussion and Conclusions

Diamondoids are organic compounds with unique structures and properties. This
family of compounds with over 20,000 variants is one of the best candidates for
molecular building blocks (MBBs) to construct nanostructures compared to other
MBBs known so far.

Figure 3.19. The tetrameric 1,3-adamantane [72].
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Some of their derivatives have been used as antiviral drugs for many years. Due
to their flexible chemistry, they can be exploited to design drug delivery systems
and also in molecular nanotechnology. In such systems, they can act as a central
lipophilic core and different parts such as targeting segments, linkers, spacers, or
therapeutic agents can be attached to their central core. Their central core can be
functionalized by peptidic sequences, nucleic acid sequences, and various other
biomolecules.

Some adamantane derivatives possess a special affinity to bind to DNA, making
it stabilized. This is an essential feature for a gene vector. Some polymers have
been synthesized using adamantane derivatives, application of which is under
investigation for drug delivery.

Adamantane can be used to construct peptidic scaffolding and in synthesis
of artificial proteins. Adamantane has also been introduced into different types
of synthetic peptidic macrocycles, which are useful nanotools for many appli-
cations including in peptide- and stereochemistry. Introduction of amino-acid-
functionalized adamantane to the DNA nanostructures may lead to construction
of DNA–adamantane–amino acid nanostructures with desirable stiffness and in-
tegrity. Diamondoids can be employed to construct molecular rods, nanocages,
nanocapsules, and also for utilization in different methods of self-assembly. In
fact, by development of self-assembly approaches and utilization of diamondoids
in these processes, it should be possible to construct novel nanostructures espe-
cially to design effective and specific in vivo carriers for drugs.

The phase transition boundaries (phase envelope) of adamantane need to be
investigated and constructed. Predictable and diverse geometries are important
features for molecular self-assembly and pharmacophore-based drug design. In-
corporation of higher diamondoids into solid-state systems and polymers will pro-
vide high-temperature stability, a property already found for polymers synthesized
from lower diamondoids.

A concept named “molecular manufacturing” which was originally proposed by
Drexler [7] has attracted the attention of a group of investigators [9,10]. Molecular
manufacturing is defined as “the production of complex structures via nonbio-
logical mechanosynthesis (and subsequent assembly operations)” [7]. Chemical
synthesis as controlled by mechanical systems operating on atomic scale and per-
forming direct positional selection of reaction sites by atomic-precision manipu-
lation systems is known as mechanosynthesis.

Diamondoids, due to their strong and stiff structures containing dense, three-
dimensional networks of covalent bonds, are one of the favorite sets of molecules
considered for molecular manufacturing. Diamondoid materials, if they could be
synthesized as proposed, will be quite strong but light. For example, diamondoids
are considered to build stronger, but lighter, rocket and other space components
and a variety of other earthbound articles for which the combination of weight and
strength is a consideration [8–10].

Molecular manufacturing based on diamondoids is proposed to design an artifi-
cial red blood cell called Respirocyte, nanomotors, nanogears, molecular machines,
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and nanorobots, just to name a few [4,8–10]. The other potential application of
molecular manufacturing of diamondoids could be in designing molecular capsules
and cages for various applications including drug delivery.

For the concept of molecular manufacturing to become successful a systematic
study of the fundamental theory of molecular processes involved and possible
technological and product capabilities is needed.

Finally here is a partial list of known applications of diamondoids in nanotech-
nology and the related fields:

� Antiviral drug
� Cages for drug delivery
� Designing molecular capsules
� Drug targeting
� Gene delivery
� Designing artificial red blood cells
� Host–guest chemistry
� Nanorobots
� Molecular machines
� Molecular probe
� Nanodevices
� Nanofabrication
� Nanomodule
� Organic molecular building blocks in formation of nanostructures
� Peptide chemistry
� Pharmacophore-based drug design
� Positional assembly
� Preparation of fluorescent molecular probes
� Rational design of multifunctional drug systems and drug carriers
� Self-assembly: DNA directed self-assembly
� Shape-targeted nanostructures
� Synthesis of supramolecules with manipulated architecture
� Semiconductors that show a negative electron affinity.
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N-methyl-d-aspartate receptor channel blockers memantine, MRZ 2/579 and other
amino-alkyl-cyclohexanes antagonise 5-HT3 receptor currents in cultured HEK-293
and N1E-115 cell systems in a non-competitive manner. Neuroscience Lett 2001,
306:81–84.

[35] Flynn, D.L., Becker, D.P., Spangler, D.P., Nosal, R., Gullikson, G.W., Moummi,
C., and Yang, D.-C.: New aza(nor)adamantanes are agonists at the newly identified
serotonin 5-HT4 receptor and antagonists at the 5-HT3 receptor. Bioorganic
Medicinal Chem Lett 1992, 2:1613–1618.

[36] Baxter, A., Bent, J., Bowers, K., Braddock, M., Brough, S., Fagura, M., Lawson,
M., McInally, T., Mortimore, M., and Robertson, M.: Hit-to-Lead studies: The
discovery of potent adamantane amide P2X7 receptor antagonists. Bioorganic
Medicinal Chem Lett 2003, 13:4047–4050.

[37] Zoidis, G., Papanastasiou, I., Dotsikas, I., Sandoval, A., Dos Santos, R.G.,
Papadopoulou-Daifoti, Z., Vamvakides, A., Kolocouris, N., and Felix, R.: The
novel GABA adamantane derivative (AdGABA): design, synthesis, and activity
relationship with gabapentin. Bioorganic Medicinal Chem 2005, 13:2791–2798.

[38] Shen, C., Bullens, D., Kasran, A., Maerten, P., Boon, L., Aerts, J.M.F.G., van
Assche, G., Geboes, K., Rutgeerts, P., and Ceuppens, J.L.: Inhibition of glycolipid
biosynthesis by N-(5-adamantane-1-yl-methoxy-pentyl)-deoxynojirimycin protects
against the inflammatory response in hapten-induced colitis. Int Immunopharmacol
2004, 4:939–951.

[39] Reissmann, S., Pineda, F., Vietinghoff, G., Werner, H., Gera, L., Stewart, J.M.,
and Paegelow, I.: Structure activity relationships for bradykinin antagonists on the
inhibition of cytokine release and the release of histamine. Peptides 2000, 21:527–
533.



P1: GFZ
SVNY320-Mansoori December 29, 2006 14:50

70 Hamid Ramezani and G. Ali Mansoori

[40] Hoekstra, W.J., Press, J.B., Bonner, M.P., Andrade-Gordon, P., Keane, P.M., Durkin,
K.A., Liotta, D.C., and Mayo, K.H.: Adamantane and Nipecotic Acid Derivatives as
Novel [beta]-Turn Mimics. Bioorganic Medicinal Chem Lett 1994, 4:1361–1364.

[41] Mathias, L.J. and Tullos, G.L.: Synthesis of adamantyl and benzoxazole substituted
poly(m-phenylene)s via the nickel catalysed coupling of aryl chlorides. Polymer
1996, 37:3771–3774.

[42] Chern, Y.-T. and Wang, W.-L.: Synthesis and characterization of tough polyamides
derived from 4,9-bis[4-(4-aminophenoxy)phenyl]diamantane. Polymer 1998, 39:
5501–5506.

[43] Chern, Y.-T.: Synthesis of polyamides derived from 4,9-bis(4-aminophenyl)
diamantane. Polymer 1998, 39:4123–4127.

[44] Huang, C.-F., Lee, H.-F., Kuo, S.-W., Xu, H., and Chang, F.-C.: Star polymers via
atom transfer radical polymerization from adamantane-based cores. Polymer 2004,
45:2261–2269.

[45] Eastmond, G.C., Gibas, M., and Paprotny, J.: Pendant adamantyl poly(ether imide)s:
synthesis and a preliminary study of properties. Euro Polym J 1999, 35:2097–2106.

[46] Lee, Y.K., Jeong, H.Y., Kim, K.M., Kim, J.C., Choi, H.Y., Kwon, Y.D., Choo, D.J.,
Jang, Y.R., Yoo, K.H., Jang, J., and Talaie, A.: Synthesis of new PPV based polymer
and its application to display. Curr Appl Phys 2002, 2:241–244.

[47] Jeong, H.Y., Lee, Y.K., Talaie, A., Kim, K.M., Kwon, Y.D., Jang, Y.R., Yoo, K.H.,
Choo, D.J., and Jang, J.: Synthesis and characterization of the first adamantane-based
poly(p-phenylenevinylene) derivative: an intelligent plastic for smart electronic
displays. Thin Solid Films 2002, 417:171–174.

[48] Kar, A.K. and Lightner, D,A,: Circular dichroism of distorted helices. C(10)-
Adamantyl and C(10)-tert-butyl biliverdins. Tetrahedron: Asymmetry 1998,
9:3863–3880.

[49] Seidl, P.R. and Leal, K.Z.: Steric contributions to carbon-13 chemical shifts of 1-
and 2-methyl adamantanes by DFT/GIAO. J Mol Structure: THEOCHEM 2001,
539:159–162.

[50] Martin, V.V., Alferiev, I.S., Weis, A.L.: Amplified fluorescent molecular probes
based on 1,3,5,7-tetrasubstituted adamantane. Tetrahedron Lett 1999, 40:223–226.

[51] Tsuzuki, N., Hama, T., Kawada, M., Hasui, A., Konishi, R., Shiwa, S., Ochi, Y.,
Futaki, S., and Kitagawa, K.: Adamantane as a brain-directed drug carrier for poorly
absorbed drug. 2. AZT derivatives conjugated with the 1-adamantane moiety.
J Pharmaceut Sci 1994, 83:481–484.

[52] Tsuzuki, N., Hama, T., Hibi, T., Konishi, R., Futaki, S., and Kitagawa, K.: Adaman-
tane as a brain-directed drug carrier for poorly absorbed drug: Antinociceptive
effects of [D-Ala2]Leu-enkephalin derivatives conjugated with the 1-adamantane
moiety. Biochem Pharmacol 1991, 41:R5–8.

[53] Kitagawa, K., Mizobuchi, N., Hama, T., Hibi, T., Konishi, R., and Futaki, S.: Synthe-
sis and antinociceptive activity of [D-Ala2]Leu-enkephalin derivatives conjugated
with the adamantane moiety. Chem Pharmaceut Bull (Tokyo) 1997, 45:1782–1787.

[54] Manoharan, M., Tivel, K.L., and Cook, P.D.: Lipidic nucleic acids. Tetrahedron
Lett 1995, 36:3651–3654.

[55] Lomadze, N. and Schneider, H.-J.: Reversal of polyamine selectivity for DNA and
RNA by steric hindrance. Tetrahedron Lett 2002, 43:4403–4405.

[56] Moine, L., Cammas, S., Amiel, C., Guerin, P., and Sebille, B.: Polymers of malic
acid conjugated with the 1-adamantyl moiety as lipophilic pendant group. Polymer
1997, 38:3121–3127.



P1: GFZ
SVNY320-Mansoori December 29, 2006 14:50

3. Diamondoids as Molecular Building Blocks for Nanotechnology 71

[57] Ranganathan, D. and Kurur, S.: Synthesis of totally chiral, multiple armed, poly glu
and poly asp scaffoldings on bifunctional adamantane core. Tetrahedron Lett 1997,
38:1265–1268.
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Surface Modification and Application
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4.1. Attractiveness of Nanofibers

Past research in the field of polymeric micron fibers highlighted very unique and
remarkable fiber properties such as ultraviolet resistance, electrical conductivity,
and biodegradability, as compared to the material’s bulk properties. With the im-
mense promise of better properties and anticipated performance, and the ability
to produce finer fibrous structures using a relatively straightforward method of
electrospinning, the current trend is to develop submicron scale fibers, nanofibers,
to tap a number of favorable properties such as increase in surface area-to-volume
ratio, decrease in pore size, a drop in structural defects, and superior mechani-
cal characteristics. The potential target areas of application for these nanofibrous
structures are as affinity membranes, scaffolds for tissue engineering, sensors, and
protective clothing, to name a few.

4.1.1. Affinity Membranes

Affinity membranes permit the purification of molecules based on physi-
cal/chemical properties or biological functions instead of molecular weight/size.
Rather than operate purely on the sieving mechanism, affinity membrane separates
based on the selectivity of the membrane to “capture” molecules, by immobilizing
specific ligands onto the membrane surface. Affinity membrane reflects technolog-
ical advances in both fixed-bed liquid chromatography and membrane filtration,
combining both the outstanding selectivity of chromatography resins and the re-
duced pressure drops associated with filtration membranes [1].

The idea of using polymer nanofiber as affinity membrane is based on the
fact that the polymer nanofibers deposited on the collector during electrospinning
assemble into a membranelike nonwoven fiber mesh. This electrospun nonwoven
mesh possesses properties such as high porosity, micron-scaled pore size, and high
interconnectivity of the interstitial space. Above all, the nanoscaled fiber diameter
gives rise to an increased surface area as compared with the conventional nonwoven
filter media composed of currently available textile fibers with typical diameters of
several microns. A large surface area-to-volume ratio is one of the most important
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requirements for an ideal affinity membrane. In the same sense, they are also being
considered for drug delivery applications [2,3].

4.1.2. Tissue Engineering Scaffolds

Polymeric nanofiber matrix has similar structure to nanoscaled nonwoven fibrous
ECM proteins, and thus is a wonderful candidate for ECM-mimic materials [4]. In
recent years, the ease of polymer nanofiber fabrication using electrospinning began
to stimulate more and more researchers to explore the application of nanofiber ma-
trix as a tissue engineering scaffold [5–8]. A successful tissue engineering scaffold
should have cell-compatible surfaces to allow cell attachment and proliferation.
Based on the understanding of the “biorecognition” mechanism [9] of the inter-
action between cells and biomaterial surfaces, most research work to improve
biocompatibilities of polymeric tissue engineering scaffold center on immobiliza-
tion of biomolecules that can be specifically recognized by cells on the bioma-
terial surfaces. These biomolecules include adhesive proteins such as collagen,
fibronectin, RGD peptides, and growth factors such as bFGF, EGF, insulin, and
the like. The biomolecules can either be covalently attached, statically adsorbed, or
self-assembled on the biomaterial surfaces. Such kinds of surface modification can
preserve the good mechanical strength of nanofibers while giving the nanofibers
improved cell adhesion propeties.

4.1.3. Sensors

Due to its unique properties such as high surface area and acoustic/viscoelastic
properties electrospun nanofiber is also receiving great research interest in sensor
application [10–16]. High surface area is one of the most desired parameters for
the sensitivity of conductimetric sensor film. The operating principle of these
devices is associated primarily with the adsorption of the gas molecules on the
surface of semiconducting oxides inducing electric charge transport between the
two materials that changes the resistance of the oxide. The structure configuration
of the metal oxide materials is one of the key parameters controlling the gas-
sensing process. Now there is an increasing trend in chemical sensing to utilize
nanostructured materials as gas sensing elements because the high surface areas
and the unique structure features are expected to promote the sensitivity of the
metal oxide to the gaseous component.

4.1.4. Protective Clothing

The current material system for protective clothes usually adopts a multilayer
composite structure. An activated carbon-based chemical vapor filtration medium,
a nonwoven or woven fabric, and a cover top layer are often incorporated. There is
an opportunity to improve the performance of this system through the incorporation
of one or several layers of nonwoven polymeric nanofiber mats. The polymeric
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nanofibers can provide enhanced protection against aerosols without adding weight
or thickness, while maintaining adequate permeability for wearer comfort.

An optimal protective cloth should be able to prevent infiltration of aerosols
(e.g., chemical/biochemical agent microdroplets, bacteria, virus, radioactive dust,
etc.) and at the same time must be highly permeable to the air and water vapor
to improve wearer comfort. Nonwoven polymeric nanofibers are a natural fit for
this application due to their enormous surface area and microscale pore size. By
physical absorption and exclusion, the nanofiber mat can provide an impermeable
barrier to toxic chemical agents, that is lightweight with remarkable breathing
properties [17,18].

To meet these potential applications, a rich variety of electrospun polymeric
fibers with diameters ranging from several tens to several hundreds nanometers
are now being fabricated and studied for suitability. Unfortunately, most as-spun
polymer nanofibers are chemically inert and do not have any specific functions.
From the above descriptions, one can see that to realize these applications, there
is a need to modify the polymer nanofibers to incorporate new functionalities on
the surface. This in return enhances its property or produces unique surface prop-
erties required by the various applications. For example, for the nanofibers to be
used as drug delivery carriers, drug molecules must be hybridized with the polymer
nanofiber; for the nanofibers to be used as an affinity membrane for antibody purifi-
cation, protein A or G should be covalently bonded on the nanofiber surface; for the
nanofiber mesh to be used as protective cloth, capture agents need to be introduced
on the nanofiber surface to capture and decompose molecules of toxic gas.

In this chapter, techniques of surface modification suitable for polymer
nanofibers are introduced and followed by the significance of these techniques
to develop the above-mentioned applications.

4.2. Polymer Surface Modification

Polymers have a vast number of advantages and attractiveness as a material sys-
tem. However, despite these plus factors, polymers have limitations. In general,
special surface properties with regard to chemical composition, hydrophilicity,
roughness, crystallinity, conductivity, lubricity, and cross-linking density are re-
quired for successful application of polymers in such wide fields as adhesion,
membrane filtration, coatings, friction and wear, composites, microelectronic de-
vices, thin-film technology and biomaterials, and so on. Unfortunately, polymers
very often do not possess the surface properties needed for these applications. In
fact, polymers that are mechanically strong, chemically stable, and easy to pro-
cess usually will have inert surfaces both chemically and biologically. Vice versa,
those polymers having active surfaces usually do not possess excellent mechanical
properties which are critical for their successful application.

Due to this dilemma, surface modification of the polymers without changing
the bulk properties has been a classical research topic for many years, and is still
receiving extensive studies as new applications of polymeric materials emerge,
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especially in the fields of biotechnology, bioengineering, and most recently in
nanotechnology.

The main purpose of surface modification is to alter surfaces by either chemi-
cally or physically altering the atoms/molecules in the existing surface (treatment,
etching, chemical modification), changing the surface topography or coating over
the existing surface with a material having a new composition (solvent coating
or thin film deposition by chemical vapor deposition, radiation grafting, chemi-
cal grafting, or RF-plasmas) [19,20]. There are a few factors to consider when
modifying a surface [21–24]:

1. Thickness of the surface is crucial. Thin surface modifications are desirable,
otherwise mechanical and functional properties of the material will be altered.
This is more so when dealing with nanofibers as there is less bulk material
present.

2. Sufficient atomic or molecular mobility must exist for surface changes to occur
in reasonable periods of time. The driving force for the surface changes is the
minimization of the interfacial energy.

3. Stability of the altered surface is essential, achieved by preventing any reversible
reaction. This can be done by cross-linking and/or incorporating bulky groups
to prevent surface structures from moving.

4. In some cases a transparent scaffold is desired, especially in optical sensors
or ophthalmology; after surface treatment they should remain transparent. Any
cloudiness introduced is of real concern.

5. Uniformity, reproducibility, stability, process control, speed, and reasonable
cost should be considered in the overall process of surface modification. The
ability to achieve uniform surface treatment of complex shapes and geometries
can be essential for sensor and biomedical applications.

6. Precise control over functional groups. This is a challenging yet difficult scope.
Many functional groups might bond to the surface such as hydroxyl, ether,
carbonyl, carboxyl, and carbonate groups, instead of one desired functional
group.

Common surface modification techniques used on polymer substrates include
treatments by blending, coating, surface segregation, layer by layer electrostatic
interaction, radiation of electromagnetic waves, electron beam, ion beam [25,26] or
atom beams [27], corona or plasma treatment [28–30], chemical vapor deposition
(CVD), gas oxidation, metallization, chemical modifications using wet-treatment
and surface grafting polymerization [31,32], and so on. In recent years, many
advances have been made in developing surface treatments to alter the chemical
and physical properties of polymer surfaces and progress in recent years has been
summarized by many reviews [19,33,34].

To date, no specific method of surface modification has been developed for
nanofibers. In principle, all the current techniques mentioned above may be consid-
ered for the surface modification of polymer nanofibers. Nevertheless, they have to
be carried out under moderate conditions for nanofibers. Of the above-mentioned
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techniques, only blending, grafting, radiation, and plasma treatment have been
utilized to date on nanofibers with success.

4.3. Blending and Coating

Blending and coating are by far the simplest and easiest methods employed to
functionalize a polymer. Both these techniques are physical approaches, whereby
there is no chemical bonding or attachment involved between the polymer material
and the functionalized species. It is a simple mixing of two or more materials
(blending) or using another material of desired properties to “cover” the surface
of the polymer (coating). Thus to some extent, they are prone to detachment and
can be less reproducible and controlled. Nevertheless they have been proven to
be effective methods for polymer nanofiber modifications. Until better chemical
methods are formulated or current techniques better controlled, many emerging
applications will use this approach as a starting block.

4.3.1. Application

The simplest method to introduce ligands is by blending ligand molecules into
the polymer solution and then electrospinning the polymer solution. For exam-
ple, an attempt [35] was made to incorporate chemically modified β-CD onto
the surface of the nanofiber to target potential applications in organic waste
treatment for water purification. Phenylcarbomylated or azido phenylcarbomy-
lated β-CD was successfully blended with polymethyl methacrylate (PMMA) and
electrospun into nanofibrous membrane, respectively. The presence of the β-CD
derivatives on the surface of the nanofibers was confirmed by attenuated total
reflectance fourier transform infrared spectrometry (ATR-FTIR) and X-ray photo-
electron spectroscopy (XPS). To determine the functionalized membranes’ ability
to capture small organic molecules, a solution containing phenolphthalein (PHP),
a small organic molecule, was used. Results obtained showed that the functional-
ized nanofibrous membranes were able to capture the PHP molecules effectively.
Thus the functionalized nanofibrous membranes may have the potential to capture
similar small organic waste molecules present in wastewater [35].

In another work, collagen was directly blended into the poly(L-lactic acid)-
co-poly(ε-caprolactone) PLLA-co-PCL (70:30) nanofibers [36]. The blended
nanofibers with different weight ratios of the polymer to collagen were fabricated
by electrospinning a mixture of collagen and the copolymer solution. Morphology
of the blended nanofibers was investigated by scanning electron microscope (SEM)
and transmission electron microscope (TEM). ATR-FTIR spectra and X-ray pho-
toelectron spectroscopy (XPS) verified existence of collagen molecules on the sur-
face of nanofibers. Five characteristic endothelial cell (EC) markers including four
cell adhesion molecules (CAMs) and one EC-preferential gene (von Willebrand
factor, vWF) were studied by RT-PCR and the results showed that the collagen-
blended polymer nanofibers preserved the EC’s normal phenotype and showed
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enhanced cell viability, spreading, and attachment, indicating a potential applica-
tion as a vascular graft in tissue engineering.

The blending (or mixing) technique for the bulk modification of the polymer
nanofibers has also been used for drug delivery applications. Drugs, growth fac-
tors, and genes can be directly mixed into the polymer solution and electrospun
to prepare drug carriers with controlled release properties. Verreck et al. [3] pre-
pared PU nanofibers containing the model drug itraconazole and ketanserin, using
dimethylformide (DMF) and dimethylacetamide (DMAc) as solvent, respectively.
The release of the drug showed a linear relation with time. In another instance,
Luu et al. [4] mixed plasmid with PLA-PEG and PLGA solution in DMF and
electrospun the mixture into nanofibers. Release of plasmid DNA from the scaf-
folds was sustained over a 20-day study period, with maximum release occurring
at 2 h.

Coatings are also predominantly used to enhance the performance of nanofibrous
scaffolds. Collagen, fibronectin, and laminin have been coated on electrospun silk
fibroin nanofiber surface to promote cell adhesion [37]. Collagen-coated P(LLA-
CL 70:30) nanofiber mesh (NFM) with diameter of 470 nm and porosity of 64–67%
was fabricated using electrospinning followed by plasma treatment and collagen
coating. The spatial distribution of the collagen in the NFM was visualized by
labeling the collagen with fluorescent dye and it was found that the collagen can
be uniformly coated around the polymer nanofiber. Endothelial cells were seeded
onto the collagen-coated P(LLA-CL) nanofiber and the results showed that the
collagen-modified material had higher cell attachment, spreading, and viability
than the unmodified nanofiber [38].

To use nanofibers as a conductimetric sensor, it should be functionalized
with metal oxide semiconductors. Gouma et al. produced MoO3-containing PEO
nanofibers by electrospinning a mixture of MoO3 sol-gel and PEO solution [16].
A gas sensing test of the electrospun nanofiber mat was carried out using am-
monia and nitroxide as the model gas. Electrical resistance of the sensing film
as a function of the gas concentration was measured and the results showed that
the nanoscaled metal oxide fiber offered high sensitivity and fast response to the
harmful chemical gases. Drew et al. [13] coated SnO2 and TiO2 on polyacryloni-
trile (PAN) nanofibers using a “liquid-phase deposition” technique. The coatings
were thin enough to maintain the nanofibrous morphology, thereby retaining the
large surface area of the electrospun membrane. Such metal oxide-coated nanofi-
brous membranes are expected to provide unusual and highly reactive surfaces for
improved sensing, catalysis, and photoelectric conversion applications.

Likewise polymeric nanofibers can also be used as a carrier for active chemistry
that may allow for improvements in chemical protective properties. The nanofibers
can provide a huge surface area to be functionalized with chemical groups that are
reactive with toxic gases and chemicals. Graham et al. [39] mixed polyoxometal-
late, a catalyst for the oxidative degradation of sulfur mustard (a chemical weapon
agent) with the PU (Estane ◦ R 58238) solution and electrospun the mixture into
nanofibers. The capability of the catalyst in the electrospun nanofiber was found
to be even higher than the catalyst alone [39].
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4.4. Chemical Methods

Chemical modification involves the introduction of one or more chemical species
to a given surface so as to produce a surface that has enhanced chemical and
physical properties. Chemical modification can be classified into four categories,
namely physical modification, chemical reaction modification, physicochemical
modification, and electrochemical modification [40].

Wet-chemical oxidation treatments are commonly employed to introduce
oxygen-containing functional groups (such as carbonyl, hydroxyl, and carboxylic
groups) at the surface of the polymer. This can be conducted using gaseous
reagents or with solutions of vigorous oxidants. Oxygen-containing functional
groups increase the polarity and the ability to hydrogen bond. This in turn results
in the enhancement of wettability and adhesion. Overexposure to the treatment
conditions tends to damage the polymer surface by producing microscopic pits
[41].

Chemical reactions can also be carried out at sites that are vulnerable to elec-
trophilic or nucleophilic attack. Structures such as benzene rings, hydroxyl groups,
double bonds, halogen, and the like qualify for such attacks [41].

4.4.1. Applications

A study has been presented of the potentialities of an electrostatically spun
poly(ether-urethane-urea) as an affinity separation membrane, via chemical modi-
fication [42]. A variety of chemical methods has been used for functionalizing and
activating the membrane surfaces. Assessments of the capacities of the activated
membranes for covalent coupling of protein A and human immunoglobulin G have
given very encouraging data, 4 mg/g for protein A and 4 mg/g for bounded IgG,
respectively.

A similar approach was adopted for cellulose, a common and important material
for membrane preparation. To study the feasibility of applying electrospun cellu-
lose nanofiber mesh as an affinity membrane, cellulose acetate (CA) solution (0.16
g/ml) in a mixture solvent of acetone/DMF/ trifluoroethylene (3:1:1) was electro-
spun into nonwoven fiber mesh with the fiber diameter ranging from 200 nm to
1 μm. The CA nanofiber mesh was heat treated under 208◦C for 1 h to improve
structural integrity and mechanical strength, and then treated in 0.1 M NaOH solu-
tion in H2O/ethanol (4:1) for 24 h to obtain regenerated cellulose (RC) nanofiber
mesh, which was used as a novel filtration membrane [43]. The RC nanofiber
membrane was further surface functionalized with Cibacron Blue F3GA (CB), a
general affinity dye ligand for separation of many biomolecules. The CB-derived
RC nanofiber membrane has a CB content of 130 μmol/g, and capture capacity of
13 mg/g for bovine serum albumin (BSA) and 4 mg/g for bilirubin. The material’s
chemical and physical properties were studied by SEM, DSC, and ATR-FTIR. The
novel RC membrane had a lower pressure drop (more energy efficient) and higher
fluse compared to a commercial microfiltration membrane.
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In another work [14], a fluorescent probe, hydrolyzed poly[2-(3-thienyl) ethanol
butoxy carbonyl-methyl urethane] (H-PURET) was immobilized on the cellulose
acetate electrospun nanofibrous membranes using a “layer by layer” electrostatic
self-assembly method. Also by the quenching mechanism, the nanofiber can be
used as an optical sensor to detect trace amounts of methyl viologen (MV2+) and
cytochrome c (cyt c) in aqueous solutions. The high sensitivity is attributed to
the high surface area-to-volume ratio of the electrospun membranes and efficient
interaction between the fluorescent conjugated polymer and the analytes.

4.5. Graft Polymerization

Among the chemical modification techniques developed to date, surface graft-
ing has emerged as a simple, useful, and versatile approach to improve surface
properties of polymers for a wide variety of applications.

Grafting has several advantages: (1) the ability to modify the polymer surface
to have very distinct properties through the choice of different monomers, (2) the
ease and controllable introduction of graft chains with a high density and exact
localization of graft chains to the surface with the bulk properties unchanged, and
(3) covalent attachments of graft chains onto a polymer surface assuring long-term
chemical stability of introduced chains, in contrast to physically coated polymer
chains [31,44].

Many different synthetic routes can be employed to introduce graft chains onto
the surface of polymeric substrates depending on a system of interest. Surface
modification can be achieved by two methods [45]: graft coupling and graft poly-
merization. The former is applied when reactive groups are present on the polymer
surface that can undergo a condensation reaction with a second polymer chain to be
grafted onto its surface. The latter does not require any reactive functional groups
on the surface; instead the surface of the polymer must be initiated in order for
graft polymerization to occur.

Graft co-polymerization is one of the promising methods of modification for var-
ious polymers and polymer materials. Initiation of the surface can be achieved via
direct chemical modification, ozone, gamma rays, electron beams, glow discharge,
corona discharge, or UV irradiation [45]. The general scheme of how the surface
of polymer can be grafted is reflected in Figure 4.1. There are two main approaches
to graft co-polymerization of particular interest to nanofibers: radiation-induced
graft co-polymerization and plasma-induced graft co-polymerization.

4.5.1. Radiation-Induced Graft Co-Polymerization

Radiation can generally be classified into two categories, high energy radiation
(also known as ionization radiation) and low energy radiation. Each can be further
subclassified. There are two types of low energy, visible light and UV radiation
with particle energy of up to about 50 eV, commonly used for nanofiber irradiation.
UV radiation interacts with the substance in the primary stages by the mechanism
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Figure 4.1. Various graft polymerization methods.

of excitation of its atoms and molecules, whereas high-energy radiation mainly
induces an ionization mechanism, leading to the formation of ions with different
signs.

Exposure of polymers to ultraviolet and higher-energy (ionizing) radiation can
lead to extensive physical and chemical modification of polymeric materials. These
changes in properties may have both detrimental and beneficial consequences in
determining the end uses of polymer [46]. It is beneficial in the sense that it can
cause cross-linking and grafting on the surface of the polymers but on the other
hand it may cause chain scission (breaking of bond) as well, thus damaging the
polymer. This is especially so for nanofibers. Strong reaction conditions such as
plasma, UV, or gamma (γ) radiation, may destroy the polymer nanofibers easily,
especially when the polymer nanofiber is biodegradable. Biodegradable polymers
such as PLA and PGA nanofibers may have a much faster degradation rate com-
pared with the macro- or microscale materials due to the high surface area. Our
recent work found even PET showed considerable degradation when it is prepared
into nanofibers. Therefore, the reaction condition for the surface modification of
polymer nanofibers must be optimized to preserve the nanofibrous morphology. If
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Table 4.1 Using empirical formula to predict the behavior of polymer upon irradiation
[48].

Predominant behavior of
polymer upon irradiation Empirical formula of polymer

Cross-linking ∼CH2-CHR∼ ( as long as there is a H atom on each C)
Degradation/Chain scission ∼CH2-CRR’∼

∼CX2-CX2∼

the reaction is controlled, it can be used in nanofibers successfully as an initiator
for graft polymerization: radiation-induced graft co-polymerization.

Radiation-induced graft co-polymerization is the irradiation of the polymer sur-
faces with a high energy source and eventually grafting a monomer (or monomers)
on the surface. As mentioned above, radiation can promote both cross-linking as
well as chain scission. A moderate number of cross-links can often improve the
physical properties of polymers whereas scission processes usually produce dele-
terious effects, resulting in materials that are soft and weak. In many cases, cross-
linking and scission occur simultaneously. However, depending on the molecular
structure, one or the other prevails or predominates [47]. An empirical rule is
used to predict the behavior of carbon chain polymers exposed to irradiation. This
is reflected in Table 4.1. Given in Table 4.2 is a list of polymers that undergo

Table 4.2 List of polymers that undergoes predominantly cross linking or chain-scission
[48].

Polymers predominantly undergoing Polymers predominantly undergoing
cross-linking upon irradiation chain scission upon irradiation

Polyethylene Polytetrafluoroethylene
Polypropylene Polytriflurochloroethylene
Polystyrene Polyisobutylene
Poly(vinyl chloride) Poly-α-methyl styrene
Poly(vinylidene fluoride) Poly(vinylidene chloride)
Poly(vinyl acetate) Polymethacrylic acid
Poly(vinylalkyl ethers) Polymethacrylates
Polyacrylic acid Polymethacrylamide
Polyacrylonitrile Polymethacrylonitrile
Poly(vinyl pyrrolidone) Butyl rubber
Polyamides Polysulphide rubbers
Polyurethanes Poly(ethylene terephthalate)
Poly(ethylene oxide) Cellulose and its derivatives
Polyalkysiloxanes
Polyesters
Natural rubber
Synthetic carbon-chain rubbers (except butyl rubber)

Polymers that can cross-link and degrade depending on appropriate conditions:
Poly(vinyl chloride)
Polypropylene
Poly(ethylene
terephthalate)
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predominantly cross-linking or chain scission as well as polymers that can un-
dergo either cross-linking or chain scission depending on appropriate conditions.
Paths have been proposed allowing cross-linking of typically degrading polymers
and vice versa [48].

4.5.1.1. Mechanism

Absorption of high-energy radiation by polymers induces excitation and ionization
and these excited and ionized species are the initial chemical reactants for graft
polymerization as shown in the following table. The ejected electron must lose
energy until it reaches thermal stability. The resulting species can further react to
give free radicals, which can cause monomers to polymerize (6) and polymers to
crosslink and degrade (7 and 8) and, in mixtures, monomers to graft to polymers
(9). As can be seen, the radiation chemistry of polymers is a chemistry of neutral,
cation, and anion radical, cations and anions, and excited species. The chemical
nature and morphology of the material determine which of these reactions are
predominant [49,50].

P P+ + e− (1)

P P∗ (2)
e− e−

th (3) where,
P = polymer substrate

e− = electron
A, M = monomers

X = crosslinked polymer
R

• = radical

P.+ + e−
th P (4)

P∗ R.
1+ R.

2 (5)
R + nM RMn (6)

Pn
R.

X (7)

Pn
R.

Pn−m+ Pm (8)

Pn + mA
R.

PnAm (9)

The primary reactive species involved in the radiation chemistry of macro-
molecules is the free radical. Free radicals are species having an unpaired electron,
which results from cleavage of a chemical bond [46]. The electronic excitation or
removal of valence electrons (ionization) can result in the formation of free radicals
that may readily cross-link the polymer chains thereby increasing the molecular
weight, hardness, and wear resistance [25]. The displacement of target atoms by
energetic collisions can cause permanent damage in the polymer through chain
scission by displacing atoms from polymer chains. This results in a deduction
of average molecular weight. In other words, the reactions of the free radicals
include: (1) abstractions (of H atoms, with preference for tertiary H, and of halo-
gen atoms); (2) addition to double bonds, which are very efficient scavengers for
radicals; (3) decomposition to give both small molecule products, such as carbon
dioxide; and (4) chain scission and cross-linking of molecules.

Aromatic groups such as polyimides and polyetherimides are more resistant to
irradiation compared to polymers that have groups such as C–Cl, for example, in
PVC. Side chains such as methyl group in PP result in the production of CH4 on
irradiation. The C–O–C linkage in polyoxymethylene is rather easily broken on
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irradiation. It would be expected that polymers having a low heat of polymerization
would be more susceptible to degradation by chain scission than polymers with
high heat of polymerization. Polymers that predominantly cross-link eventually
form highly interconnected, insoluble networks (giving a solvent-swelled gel on
treatment with a compatible liquid solvent). Despite the excellent resistance of
PTFE and other fluorinated polymers to chemical attack and elevated temperature,
these materials are unfortunately among the least radiation resistant of polymers.

Oxidizing and nonoxidizing conditions play a very important part in surface
modification. When oxygen is present it reacts very rapidly with radicals produced
by irradiation. As a result, the free-radical reaction pathways and the molecular
reaction products are dominated by oxidation chemistry and these differences are
reflected in the physical property changes.

Based on the relative stabilities of different radicals, it is possible to understand
which sites in a macromolecule should be preferentially oxidized, because radical
migration can be expected to result in conversion to the most stable species. For
example, if tertiary carbon atoms are present, radicals should prefer these sites
to secondary carbon atoms, due to stability arguments. The time-dependent con-
version of radicals to the most stable molecular sites can be observed by ESR
spectroscopy. The relative radiation stabilities of different polymers have already
been given [47]. It is a rough guide to show at what levels of dose the polymers
can tolerate.

4.5.1.2. Application

In practice, the radiation-chemical method of initiation is often an easier method
for preparing graft co-polymers. It is more universal because it can be used to
generate any active centers and to prepare desired combinations of polymers and
polymer materials for any substrates. Graft co-polymerization may proceed by
both the free radical and the ionic mechanisms under the conditions generally cho-
sen for grafting, but most often the free-radical mechanism is used [48]. Figure 4.2
illustrates the radiation-induced grafting on a polymer surface that was later used

 

radiation induced

Grafting

+

Monomers

Drugs or enzyme 
immobilization 
through chemical 
bonding

Polymer Polymer Polymer

Figure 4.2. Illustrating the radiation-induced grafting on polymer surface and potential
application.
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to immobilize drugs or enzymes for further application [51]. The hydrophobic
polymer is made hydrophilic via radiation-induced grafting. This hydrophilic sur-
face has functional sites capable of binding chemically to enzymes or bioactive
compounds [44].

Chua et al. used radiation-induced graft co-polymerization to develop
a biofunctional poly(ε-caprolactone-co-ethyl ethylene phosphate; PCLEEP)
nanofiber construct for hepatocyte culture [52]. This was achieved by conju-
gating hepatocyte-specific galactose ligands (AGH) onto the nanofiber surface.
Poly(acrylic acid) was grafted onto the nanofiber scaffold via UV-induced poly-
merization using acrylic acid (AAc) monomers. The COOH sites on the grafted
scaffold were then used as immobilization sites to conjugate AHG, using standard
EDC chemistry. Studies have shown that AHG-congujated surfaces improve hepa-
tocyte attachment and retain most of the cellular functions [53,54]. The functional-
ized AHG-P(AAc)-grafted nanofiber scaffolds exhibited much higher hepatocyte
attachment as compared to unmodified scaffold [52]. Such nanofiber scaffolds
would be advantageous in the design of a bioartificial liver-assist device, where
the hepatocytes could attach to a scaffold with high surface area immobilized with
a cell-specific ligand, maintain their differentiated functions, and remain stable
against the perfusion and shear forces in the bioreactor [52].

4.5.2. Plasma-Induced Graft Co-Polymerization

Plasma is the fourth state of material and is composed of electrons, ions, free
radicals, atoms, and molecules. There are two subdivisions for plasma: thermal
equilibrium and nonthermal equilibrium plasma. For current use on polymers,
the subdivision of nonthermal equilibrium is frequently used, which constitutes
different plasma species having different temperatures. More precisely, the elec-
trons usually have much higher temperature than the heavier particles (ions, atoms,
molecules). In a plasma, important parameters include average electron tempera-
ture, ranging from 1 to 10 eV, electron density, varying from 109 to 1012 cm−3, and
degree of ionization, lying between 10−6 to 0.3 [27]. It is notable that, in plasma,
compared to the high temperature of the electron, heavy particles have temper-
ature around ambient condition (300 K or 0.025 eV) [28]. This heavy particle
temperature is obviously suitable for treating many temperature-sensitive poly-
mers, which will otherwise undergo degradation if exposed to a hot gas. Although
the hot electrons, which are light and easily accelerated by the applied electro-
magnetic fields, can provide gas molecule energy through inelastic collision with
them, to produce a chemically rich environment. Due to the advantages of plasma
surface modifications, this technique is widely used in the polymer field. Many
papers regarding this technique and its application are available [28,44,55]. The
advantages of plasma surface include the following [27].

1. Modification can be limited to the surface layer, leaving the properties of the
bulk material unaltered. Typically, the modification depth is several hundred
angstroms.
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C-C-C-C-C C-C.-C-C-C 

Substrate

Ar*

Activated substrate

Figure 4.3. Schematic of surface activation.

2. Nearly all polymer surfaces can be modified by plasma, no matter how the
surface is composed.

3. It is possible to choose the type of chemical modification for the polymer through
the choice of gas used in gas plasma.

4. Gas plasma treatment can avoid the problems encountered in wet chemical
techniques such as residual solvent on the surface.

5. Plasma surface treatment is fairly uniform over the whole surface.

4.5.2.1. Mechanism

In plasma, as mentioned, many species exist:electrons, ions, and photons. The re-
action of these species with the polymer can result in free radicals in the polymer
main chain. The generation of free radicals can happen in two ways: the bombard-
ment of the ions and photons can provide energy higher than the covalent C–C or
C–H bonding energy and can break the C–C, or C–H bond to form C free radicals
on the midpoint of the polymer main chain [56]; or through elastic or inelastic
collision of the electron in the plasma with the polymer, the H can be abstracted,
resulting in C free radicals.

When these activated polymers are exposed to monomers with unsaturated
bonds, the radicals on the polymer play the role of initiator as in conventional
polymerization and starts polymerization . This is called plasma-induced graft
co-polymerization. One typical example is shown as follows.

1. Radicals are formed when the polymer are exposed to an inert gas (such as
Argon) plasma (Figure 4.3).

2. Then the activated surface is exposed to the monomer (such as acrylic acid)
with an unsaturated bond in the form of gas or liquid; a polymer layer is grafted
on the polymer surface (Figure 4.4).

Another approach for this would be to expose the plasma-treated surface in air
to form peroxides. This peroxide, after exposure to ultraviolet, decomposes and

C-C.-C-C-C 
Acrylic acid 

C-C-C-C-C

C- C.

COOH

C-C-C-C-C 

Grafted polyacrylic acid side 

Figure 4.4. Grafting onto activated surface.
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can later act as initiator to start a polymerization when the surface is exposed to
monomers with unsaturated bond [32].

4.5.2.2. Applications

Via plasma surface modification, the surface properties, such as printability, wet-
tability, hardness, and biocompatibility can be improved to a certain degree, thus
this technique is widely used in fields such as print, plastic, and especially, these
days, bioengineering. In this field, it can be used to make the surface more compat-
ible, sterilizing the surfaces, to produce certain surface morphology to regulate cell
functions, or to create a barrier to reduce undesirable diffusion of small molecules
into or out of the substrate. Table 4.3 lists briefly some materials that have been
plasma-surface modified in the bioengineering field.

In one instance, nonwoven mesh composed of polysulphone (PSU) ultrafine
fibers (diameter, 1∼2 μm) were fabricated via the electrospinning technique and

Table 4.3 Plasma surface modified materials employed in bioengineering field

Modified
material Modification method Modification effect Application field Reference

PTFE and
PET

Use argon plasma to
activate surface ,
then graft collagen
IV and laminin

Reduced fibrinogen
adsorption and
platelet adhesion

Vascular graft 57

PU Si+ and N+ ion
implantation

Improved wettability,
anticoagulability and
anticalcific behavior

Medical field 33,58

PLLA Ammonia plasma Improved growth in
human vascular
endothelial cell and
rabbit microvascular
endothelial cell

Cell transplantation
and in vivo
regeneration of
vascular tissue

59

PMMA Plasma activation
followed by PEG
grafting

Reduced cell adhesion
and decreased
incidents of
retroprosthetic
membrane formation
after keratoprosthesis
surgery

Artificial intraocular
lens

60

SR Argon plasma glow
discharge followed
by grafting
PHEMA

Improved cell
attachment and
growth

Artificial cornea 61

SR Ion implantation Reduced biofouling and
building up of
thrombosis

Catheter 31,62

Titanium Ion(nitrogen,
calcium)
implantation

Improved wear
resistance, improved
new bone regeneration

Orthopedic and
dental

32,45,63

Cobalt-
chromium

Ion implantation Improved wear
resistance

Artificial hip and
joint

24
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then surface modified using plasma-induced grafting towards development of a
novel affinity membrane [64]. After heat treatment of the nanofiber mesh, car-
boxyl groups were introduced onto the PSU fiber surfaces through grafting co-
polymerization of methacrylic acid (MAA) initiated by Ce(IV) after an air plasma
treatment of the PSU fiber mesh. Toluidine Blue O (TBO), a dye which can form
a stable complex with carboxyl groups, was used as a model target molecule to
be captured by the PMAA-grafted PSU fiber mesh. Furthermore, the carboxyl
groups on the PMAA-grafted PSU fiber mesh can be used as coupling sites for
immobilization of other protein ligands. Bovine serum albumin (BSA) was cho-
sen as a model protein ligand to be immobilized into the PSU fiber mesh with an
encouraging capacity of 17 μg/mg, which implies other protein ligands can also
be attached using the same method.

In addition to physical blending, to covalently graft ECM protein such as col-
lagen and gelatin on nanofiber surfaces is the ultimate goal in development of
biomimetic tissue engineering scaffolds. One of the most popular methods to co-
valently attach protein molecules on a polymer surface is grafting poly(methacrylic
acid) on the biomaterial surface to introduce carboxyl groups at first, followed by
the grafting of the protein molecules using water-soluble carbodiimide as the cou-
pling reagent [65,66]. Nonwoven PET nanofiber meshes were prepared by electro-
spinning technology and were surface grafted with gelatin. The PET NF was first
treated in formaldehyde to yield hydroxyl groups on the surface, followed by the
grafting polymerization of methacrylic acid (MAA) initiated by Ce (IV). Finally
the PMAA-grafted PET nanofiber was grafted with gelatin using water-soluble
carbodiimide as coupling agent. For gelatin grafting on PCL nanofiber surfaces,
the PCL nanofiber was first treated with air plasma to introduce -COOH groups
on the surface followed by covalent grafting of gelatin molecules with the water-
soluble carbodiimide as the coupling agent. Both the gelatin-modified PET and
PCL nanofibers showed improved endothelial cell compatibility to those of the
unmodified nanofibers [8]. Moreover, the gelatin-modified aligned PCL nanofiber
also showed strong abilities to affect endothelial cell orientation.

4.6. Advantages and Disadvantageous

Each of the methods mentioned above has advantages and limitations. Some are
better than others when viewed at a certain perspective. The following paragraphs
give a brief description of the advantages and disadvantages of the methods as well
as a comparison between the methods if applicable.

All the methods mentioned above allow surface modification (generally of sev-
eral hundred Å) without affecting the bulk properties when appropriate condi-
tions are selected. However, caution must be taken to ensure not too much of the
nanofiber surface is eroded away.

Plasma treatment is probably one of the most versatile surface treatment tech-
niques. Regardless of the structure and chemical reactivity of polymers, excited
species generated in gas plasma allow the surface modification of any type of poly-
mer. So if one is not aware of which method is the best for modifying a particular
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polymer, this method would be a good choice with which to start. On top of this,
by selecting an appropriate gas (argon, oxygen, nitrogen, fluorine, carbon dioxide,
and water), it is possible to choose a desired type of chemical modification to
produce unique surface properties required by various applications. Cross-linking
can be induced via inert gas plasma. This method offers uniformity over the whole
surface after modification. When compared to wet-chemical techniques, the use
of gas plasma can avoid problems such as residual solvent on the surface as well
as swelling of the substrate.

Plasma treatment seems to offer several advantages to a user, however, it can
deter one from using it as well. The main drawback is that plasma treatments must
be conducted in a vacuum system and hence the cost of operation is expensive. The
process parameters are highly system-dependent; optimal parameters developed
for one system cannot be adopted for another system. The scale-up of an exper-
imental setup to a large production reactor is not a simple process. Last but not
least, the plasma process is extremely complex. Achieving a good understanding
of the interactions between the plasma and the surface is rather difficult [67].

Grafting as a technique is simple, useful, and versatile. The key advantage of
this technique is that the surface of the same polymer can be modified to have
very distinctive properties through the choice of different monomers. Grafting can
occur both at the surface as well as in the bulk. The depth of grafting is controlled
by the interaction between the substrate polymer and the solvent. If penetration
of the solvent is limited to a very small depth, surface grafting predominates. On
the other hand, if the solution can diffuse uniformly into the polymer substrate,
homogeneous grafting prevails. This method cannot totally eliminate homopoly-
merization initiated by free radicals formed during irradiation of the monomer.
However, a two-step method can be employed to minimize the formation of the
homopolymer. The polymer is preirradiated in air to produce peroxide groups on
the surface. Grafting is subsequently initiated thermally in contact with a monomer.
Methods such as corona discharge, ozone treatment, and plasma treatment can also
be used to generate peroxide groups on polymer surfaces [44]. Surface grafting
has several interesting medical applications.

Chemical treatment usually employs harsh treatment, thus in most cases it can
lead to undesirable surface changes such as severe surface roughening, excessive
surface damage, and surface contamination, and also may not be environmentally
green [68]. Also problems of yield and chemoselectivity might arise.

Radiation technology does not produce any harmful waste compared to chemical
treatment. Also it requires less water consumption. It can generate radicals and
promote grafting.

4.7. Summary

Electrospun polymer nanofiber is receiving an extensive research interest for ap-
plications in such diverse fields as separation technology and biotechnology. How-
ever, most of the polymer nanofibers do not possess any specific functional groups



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 20:10

4. Functionalized Polymer Nanofibers 89

and they must be specifically functionalized for successful applications. It can be
seen that conventional polymer surface modification techniques can be applied
to nanofibers. However, caution must be taken when applying these techniques.
Nanofibers by virtue of their size require less harsh reaction conditions and con-
trolled reactions to prevent the morphology from being destroyed. Nevertheless
surface modification is a necessary tool to realize the potential of nanofibers as
an affinity filtration membrane, tissue engineering scaffold, drug delivery carrier,
biosensor/chemosensor, protective air filtration cloth, and other uses.

The successful modifications via blending, coating, and graft co-polymerization
prove that nanofiber surfaces can be manipulated to design these for specific ap-
plications, endorsed by the successful preliminary results described within this
chapter. Thus it gives us great hope that it is only a matter of time when immense
research will begin to focus on surface modification of nanofibers, in particular to
explore the possibility of employing other established techniques for nanofibers.
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5
Zinc Oxide Nanorod Arrays: Properties
and Hydrothermal Synthesis

Kian Ping Loh and Soo Jin Chua

5.1. Introduction

5.1.1. Properties of ZnO Nanorods

With the emergence of nanoscience as a major research initiative in almost every
research university today, there have been intense research efforts in the fabrica-
tion of one-dimensional semiconductor nanostructures [1]. These one-dimensional
semiconductor nanostructures are considered to be the critical components in a
wide range of potential nanoscale device applications due to the availability of
a broad selection of composition and size in these materials [2]. Among them,
ZnO possesses structural, electrical, and optical properties that make it useful for
a diverse range of technological applications, such as ultraviolet/blue emission de-
vices [3], piezoelectric devices [4], acoustic–optical devices, field emission [5,6],
and chemical sensors [7]. ZnO (�Eg ≥ 3.0 eV) is thought to be the most suitable
material for UV laser devices among others such as ZnS, GaN, and ZnSe because
of its large exciton binding energy of 60 meV, compared to 25 meV and 22 meV for
GaN and ZnSe, respectively. For wide band-gap semiconductor materials, a high
carrier concentration is usually required in order to reach an optical gain that is
high enough for lasing action in an electron-hole plasma (EHP) process. Excitonic
recombination in semiconductors is a more efficient radiative process and it can
facilitate low threshold lasing. In order to achieve efficient excitonic laser action
at room temperature, one critical factor is that the binding energy of the exciton
must be much greater than the thermal energy at room temperature (26 meV).
Therefore the large exciton binding energy of ZnO leads to very efficient near
band-gap recombination at room temperature.

Room-temperature UV lasing from directionally grown ZnO nanorods was first
reported by P.D. Yang’s group at the University of Berkeley, with a threshold power
density below 100 kW cm−2 [8]. The ZnO nanorods, which were grown on a-plane
sapphire substrates via the vapor–liquid–solid (VLS) mechanism, were optically
pumped by the fourth harmonic of Nd: yttrium–aluminum–garnet laser (266 nm)
at room temperature. In the absence of any fabricated mirrors, it was observed that
the evolution of the emission spectra with pump power from the ZnO nanorod was

92



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 20:52

5. Zinc Oxide Nanorod Arrays 93

typical of lasing action. When the excitation intensity exceeded the threshold, the
integrated emission intensity increased rapidly with pump power. The narrow line
width and the rapid increase of emission intensity indicate that stimulated emission
takes place in these nanowires. These single-crystalline, well-faceted nanowires
can be considered as natural resonance cavities. One end of the ZnO nanowire is
the epitaxial interface between the sapphire and ZnO; the other end is the abrupt
(0001) interface of the ZnO nanocrystals with air. The difference in refractive
indices across the interfaces at the two ends of the nanorods allow the facets to
serve as good laser cavity mirrors (refractive indices for sapphire, ZnO, and air
are 1.8, 2.45, and 1, respectively). The ability of as-grown ZnO nanowire array to
act as a natural resonant cavity or waveguide suggests that architectured arrays of
these can be used as miniature laser components.

A p–n junction has been made from n-ZnO nanorod arrays grown epitaxially
on p-GaN wafer by a Korean group [9]. The p–n junction shows high current
density and strong luminescence even at a reverse bias of 3 volts, indicating that an
electrically active nanojunction can be formed between the ZnO nanorod and GaN.
It has also been demonstrated that an array of ZnO nanorods can exhibit enhanced
photoconductivity [10]. For example, highly sensitive nanowire switches can be
fabricated by tuning the photoconducting properties of individual ZnO nanowires.
It has been found that the conductivity of ZnO nanowires is extremely sensitive to
ultraviolet light exposure. The light-induced conductivity enables the wires to be
reversibly switched between on and off states.

In addition to the high sensitivity, the nanowire photoconductors also exhibit
excellent wavelength selectivity in terms of their photoconductivity. The light-
induced photoconductivity has been proposed to be due to the combined effect of
light and adsorbed oxygen on the ZnO. In the dark, oxygen molecules adsorbed
on the nanowire surface as negatively charged ions formed by capturing free elec-
trons from the n-type ZnO create a depletion layer with low conductivity near the
nanowire surface. Upon exposure to UV-light, photo-generated holes migrate to
the surface and discharge the adsorbed oxygen ions through surface electron hole
recombination. At the same time, the photogenerated electrons significantly in-
crease the conductivity of the nanowire. It follows therefore that the ZnO nanorod
array can also be utilized as ultrasensitive gas sensors or photocatalyts due to its
high surface area and photocatalytic properties.

The large surface area of nonpolar ZnO faces gives rise to an interesting size-
property effect not related to the quantum confinement effect. Chen and co-workers
[11] studied the cathodoluminescence (CL) from single-crystal ZnO nanorods
with different diameters ranging from 50 to 180 nm. The CL spectra of individual
nanorods show that the emission maxima move towards higher energy positions
with decreasing nanorod diameter even though their sizes have not reached the
quantum confinement effect regime. The anomalous energy shift has been ex-
plained by Chen to result from the enhanced surface resonance effect due to the
higher surface-to-bulk ratio of the ZnO nanorod with a smaller diameter. Charge
transfer from Zn to O in the nonpolar (1010) face results in an enhancement of
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surface density of states beneath the bulk valence band maximum, resulting in an
enlargement of the surface band-gap.

5.2. Synthesis Methods for ZnO Nanorod Arrays

5.2.1. Chemical Vapor Deposition Methods

In order to realize device applications in optoelectronics, the practical configuration
will necessitate the growth of ZnO nanorod on a substrate, with an electrically
active nanojunction. There are two main methods reported for the synthesis of
aligned ZnO nanorods on substrates: either by chemical vapor deposition methods
or hydrothermal synthesis. In both fabrication methods, the anisotropic growth
of the ZnO crystal is due to a faster rate of growth in the c-axis, resulting in the
morphology of a rod shape with the [0001] direction normal to the substrate. If the
nucleation density on the substrate is high, as promoted by precoating the surface
with a catalyst or a buffer layer of ZnO, the very dense vertical growth is a result
of the crowding effect. Hence most of the vertically aligned growth reported in
literature is not due to true epitaxial growth with respect to the substrate, but arises
from the overcrowding effect.

It is now well established that vapor phase methods can produce high-quality
aligned ZnO nanorod arrays, but gas phase reactions generally require prohibitively
high growth temperatures of between 800–900◦C. Yang and co-workers at the
University of Berkeley demonstrated the fabrication of ZnO nanowire arrays on
a-plane sapphire in a furnace [12]. The starting materials and the substrates were
heated to 900◦C in an argon flow and the Zn vapor was generated by carbothermal
reduction of ZnO, and transported to the substrates where ZnO nanowires grew.
A thin layer of Au catalyst was predeposited on the sapphire. The growth mech-
anism follows the well-known VLS mechanism. Selective growth can be readily
achieved by patterning the Au thin film before growth. Wang and Summers [13]
demonstrated large-scale hexagonal-patterned growth of aligned ZnO nanorods by
using a catalyst template produced by a self-assembled monolayer of submicron
polystyrene spheres.

Aligned growth of ZnO nanorods without catalyst has also been achieved using
low-temperature chemical vapor deposition and metal organic chemical vapor
deposition (MOCVD). Although no metal catalyst was coated on the sapphire, a
very thin layer of ZnO buffer layer was grown at a low temperature prior to the
ZnO nanorod growth. G. C. Yi et al. utilized diethylzinc (DEZn) and oxygen as
reactants and ZnO nanorods can be grown on sapphire at 400–500◦C [14].

5.2.2. Solution Phase Methods Based on
Hydrothermal Synthesis

Wet-chemistry methods to grow ZnO nanowires are appealing because of the low
growth temperatures and good potential for scale-up. The hydrothermal technique
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Figure 5.1. Schematic diagram of the mini-stainless steel autoclave and the Teflon liner.

has enjoyed a revived interest in the last five years due to the ease and flexibility in
preparing a wide range of nanomaterials at low temperatures. The term “hydrother-
mal” is purely of geological origin. It was first coined by the British geologist, Sir
Roderick Murchison, to describe the action of water under elevated temperature
and pressure in bringing changes in the earth crust, leading to the formation of
various rocks and minerals. Byrappa and Yoshimura proposed to define hydrother-
mal reaction as: “any heterogeneous chemical reaction in the presence of a solvent
(whether aqueous or nonaqueous) above room temperature and at pressure greater
than one atmosphere in a closed system” [15]. In a typical reaction, a precursor and
a reagent capable of regulating the crystal growth are added into water in a certain
ratio. This mixture is placed in an autoclave to allow the reaction to proceed at
elevated temperature and pressures.

Figure 5.1 shows an example of the homemade autoclave employed in our
experiment. The lid of the Teflon cup is specially machined to ensure that tension
will be applied to seal the cup when the metal cap is tightened. The separate Teflon
liner fits snugly into the autoclave without leaving any gap. The system is not
provided with in situ pressure or temperature monitoring systems. Temperature
gradients are appreciably lower in the liners than in the autoclaves without liners.
This difference becomes more prominent when Teflon liners are used.

The reaction time ranges from a few hours to a few days. The major advantage
of this approach is that most of the inorganic material can be made soluble in water
at elevated temperatures and pressures. Figure 5.2 illustrates the different stages
in the hydrothermal process, consisting of dissolution, supersaturation, and sub-
sequent crystallization. Standard hydrothermal experiments are conducted under
isothermal and isobar conditions without agitation. At the beginning of the exper-
iment, the hydrothermal fluid consists only of water with solid precursor materials
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neously if point (III) is achieved. A subse-
quent crystal growth process may only take
place in the field of saturated solution.

(point I); it then gets more and more concentrated with time. Near the solubility
limit of the product phase (point II, supersaturation), the precursor can still be dis-
solved. At a certain level of supersaturation (point III), spontaneous crystallization
will finally occur, leading to a decrease of the concentration in the hydrothermal
fluid [16].

Most of the nanomaterials synthesized using hydrothermal methods are dis-
persed in solution. The product, which is in powder form, is collected following
sequential washing and centrifugation. Reports on the assembly of nanomaterials
on substrate using the wet-chemistry method are relatively few. In this work, the
focus is on the heterogeneous growth of one-dimensional nanorods on a substrate.
When a substrate is introduced into an autoclave, instead of the homogeneous nu-
cleation, there is additional heterogeneous nucleation that increases the complexity
of the reaction.

The chemistry aspects of ZnO growth in a hydrothermal alkali environment
has been reviewed previously by Demianets et al. [17], as well as Vayssieres
[18,19].Vayssieres proposed that controlling the interfacial tension is the key to
controlling the shape and orientation of crystallites growing on a substrate from
aqueous precursors. In an aqueous system, crystal nucleation will be induced when
the solution is supersaturated. Initial nucleation can occur either in solution (ho-
mogeneous), or on the surfaces of solid phases (heterogeneous), depending on
the net interfacial energy of the system. If the interaction between the growing
nucleus and a substrate surface represents a lower net interfacial energy, hetero-
geneous nucleation is favored over homogeneous nucleation. It is well known that
crystal–substrate adhesion energies (due to interfacial bond formation minus inter-
facial strain) can be dominant contributors to the net free energy for heterogeneous
nucleation [20]. Thus far, almost all the templated hydrothermal synthesis meth-
ods rely on precoating the substrate with a ZnO buffer layer prior to the actual
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hydrothermal synthesis to promote high density nucleation and oriented growth
[21–27]. Because the ZnO buffer layer is prepared using chemical bath deposi-
tion, selected area synthesis via this approach is difficult. Moreover, regardless of
whether vapor phase or wet-chemical synthetic methods are used for the growth of
ZnO, the growth is mostly demonstrated on flat, two-dimensional substrates. The
large area synthesis of ZnO nanorods via the solution methods has been achieved
by Yang and co-workers [23] using a two-step procedure. The ZnO nanocrystals
were first spin-cast several times on the Si wafer followed by the hydrothermal
growth of ZnO nanorods.

5.2.3. Self-Assembly of Aligned ZnO Nanorods on Any
Substrates via a Mineral Interface

As an alternative to using ZnO as a buffer layer to promote growth in hydrother-
mal synthesis, we research a method that can promote ZnO nanorod growth on
any substrate, regardless of its crystal type and shape (flat or curved). One way to
reduce the interfacial energy between the nucleus and substrate is through surface
modification. Taking a cue from biomineralization, where organisms control sur-
face nucleation and growth on substrate materials that are relatively inert, we have
identified a mineral interface that will aid the nucleation of ZnO on any surface.

One complex mineral, which can only be achieved in a wet-chemistry envi-
ronment, is the hydrotalcitelike (HTlc) zinc aluminum carbonate hydroxide hy-
drate (abbreviate as HTlc hereafter). HTlc belongs to anionic clays of general
formula [M(II)1−x -M(III)x (OH)2].mH2O), a family of layered solids with posi-
tively charged layers (M(II) = Zn2+ or Mg2+,M(III) = Al3+) and interlayered
charge balancing anions [27–29]. The compound has been extensively studied as
catalysts, anionic exchanges, and sorbents [30,31]. The divalent (Zn2+) and triva-
lent (Al3+) metal are localized in the same layer, and occupy the octahedral holes
in the close-packed configuration of the OH− ions. The counteranions consist of
carbonate ions and water that can freely migrate within the interlayer. Most of the
synthetic HTlc are prepared by co-precipitation of the chosen M(II) and M(III) hy-
droxides with diluted NaOH or Na2CO3 solutions [27–30]. The calculated lattice
mismatch between ZnO and HTlc–Zn1−x Alx CO3 on the a-axis is about 5.78% if
x = 0.29 (hexagonal ZnO, lattice constant a = 3.2498 Å, Zn1−x Alx CO3 (hexag-
onal or rhombohedral), lattice constant a = 3.052 Å∼3.079 Å, depending on the
ratio between Al and Zn) [32]. The small lattice mismatch favors the nucleation
of ZnO with its basal plane oriented parallel to the basal plane of HTlc. The pref-
erential growth in the c-axis will result in a rise of well-aligned ZnO nanorods.
In the actual experiments, controlling the concentration of Zn2+ and the thick-
ness of the aluminum film is critical to allow the correct sequences of reactions to
proceed.

The synthesis of HTlc and ZnO was performed in a mini-autoclave (refer to
Figure 5.1) using NH4OH and zinc acetate, and aluminum-coated silicon sub-
strate. Aluminum-coated silicon was prepared by the electron beam evaporation
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of aluminum on the silicon wafer. In a typical procedure, 6.83 × 10−4 mole (0.15 g)
of zinc acetate (ZnAc2) was dissolved in vigorously stirred deionized water (42 ml)
to form clear solutions. Ammonia (28% NH4OH) solution was added to the solu-
tion containing ZnAc2 and this solution was transferred into a 50-ml Teflon-lined
autoclave. Al-coated Si substrate was then suspended in the autoclave by a tanta-
lum wire with the Al film facing downward. The autoclave was then put into the
laboratory oven and the temperature was set at 100◦C for three hours. Controlling
the concentration of NH4OH controls the amount of Zn(OH)2−

4 in the solution. In
aqueous solution at pH > 9, the concentration of Zn(II) hydroxyl complexes such
as Zn(OH)2−

4 increases. The chemical potential of OH− in a system increases with
increasing pH, and the forward equilibrium is to transform the hydroxyl complexes
into solid Zn–O by dehydration.

OH− + OH−<—> O−
2 + H2O (1)

The crystal structure of ZnO was gradually constructed by dehydration between
OH− on the surface of the growing crystals and the OH− ligands of the hydroxyl
complexes. By controlling the ratio of the concentration of NH4OH to the ZnAc2

in the secondary growth experiment, the diameter of ZnO nanorods growing on
the HTlc–ZnAlCO3 can be controlled from 20 nm to 100 nm and the length from
nm to sub-μm range.

By controlling the thickness of the Al film on silicon and the concentration of
Zn2+ used in the hydrothermal synthesis, either thick multilayered HTlc sheets
that roll up into a bundle (Figure 5.3a), or thin isolated hexagonal HTlc plates
(Figure 5.3b), can be grown. Apparently the HTlc acts as an excellent lattice-
matched template for the assembly and growth of c-plane oriented ZnO nanorods.
Figures 5.3b–d display the SEM images whereby we interrupt the hydrothermal
synthesis at intervals to study the sequences in the assembly process, starting from
the synthesis of the thin HTlc template initially, as shown in Figure 5.3b, to the
oriented assembly of ZnO nanorods on the edges of the HTlc hexagonal template in
Figure 5.3c, and finally to the complete oriented coverage of the HTlc template
by ZnO nanorods in Figure 5.3d. The preferential nucleation on the edges of the
HTlc template at first gives rise to beltlike ZnO nanorod arrays in Figure 5.3c; this
might be related to the higher surface free energy on the faceted edges.

Figure 5.4a shows the images of ZnO nanorods that have self-assembled on the
hexagonal HTlc template; the hexagonal shape of the template can be clearly ob-
served by the way all the ZnO nanorods packed to form two-dimensional hexagonal
arrays. Both the top and bottom faces of the HTlc provide sites for the nucleation
of the ZnO. The changes in the crystal phases have been monitored by grazing
angle XRD, as shown in Figure 5.4b. Initially, the diffraction peaks are due to the
rhombohedral phase of HTlc alone; after longer growth time, diffraction peaks due
to hexagonal ZnO appear.

From the SEM images, it is clear that the ZnO nanorods are oriented with
their growth axis perpendicular to the hexagonal template, and packed inti-
mately. The ZnO nanorods are about 80 nm in diameter and have catalyst-free,
pyramidal-shaped tips. High-resolution TEM images and the diffraction pattern of



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 20:52

5. Zinc Oxide Nanorod Arrays 99

Figure 5.3. (a) Thick multilayered HTlc sheets obtained when Al thickness on silicon is
∼1 μm, in 0.31 M of Zn(Ac)2, pH 10, 100◦C; (b) Isolated hexagonal HTlc plates obtained
when Al thickness is ∼1 μm, in 0.016 M of Zn(Ac)2; (c) and (d) Various stages in the
assembly of ZnO nanorods on HTlc-template when Al thickness on silicon is ∼100 nm, in
0.016 M of Zn(Ac)2.

the ZnO nanorod growing on the HTlc are shown in Figures 5.5a and b, respec-
tively. The interplanar separation of 0.52 nm as indicated suggests that the growth
axis is c-axis oriented, thus the (002) plane of the ZnO is oriented parallel to the
(002) face of the rhombohedral HTlc template. The very tight packing density of
the ZnO nanorods suggests a very efficient nucleation process on the HTlc tem-
plate. One individual discrete unit of the ZnO array on an HTlc platform in Figure
5.4a may act as a free-standing, micron-size lasing array with hundreds of oriented
ZnO nanorods, or as a photonic waveguide unit.

The process described in the preceding section is a kind of template-assisted
assembly of ZnO nanorods. The question is: can we remove the ZnO nanorods from
the HTlc template? The results show that delamination of the ZnO nanorods on both
sides of thin HTlc–ZnAlCO3 can be brought about by thermally annealing the entire
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Figure 5.4. (a) SEM image showing the self-assembled hexagonal array of ZnO nanorods;
(b) XRD pattern of ZnO nanorods grown on HTlc-template, where the peaks can be assigned
to HTlc–ZnAlCO3 (#-labeled peaks) and ZnO (*-labeled peaks). The presence of multiple
diffraction peaks is due to the presence of differently oriented ZnO/HTlc platforms, but
within one ZnO/HTlc unit, the ZnO nanorods adopt only c-axis orientation on the HTlc.

structure. Figure 5.6 illustrates the schematic showing how a twin ZnO nanoarray
block can be separated following thermal annealing. Separation is possible only
if the HTlc–ZnAlCO3 template is thin, otherwise the HTlc–ZnAlCO3 will be
transformed into a mineral called garcite (i.e., ZnAl2O4), and the ZnO remains
attached. Figures 5.6a and b show ZnO nanorod arrays on both sides of the thin
HTlc–ZnAlCO3 becoming nicely separated following annealing in air (10 torr) at
500◦C for two hours. The delamination arises from the decarbonation of the HTlc
sheets; the interlayer anions will be released as CO2 and H2O.

If the silicon sample is coated with Al film of 5-nm thickness, the thinness of
the Al layers allows the assembly of vertically aligned ZnO to proceed rapidly on
the silicon substrate, possibly through an ultrathin HTlc-mediated interface that
is oriented flat on the substrate face, and thus is not visible to SEM visualization.
Oriented assembly of ZnO nanorods on the entire silicon sample face could be
achieved via this approach, as shown in Figure 5.5c. Grazing angle XRD analysis
of the ZnO-coated silicon sample shows only one strong (002) peak in Figure 5.5d,
which is clear evidence of oriented assembly of the single crystalline ZnO nanorods
with their (002) plane parallel to the silicon face. The control experiment which is
carried out without the aluminum precoat achieves only sparsely distributed ZnO
crystals that show random orientation with respect to the plane of the silicon.

Although we have demonstrated that Al-coated silicon is effective for the fab-
rication of oriented ZnO nanorods, one question is whether the presence of Al
introduces deep trap centers in the energy gap of ZnO. Figure 5.5e shows the
room-temperature photoluminescence spectrum of the ZnO nanorods assembly,
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Figure 5.5. (a) and (b) HRTEM image and electron diffraction pattern of a ZnO nanorod,
respectively; (c) Plan view SEM image of aligned ZnO nanorods synthesized on silicon
coated with 5-nm Al film; (d) XRD 2θ scan showing only the (002) peak, indicating c-axis
orientation; (e) Room-temperature PL spectrum of aligned ZnO nanorods.

exhibiting only one single strong luminescence peak centered at 382 nm which
is associated with the exciton recombination. The absence of defect-related or
impurity-related trap centers indicates that the optical properties of ZnO nanorods
fabricated this way are of excellent optical quality.
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Figure 5.6. (Top) Schematic showing how the HTlc–ZnAlCO3–ZnO assembly can separate
into free-standing ZnO bundles after thermal annealing. (Bottom) (a) and (b) SEM images
of ZnO bundles after annealing in air at 500◦C for 2 h; the HTlc–ZnAlCO3 template has
vanished.

5.2.4. Field Emission

Field emission measurement was carried out on the ZnO nanorods array grown
on silicon, as shown in Figure 5.7(a). The experiments were performed in a vac-
uum chamber with a base pressure of 1 × 10−7 Torr. The distance between an
indium tin oxide anode and the sample is 150 μm. The measured emission area
is 0.20 cm2. The emission current-voltage characteristics are analyzed using the
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Figure 5.7. (a) SEM image of the ZnO nanorods grown on Si substrate with a very thin
layer of Al precoat; (b) FE current density as a function of the applied electric field. Inset:
FN-plot of FE density and electric field.

Fowler–Nordheim (FN) equation for field emission:

J = A (β2 E2/φ) exp(−Bφ3/2/βE ),

where J is the current density, A = 1.56 × 10−10 (amperes V−2 eV), B = 6.83 ×
103 (V eV−3/2μm−1), β is the field enhancement factor, φ is the work function,
and E is the applied field which is equal to V/d (applied voltage over the distance
between the anode and the cathode).

The ZnO nanorods used for field emission studies have diameters of approxi-
mately 100∼150 nm and lengths of 500 nm. Figure 5.7b illustrates the emission
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(a) (b)

Figure 5.8. Selective growth of ZnO nanorods on patterned Al dots: (a) Patterned Al dots
formed by the microsphere lithography methods, the triangularly shaped white regions
between the black circles are areas coated with Al; (b) Selective nucleation of ZnO on the
Al-coated regions.

current density from the ZnO nanorod arrays. The turn-on voltage was about
2.73 V/μm at a current density of 0.1 μA/cm2. The current density increases to
70 μA/cm2 at 7.5 V/μm. The FE properties of the ZnO nanorods prepared via
hydrothermal method are superior to the one reported by Lee et al. [5], which has
a higher turn-on voltage at 6.0 V/μm with a lower current density at 0.1 μA/cm2.
The plot of ln(J/E2) versus 1/E (μm/V) exhibits typical Fowler–Nordheim be-
havior. The field enhancement factor β, a parameter related to the geometry and
conductivity of the tip, is calculated to be 3800 from the gradient of the plot, using
the reported work function of 5.3 eV from ZnO [5] 5.3 eV. The β value calculated
here is comparable to CNT and it is sufficient for field emission application.

5.2.5. Selected Area Assembly

The heterogeneous growth suggests that the selective assembly of the ZnO
nanorods should be possible by first lithographically patterning a thin film of
Al on the substrate during hydrothermal synthesis. To demonstrate selective area
growth on the Al-seeded areas, we apply the conventional microsphere lithogra-
phy method to catalytically pattern the silicon surface with an hexagonal array of
aluminum dots. Figures 5.8a and b demonstrate the patterned substrate before and
after hydrothermal synthesis. Figure 5.8b shows that the nucleation of ZnO is spe-
cific to the region coated with Al. This is very clear evidence that the hydrothermal
conditions utilized in this work are operating in regimes where interfacial energy
controls the nucleation.

In another experiment, we coated Si pillars with a very thin layer of Al film
(∼5 nm) via electron beam deposition. The Si pillars were prepared using the



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 20:52

5. Zinc Oxide Nanorod Arrays 105

(b)(a) 

Figure 5.9. SEM images of (a) Si pillars prepared by microsphere lithography; (b) ZnO
nanorods grown on Si pillars.

microsphere lithography method followed by plasma etching to create the desired
pattern. A very thin layer of HTlc was formed on the Al-coated region and this
facilitated the nucleation of ZnO on these surfaces, followed by the growth of ZnO
nanorods, as shown in Figure 5.9.

5.2.6. Oriented Assembly of ZnO on Curved Surfaces

The challenge is to grow uniformly coated ZnO nanorods on curved surfaces. This
is where hydrothermal synthesis affords unique advantages compared to vapor
phase techniques due to the isotropic supply of reactants to the growing face in
the solution phase. To evaluate this, carbon nanotube (CNT) arrays grown on sil-
icon by chemical vapor deposition technique are used as the substrate. The CNT
arrays are precoated with ∼5-nm-thick Al film, and then subjected to hydrother-
mal synthesis using similar growth conditions. Remarkably, both radial as well as
tangential coating of the CNT with ZnO nanorods could be achieved as shown in
Figure 5.10a–c. The CNT two-dimensional array becomes a scaffold supporting

(a) (b)

Figure 5.10. (a), (b) SEM image of ZnO nanorods grown on CNT.
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(a) (b)

(c) (d)

Figure 5.11. (a) TEM image of ZnO–CNT system; (b) TEM image of hexagonal HTlc–
ZnAlCO3sheet obtained when Al film is 100-nm thick; (c) EDX spectrum taken from
the hexagonal HTlc–ZnAlCO3 sheet shown in (b); (d) TEM image of ZnO–CNT before
annealing. (e)–(h): EELS elemental mapping of ZnO–CNT shown in (d).

the high density of ZnO nanorods along the radial and tangential axes of individ-
ual nanotubes. The dimension of one single nanorod is about 30∼50 nm, which
is smaller than that obtained on the flat surface (∼100 nm) shown earlier. This
suggests that a curved surface will promote the growth of thinner ZnO rods due to
the smaller contact area. The TEM images of the ZnO–CNT assembly are shown
in Figures 5.11a and b. From Figure 5.11a, small hexagonal HTlc- sheets can be
seen to adhere to the CNT; we believe that these HTlc sheets are responsible for
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the nucleation of ZnO on CNT. Energy-dispersive X-ray (EDX) spectra recorded
from a larger hexagonal sheet confirms the present of Al and Zn in these. Elemental
mapping of Zn, C, O, and Ni using electron energy loss spectroscopy (EELS) is
shown in Figures 5.11d, e, f, and g, respectively. The presence of the element is
evidenced by areas of bright contrast. The results, as anticipated, indicate that the
nanorods consist of Zn and O. The element Ni is observed at the CNT tip because
it is used as a catalyst for CNT growth.

ZnO can have oxidative photocatalytical properties when it is excited with ra-
diation with wavelength shorter than the energy of the band gap. During the pho-
toexcitation process, holes and electrons will be generated and the holes can react
with water and be converted into hydroxyl radicals which are strongly oxidizing
species. These hydroxyl radicals can react with aromatic compounds through a
diffusion-controlled process [33]. Our preliminary investigations show that sup-
porting the ZnO nanorod on a 3-D scaffold enhances the effective surface area for
photocatalysis compared to a ZnO nanorod grown on a 2-D substrate.

In one experiment, both types of samples that had base silicon areas of 25 mm2

were placed into beakers containing 5 ml aqueous solution containing 30 ppm
of phenol; these were then exposed to UV irradiation from a 125-W Hg lamp.
After five hours, no measurable change was detected from the sample containing
ZnO nanorod grown on the flat silicon substrate, whereas a 10% reduction in phe-
nol concentration could be detected from the sample containing the ZnO-coated
CNT array, suggesting that the higher density of 3-D supported ZnO nanorods
is responsible for the improved photocatalytic effect. Similar experiments have
been carried out on Al-coated polystyrene microbeads that have been spin-coated
on silicon using microsphere lithography. We find that uniform coating of the
ZnO nanorods around the microbeads can be obtained as well, as shown in Fig-
ures 5.12a and b. This indicates that hydrothermal synthesis can achieve high-
density coating of ZnO on any type of surfaces precoated with an aluminum
film.

(a) (b)

Figure 5.12. (a), (b) Assembly of ZnO nanorods on Al-coated polystyrene spheres.
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5.2.6.1. Epitaxial Growth of ZnO on GaN Surfaces

The previous section describes a strategy to grow aligned ZnO nanorods on any sur-
face by precoating the surface with an aluminum coat. Although this method may be
useful for catalytic applications due to the ease of generating a high density of ZnO
nanorods, the applications in optoelectronic devices are limited. The absence of a
well-defined epitaxial interface means that a nanojunction between the ZnO and the
substrate cannot be formed. In this section we describe the hydrothermal synthesis
of ZnO on GaN where the growth of well-aligned ZnO nanorods occurs epitaxially.
This process is highly relevant to the fabrication of n-ZnO/p-GaN type devices.
In this section, the ZnO nanorods were epitaxially grown by using the aqueous
solution described in the earlier section. This growth method showed some advan-
tages compared with others, such as the use of simple equipment, low temperature
deposition (100◦C), low cost, and not requiring the use of hazardous metalorganics
or metal catalysts. The GaN substrate was used as a template for the ZnO nanorod
growth because these materials have the same wurtzite crystal structure, similar in
band-gap energy (∼3.7eV), and small lattice constant mismatch (1.9%).

Growing ZnO nanorods on GaN offers a new method to fabricate the GaN
nanotube because the ZnO is easily decomposed in the hydrogen ambient at
600◦C [34]. In addition, n-ZnO nanorod on p-GaN has a potential application
in heterojunction-based devices [44] due to the increase in carrier injection effi-
ciency in the nanojunction [45,46]. To the best of our knowledge, this is the first
report on growth of ZnO nanorods on GaN using a wet-chemistry method.

Well-aligned ZnO nanorod arrays were grown directly on the GaN substrate. The
experimental procedure is described as follows. Zn(CH3COO)2 .2H2O (0.016 M)
was first dissolved in deionized water at room temperature. NH4OH (0.095 M)
was next added to the solution to create the alkaline environment (pH 10). The
resulting suspension was transferred into a Teflon-lined stainless steel autoclave. A
GaN substrate, after cleaning with deionized water, was dipped into the solution and
suspended in the autoclave by a tantalum wire. Finally, the autoclave was sealed and
put into the oven. The hydrothermal treatments were carried out from 60–150◦C.
After the growth, the autoclave was allowed to cool down naturally. The samples
were taken out, washed in the deionized water several times, and dried in air.

The surface morphology and the crystalline quality were characterized using a
scanning electron microscope (SEM) and X-ray diffraction (XRD), respectively.
The photoluminescence measurement was carried out on the synthesized ZnO
nanorods.

5.3. Characterization of ZnO Nanorods

5.3.1. Morphology of ZnO Nanorods

Figure 5.13 shows the SEM image of the ZnO nanorods, grown on the (0001)
GaN substrate for five hours at a temperature of 100◦C. The solution has a pH of
approximately 9 to 10, containing 0.25 g zinc acetate at a concentration 0.016 M.
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Figure 5.13. SEM image of ZnO
nanorods with tilt angle.

Nanorods uniformly covered the entire surface and each has a hexagonal cross-
section with a sharp tip at the top. From the cross-section image, the rods are seen
to grow vertically from the GaN substrate surface, with uniform thickness and
length distributions. The diameter and length of the nanorods are 80–120 nm and
approximately 1 μm, respectively. The hexagonal shape of the nanorods reveals
that the rods grew epitaxially on the GaN film. The diameter, length, and density
of the ZnO nanorods can be changed by varying the growth time and reactant
concentration. The nanorods with diameter 60 nm and length up to 2 μm can be
achieved by increasing the reactant concentration to 0.021 M and increasing the
growth time to seven hours.

5.3.2. Crystalline Property of ZnO Nanorods

The crystal structure of the nanorods was characterized by XRD. During the mea-
surement, the 2θ was scanned and the ω value was kept constant in order to avoid
the GaN peak arising from the substrate. From the XRD spectrum shown in Fig-
ure 5.14, the strong peak at 2θ = 34.42◦ is due to ZnO (0002) crystal plane, from
which value a lattice constant of 5.206 Å was estimated. In addition, a small peak
corresponding to the ZnO (0004) crystal plane was also observed. The strong
(0002) diffraction peak is consistent with the SEM images, which show well-
oriented arrays of ZnO nanorods with a preferential growth along the c-axis. All
the observed diffraction peaks can be indexed to the hexagonal phase of ZnO.

5.3.3. Optical Properties of ZnO Nanorods

As a potential material for photonic applications, it is important to evaluate the
optical properties of ZnO. Photoluminescence measurement was performed on
the ZnO nanorod/GaN substrate because it is an effective method to investigate
the presence of defects. Figure 5.15 shows the PL spectrum at room temperature
of the ZnO nanorods grown on GaN substrate (full line) and of the GaN substrate
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Figure 5.14. XRD spectrum of ZnO.

350 400 450 500 550 600

363.5 nm

385 nm   GaN
  ZnO nanorods on GaN

P
L
 in

te
n
si

ty
 

Photon wavelength nm 

Figure 5.15. The photoluminescence spectra of ZnO nanorods (full line) and GaN substrate
(dotted line) at room temperature.



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 20:52

5. Zinc Oxide Nanorod Arrays 111

(dotted line). The PL spectrum of the GaN substrate was confirmed by removing
the ZnO nanorods from a small area of the GaN substrate. The nanorods exhibit
a PL peak in the vicinity of the band edge at 385 nm (3.23 eV). This peak is
attributed to the exciton-related recombination [38]. In addition, the small peak at
363.5 nm was also observed. This peak comes from the GaN substrate due to the
fact that the ZnO nanorods did not cover the entire GaN surface. Besides, the defect
peak, centered at 520 nm (2.38 eV) was also observed. This peak is attributed to
singly ionized oxygen vacancies in ZnO and the emission results from the radiative
recombination of a photo-generated hole with an electron occupying the oxygen
vacancy [39–40]. To our knowledge, the ZnO nanorods we have grown have the
highest intensity ratio of the band edge emission to the deep level emission among
those obtained by solution methods [41–42].

5.3.4. Growth Mechanism of ZnO Nanorods

The growth mechanism of ZnO nanorods in aqueous solution is discussed next.
The principle of aqueous solution techniques is based on heterogeneous nucleation
and subsequent crystal growth on a specific surface. The heterogeneous nucleation
is induced in a supersaturated solution at a relatively low degree of supersaturation.
The condition of the aqueous solution can be controlled by adjusting the reactant
concentration, growth temperature, and the pH. The crystal phase of the deposits
was mainly determined by the pH of the aqueous solutions. If the pH is in the range
6 to 9, the Zn(OH) is predominantly formed. The wurtzite ZnO crystal is formed
at pH 9–13 [43]. During the progress of the formation of ZnO, the complex ion
Zn(NH3)2+

4 or Zn(OH)2−
4 was formed first. The equations expressing the thermal

equilibrium of the ZnO–H2O system are given below:

Zn2+ + H2O ↔ ZnO + 2H+

ZnOH+ ↔ ZnO + H+

Zn(OH)2 ↔ ZnO + H2O

Zn(OH)−3 + H+ ↔ ZnO + 2H2O

Zn(OH)2−
4 + 2H+ ↔ ZnO + 3H2O

With an increase in temperature, these complexes will be dehydrated. The ZnO
crystal forms a heterogeneous nucleus at the interface between substrate and so-
lution. After that, the crystals begin to grow into the nanorods.

From Figure 5.16, it is seen that the ZnO nanorods grown on the GaN substrate
have hexagonal cross-sections with well-formed faceted prismatic morphology at
the tips. The possible mechanism suggested is that the formation of hexagonal-
shaped ZnO rodlike crystal is attributed to the difference in the growth rates of
the various crystal facets, resulting in the observed crystallite shape [44]. The
relative growth rates of these crystal faces, which can be adjusted by the growth
conditions, will determine the aspect ratio of the ZnO nanorods. Figure 5.17 shows
the schematic sketch of an ideal ZnO rod. Growth in the 〈00 · 1〉 direction has
the fastest growth rate. Growth in the 〈10 · 1〉 direction has intermediate growth
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Figure 5.16. SEM image of ZnO nanorods
with tilt angle at high resolution. The inset
shows the shape of the nanorod’s tip. Scale bar
is 100 nm.

rate, and in the 〈10 · 0〉, the growth rate is smallest. Hence, the relationship of
the growth rate of ZnO crystal face is R〈00 · 1〉 R〈10 · 1 〉 R〈10 · 0〉. These
relationships will result in the formation of 1-D ZnO nanorods with hexagonal
cross-section.

5.3.5. Effect of ZnO Nanorod Morphology on Growth
Temperature: From Nanoneedles to Nanorods

In the case of ZnO growth using an aqueous solution, the 1-D growth can be en-
hanced by controlling certain growth parameters such as pH, reactant concentra-
tion, and growth temperature. The dependence of ZnO nanorod morphology on the

[0001]

[0101]

[1000]

Figure 5.17. A schematic sketch of an ideal hexagonal
rod.
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a 

c d

b

Figure 5.18. ZnO nanorods grown on GaN at different growth temperatures: (a) 60◦C,
nanorod density 3 ×104 cm−2; (b) 80◦C, nanorod density 7 ×104 cm−2; (c) 100◦C, nanorod
density 2 ×105 cm−2; (d) 150◦C, nanorod density 1.2 × 105 cm−2. Scale bars are 1 μm.

growth parameters has been investigated. The growth temperature, reactant con-
centration (zinc acetate concentration), and pH were changed so that the optimum
value of growth parameters could be obtained. However, only the temperature-
dependence of morphology is presented here to illustrate some interesting results.

The growth temperature was changed from 60◦C to 150◦C and other parameters
(reaction concentration: Zn (CH3COO)2 .2H2O, 0.25 g, 0.016 M; pH 9, NH4OH
0.85 ml; growth time 5 h) were kept constant. The ZnO nanorods formed at different
growth temperatures are shown in Figure 5.18. From Figure 5.18, the morphology
of the ZnO nanorods changed from a sharp tip with high aspect ratio to a flat tip
with smaller aspect ratio when the temperature was varied from 60◦C to 150◦C.
In addition, the density of the nanorods was also affected. The temperature at
100◦C seems to be the optimum value in order to obtain high density of nanorods
(2 × 105 cm−2). The possible reason for these observed morphologies is the de-
pendence of the relative growth rate of the crystal faces on growth temperature.

Figure 5.19 shows the cross-section image of the ZnO nanorods grown at tem-
peratures of 100◦C and 80◦C. The average diameter and length of the nanorods
are 90 nm and 1.5 μm, respectively. The diameter of the nanorods grown at 80◦C
is a little smaller, around 70–80 nm. These two types of morphology are found to
be useful in laser and field emission application.
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Figure 5.19. Cross-section SEM images of ZnO nanorods with different morphology:
(a) ZnO nanorods with flat tip, growth temperature 100◦C; (b) ZnO nanorods with sharp
tip, growth temperature 80◦C. Scale bars are 1 μm.

From Figure 5.19a, it is seen that all the nanorods have flat tips that can serve as
miniature Fabry–Perot optical cavity facets. With a facet reflectivity of 42% formed
by the difference in refractive indices between air (nr = 1) and ZnO (nr = 2.45),
UV lasing emission can be generated.

The morphology of the ZnO nanorod (with sharp tip) shown in Figure 5.19b is
useful for field emission application. In addition to the sharp tip and high aspect
ratio, ZnO is well known as having negative electron affinity, and high mechanical
strength and chemical stability. With these properties, ZnO has a potential for use
in field emission display.

5.4. Conclusion

Hexagonally packed zinc oxide nanorod bundles have been synthesized on hy-
drotalcite (HTlc) sheets by reacting zinc acetate with aluminum-coated silicon in
alkali hydrothermal conditions. The HTlc sheets are a unique product of the alkali
hydrothermal environments, and cannot be readily produced by dry chemical vapor
deposition methods. Controlling the thickness of the Al film is key to obtaining a
range of secondary structures, ranging from self-assembled ZnO nanorod bundles
on HTlc sheets which precipitate randomly on the silicon substrate, to well-aligned
ZnO nanorods growing on silicon substrates.

A mild catalyst–free aqueous route has been successfully established to syn-
thesize vertically aligned ZnO nanorod arrays on GaN. From the SEM and XRD
measurements, the ZnO nanorods are seen to be vertically well aligned on the
c-axis orientation, and have uniform hexagonal structure with diameter of 80–100
nm and length of about 1 μm. The photoluminescence spectrum also exhibits
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strong exciton-related emission with a weak defect peak, which shows that the
nanorods have good optical properties with low atomic defect. In addition, the
growth mechanism of the ZnO nanorods has also been discussed.

The change of ZnO nanorod morphology from nanoneedle to nanorod was also
observed when the growth temperature was changed from 60◦C to 150◦C. Control
of growth temperatures offers a flexible method to obtain ZnO nanostructures with
different shapes (needle or rod) suitable for different applications such as field
emission and laser application .

With further improvement, the vertically aligned ZnO nanorods epitaxially
grown on the GaN substrate seems to be a promising method for fabricating
p–n heterojunction nanorod devices. Further work is needed to explore the lasing
emission and field emission properties of the ZnO nanorods.
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6
Nanoparticles, Nanorods, and
Other Nanostructures Assembled
on Inert Substrates

Xue-Sen Wang

6.1. Introduction

The geometric and surface properties of supported nanostructures (nanoparticles,
nanorods, and other nanoscale objects) are closely related to many of their im-
portant applications. On relatively inert substrates, such as graphite, oxides, and
nitrides, many nanostructures can be fabricated in a nearly free-standing state by
simple physical vapor deposition, and be characterized using electron microscopy,
scanning probe microscopy, and various spectroscopic methods. Their intrinsic
properties, including the interaction among them, can be measured. In addition,
the nanostructures on an inert support provide us with an arena to examine their
interactions with other nanoobjects, such as biomolecules, without the influence
of a solution.

The nucleation and growth on an inert substrate is generally portrayed as in a
three-dimensional (3-D) islanding mode based on (macroscopic) surface/interface
energy consideration. However, the morphology of self-assembled nanostructures
can vary dramatically from one material to another, and even for the same material
under different growth conditions. Such variations reflect the characteristics of the
interactions among the deposited atoms/molecules, the nucleated structures, and
the substrate in different systems. Many of these can be classified as kinetics that
can be adjusted by controlling the growth conditions. This provides us with the pos-
sibility to fabricate the nanostructured materials that satisfy particular application
requirements. To achieve this goal, it is essential to understand the basic thermo-
dynamic and kinetic properties of deposited and nucleated species that determine
the size, shape, and surface atomic structures of the self-assembled nanostructures.

6.2. Geometry and Surface Structures of
Supported Nanostructures

The strong interest in nanostructural research originates from the novel proper-
ties of nanoparticles that can be quite different from the bulk, and the sensitive
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dependence of these properties on particle size, shape, and surface atomic con-
figuration [1–5]. The size- and shape-dependent properties are closely related to
important applications of nanoparticles, including quantum dots (QDs) in electron-
ics and optoelectronics [6,7], catalysts [8–11], and single-domain magnets [12,13].
Although some extrinsic factors such as a surface passivation layer may have a
strong influence on nanoparticles’ properties [14], most of their novel properties
originate from their atomic configuration and geometry. Free-standing nanopar-
ticles have been investigated extensively in past decades in order to extract their
intrinsic properties [1,3,4,15–19]. But various experimental difficulties have lim-
ited the variety of completely free-standing nanoparticles that can be studied.

Taking advantage of the Volmer–Weber growth mode, nanoparticles in the form
of cluster and crystallite can nucleate and grow on inert substrates such as graphite,
oxide, and ceramic surfaces. To display the intrinsic properties of nanostructures,
their interaction with the substrate should be significantly weaker than that in an
epitaxial system. Nevertheless, the interaction is strong enough to maintain me-
chanical bonding required for analyses. In particular, graphite, oxide, and nitride
thin films formed on conductive substrates provide us with the “inert” templates
for growing nanostructures that can be characterized subsequently using popular
analytical tools including photoelectron spectroscopy and scanning tunneling mi-
croscopy (STM) [9,10,20]. Such supported nanoparticles are relatively close to
the state of their applications in catalysis and sensors [21]. They also make it rela-
tively easy to extract geometric, electronic, chemical, and magnetic properties of a
particular nanostructure and establish correlations among these properties [22,23].

In many applications, the surface atomic structure, shape, and crystal orientation
with respect to the substrate are important to particular functions of nanoparticles.
For example, the catalytic and sensor performances are closely related to the sur-
face structures of nanoparticles. For single-domain nanomagnets in the patterned
medium used for ultrahigh-density information storage, it is desirable to let all
magnetic crystallites take an identical orientation and a unique shape so that full
advantage may be taken of the shape and magnetocrystalline anisotropy to en-
hance the stability against superparamagnetism [12,13,24]. In addition, the nucle-
ation and growth of nanoparticles are the initial stages of film growth on an inert
substrate. The properties of nanoparticles, including interparticle mass transport
kinetics, have intimate effects on the texture of films obtained at a later stage of
growth [25–31].

Depending on the strength of the interaction with the supporting surface, the
properties of nanoparticles grown on inert substrates vary between those formed in
epitaxy and those of free-standing clusters without any support. The epitaxial film
or island growth [32,33] on one extreme and free cluster formation [1–4] on the
other have been quite well understood now. In epitaxy, the lattice parameters and
orientation of islands nucleated initially are fixed largely by the requirement of reg-
istry with the substrate due to a strong interaction across the interface. For particles
formed on an ideal inert substrate, their crystalline orientation could be completely
random as a free-standing nanoparticle, and the shape and atomic configuration
of clusters or crystallites are determined solely by minimizing the particle energy,
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which includes contributions from electronic and atomic configurations. For the
intermediate systems we deal with here, all the factors important in the extreme
cases must be considered. Additionally, growth kinetics [26,31–34], surfactant
[35–37], buffer layer [38], and surface termination [39,40] can be used to adjust
the geometric and other properties of nanoparticles as well as the texture of thin
film derived from these nanoparticles.

The equilibrium shape and surface atomic configuration of nanoparticles often
show sensitive size dependence. Small metal clusters (consisting of ≤103 atoms)
are normally spherical (with a diameter within ∼3 nm) to minimize quantum con-
finement energy of electrons [3,4,41]. In the intermediate size (∼103–104 atoms)
range, both quantum confinement and atomic configuration energies are important
so that the particles are usually in near-spherical crystalline or quasicrystalline
polyhedral forms (e.g., cuboctahedron, icosahedron, and decahedron) [1,34]. At
even larger particle size, the interior atomic configuration should take a crystal form
the same as the bulk. But the particle shape may differ remarkably from the macro-
scopic equilibrium crystal shape (ECS) [32]. Quantum confinement may remain an
important factor. Furthermore, the surface energy anisotropy of a nanocrystallite
can deviate significantly from that of a macroscopic crystal due to reduced surface
area to accommodate surface reconstruction. Additionally, the contribution to sur-
face energy from atoms located at edge and corner sites, which scales as ∼R−1 is
no longer negligible for nanoparticles. All these factors favor an isotropic ECS.
On the other hand, the interface binding with the substrate generally reduces the
profile of supported nanoparticles and favors a relative anisotropic ECS [8,42].

To reveal the interplay of various factors, we performed a systematic study,
mainly using in situ ultrahigh vacuum (UHV) STM, combining with Aüger elec-
tron spectroscopy (AES) and low-energy electron diffraction (LEED), on the nu-
cleation and growth, shape, and surface atomic structures of nanostructures on
highly oriented pyrolytic graphite (HOPG) [43,44] and silicon nitride (SiNx) thin
films obtained by thermal nitridation of Si [45–47]. Much previous research work
has been carried out with (mostly ex situ) scanning electron microscopy (SEM),
cross-sectional transmission electron microscopy (TEM), and X-ray scattering
[3–5,8,29,34,48]. Although each of these techniques offers certain strength, UHV
STM is unique in providing atomic-resolution surface structural and other geomet-
ric information of nanostructures under a well-controlled environment. Of course,
STM normally can only image the top surface of an object, so investigations using
STM and other techniques should be complementary to each other.

HOPG has been used as a prototypical inert substrate in many nanostructural
nucleation and growth studies [8,26,49–54]. It has been found that the bonding of
many metal and semiconductor atoms (e.g., Au, Ag , Sb, and Si) with HOPG is
extremely weak (the sticking coefficient of Si on HOPG is much less than unity
[49]), so a variety of nearly free-standing nanostructures has been observed to form
on HOPG. HOPG is also used as an ideal template for studying the kinetics and
thermodynamics governing the migration and coalescence of nanoparticles. Here,
we present mainly our investigations of Al, Sb, and Ge nanostructures formed on
HOPG.
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For comparison, we also show some results of Ge and Si nucleation and growth
on SiNx films. SiNx has been used widely as a high-quality dielectric material in
microelectronics [55], and as coating and buffer layers with excellent thermal, me-
chanical, and chemical stabilities [56]. Crystalline and amorphous SiNx thin films
(thickness 1–3 nm) can be formed on Si(111) and Si(001) substrates, respectively,
allowing us to examine processes relevant to different applications [45–47]. Semi-
conductor and magnetic nanoparticle growth on SiNx has been investigated by a
few groups including ours [22,37,57–60]. In general, studies of formation of semi-
conductor QDs and magnetic nanoparticles on Si-based substrates are important
for integration of optoelectronic and magnetic functions on Si-based integrated
circuits [5,61]. Si and Ge low-dimensional structures are especially attractive be-
cause their luminescence efficiency could be much higher than that of the bulk
[2,6,7,62,63]. Clusters made of up to a few tens of Si or Ge atoms (size ∼1 nm)
have been investigated extensively [15,16], and studies of free-standing particles
of size beyond a few nm have been rather rare [17–19] because of experimental
and calculation difficulties. For supported nanoparticles (besides the well-known
epitaxial pyramidal and dome Ge (or SiGe) QDs on Si(001) [64,65]), experimental
works of deposition on Si(111) [66], SiOx [67,68], CaF2 [69], HOPG [49], and
Ag(111) [70] have been reported. It has been found that the electronic properties of
Si nanoparticles on graphite depend sensitively on their size [71,72]. However, the
evolution of shape and surface structures with the particle size, the effects of sur-
factants on nanoparticle growth, and the texture of continuous films obtained sub-
sequently were not examined extensively. These issues are addressed in our study.

In the following, after a brief description of procedure and precautions in ex-
periments and data analyses, results of nucleation, coarsening, morphology and
surface atomic structures of Al, Sb and Ge nanostructures on HOPG are presented
first, followed with the evolution from clusters via crystallites to continuous films
of Si and Ge on SiNx. The effects of an Sb atomic layer on the nucleation and
shape evolution of nanoparticles on SiNx will be briefly illustrated. Based on the
comparison of nanostructures formed in different cases, a few general observations
regarding the correlation between the nanostructural geometry and the thermody-
namic and kinetic driving forces will be made. Particularly, we will explore the
surface properties of nano-particles, their interaction with each other and with the
substrates, and the consequences on the texture of more sophisticated nanostruc-
tures and continuous films they form later.

6.3. Experimental Procedure and Considerations

Our experiments were mostly carried out in UHV (base pressure ∼1 × 10−10

mbar) chambers equipped with STM and LEED/AES apparatus. Samples can be
annealed up to 1500 K by radiative and electron-bombardment heating with a
W-filament on the back. Deposition fluxes were generated from well-degassed
thermal evaporators loaded with high-purity source materials. Ge and Sb were
deposited from Ta-boat evaporators, and Al was from a wetted W-coil and Si from
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Figure 6.1. Schematic diagram for es-

timating the apparent shape and size of

a spherical particle in STM image. The

dotted line represents the tip trajectory.

an electron-bombardment source. A thermocouple was used to monitor the Sb
source temperature which was normally in 340–380◦C range, so the flux mostly
consists of Sb4 [73,74]. The flux was calibrated by measuring AES peak ratio and
the island volume of a deposited material on a substrate in STM images (assuming
a sticking probability near 1, which cannot be applied for some systems such as Ge
on HOPG). The flux values carry an absolute error of about 30%, but the relative
error should be within 15%. The deposition rate was typically on the order of 1
monolayer per minute (ML/min). The sources and substrates were kept as clean as
possible in a UHV chamber to reduce impurity effects on cluster nucleation and
surface morphology.

STM images were taken at RT using electrochemically etched and electron-
beam treated W tips. The STM image scales were calibrated with well-known
surface structures such as Si(111)–7 × 7, Si(001)–1 × 2 and atomic steps on
these surfaces. In addition to conventional drift and the hysteresis effect of the
piezoelectric scanner, a precise determination of distances on crystallite facets
is handicapped by tilting of the facets. The finite tip size and multiple-tip effects
often make the 3-D islands appear bigger than their real size, and generate artifacts
in STM images [42,69]. Great care was taken in our experiments to avoid these
effects. But they could not be eliminated completely, especially in imaging samples
with relative large corrugation, so they must be taken into consideration in data
analyses. On inert substrates, nanoparticles often grow initially in a near spheric
or oblate shape [69]. A simple sketch shown in Figure 6.1 gives us an estimate on
how the apparent size and shape of a spherical particle are related to the real size
and STM tip geometry. Assuming a hemispheric shape of radius RT for the STM
tip front and a tip-sample tunneling gap d, for a spheric particle of radius RP , the
scanning trajectory of the tip gives an accurate measure of the particle’s height.
But the apparent lateral radius RI of the particle in STM image is:

RI ≈ 2
√

(RT + d)RP (1)

Typically, d ≤ 1 nm. This equation is valid for RT ≥ RP . If RT ≤ RP , RI is
approximately RT + RP , because the tip cannot go underneath the spheric particle.
For a nanoparticle of RP = 5 nm imaged with a tip of RT = 10 nm, we would
get RI ≈ 15 nm, a quite large overestimate. The tip shape can be rather irregular,
which leads to different values of RT for nanoparticles in a different size range. In
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addition, the supported nanostructures, especially small clusters on weak-binding
sites, can be moved or even picked up by a STM tip. These possibilities have
to be considered in selecting STM imaging parameters and interpreting images.
Besides in situ characterizations, some samples were examined ex situ with SEM
and high-resolution TEM.

Fresh HOPG substrates were obtained by cleaving in air and then quickly trans-
ferred into a UHV chamber through a load-lock. Before being used for nanostruc-
tural growth, they were degassed at 200–500◦C for 10 hours. HOPG is made of
graphite atomic sheets stacked in an identical polar (the [0001] direction) orienta-
tion, but the stacked sheets are not necessarily azimuthally aligned with each other.
The lateral size of an individual sheet is also limited. Therefore, a cleaved HOPG
sample surface commonly shows flat terraces of 100–500 nm in width separated by
steps (see Figure 6.2a) [43,44]. The step heights vary from 3.4 Å (monatomic) to a

(a)

(c)

(b)

(d)

Figure 6.2. Grey-scale STM images of substrates used in our supported-nanostructure

study: (a) a HOPG surface, (b) crystalline SiNx film on Si(111), (c) a zoom-in scan show-

ing the 30.7-Å superstructure on SiNx/Si(111), and (d) amorphous SiNx film on Si(001)

with pinholes of depth ≤7 nm. Image area: (a) (0.5 μm)2; (b) (220 nm)2; (c) (50 nm)2;

(d) (380 nm)2.
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few nm. These steps have a much stronger power to trap atoms and nanoparticles
[49,54,75] than terrace sites and even point defects on terrace. As we show later,
there are subsurface step edges of graphite sheets covered by a thin (a few ML)
surface sheet. These subsurface steps are normally invisible in STM images of
bare HOPG, but play a noticeable role in nucleation and growth of nanostructures.

SiNx films were formed on clean Si(111) and Si(001) surfaces after NH3 or
NO exposure for 1–20 min at a temperature of 875–975◦C [45,46,57,58]. AES
measurement indicated saturation of SiNx growth after a 20-min exposure. On
Si(111), the nitridation resulted in a crystalline SiNx film as shown in Figure 6.2b,
with a 30.7-Å periodic superstructure (see Figure 6.2c), flat terraces, and atomic
steps on the surface. The long-range order on the surface, however, was much
inferior to that on a typical Si(111)–7 × 7. This gave rise to a high nucleation
density in the initial stage of overlayer growth. TEM images confirmed that the
thickness of SiNx films was in the 1–3 nm range. On Si(001), the SiNx film shown
in Figure 6.2d is amorphous, with some voids penetrating down to the pure Si
region.

6.4. Nanostructures Assembled on Graphite

For the three elements (Sb, Al, and Ge) deposited on HOPG at room temperature
(RT ∼ 30◦C here), due to weak interface bonding, 3-D island (Volmer–Weber)
growth was observed. Nevertheless, the nucleation and growth of each element
show its distinctive behavior.

6.4.1. Antimony on Graphite

Among various materials deposited on HOPG or amorphous carbon, particularly
rich phenomena have been reported for Sb clusters (Sbn) in a size range of n = 4
to 2300 [26,76–79]. Depending on the size n of Sbn , the Sb islands formed on
graphite vary from compact spheres for n = 4 to ramified fractals for n ≥ 90. The
fractal branch width decreases as n increases. These phenomena are explained in
terms of the interplay of Sbn arriving rate at an existing island, and the time it takes
for clusters in contact to coalesce. In all these studies, however, the possibility and
consequences of Sbn decomposition were largely ignored.

In many processes, Sbn (particularly for Sb4 generated from a thermal evapo-
rator) decomposition and/or conversion from the physisorption to chemisorption
state do occur [80]. This has strong effects on compound and alloy growth involv-
ing Sb [73,74,81]. The diffusion, nucleation, and growth kinetics of chemisorbed
Sb species on HOPG are expected to differ remarkably from those of physisorbed
Sb4. It would be interesting to examine whether different structures form on HOPG
if Sb4 decomposition is significantly activated (or similarly if the deposition flux
consists of a significant percentage of Sb2 and Sb1). In addition, due to experimen-
tal difficulties, the atomic structure of Sb(111) was revealed with STM only very
recently [82], and the atomic structures of other surfaces of Sb crystal are largely
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Figure 6.3. (a) α-Sb lattice viewed in [111] direction (the long diagonal of rhombohedral

cell). A, B, and C mark sites in three layers separated by 3.76 Å. (b) Atomic configuration

of graphite basal plane, a (
√

3 ×√
3) R30◦ cell is outlined with dotted lines.

unknown. The crystalline Sb structures formed on HOPG allow us to image other
surfaces when they appear.

We observed that spherical 3-D islands, extended 2-D islands, and 1-D
crystalline nanorods are formed on HOPG. The atomic-scale STM images of
the surfaces on these different-dimensional Sb structures have been obtained.
Furthermore, with a low Sb4 flux and the substrate at RT, spherical islands nu-
cleate and grow exclusively at the initial stage. In contrast, with a high Sb4 flux
and substrate at ∼100◦C, formation of a spherical island is completely suppressed,
resulting in only the 2-D and 1-D structures. These results are explained in terms
of a relatively large difference in the activation energies of Sb4 diffusion and dis-
sociation (or chemisorption) on HOPG, which leads to different rate changes in
response to temperature increase. It is well known that the properties of differ-
ent types of nanomaterials (i.e., nanoparticles, nanowires, and thin films) differ
remarkably from their bulk counterparts and from each other due to their dimen-
sionality [2,5–7,83]. Therefore, the ability to selectively grow certain dimensional
nanostructural materials is highly desirable in nanoscience and nanotechnology
[84,85].

The most stable α-Sb bulk crystals take a rhombohedral lattice structure [86],
which can be derived by a slight distortion of a cubic lattice [87]. The distorted
face-center cubic representation of α-Sb is illustrated in Figure 6.3a, with the ABC
stacking at a 3.76-Å layer spacing. Each site represents a base of two Sb atoms,
with the other atom 5.26 Å beneath the one shown in the figure. In this chapter,
we use the rhombohedral index notation for the observed Sb structures [88], so
Sb(0001) in Reference [82] is denoted Sb(111) here. For comparison, the atomic
configuration of a graphite basal plane is sketched in Figure 6.3b.

6.4.1.1. Three Types of Sb Nanostructures

Figure 6.4a displays a STM image taken on a HOPG sample with 12 Å Sb deposited
at a rate of 4 Å/min at RT. Three types of Sb structures are observed, labeled as
1-D, 2-D, and 3-D in the figure. The three large 3-D spherical-top islands have
heights in the 50–56 nm range, and apparent lateral diameters 140–150 nm. STM
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Figure 6.4. Three-dimensional view STM images of Sb structures on HOPG. (a) After

1.2-nm Sb deposited at RT and a flux of 4-Å/min; (b) after 10-nm Sb deposited at RT and

a 4-Å/min flux. (c) and (d) are zoom-in images taken on a 2-D island. Image area: (a),(b)

(1 μm)2; (c) (300 nm)2; (d) (10 nm)2. Imaging conditions: Vs = 0.45 V, It = 0.4 nA.

tip cannot scan underneath the nanoparticles, so we cannot know their exact shape.
Based on the inertness of the substrate, the observed 3-D particles are most likely
spheres or oblate spheres at this stage.

In addition to these tall 3-D islands, lower and extended structures are ob-
served. The 2-D islands (three of them: two unlabeled ones are in the upper part of
Figure 6.4a) have heights in the 3.1–3.5 nm range, and with atomically flat terraces
and straight step edges. These 2-D islands are not small graphite pieces, because
they grow as more Sb is deposited later. The long linear (1-D) feature in the upper
part of Figure 6.4a has a height 20 nm and a measured width ∼35 nm. In addition
to this relatively long Sb nanorod, there are two short rods on the side of a 3-D
nanoparticle in the lower half of the image. The heights of these wires are about
13 nm. It should be mentioned that these Sb rods are not necessarily formed along
the steps of HOPG.
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(a) (b)

Figure 6.5. STM images of 3-D Sb islands on HOPG. (a) After 1.8-nm Sb deposited at

RT and a flux of 1.8 Å/min; (b) a facet on top of a 3-D island. Image area: (a) (2.5 μm)2;

(b) (60 nm)2.

As more Sb is deposited in the same condition, all three types of Sb structures
grow in size, but at different rates. More characteristics of these structures can
be revealed as they grow. Figure 6.4b displays an image taken on a sample after
10 nm Sb was deposited. Most of the surface is covered with multilayer 2-D film
domains. In the zoom-in scan in Figure 6.4c, flat terraces separated with atomic
steps are observed. The measured average height of the atomic steps on the 2-D
islands is 3.96 ± 0.20 Å. Further zoom-in scans on a flat terrace reveal a hexagonal
ordered structure as shown in Figure 6.4d, with a period 4.17 ± 0.12 Å. The steps
are all along the 〈110〉 direction. Comparing with the lattice parameters of Sb (111)
in α-phase [86], our measured average step height is 5% larger than the bulk layer
spacing (3.76 Å), whereas the lateral period is shorter than the expected value
(4.31 Å) by 3%.

The surface of 3-D islands is smoothly curved without any facet initially. In fact,
some 3-D islands of heights ∼55 nm and lateral size ∼200 nm still have a smoothly
curved surface. This type of islands can be observed in the image of Figure 6.5a
taken on a HOPG sample with 1.8 nm Sb deposited at a rate of 1.8 Å/min at RT.
In this condition, only 3-D spherical islands are formed at this early stage. Most
3-D islands are located along the steps on HOPG. Some islands (marked with an
arrow in Figure 6.5a) have a concave top area, indicating coalescence of smaller
islands to form these larger ones.

On the other hand, faceting has been observed on the surface of some relatively
large 3-D islands, as illustrated in Figure 6.4b. In this image, several 3-D islands
have heights in the 40–58 nm range when measured from surrounding 2-D film.
Although some of these 3-D islands remain in spherical shape with a lateral di-
mension ∼150 nm, most 3-D islands have grown to lateral size >300 nm and have
developed a flat top facet with straight edges, indicating a crystalline structure
inside. The top facets mostly form irregular hexagons or triangles, surrounded
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with a smooth curved surface. One triangular top facet is shown in Figure 6.5b.
Zooming-in STM scans on such top facets reveal a hexagonal periodic atomic
structure similar to that in Figure 6.4d. But the period on the 3-D top facets is
4.27 ± 0.10 Å, basically the value on Sb(111) of bulk crystal. The faceted Sb
crystallites observed here are similar to those observed by Kaiser et al. [79] using
SEM. In their SEM image, the top hexagons of Sb islands are also surrounded
with a smooth curved surface, indicating that the surrounding feature in our STM
images is not totally due to tip-shape artifact.

The surface periodicity data indicate that the lattice parameters of the 3-D Sb
islands on HOPG are basically the same as the bulk α-phase, with the (111) face
parallel to the graphite basal plane. The lattice parameters of the 2-D films show
a slight deviation from that of bulk Sb, in particular a contraction of 3% in lateral
spacing. It can be seen in Figure 6.3b that the period of the (

√
3 × √

3)R30◦

superstructure on graphite (0001) (a cell outlined with dotted lines in Figure 6.3b)
is 4.26 Å, which is quite close to the period in the (111) plane of bulk Sb. One
would expect that a (111)-oriented Sb film of a few atomic layers matches with
the graphite lattice underneath. But our results suggest that this is not necessarily
the case. We found that the azimuthal orientation of the 2-D islands on one HOPG
terrace can be different from each other, indicating that these islands do not all
have a fixed azimuthal alignment with graphite substrate.

Our STM images, as those displayed in Figure 6.6, indicate that the 1-D Sb
nanorods formed on HOPG are also crystalline. It is often observed that Sb
nanorods grow out in two perpendicular directions, as illustrated in Figure 6.6a.
Zoom-in images on Sb nanorods reveal the top surface structures mostly as rect-
angular periodic or rows along the rod axis. Rows displayed in Figure 6.6b, with a
period of 3.70 ± 0.15 Å along the rows and 4.5 ± 0.2 Å between the rows are typi-
cally observed on tall nanorods with heights ≥20 nm, such as those shown in Figure
6.4a and those marked “T” in Figure 6.6a. Figure 6.6c shows an atomic-resolution
image taken near the right-angle elbow of those relative lower Sb nanorods (marked
“L”, with height ≤15 nm). The surface lattice parameters vary from one area to
another beyond experimental uncertainty. In the right-angle intersection area, we
often found a nearly square order with a period of 4.18 ± 0.15 Å. In contrast, a
rectangular order of period (3.93 ± 0.15 Å) × (4.40 ± 0.15 Å) is observed away
from the intersection, as shown in Figure 6.6d, with the shorter side along the axis
of nanorods. A rectangular cell is outlined in Figure 6.6d, with a bright spot observ-
able inside. The average step height on the nanorod top surface is 2.83 ± 0.20 Å.
As discussed in detail below, these observations suggest that these nanorods start
in a simple cubic (SC) phase which forms for compressed Sb [86,89,90]. These
Sb nanorods have (110) top facet, and their axes are along [110] direction.

The lattice structure of 1-D Sb nanorods deviates significantly from α-Sb bulk.
For the (110) surface of bulk α-Sb, the unit cell size is 4.31 Å × 4.51 Å. The lattice
constants measured on top of Sb nanorods indicate a compressed state. It has been
observed for Group V elements such as As, Sb, and Bi that a rhombohedral to SC
phase transition occurs under pressure [86,87,89–91]. For Sb, the SC phase exists
in a narrow pressure range around 7.0 GPa, in which the atomic volume is about
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(a)

(c)

(b)

(d)

T

T
L

Figure 6.6. STM images of Sb nanorods. (a) Tall (T) and low (L) nanorods growing in

perpendicular directions; (b) an image on a tall nanorod showing row structure; (c) an image

taken at a right-angle intersection of a low nanorod; and (d) on a low nanorod but away

from the intersection. Image area: (a) (300 nm)2; (b) (10 nm)2; (c) (15 nm)2; (d) (4 nm)2.

Imaging conditions: (b) Vs = 0.4 V, It = 0.3 nA; (c), (d) Vs = 0.63 V, It = 0.6 nA.

85% of the normal state value and the atomic spacing is 2.966 ± 0.010 Å [89].
The 4.18 ± 0.15 Å square unit cells and 2.83 ± 0.20 Å step height observed on
the top surface at the right-angle intersections of Sb nanorods fit closely to the
SC lattice, with a

√
2 × √

2 reconstructed (001)SC surface. The nanorods grow
out from the SC along the equivalent [110]SC and [110]SC directions. Away from
the intersection, the nanorod lattice changes away from SC. The surface unit cell
becomes rectangular, with atomic spacing expanded in the direction perpendicular
to the rod axis while contracted along the axis. The transition seems continuous,
with the atomic volume remaining 85% of the normal state.

Nanostructures can be in a stressed state even without an external force. For
example, colloidal CdSe QDs have been observed in compressive or tensile stress
state depending on how the QDs’ surface is passivated [14]. The CdSe QDs are in
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compressive stress if the passivation layer acts as an electron donor. It is quite likely
that some electrons transfer from the graphite substrate to Sb nanorods to induce
the compressive stress. Similar charge transfer to the 3-D and 2-D Sb islands can
also occur. Its effect on 3-D crystalline islands seems negligible due to a large
volume of 3-D crystallites and a weak interaction across the interface. The 2-D
films, however, are expected to have a strong interaction with the substrate, but the
lattice parameter changes are fairly small. Therefore, in addition to charge transfer,
the surface atomic configurations on the top and side facets (the latter cannot be
imaged with STM) as well as the growth kinetics must also be considered to explain
the formation and lattice structure of the Sb nanorods.

6.4.1.2. Selective Growth of Different Dimensional Sb Nanostructures

We have illustrated that Sb can grow in three different types of nanostructures on
HOPG, namely 3-D clusters or crystallites, 2-D films, and 1-D nanorods. Inas-
much as different-dimensional nanostructures can have quite different properties,
it is valuable to understand the mechanism behind different structural formations,
and to search for conditions to selectively grow nanostructures of one type and
suppress others. To this end, we investigated nanostructural formation on HOPG
under different Sb flux and/or substrate temperature. The STM image shown in
Figure 6.5a is taken on a HOPG sample with 1.8 nm Sb deposited at a rate of
1.8 Å/min and at RT. In this condition, only 3-D spherical islands are formed at
the early stage. Most 3-D islands are nucleated along the steps on HOPG. With
further Sb deposition in this condition, 2-D and 1-D islands start forming.

The STM image shown in Figure 6.7 is taken on a sample with 5.4 nm Sb
deposited at a rate of 18 Å/min and with sample at about 100◦C. Here, only

Figure 6.7. A(4-μm)2 STM

image of 5.4-nm Sb

deposited on HOPG at 100◦C

and a flux of 18 Å/min.
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2-D and 1-D Sb structures are observed. We found that substrate temperature is
more important than the flux in determining what types of Sb structures grow
initially. At RT, even with a flux of 6 Å/min, 3-D island nucleation and growth are
dominant, whereas 3-D islands are totally suppressed with this flux but at 100◦C.
Raising substrate temperature further, we found that the growth cannot happen
when T ≥ 135◦C. In addition, we observed that sublimation becomes significant
at T ≥ 220◦C from the Sb structures grown on HOPG. After a 10-min annealing
at 260◦C, the nanorods almost all disappear, whereas many 2-D and 3-D islands
remain. All Sb desorbs from HOPG after 10 min annealing at 375◦C.

Previous studies of Sb growth on graphite have mostly addressed the nucleation
and growth of compact and ramified 3-D structures [76–78,92]. Kaiser et al. [79]
observed formation of other types of structures, and they obtained dominantly
branched 3-D islands at a high flux (∼60 Å/min), whereas a few different types
of structures formed at ∼3 Å/min. Supercooling of deposited Sb4 was considered
a possible driving force for viscous fingering and dendrite crystallization. With a
relative low Sb4 flux used in our experiments, however, this effect should be rather
weak.

We now explain the observed phenomena in terms of a different adsorption
state and diffusion rates of Sb species on HOPG. In the gas phase, Sb4 is more
stable than Sb2 and Sb1. The energy cost to dissociate an Sb4 into two Sb2 is
2.4 eV (i.e., 1.2 eV per Sb2), and it is 8.4 eV for dissociating into four Sb1 (i.e.,
2.1 eV per atom) [93,94]. The most stable configuration of free-standing Sb4 is a
tetrahedron [95]. All these can change when Sb4 is adsorbed on a substrate. For
example, when deposited on Si(001) near RT, an Sb4 ball (or tetrahedron) cluster
first settles in a planar dumbbell precursor chemisorption state, then dissociates
into two dimers [80]. The energy barrier is ∼0.7 eV for ball-to-planar transition,
and is ∼0.8 eV for dissociation of a planar Sb4 into two Sb2. The binding energy of
Sb on Si(001) is about 0.5 eV per atom with reference to Sb4 in the gas phase, and
a saturation coverage near 0.5 monolayer is maintained up to T ≈ 800◦C [93,94],
much higher than the temperature at which such a coverage can be maintained on
HOPG.

The binding of Sb with HOPG is expected to be significantly weaker than that
with Si. Our results show that the initial sticking probability of Sb4 on HOPG is
near 1 at RT, but it starts dropping noticeably at ∼100◦C. When an Sb4 lands on
HOPG, it is most likely in a physisorption state. Similar to the case on Si(001), a
physisorbed Sb4 can transfer to a chemisorption state or even dissociate into two
Sb2. But these transformations require overcoming certain energy barriers, which
are expected to be at least as high as those on Si(001) (i.e., ≥0.7 eV). The diffusion
barrier Ed of physisorbed Sb4 on HOPG seems quite low (significantly less than
0.3 eV based on a comparison with nucleation and growth on some metal surfaces
[96]; here we assume Ed ≈ 0.1 eV), so that at RT they can already quickly find
defect sites such as steps. Three-dimensional island nucleation occurs as several
Sb4 clusters meet at a defect site. As more Sb4 clusters arrive, the existing 3-D
islands grow, and more 3-D islands nucleate until the island density reaches a
certain saturation value.
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On the other hand, when a physisorbed Sb4 transforms to a chemisorbed Sb4

or dissociates into dimers, the diffusion barriers of these Sb species on HOPG are
expected to increase significantly from that of physisorbed Sb4. We believe that
the crystalline 2-D and 1-D structures are nucleated from these chemisorbed Sb
species, and these nucleation events occur when the chemisorbed Sb clusters meet
on a graphite terrace, not necessarily at defects. This offers a channel compet-
ing with 3-D island growth. Which channel is dominant depends on the kinetic
parameters of these processes and deposition conditions.

At a relative low T (e.g., 30◦C) and a low Sb4 flux, the conversion to chemisorp-
tion or dissociation is strongly suppressed due to the Boltzmann factor exp[-
Ec/(kT)], where Ec is the barrier of chemisorption or dissociation, and k is the
Boltzmann constant. Because the diffusion barrier of physisorbed Sb4 on HOPG
is quite low, migration of Sb4 clusters to step edges and other defects is highly
activated. Consequently, 3-D island nucleation and growth are dominant, resulting
in a sample shown in Figure 6.5.

Increasing substrate temperature enhances the rates of both Sb4 diffusion and
conversion to chemisorption (or dissociation). The ratio of these two rates changes
with T approximately as Rchemisorb/Rdiffusion ∝ exp[−(Ec − Ed )/kT ]. Because
Ec > Ed , the increment of the chemisorption rate with T is faster than that of
Sb4 diffusion, so that this ratio increases with T . Assuming Ec – Ed = 0.8 eV,
this ratio at 100◦C is about 300 times higher than that at RT. Correspondingly,
the concentration of chemisorbed Sb species increases with T , which enhances
the probability of nucleation and growth of 2-D and 1-D structures. Increasing the
deposition flux further enhances this probability, because it lets chemisorbed Sb
clusters more likely meet with each other.

In addition, Figures 6.4a and b show that, with a moderate flux and at RT,
although all three types of Sb structures grow initially, most Sb4 clusters deposited
later go to 2-D and 1-D islands. This indicates that once 2-D and 1-D islands
have nucleated, they can effectively attract Sb deposited later so that the supply of
Sb4 for 3-D island growth drops. At high T and high flux, this effect completely
suppresses 3-D island growth, yielding only 2-D and 1-D islands on the sample
as shown in Figure 6.7. At this stage, we are still searching for conditions to
selectively grow either 1-D or 2-D Sb structures but not both.

6.4.2. Aluminum on Graphite

The growth and structure of aluminum on graphite have been studied by sev-
eral groups [97–101]. Three-dimensional island growth of Al was observed using
LEED, AES, and STM [97,98]. However, 2-D clusters of sputter-deposited Al up
to 1 nm were imaged using STM in air [99]. XPS studies of Al sputter deposition
on graphite indicated Al cluster formation with Al–C bonds and the carbidelike
component Alx C (x ≈ 1.4) at the interface in early stage, followed by pure Al
overlayer growth [100]. It is not clear if these controversies arise from different
sample preparation methods or from ex situ characterization processes, especially
considering the chemical sensitivity of Al atoms and clusters. An in situ UHV
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Figure 6.8. (a) Spherical Al clusters and cluster chains at step edges after 1.5 Å Al deposited

on HOPG at RT; (b) flat-top faceted Al islands after deposition of 8 Å at RT; (c) triangular

islands (T) on terrace and elongated ones at step edges after 6-nm Al deposited at RT; and

(d) a SEM image of the sample in (c). Scan area: (a) (0.5 μm)2; (b) (250 nm)2; (c) (2 μm)2;

(d) (15 μm)2.

STM investigation will be very helpful to clarify the growth and structure of Al
on graphite.

We found that Al initially nucleate mostly at step edges of HOPG as 3-D spheri-
cal clusters at RT. With further deposition, the growth and coarsening of these clus-
ters lead to interesting features. Figure 6.8a displays a STM image after 1.5 Å Al
deposited at RT. Al cluster chains are observed along the steps at this stage, similar
to the Ag and Au growth on HOPG [54,75,102]. The spherical 3-D clusters have
height in the 4–8 nm range. Although none can be seen on terraces, Al clusters
may also have nucleated on some isolated defect sites, but the binding between
such small Al clusters and these defects is too weak to withstand STM scanning.
This can explain the fluctuating scan lines in Figure 6.8a, and is consistent with
previous in situ XPS and ab initio molecular dynamics studies [101,103].
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After a total deposition of 8 Å, faceted Al islands with flat top and straight
edges can be seen in the 3-D view STM image of Figure 6.8b, indicating crystallite
formation. The double-edge of islands in this image is due to the multiple-tip effect.
The island height is in the 3.0–5.5 nm range, and the lateral size in the 15–30 nm
range. These islands are still only found at the step edges when a sample bias (VS)
of 0.5 V is used in the STM scan. However, after 6-nm Al deposition, isolated
islands are observed on the terrace area along with those at step edges, as shown in
Figure 6.8c. The SEM image in Figure 6.8d illustrates the distribution of Al islands
over an even larger area. The islands on terraces, mostly in a (truncated) triangular
shape, have an average height of ∼28 nm, nearly twice that of those along steps.
During STM imaging with VS = 0.6 V, isolated islands on the terrace of quite
large lateral size (∼200 nm) can be dragged along by the tip. When these islands
are dragged to be in contact with those at step edges, they will settle there. Similar
behavior was observed for Au on HOPG [54,104,105]. When a large sample bias
(VS > 3 V) is used, even much smaller isolated islands on terraces (∼10 nm high
and 90 nm lateral) can be stably imaged.

Zooming in on top of large Al islands in Figure 6.8c, we observe craters typically
4–8 nm in depth as those shown in Figure 6.9a. The craters on an elongated island
are usually aligned as a chain roughly following the HOPG step edge. A large
island on a terrace may have several craters on top. Further zooming in on a
crater reveals atomic steps and terraces (see Figure 6.9b). The concentric rounded
hexagonal step loops of the craters and the triangular shape of islands on the terrace
indicate that the top facet is Al(111). The measured average height of atomic steps
is 2.52 ± 0.20 Å, larger than the bulk value (2.34 Å).

Most of the isolated triangular islands shown in Figure 6.8d take two azimuthal
orientations with a 60◦ rotation from each other. According to Maurice and Marcus
[99], a preferential fitting of Al atomic rows with the (

√
3 × √

3)R30◦ superstrunc-
ture on graphite (0001) leads to the alignment of Al crystallites with the substrate as
Al(111)||HOPG(0001) and Al〈110〉||HOPG〈1010〉. Most of our observed islands
agree with this alignment as the triangle island edges are along Al〈110〉, with the
apexes of triangles pointing in two opposite directions. Deviations from the exact
azimuthal alignment by several degrees are observed occasionally. A single atomic
sheet of graphite is mirror symmetric with respect to 〈1010〉, Graphite (0001) is
mirror symmetric with respect to 〈1010〉, so the opposite oriented Al triangular
islands have equivalent interface bonding with graphite. The relative high mobility
of Al islands manifested during STM imaging and the island coalescence discussed
next indicates. a weak interaction between the Al islands and graphite, so the Al
islands are indeed near the free-standing state.

The formation of 3-D islands with craters on top is a very unique growth behav-
ior. Based on thermodynamic arguments, the typical Volmer–Weber growth with
atomic deposition results in islands with a flat or protruding top surface. In most
kinetic theories of island nucleation, growth, and coalescence based on atomic
deposition, diffusion, attachment, and detachment processes, the curvature on the
island top is normally flat or convex. The smaller Al islands, such as those in
Figures 6.8a and b, are in such “normal” geometry. The craters on the large Al
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(c)
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Figure 6.9. (a), (b): Craters formed on Al islands shown in Figure 6.8(c); (c): coarsening

of three Al crystallites; and (d): schematics of island coarsening leading to crater formation.

Image area: (a) (500 nm)2; (b) (110 nm)2; (c) (200 nm)2.

islands disappear after a 25-min annealing at 350◦C, indicating that they are not
thermodynamically stable. Therefore, the formation of craters on large Al islands
reflects a different kinetic situation in the coarsening of smaller islands.

In Figure 6.9c, we show an island group (not at step edge) in an early merging
stage, in which the crater in the center and the boundaries between smaller islands
near the perimeter can be easily identified. Based on this, a simple model is pro-
posed for crater formation. Al atoms diffuse quickly on a HOPG surface due to a
low diffusion energy barrier (∼0.02 eV) [103], and the nucleation of small clusters
occurs when Al atoms meet at the initial stage. These Al atoms and small clusters
arrive and stay at defect sites with a relatively strong binding force. With further
deposition of Al, small spherical clusters grow up to faceted crystallites. The rela-
tively small faceted islands still can migrate on the defect-free area, although with
their mobility decreasing gradually due to a higher diffusion barrier and/or lower
attempt frequency.
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When several islands meet, they merge from an island group to one large coher-
ent island. In this process, Al atoms are required to fill in the bare HOPG surface
area surrounded in the middle of the island group. Previous investigations have
shown that coalescence happens at RT for Al islands, and kink and corner breaking
induce a transition towards equilibrium-shaped islands [106,107]. However, even
though the Ehrlich–Schwoebel barrier [108,109] for an Al atom to jump down a
step is small (0.06–0.08 eV), the interlayer mass transport is hindered at RT due
to a high energy barrier (∼0.8 eV) for atom evaporation from the steps. Therefore,
Al atom transport to the middle of the island group is much slower than the merg-
ing diffusion along the perimeter. Thus craters with a rounded hexagonal shape
finally form in the central area at RT. The scenario of crater formation in three
stages is sketched schematically in Figure 6.9d. To form a crater at the center, the
minimum number of islands in a group is three. A similar process is applicable to
the formation of crater chains on the elongated islands along HOPG steps.

In our model, the remarkable translational and rotational mobilities of Al crys-
tallites are essential. In fact, the inertness of graphite usually leads to a very low
diffusion barrier not just for adatoms, but also for clusters of some metals, even
those consisting of several thousand atoms. For instance, it has been demonstrated
that Sb and Au clusters migrate on HOPG surfaces at a surprisingly high diffusion
rate of ∼10−8 cm2/s at RT [110,111], quite comparable to that of single atoms in
similar conditions. Ag clusters with a diameter of ∼14 nm were also found to be
mobile on graphite surfaces [112]. The behavior of Al clusters on HOPG surfaces
seems similar to that of Au and Ag.

Most of the small islands are already crystalline when they form a group. In
order to merge into a big coherent island, these small islands should have the same
lattice orientation. As shown earlier, most crystalline islands take two azimuthal
orientations, with some deviating a few degrees. Thus, for an island group coarsen-
ing into a single island with craters in the middle, it is necessary for some Al islands
to adjust their orientation. We observed island rotation during the STM scan, espe-
cially for those in contact with each other. It is also possible that the grain boundary
moves across a crystallite when coarsening with another of different orientation
[29,30].

6.4.3. Germanium on Graphite

Ge cluster nucleation also occurs mostly at HOPG step edges. Initially, the clusters
form a single-row chain along a step, the same as that of Al in Figure 6.8a. Later,
clusters on both sides of the step as shown in Figure 6.10a are observed. With
0.9 nm Ge deposited, the height of Ge cluster is ≤9 nm. The cluster surface is
curved with no observable atomic order. After 2.1 nm Ge are deposited, the cluster
chains branch off the step edges and grow into the terrace region, as shown in
Figure 6.10b. Most of the chains are nearly parallel to each other. The chain growth
on the terrace is similar to that of a Si dimer row on Si(001) [113], suggesting the
chain end as a most favorable site for cluster nucleation and trapping. Some chains
change direction and even make a U-turn in the growth process. These chains
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(a)

(c)

(b)

(d)

Figure 6.10. STM images of Ge deposition on HOPG at RT. (a) Clusters nucleated on

both sides of a step after 0.9-nm Ge deposition; (b) double-layer cluster chains formed after

2.1-nm Ge deposition; (c) fractal islands grow along undersurface steps on wide terrace;

and (d) a zoom-in scan on the double-layer fractals in (c). Image area: (a) (0.3 μm)2;

(b) (0.6 μm)2; (c) (2.5 μm)2; (d) (0.8 μm)2.

mostly consist of two layers of Ge clusters now. The height of the lower layer is
≤9.5 nm, about the same as the single-layer chain in Figure 6.10a, and the height
of the upper layer is ∼15 nm as measured from the graphite surface. In the middle
area of wide terraces such as the one shown in Figure 6.10c, the Ge clusters form
fractal islands due to diffusion limited aggregation [114].

Figure 6.10d is a zoom-in STM scan on the ramified islands, which also show
a double-layer structure. These connected ramified islands originate from clusters
nucleated at sites of undersurface steps. The heights of the two layers are about
the same as those of the chains. The second-to-first layer mass ratio is quite high.
These double-layer structures form due to several factors: (1) Ge atoms deposited
later are more likely to form new clusters rather than being integrated into existing
ones, indicating a self-limiting cluster growth similar to Co on SiNx [59]; (2) the
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Figure 6.11. STM images of Ge crystallites with facets formed on HOPG. (a) With 4-nm

Ge deposited at RT and annealed at 310◦C; (b) 0.7 nm of Ge deposited at 175◦C; (c) a facet

imaged at Vs = −1.8 V; and (d) a facet imaged at Vs = −0.6 V after 22-nm Ge deposition.

Image area: (a) (0.6 μm)2, (b) (0.5 μm)2, (c), (d) (20 nm)2.

top of first-layer chains and fractals provides more stable sites for nucleation
and/or binding of new clusters than a graphite surface adjacent to the first-layer
Ge clusters; (3) Ge atoms or small clusters are mobile on HOPG and on the first-
layer clusters to reach the top even at room temperature; and (4) the re-evaporation
probability of Ge atoms on the HOPG terrace is quite high, so that only those
landed on or very near a defect or existing Ge clusters can stay by quickly finding
a binding site. The structures shown in Figure 6.10 are stable with respect to
annealing at T ≤ 225◦C for 10 min. Faceted crystallites of height ∼50 nm form
from coarsening of clusters when annealed at a higher T , as shown in Figure 6.11a.

When Ge is deposited on HOPG held at T ≥ 175◦C, nanocrystallites are nu-
cleated as chains along the steps first, and later the chains also branch off from
the steps onto the terraces. Crystal facets develop on the particle surface at a cer-
tain stage of growth. Figure 6.11b displays an image of a sample after 0.7 nm Ge
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deposited at 175◦C. The cluster heights are in 10–13 nm range and their lateral
size is ∼25 nm (without considering broadening due to tip shape). These clusters
are easily moved by STM tip, indicating weaker adhesion to the substrate than
the cluster islands formed at RT. This suggests that the nanoparticles are more
compact now, so the area of contact with graphite is reduced. At this stage, no
facet is observed on the island surface.

With 5 nm Ge deposited, the typical height of nanocrystallites becomes ∼45 nm
and the apparent lateral size ∼90 nm when measured perpendicular to the chain,
whereas along the chain the lateral spacing is about 50 nm (close to the height).
Because the particles should be in contact with one another, the lateral spacing
along the chain should be close to the real lateral size of the particles. Using
Eq. (2.1) and assuming a nearly isotropic particle shape, the estimated radius of
curvature of the STM tip is approximately 40 nm.

Crystal facets have developed on Ge crystallites of diameter ≥40 nm, similar
to those in Figure 6.11a. These facets are oriented randomly with respect to the
substrate and uncorrelated between different crystallites. Figure 6.11c displays a
STM image of atomic-scale structure on a facet. The period along the arrow is
10.3 Å, whereas perpendicular to the arrow the period is 5.2 Å. The observed
surface feature suggests that it is most probably a Ge{113} facet with the arrow
pointing in the [110] direction [115–117]. Ge(113)–3 × 1 reconstruction has a
period of 12 Å along [11̄0] and 6.6 Å along [332̄]. The shorter periods here can be
explained with a tilting of the facet from the scanning plane by 30◦ in [11̄0] and
38◦ in [332̄].

The indices of some facets are difficult to identify. Figure 6.11d displays a facet
with a period along the rows in the arrow direction 7.7 Å and a row spacing 8.1 Å.
Ge(331)–2 × 1 superstructure fits these measured values relatively well, with the
arrow pointing in the [11̄0] direction. This reconstruction should have a period
of 8 Å along [11̄0] and a row spacing of 8.7 Å. Again, our measured values can
be explained with a tilting of the facet from the imaging plane by 15◦ in [11̄0]
and 21◦ in [116̄]. However, such a 2 × 1 superstructure has not been observed on
macroscopic Ge(331) or Si(331) [118,119]. This discrepancy could originate from
the environment on nanocrystal surfaces that could be rather different than the
bulk surfaces. Effects of impurities cannot be completely excluded. It is important
to notice that low-index facets, such as {100} and {111}, which have the lowest
surface energies for a bulk crystal [120], have not been observed very often on the
Ge nanocrystals grown on HOPG.

6.5. Silicon and Germanium on Silicon Nitride

On the crystalline SiNx film grown on Si(111) shown in Figure 6.2b, Si and Ge
atoms also nucleate into 3-D islands. However, the nucleation takes place almost
uniformly all over the surface, and the nucleation density does not change sen-
sitively with substrate temperature. This is mainly due to the existence of many
surface defects that act as nucleation sites. Figure 6.12a is an image of Si clusters
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(a)

(c)

(b)

(d)

Figure 6.12. STM images of Si and Ge grown on crystalline SiNx/Si(111). (a) 5-nm Si

deposited at 750◦C; (b) 50-nm Ge deposited at 550◦C, the top facets on large islands are

mostly (111); (c) 80-nm Si deposited at 800◦C, the top facets of crystallites are mostly (111)

aligned with Si substrate; and (d) Ge crystallites nucleated on Sb-covered SiNx/Si(111). Scan

area: (a), (b) (0.22 μm)2; (c), (d) (0.55 μm)2.

nucleated on SiNx/Si(111) at 750◦C. Si 3-D islands formed initially are spherical,
without any facet and atomic feature resolvable with STM. Ge deposited at 550◦C
also forms spherical islands with high nucleation density. The islands are quite sta-
ble against tip disturbance during STM imaging. This indicates a stronger bonding
of the nanoparticles on SiNx than on HOPG. The Ge nanocrystals probably partially
wet the substrate as a truncated sphere, instead of near the complete nonwetting
state on HOPG.

As more Si or Ge is deposited, the average crystallite size increases. But the
crystallites remain (truncated) spherical until their size reaches a threshold value.
Here, facets become observable when the crystallites grow to a diameter of 40 ±
5 nm. This size threshold of faceting is comparable to that of Ge on HOPG. In
Figure 6.12b, after 50-nm Ge deposited, relatively large islands show facets on
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top, whereas the smaller ones remain round. The corrugation of this image is 15
nm, and many features between the islands are obviously the artifacts due to tip
shape. Small-area scans indicate that most of the top facets are (111) faces (with the
c(2 × 8) superstructure observed [121]) aligned with Si substrate. The nanocrystal
surface adjacent to the (111) facets is still curved smoothly.

With more Si or Ge deposited, the islands grow further. As shown in Figure 6.12c,
the top facets of the most protruded islands are almost exclusively the aligned (111).
Other facets now appear around the (111). Non-(111) oriented islands can be found
in STM and cross-section TEM images, but they grow much more slowly than the
(111)-topped ones so they are shadowed or even buried by the latter.

We examined the effects of an Sb atomic layer as a surfactant on the nucleation,
growth, and shape of Ge nanoparticles on SiNx films [37]. Sb is deposited on
SiNx at RT, followed with an annealing at ∼355◦C to keep 1 ML Sb adsorbed. The
nucleation density of Ge nanoparticles on such Sb-covered SiNx surfaces is reduced
dramatically. Figure 6.12d shows that Ge nanoparticles grown on Sb-SiNx/Si(111)
at 465◦C mostly stay at step edges. The high nucleation density of Si and Ge is
related to the high density of defects or unsaturated bonds on SiNx surface, which
is probably due to missing nitrogen atoms in the nitride film. Considering both N
and Sb are Group V elements, Sb seems to passivate these defects quite effectively.

Si and Ge deposited on amorphous SiNx films on Si(001) (see Figure 6.2d)
initially also form round-shaped nanocrystals of high nucleation density. Facets
start to appear as the crystallites become sufficiently large. However, there is no
dominant orientation in which the nanocrystals would take; that is, the crystallite
orientation remains completely random, as shown in Figure 6.13a. Furthermore,
although low-index facets such as {111} and {100} exist, most of facets are high-
index ones. In Figures 6.12b to d, small-scale images of Si and Ge crystallites are
displayed, and the {111} and {100} facets are marked. The indices of high-index
facets can be determined in some cases (e.g., {113}), especially when their area is
large. But it is difficult to identify some of the small-area facets inasmuch as their
surface configuration could be rather different from the large-area ones [122,123].
The facet on top of a Si crystallite displayed in Figure 6.13d has a rectangular
supercell of size 7.5 Å × 5.3 Å. It can match with Si(110)–2 × 1, which should
have a period of 7.68 Å along the [11̄0] and 5.43 Å along [001]. However, the 2 × 1
reconstruction is not observed on macroscopic Si(110). “n × 2” (with the 2 × along
[001]) and 2 × 16 superstructures have been reported on Si(110) [124,125], and
2 × 16 and c(10 × 8) on Ge(110) [126].

6.6. From Clusters and Nanocrystallites to Continuous Film

As more material is deposited, more surface area is covered by clusters and crys-
tallites, leading to a continuous film. The texture of such a film depends on the
growth kinetics and the interaction between the nanoparticles. If the randomly
oriented nanocrystals formed in an early stage grow at about the same rate, and
the crystallites nucleated later remain in random orientation, a polycrystalline film
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Figure 6.13. STM images of Si and Ge nano-crystallites on amorphous SiNx/Si(001).

(a) After 35-nm Ge deposited at 465◦C; (b) {111} facet among others on Si crystallite,

(c) {100} on Ge crystallite, and (d) a facet with rectangular atomic order on Si. Image area:

(a) (0.33 μm)2; (b) (40 nm × 32 nm); (c), (d) (22 nm)2.

is expected. Ge growth on HOPG seems to proceed in this form. Figure 6.14a
is taken on a sample with 30-nm Ge deposited at 190◦C. The nanocrystals are in
contact with each other in the chains, but the orientation of neighboring crystallites
is basically not correlated. The random-oriented Ge crystallites do not coalesce
with each other effectively. The Ge clusters formed at RT on HOPG show similar
behavior. In contrast, coalescence among Al clusters and crystallites can proceed
effectively to form large islands and continuous films along HOPG steps, as shown
in Figure 6.14b. The coalescence rate between nanoparticles depends not only on
the diffusivity of surface atoms, but also on the orientation order and mobility
(translational and rotational) of the nanoparticles [26,127].

The Si or Ge films formed on SiNx/Si(111) and on SiNx/Si(001) have texture
quite different from each other. In Figure 6.12, we have shown that most grown-up
crystallites are aligned with the Si(111) substrate. However, cross-sectional TEM
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Figure 6.14. STM images of near-continuous films on HOPG. (a) After 30-nm Ge de-

posited at 190◦C; and (b) 10-nm Al deposited at RT. Image area: (a) (1.5 μm)2; (b) (3.5 μm)2.

images reveal that, at the interface with SiNx, many Si or Ge crystallites take other
orientation in addition to the aligned ones. The average crystallite size is rather
small compared with that observed away from the interface, indicating not much
coarsening between the small crystallites at the interface. The STM and TEM
images suggest that, in later stages of growth, the oriented crystallites grow faster
and occupy more surface area. Most of the misoriented crystallites are screened
later so they stop growing and get buried, but are not consumed or transformed
to the aligned. The dominance of aligned crystallites leads to a (111)-oriented
columnar film which gives rise to a fairly sharp single-phase LEED pattern. Figure
6.15a displays a STM image of a Ge overlayer with an average thickness ∼300 nm
deposited at 600◦C. Now, the surface is fully covered with large aligned grains of
dimension >200 nm. These grains come from the coalescence of smaller aligned
crystallites. Although the top surfaces are rather flat (height variation <3 nm across
the top), small-scale STM scans (see Figure 6.15b) reveal domain boundaries. An
oriented film resulting from relative random nucleation was also observed in the
growth of GaN or AlN on α-Al2O3(0001) [28].

Figure 6.15c shows a polycrystalline Si film on SiNx/Si(001) obtained with
∼450 nm of Si deposited at 770◦C. The typical grain sizes are below 50 nm in
these films. No particular orientation of crystallites becomes dominant. The ori-
entation of new crystallites nucleated between the existing ones remains random.
It is also well known that the difference in growth rate on different facets has a
strong influence on the shape of a crystal [32–34,128]. A facet will disappear if
atom incorporation on it is faster than on other facets if its surface area decreases in
growth [29]. We have observed that the (001) top facets shrink rapidly as nanocrys-
tals grow. Such facets disappear in film growth. This explains that, although quite a
few (001)-oriented islands may grow epitaxially from the voids of the amorphous
SiNx film, they do not dominate in later growth stages.
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Figure 6.15. STM images of continuous films on SiNx. (a) After 300-nm Ge deposited

on SiNx/Si(111) at 600◦C; (b) zoom-in on a flat top area in (a), arrows point at domain

boundaries; (c) 450-nm Si deposited at 770◦C on SiNx/Si(001); and (d) Sb-covered 230-nm

Ge deposited on SiNx/Si(001). Image area: (a) (1 μm × 0.9 μm); (b) (110 nm)2; (c) (0.22

μm)2; (d) (0.33 μm)2.

When an Sb surfactant layer covers the Si or Ge nanocrystals on SiNx/Si(001)
(maintained with an Sb flux) during growth, their shape is significantly changed
from the bare state. It is well known that an Sb surfactant layer on Ge lowers the sur-
face energy of {001} relative to other orientations [35]. In addition, because SiNx

area is passivated by Sb, the nucleation and growth of Ge crystallites take place
more likely at the voids exposing the Si substrate shown in Figure 6.2d. These
crystallites are expected to be epitaxial to align with the Si(001) substrate [129].
These factors enhance the growth of (001)-oriented grains. The smoothness and
orientation order of the overlayer films are significantly improved, as illustrated
by the image in Figure 6.15d. For Si and Ge overlayers grown on SiNx/Si(111),
Sb surfactant does not improve the film smoothness. In fact, the modification of
surface atomic structure by Sb adsorption favors {113} growth against {111}, so
the overlayer surface is even rougher [37,130].
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6.7. Conclusions and Future Outlook

Our results and remarks are summarized as the following.

1. Three-dimensional islands nucleate and grow for all the elements deposited on
all inert substrates studied in our experiments. Comparatively speaking, graphite
is nearly a perfect inert substrate to Al and Ge nanoparticles, and SiNx surfaces
show noticeable stronger binding with the nanoparticles, partly because of a high
density of surface defects (or unsaturated bonds in the case of amorphous SiNx).
2. In addition to 3-D islands, 2-D films and 1-D nanorods are also formed when
Sb is deposited on HOPG. The formation of 2-D and 1-D structures is closely
related to the chemisorption and dissociation of deposited Sb4. By choosing proper
deposition flux and substrate temperature, we can selectively grow either 3-D
islands or 2-D and 1-D structures. Although the 3-D crystallites are close to α-phase
Sb bulk, the 1-D and 2-D structures show noticeable deviation in lattice type or para-
meters from the bulk, possibly induced by a charge transfer from graphite to Sb.
3. The shape of 3-D nanoparticles is nearly spherical when they are small. The
spherical shape can be maintained for Sb and Ge crystallites up to quite large size
(consisting of ≥106 atoms). Such faceting threshold sizes, beyond which crys-
talline facets appear on nanocrystal surface, are significantly bigger than those of
many metallic crystallites [8,34,36,131], including Al in our study. The electronic
energy factor, which favors spherical shape, should be insignificant in this size
range. We believe that the key factor here is the surface energy of a nanoparticle
that, due to limited size, can take very different values than that of macroscopic
surfaces.
4. For Sb and Al on HOPG, and for Si and Ge on crystalline SiNx/Si(111), most
grown-up crystallites have definite polar (also azimuthal for some) orientation
alignment with the substrate. In contrast, for Ge on graphite, and Si and Ge on
amorphous SiNx/Si(001), the orientation of the nanocrystals seems completely
random, and high-index facets are observed quite often. Surface reconstructions
not formed on bulk crystals are observed on some facets. These observations
reflect the unique capacity of nanoscale facets to accommodate certain surface
superstructures that are not observable on a macroscopic scale.
5. The growth competition and coarsening kinetics of nanoparticles vary dramat-
ically among different elements and/or substrates, leading to different film texture
in the later growth stage. The coarsening among aligned grains can occur easily, as
in the cases of Al and Sb on HOPG, whereas that between crystallites with different
orientations is difficult, as in the case of Ge and Si on SiNx/Si(001) and on HOPG.
The aligned Si and Ge crystallites on SiNx/Si(111) prevail in growth competition
with others, resulting in an oriented columnar film. In contrast, the (001)-oriented
crystallites shrink in the growth competition, so the crystallite orientation remains
random in further Si or Ge deposition on amorphous SiNx (and on HOPG). This
results in polycrystalline overlayer films later.
6. An Sb atomic layer effectively passivates the defects on SiNx so nanoparticle
nucleation only takes place along steps. Sb adsorption also modifies the shape of
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nanocrystals due to a change in surface energy anisotropy. By favoring (001) facets
against others, it improves the smoothness and orientation order of Si and Ge films
on SiNx/Si(001). This effect could be further enhanced so that a (001)-oriented Si or
Ge overlayer can grow on SiNx/Si(001) in epitaxial lateral overgrowth [132,133].

All these results indicate that the geometric and surface properties of nanos-
tructures can deviate significantly from that of bulk crystals and are sensitively
size-dependent. Consequently, these properties affect the interactions of nanos-
tructures with the substrates and with each other, as well as the texture of films
derived from these nanoparticles. We also showed a few examples of selective
nanostructural self-assembly. The selectivity can be expanded based on the exper-
iments over broader ranges of growth conditions (e.g., flux, substrate temperature,
type of surfactant). The details of nanoparticle migration, rotation, and coarsening
can be captured at a reduced substrate temperature. In addition, self-assembly and
morphology of nearly free-standing compound nanostructures can be explored on
inert substrates. Such exploration is beneficial to the integration of nanostructural
electronic, optoelectronic, and spintronic devices on Si-based integrated circuits.
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7
Thermal Properties of Carbon
Nanotubes

Mohamed. A. Osman, Aron W. Cummings, and Deepak Srivastava

7.1. Introduction

The experimental observation of carbon nanotubes by Sumio Iijima in 1991 [1],
sparked a significant effort in theoretical and experimental investigation of carbon
nanotubes and related structures. The studies of thermal properties, although very
important from fundamental and applications points of view, have received less
attention in comparison with other aspects such as the electrical and mechanical
properties [2–18]. This might be due to the fact that one associates the nanoscale
aspect of nanotubes with quantization of transport properties which applies to
electrons at room temperature. On the other hand, thermal transport involves many
phonon modes and these can form a continuum at room temperature and phonon
quantization manifests itself in nanotubes at very low temperatures (less than 8 K)
[5]. Carbon nanotubes can be viewed as rolled-up graphene sheets and therefore
one can infer their thermal properties by comparing them with graphite. Graphite
has a large in-plane thermal conductivity, second only to type II diamond, and
significantly lower out-of-plane thermal conductivity [19,20]. Therefore, in carbon
nanotubes or nanotube ropes, one can expect very high thermal conductivity along
the tube axis compared to the radial component due to the large separation between
the different layers in multiwall nanotubes [22,13].

The ability to grow single-wall nanotube (SWNT) and multiwall nanotubes
(MWNT) with different diameters and chiralities opens the possibility of develop-
ing materials with tailored thermal properties for different applications including
thermal management, switches, and sensors. Carbon nanotubes can be added to
other materials to enhance the magnitude and directionality of their thermal prop-
erties. This has motivated several groups to investigate the thermal properties
of carbon nanotubes using experimental and theoretical approaches. The physical
structure of nanotubes and their electrical properties are briefly discussed in Section
7.2. In Section 7.3, the theoretical analytical approaches to thermal conductivity
and specific heat calculations are introduced. This is followed by a review of the
recent experimental measurement of thermal conductivity of single- and multiwall
nanotubes. Sections 7.4 and 7.5 focus on the molecular dynamics (MD) simulation

154



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 18:28

7. Thermal Properties of Carbon Nanotubes 155

Figure 7.1. The unrolled hexagonal lattice of a nanotube.

approach and its application to investigation of thermal conductivity of SWNT,
Y-junction nanotubes, and heat pulse propagation in SWNT.

7.2. Background

7.2.1. Physical Structure

A single-wall carbon nanotube can be viewed as a single sheet of graphite rolled
up into a cylinder. Figure 7.1 shows a representation of the 2-D hexagonal plane
that makes up a graphitic sheet, where the carbon atoms lie at the corners of each
hexagon. In this figure, one can see that if point O is connected to point A, and
point B is connected to point B′, then the sheet will be rolled into a cylindrical
structure. However, this is just one of many possible cylindrical orientations that
can be constructed. For example, points A and B′ could lay directly to the right of
points O and B, respectively, which would result in a different orientation of the
hexagonal rings on the face of the cylinder [22] The chiral vector �CH uniquely
determines the physical structure of a carbon nanotube, and is perpendicular to the
tube axis �z. �CH can be written in terms of the unit vectors of the hexagonal lattice,
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Figure 7.2. Carbon nanotube
classification [22].

�a1 and �a2, such that �CH = n�a1 + m�a2. Thus, the integer pair (n, m) is used to
completely describe the geometry of a carbon nanotube. Because of the rotational
symmetry of the 2-D hexagonal lattice, it is only necessary to consider n and m
such that 0 ≤ |m| ≤ n. In the case where m = n, the angle θ will be 30◦. In this
case, as one moves along the chiral vector, the carbon bonds form an armchair-
shaped pattern. Thus, a carbon nanotube of the form (n, n) is known as an armchair
nanotube. In the case where m = 0, θ = 0◦ and the bonds along the chiral vector
form a zigzag pattern. So, carbon nanotubes of the form (n,0) are known as zigzag
nanotubes. In all other cases, 0◦ < θ < 30◦, and the tubes are known as chiral
nanotubes. Figure 7.2 shows an example of each of the three different types of
carbon nanotubes [22]. Note the zigzag and armchair patterns at the end rings of
the zigzag and armchair carbon nanotubes. In Figure 7.2, all three nanotubes are
single-wall carbon nanotubes. Multiwall carbon nanotubes consist of two or more
concentric single-wall carbon nanotubes. Bundles of aligned single-wall nanotubes
also form during growth with intertube separation of 1.7 nm [22].

An additional interesting structure is the Y-junction carbon nanotube which was
first observed experimentally [22,23] and later produced in a controllable fashion
using templates [24,25]. The Y-junction structure consists of a single “trunk”
nanotube splitting into two “branch” nanotubes. Figure 7.3 shows some exam-
ples of Y-junction configurations. The structure of the trunk and branches of the
Y-junction nanotube is the same as that for a straight single-wall carbon nanotube.
The difference in structure lies at the junction, where the continuity of the hexago-
nal lattice cannot be conserved. To realize the Y-junction, nonhexagonal polygons
with 4, 5, 7, or 8 edges must be introduced into the lattice. The number of extra
edges introduced into the lattice is known as the bond surplus. Thus, an octagon
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Figure 7.3. Examples of
Y-junction nanotube
configurations [29].

contributes a bond surplus of +2, and a pentagon contributes a bond surplus of −1.
A rule for the bond surplus of carbon nanotube junctions based on application of
Euler’s rule for polygons on the surface of a closed polyhedron was proposed in
[26]. The rule states that a junction consisting of N tubes would have a bond surplus
of 12(N − 2). Thus, a Y-junction should have a bond surplus of 12. However, this
surplus can be shared between the two junctions, resulting in a need for six extra
polygonal edges [26]. In Figure 7.3, the two Y-junctions on the left contain six
heptagons, whereas the one on the right contains four heptagons and an octagon
[27].

7.2.2. Electrical Properties

The electronic structure of carbon nanotubes can be determined starting from that
of two-dimensional (2-D) graphite. When a plane of graphite (graphene sheet)
is rolled up into a carbon nanotube, periodic boundary conditions are imposed
in the circumferential direction described by the chiral vector �CH , and the wave
vector associated with this direction becomes quantized. Thus, the set of one-
dimensional (1-D) energy dispersion relations of a carbon nanotube is made up of
slices of the 2-D energy band structure of graphite [28]. In the energy dispersion
relations for 2-D graphite, a finite band-gap is present along all points in the
hexagonal Brillouin zone, except in the corners of the hexagon (K points). At
these K points, the band-gap drops to zero, resulting in a degenerate energy state.
If one of the N wave vectors of a carbon nanotube passes through a K point,
then the 1-D energy bands will have a zero energy gap [22]. A finite density of
states results from the crossing of two 1-D energy bands, which means the carbon
nanotube will be metallic in nature. If the wave vectors of a carbon nanotube do
not cross through one of the K points, then the 1-D energy bands will not overlap
and the nanotube will be a semiconductor. The condition for an (n, m) carbon
nanotube to be metallic is that 2n + m be a multiple of three [29]. An equivalent
condition is that n − m be a multiple of three [22]. Thus, a carbon nanotube can be
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Figure 7.4. Geometries of nanotubes and their resulting electrical properties.

either metallic or semiconducting, depending on its diameter and its chiral angle.
Figure 7.4 illustrates this condition.

Another important result is the dependence of the band-gap of semiconducting
carbon nanotubes on the tube diameter. The band-gap of a semiconducting nan-
otube is inversely proportional to its diameter [22]. Because carbon nanotubes of
different geometries exhibit different electrical characteristics, the connection of a
metallic nanotube with a semiconducting nanotube will result in a Schottky barrier
device, and the connection of two different semiconducting tubes will result in a
heterojunction structure [30]. These structures have been shown to exhibit asym-
metric electrical properties, both in carbon nanotubes and in traditional CMOS
circuits [31]. The usefulness of these structures in present-day circuits underscores
how useful carbon nanotubes may be in the development of next-generation elec-
trical devices [32,33].

Given that a Y-junction carbon nanotube consists of a connection of two or more
straight nanotubes of different geometries, it seems reasonable to assume that this
structure will exhibit electrical rectification. Calculations of the quantum conduc-
tivity of a wide class of Y-junction structures using Green’s function formalism
[27], confirmed this assumption theoretically. Additionally, they found that the
rectification and switching characteristics of these structures depends strongly on
their symmetry, and less strongly on the chirality of each branch. Specifically,
symmetric Y-junctions with a zigzag trunk always showed perfect rectification,
where as symmetric Y-junctions without a zigzag trunk exhibited imperfect rec-
tification, an asymmetric I–V characteristic with small leakage currents in cutoff
mode. Furthermore, asymmetric Y-junction structures showed much weaker recti-
fication behavior. Experimental data have also shown the presence of electrical
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rectification in individual and parallel arrays of Y-junction carbon nanotubes
[34].

7.3. Thermal Conductivity

7.3.1. Theory

Carbon nanotubes can either be classified as metals or semiconductors depending
on the chirality. Furthermore, as the nanotube diameter increases in semicon-
ducting nanotubes, the energy gap decreases, approaching metallic behavior at
very large diameters approximating graphite structure. Therefore both electrons
and phonons contribute to heat flow in carbon nanotubes. Also, quantization of
the transport properties of electrons and phonon modes due to size effect de-
pends on temperature. Consequently, the relative contribution of electrons and
phonons to the thermal conductivity will not be the same as bulk metals and crys-
tals. However, the thermal conductivity behavior in bulk provides a starting point
in understanding thermal transport in nanotubes. In metals electrons are the major
heat carriers, whereas phonons carry heat in nonmetallic crystals.

A qualitative temperature-dependence of the thermal conductivity κ in metals
and crystals is shown in Figure 7.5. The thermal conductivity is defined by the
following simple relationship,

κ = 1

3
Cvλ, (1)

where C is the lattice (electron) heat capacity, v is the average phonon (electron)
velocity, and λ is the mean free path of the phonons (electrons) in a nonmetallic
crystal (metal) [35]. In metals, electrons form a highly degenerate system and the
velocity v is effectively independent of temperature whereas C is proportional to

Figure 7.5. Qualitative temperature-dependence of thermal conductivity in metals (dashed
line) and nonmetals (solid line).
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the temperature T . The mean free path λ for electrons in metals exhibits a 1/T
dependence at high T due to scattering by phonons leading to a faster than 1/T
drop in κ at high T . At low temperatures, the scattering events are less frequent and
λ is mainly determined by material imperfections such as defects and impurities.
For nonmetallic crystals, velocity v is approximately equal to the sound velocity in
the crystal whereas λ is limited by direct phonon–phonon Umklapp interactions,
at normal and high temperatures exhibiting a 1/T dependence at very high T
[35]. As T is decreased, phonon–phonon interactions become less frequent and λ

increases at a rate determined by the material characteristics and imperfections.
At low temperatures, λ is limited by the boundaries of the crystal and can be
comparable to sample dimensions. Therefore, the shape of the curve in Figure 7.5
will be determined by the details of the heat capacity C.

The equilibrium distribution of phonons of energy h̄ω at temperature T is given
by

N o = 1

exp(h̄ω/kB T ) − 1
, (2)

where kB is the Boltzmann constant. The presence of a temperature gradient
in a material with finite conductivity disturbs the phonon distribution and the
difference in contributions of +q and −q phonon modes gives rise to a heat
current flux J = ∑

n(q)h̄ωvG(q), where q is the phonon wavevector, vG is the
phonon group velocity, and n(q) is the deviation from equilibrium phonon dis-
tribution due to the temperature gradient. In the relaxation time approximation,
n(q) = −τ (q)(vG(q) · ∇T )(∇N o), where τ is the phonon relaxation time. In the
Fourier approximation, the heat flux �J = −κ · ∇T , where κ is the thermal con-
ductivity. Assuming a temperature gradient along the z-axis leads to the following
relation for the thermal conductivity κ

κ = J

(∂T/∂z)
= 1

3

ωmax∫
0

τ (q)v2
Gh̄ωg(ω)

∂ N o

∂T
dω, (3)

where τ is the relaxation time, g(ω) is the phonon density of states, vz is the
z-component of the group velocity with v2

Z = v2
G/3. The frequency maximum

is usually expressed in terms of the Debye temperature θ = h̄ωmax/kB which is
chosen such that only 3N phonon modes exist [35]. The details of g(ω) depend
on the dimensionality of the system and the phonon frequency dispersion. As
the contribution from phonon modes in the frequency range ω to ω + ω to heat
capacity C ph is (d/dT ) {N o(ω)h̄ωg(ω)}, the above integral can be simplified to
provide an equation relating the thermal conductivity to heat capacity as

κ = 1

3
v

∫
λ(x)C ph(x)dx, (4)
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where λ(x) = vτ (x) is the mean free path length. The above equation demonstrates
that accurate evaluation of κ requires knowledge about both C ph, which depends
on the phonon density of states and λ, which is determined by phonon–phonon
scattering over the phonon spectrum. Even though λ dependence on phonon–
phonon, boundary, and defect scattering is quite involved, one can still gain better
insight into κ by decoupling C ph from λ and understanding how each one behaves
as a function of temperature, phonon mode, and dimensionality. The heat capacity
C ph provides information about the details of the phonon spectrum and is defined
by

C ph = kB

ωmax∫
0

dx
g(x)x2ex

(ex − 1)2 . (5)

The phonon density of states g(ω) is determined by the phonon dispersion ω(q)
of different modes and the dimensionality of the system. To examine the C ph of
carbon nanotubes, a Debye model that assumes a simple linear dispersion of the
form ω(q) = vq for each phonon spectrum branch and that vG ≈ vs for all branches
where vs . is the speed of sound was used in [2]. For an isotropic m-dimensional
system, g(x) reduces to

g(x) = mπm/2	γ km
B T m xm−1

(2π )m
(m

2

)
!h̄mvm

s

, (6)

where γ is the number of acoustic phonon mode polarizations and 	 is the m-
dimensional system volume. Therefore, for a single-wall nanotube of radius R at
temperature T � h̄v

kB R , the phonon contribution to the heat capacity is

C ph = 3Lk2
B T

πh̄vs

∞∫
0

dx
x2ex

(ex − 1)2
= 3.292

3Lk2
B T

πh̄vs
, (7)

where L is the tube length [2]. Equation (7) shows that for small R and T ,
the heat capacity exhibits linear T dependence. The same model also predicts
a temperature-dependence of C ph for a multiwall nanotube (MWNT) that depends
strongly on the radius R and number of layers N and exhibits 1-D to 3-D behavior.
The measured specific heat for MWNT in [3] showed a linear dependence over
a wide temperature range (10–300 K) which was attributed to the weak interwall
coupling in MWNT compared to graphite.

In carbon nanotubes and graphite, the total heat capacity C = C ph + Cel and
the low temperature behavior of C in a nanotube depends strongly on the rel-
ative magnitudes of these contributions. The electron concentration in semi-
conducting nanotubes is proportional to exp[−Eg/2kB T ], where the energy
gap Eg = 2.5π/

√
3(m2 + n2 + mn) eV for (m, n) semiconducting nanotubes.
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Consequently, Cel is negligibly small as long as kB T � Eg , which is satisfied
for most SWNTs such as (7,0) and (10,0) nanotubes even at room temperature. On
the other hand, there is a degenerate electron concentration in metallic nanotubes
over the whole temperature range, which contributes to heat capacity. It was also
shown in [2] that in a metallic nanotube with one partially filled band, provided
T � h̄vF/kB R,

Cel = 4π Lk2
B T

3h̄vF
, (8)

where vF is the Fermi velocity, vF ≈ 108 cm/s. From equations (3) and (5) one
can show that

Cel

C ph
≈ vs

vF
≈ 10−2. (9)

Consequently, the phonon contribution dominates in metallic nanotubes even
at very low temperatures (T ≈ 0 K ). This is consistent with the observations in
graphite which are considered to be semi-metallic with low density of electrons
near the Fermi level.

The measured low-temperature specific heat of MWNT and nanotube ropes in
[4] showed a graphitelike behavior for MWNT that deviated from that of nan-
otube ropes below 20 K. In order to understand the strong temperature depen-
dence, they modeled the nanotube rope by an hexagonal array of nanotubes taking
into account the longitudinal, doubly degenerate transverse, and twisted-mode
acoustic phonon branches. Additional terms were also included to account for
intertube interactions. However, predictions of the simple model underestimated
the measured data and they concluded that the steep temperature dependence
was due to impurities. The low temperature for specific heat measurement of
SWNT bundles was extended to 2 K in [5] and 0.1 K in [6]. The measured data
in [5] followed the theoretical prediction for SWNT above 4 K and were sig-
nificantly different from that of graphite and graphene up to 100 K. The results
from these measurements after corrections that account for nuclear hypercontribu-
tions arising from residual catalyst particles was fitted to 0.043T 0.62 + 0.035T 3.
The second term reflects 3-D- like behavior, whereas the first term cannot be ac-
counted for by either electronic or defect contributions. To account for the T 0.62

dependence observed in [6], a quadratic dependence of the transverse acoustic
phonon frequency on wave vector q was proposed in [7]. This model leads to
T 0.5 behavior of the C at very low temperatures that crosses over to linear de-
pendence on T as the diameter of the nanotube increases leading to stronger
contributions from LA (longitudinal acoustic) and TW (twisted) acoustic phonon
modes. The low-temperature C calculations using a continuum model for nan-
otubes in [8], overestimate C up to 100 K when compared to the measured data
in [5].

To account for the ballistic nature of phonon transport in nanotubes and the
quantized thermal conductance in CNT at low temperatures, an approach analogous
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to the Landauer theory of electronic transport was proposed in [9]. The SWNT is
assumed to be sandwiched between a hot and a cold heat bath which gives rise to
a thermal current density that is described by the Landauer energy flux

Jph =
∑

m

∞∫
0

dq

2π
h̄ωm(q)vm(q) [N (ωm, Thot ) − N (ωm, Tcold )] ζm(q), (10)

where m is the phonon mode, q is the phonon wave vector, h̄ωm(q) is the
phonon energy, vm(q) = dωm(q)/dq is the group velocity, N (ωm, Tb) is the
Bose–Einstein phonon distribution of the phonon heat bath at temperature Tb,
and ζm(q) is the transmission coefficient between the heat baths and the system.
To arrive at an analytical solution in [9], they assumed (1) an adiabatic contact
between the heat baths and the system, ζm(q) ≈ 1, (2) linear response condition,
�T = Thot − Tcold � T ≡ (Thot + Tcold )/2, and (3) the frequencies of the mth
phonon dispersion are limited to a range between ωmin

m and ωmax
m . These assump-

tions lead to thermal conductance κph given by

K ph = Jph

�T
= k2

B T

2πh̄

∑
m

∫ xmax
m

xmin
m

dx
x2ex

(ex − 1)2

= 2k2
B T

h

∑
m

[
ϕ(2, e−xα

m ) + xα
mϕ(1, e−xα

m ) + (xα
m)2

2
N (xα

m)

]
, (11)

where xα
m = h̄ωα

m/kB T , and α denotes min or max, ϕ(y, s) = ∑∞
n=1 (sn/ny)

is the Appel function which for a gapless (acoustic) mode ωmin
m = 0 (s = 1),

yields the Rieman zeta function. This mode contributes a universal quantum of
κ0 = π2k2

B T/3h to the thermal conductance. There are four acoustic modes that
are responsible for the quantization of thermal conductance in nanotubes at tem-
peratures below the excitation of the lowest two optical modes with energy gap
h̄ωop which is equal to 2.1 meV in (10,10) nanotubes. A similar approach was used
to calculate the thermal conductance of electrons. This model predicts values for
ratio Kel/K ph of the thermal conductance by electrons to that of by phonons that
ranges from 1 close to 0 K to 0.1 at 350 K as can be seen in Figure 7.6. However,
the calculated ratios were an order of magnitude higher than the measured ratio in
[10].

7.3.2. Measurements

The thermal conductivity measurements in [10] used a comparative method on
SWNT from 8 K to 350 K on as-grown and sintered SWNT mat samples. The
measured values at room temperature ranged from to 2.3 W/m-K to 35 W/m-K
for sintered and as-grown mat samples, respectively. These values are very small
compared to those of metals and graphite at room temperature due to the random
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Figure 7.6. Temperature-dependence of the ratio of electrical to thermal conductance as-
suming ballistic phonon transport [9].

orientation of nanotubes within the mat samples. They also measured the electrical
conductivityσ of the samples and calculated Lorenz numberκ/σ T which indicated
a negligible electron contribution to the thermal conductivity below 30 K com-
pared to phonon contribution. Additionally, they predicted thermal conductivity
of ideal SWNT would range from 1750 to 5850 W/m-K at room temperature by
assuming that the relationship between intrinsic and bulk electrical σ and thermal
conductivity κ were related in the same fashion.

The measured thermal conductivity shown in Figure 7.7a reveals a linear tem-
perature dependence behavior below T = 30 K with a monotonic increase over
the full temperature range. The irregular distribution and orientation of nanotubes
within the mat, however, made it impossible to determine any information about
the thermal conductivity κ⊥ in a direction perpendicular to the nanotube axis. In
order to reduce the irregularity and randomness of SWNT distribution within mat
samples, the thermal conductivity was measured from 10 to 400 K on magnetically
aligned thin films of single-wall nanotube ropes in [11]. Figure 7.7b shows that the
thermal conductivity κ|| in a direction parallel to the tube axis exhibits a monotonic
increase up to 400 K reaching a value of 200 W/m-K at room temperature which is
about an order of magnitude larger than that of SWNT mat and is within an order
of magnitude of that of diamond. They also measured the electrical conductivity of
the same samples and confirmed the dominant phonon contributions to κ to 10 K,
the lowest temperature in their measurements.
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(A)

(B)

Figure 7.7. Temperature-dependence of the thermal conductivity of (a) SWNT mat, (b)
aligned SWNT bundles [10, 11].

The thermal conductivity of oriented MWNT bundles was measured from 10 to
300 K using the self-heating 3 ω method [3]. The MWNT diameter distributions
ranged from 20 to 40 nm with an average intertubule distance of 100 nm and 10 to
30 walls per tubule. The measured thermal conductivity, shown in Figure 7.8a, ex-
hibits a smooth increase in thermal conductivity with temperature increase reach-
ing a maximum of 25 W/m-K at room temperature. The measured κ of MWNT at
300 K is about two orders of magnitudes lower than graphite and diamond at room
temperature. This was attributed to the imperfections introduced during growth
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Figure 7.8. Temperature-dependence of the thermal conductivity of (a) aligned MWNT
bundle, (b) individual MWNT [3,13].

which significantly reduce phonon mean free path length. The measurements also
revealed a change in temperature dependence of κ from quadratic below 120 K to
linear above that. The thermal conductivity of MWNT films at 300 K was also mea-
sured using pulsed photothermal reflectance (PPR) technique in [12]. The MWNT
film was vertically grown using microwave plasma inside grove structures etched
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in silicon with the length of MWNTs ranging from 10 to 50 μm and diameters
from 40 to 100 nm. The measured value at room temperature after corrections for
the air gaps between bundles was 200 W/mK. Furthermore, they measured the
electrical conductivity which confirmed the dominant contribution of phonons to
the thermal conductivity of MWNTs. The scattering from defects, intergraphene
layer, and intertube coupling was thought to be responsible for the low measured
thermal conductivity.

In order to isolate the contribution of intertube scattering and the effect of differ-
ent nanotube length and diameters in the multiwall films, the thermal conductance
of individual suspended MWNTs with diameters 14 nm, 80 nm, and 200 nm was
measured over the temperature range from 8 K to 370 K in [13]. The MWNT had
14-nm diameter and a length of 2.5 μm corresponding to the gap between the two
suspended islands is shown in the insert of Figure 7.8b. The measured thermal
conductance in Figure 7.8b shows a smooth monotonic increase with temperature
up to 320 K. As can be seen in the insert of Figure 7.8b, the room temperature
thermal conductivity exceeds 3000 W/m-K which is an order of magnitude higher
than that reported in [11]. However, the measured κ for 80-nm and 200-nm di-
ameter MWNTs were smaller and closer to that of MWNT bundles reported in
[3]. The measured κ(T ) had a T α dependence with gαg 2.5 at low temperatures
(8 < T < 50 K) and α ≈ 2 in the 50 < T < 150 K range. The T 2.5 was assumed
to be due to the weak three-dimensional nature of κ(T ) at temperatures below the
Debye temperature for interlayer phonons �⊥ whereas the T 2 dependence above
�⊥ indicated the two-dimensional nature of κ(T ) for MWNT. Table 7.1 provides
a summary of measured thermal conductivities of carbon nanotubes and other
materials.

Table 7.1 Thermal conductivity of nanotubes and other
high conductivity materials.

Material κ(J/mK) References

SWNT mat 35 10
Aligned SWNT 220 11
Individual MWNT 3000 13
MWNT film 15–25 3, 12
MWNT (after correction) 200 12
0.07%13C diamond (enriched) 3320 20
Type II natural diamond 2190 20
CVD diamond 1300–2200 20, 21
Graphite 1800–2000 19
Cubic boron nitride 760 20
Silicon carbide 490 20
Copper 400 20
Aluminum nitride 320 20
Silicon 160 20
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7.4. Thermal Conductivity Simulations

7.4.1. Molecular Dynamic Approach

The molecular dynamics (MD) method provides an attractive tool for understand-
ing the processes involved in heat transfer at the molecular level. Furthermore, by
nature this method allows controlling or modifying the parameters that may not
be accessible by experiments which may lead to better understanding of a given
phenomenon under investigation [36,37]. The nature of heat flow at moderate
temperatures in carbon nanotubes is dominated by vibrational phonons and the
electronic contribution can be neglected. Under these conditions, atomic-level
MD simulations with many body anharmonic interaction potentials, such as the
Tersoff–Brenner bond order potential [38,39], are most suited to examine lattice
thermal properties in materials. Due to the anharmonic nature of the many-body
bonding and nonbonding interactions, the vibrational modes are inherently cou-
pled with each other and all the scattering processes are naturally included. The
MD simulations at any given temperature provide complete information about
the positions and momentum as a function of time; the energy dissipation and
many correlated processes can be simulated in a natural way. The quantum ef-
fects can be incorporated through proper force potential and thermal distribution
parameters, and a variety of dynamic information under equilibrium, nonequi-
librium, and transient conditions can be computed from the atomic dynamics
variables.

Thermal transport through carbon nanotubes is sensitive to the choice of good
atomic interaction potential, including the anharmonic part because the atomic
displacements far from equilibrium positions are also sampled. The room temper-
ature (300 K) phonon spectra or density of states and vibrational amplitudes have
been computed recently [40]. The spectra were simulated through Fourier trans-
form of temperature-dependent velocity autocorrelation functions computed from
MD trajectories using the Tersoff–Brenner potential for C–C interactions [38,39].
Good agreement with zero temperature phonon spectra, computed with higher
accuracy ab initio DFT and tight-binding methods [41–45] was obtained. Addi-
tionally, the line-width of the computed spectra provides temperature-dependent
life and correlation time of the phonon excitations involved. The spectra were also
used to assign the low-frequency Raman modes of carbon nanotube bundles [40].
A simplified version of the Tersoff–Brenner bond order potential was also used in
MD simulation of thermal properties of nanotubes [46].

The thermal conductivity coefficient still remains one of the difficult transport
coefficients to calculate using MD simulations. The direct simulation approaches
can be divided into two main categories: equilibrium MD methods that use the
Green–Kubo formula, and nonequilibrium MD methods based on forcing temper-
ature gradients explicitly or implicitly on the system. A detailed comparison of the
different MD approaches to compute the thermal conductivity, their advantages,
and shortcomings is given in [47].
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This equilibrium MD approach uses current fluctuations to calculate the thermal
conductivity κ via the fluctuation dissipation theorem. The MD approach is used
to compute the autocorrelation function of the heat flux, which is related to the
thermal conductivity by the Green–Kubo formula given by:

κ = V

kB T 2

∫ ∞

0
〈Jz(0)Jz(t)〉dt, (12)

where T is the system temperature, Jz(t) is the z-component of the heat flux, kB

is the Boltzmann constant, and V is the volume of the sample under investigation.
For carbon nanotubes, the z-axis is assumed to be parallel to the nanotube axis. In
general the heat flux Jq is given by:

�Jq (t) =
∑

�viεi + 1

2

∑
i, j

∑
k,l

�rik
( �Fkl

i j · �vi
)
, (13)

where εi is the total energy that includes the many-body potential energy term [15].
Quantum corrections to the thermal conductivity calculated from the classical
autocorrelation function were found to be six orders of magnitude smaller in
diamond [15]. The use of periodic boundary conditions in this approach may also
lead to size-dependence of the thermal conductivity if the simulation region length
is shorter than the mean free path of phonons and results in underestimation of the
thermal conductivity. For example, the computed thermal conductivity of (10,10)
single-wall carbon nanotubes using the Green–Kubo equilibrium MD approach
converged to a constant value for samples longer than 20 nm at 300 K [15].
The advantage of this approach is that simulations are done under equilibrium
conditions at any given temperature without imposing any driving forces such as
temperature gradient or fictitious force as in the nonequilibrium MD approach.
Unfortunately, as the upper limit of the integration indicates, very long simulation
times (5 × 105 to 5 × 106 time steps) are required to ensure the convergence of
the current-current autocorrelation function.

The nonequilibrium MD approach, on the other hand, involves either applying
a temperature gradient across the system under investigation (also known as the
direct method) or the use of a fictitious exchange term (force) and modification
of the equations of motion which forces the system out of equilibrium and results
in a heat flux to counter the effects of temperature gradient or the external force.
MD simulations using the fictitious external force approach have been used to
compute the thermal conductivity of single-wall nanotubes and their chirality de-
pendence in [14,48]. The direct method involving temperature gradients can either
use periodic or nonperiodic boundary conditions and the Fourier approximation
is used to calculate the thermal conductivity κ . In the nonperiodic case, the two
ends of a simulation cell are held at two different temperatures, which causes a
heat flux through the system. The temperatures at both ends are kept at constant
values by rescaling the velocities of the atoms at each time step to achieve the de-
sired temperature. The periodic direct approach was used to calculate the thermal
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a

b

Figure 7.9. (a) Simulation system setup for periodic boundary conditions. (b) Temperature
profile along (10,10) nanotube at 100 K to 500 K equilibrium temperatures [16].

conductivity of single-wall nanotubes [16] and the nonperiodic method in the case
of Y-junction nanotubes and single-wall nanotubes [17,18].

The direct periodic approaches to calculating κ of interest here are (1) the
velocity exchange approach to generate a temperature gradient and (2) the velocity
scaling approach to maintain a specified temperature gradient. In the velocity
exchange approach proposed in [49], the simulation domain is divided into several
slabs of equal width as shown in Figure 7.9. A single slab (or group of slabs) near
one boundary is designated as the cold slab and a slab (or group of slabs) at the
center of the simulation domain is chosen as the hot slab (slabs). MD simulation
is first run to achieve equilibrium at a given temperature To. To generate a heat
flux, the velocity vectors of the hottest atom in the cold slab are exchanged with
those of the coldest atom in the hot slab. This causes an energy transfer from the
cold slab to the hot slab assuming that the energy of the hottest atom in the cold
slab has higher kinetic energy than the coldest atom in the hot slab. This gradually
leads to a difference in temperature between the cold and hot slabs and results in
a temperature gradient in the region separating them. At steady state, the heat flux
due to the temperature gradient balances the energy transfer by velocity exchange.
Therefore, the heat flux can be computed from the net energy transfer by velocity
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exchange. The choice of the locations of the hot and cold slabs in Figure 7.9a allows
applying periodic boundary conditions along the straight nanotube axis in order to
eliminate edge effects [49]. Furthermore, the resulting temperature profile at the
end of the simulations (shown in Figure 7.9b) yields two thermal conductivities
(depending on the temperature gradients) which can be averaged to arrive at the
thermal conductivity at a given temperature or instant.

The thermal conductivity is calculated from the following relationship,

κ = − 1

2t A
〈
∂T/

∂z

〉 ∑
transfers

m

2

(
v2

h − v2
c

)
. (14)

Here A is the cross-sectional area, t is the simulation time, vh(vc) is the velocity
of the hot (cold) atom involved in velocity exchange, and m is the mass of the atoms
(assumed to be identical). For materials with large thermal conductivity, the tem-
perature gradient can be very small due to efficient heat transfer. Therefore, the
temperature difference in the hot and cold slabs is very small. Also, the assumption
that the velocity of the hottest atom in the cold slab remains larger than the velocity
of the coldest atom in the hot slab may not be valid for all individual exchanges
due to thermal fluctuations. The instantaneous thermal flux may oscillate between
positive and negative directions, and the overall time-averaged flux may register
lower values as compared to the simulations where hot and cold slab conditions
are imposed directly by the velocity scaling methods. Additionally, this approach
also assumes that each velocity exchange results totally in the exchange of kinetic
energy between hot and cold slabs. In a covalently bonded, strongly interacting,
solid-state system such as nanotubes and graphite this approximation may not be
valid and not all the exchanged kinetic energy may go towards affecting the temper-
atures of the slabs. Any sudden change in the atomic velocity at each step (due to
velocity exchange) may not conform to the requirement of the forces due to under-
lying potential energy surface, and part of the gain/loss in the atomic kinetic energy
may be used to conform the dynamics to the underlying potential energy surface.
For both of the above reasons, in general, we expect the thermal flux and hence the
thermal conductivity computed using the velocity exchange approach to be less
than the values computed by the velocity scaling approach under similar conditions.

The velocity scaling procedure proposed in [50] involves imposing a temperature
gradient by setting the temperature at the hot slab to To + �T and that of the cold
slab to To − g�T , where To is the equilibrium temperature. The temperatures are
maintained at these values throughout the simulations by scaling the velocities of
each atom i in the cold and hot slabs from initial value of vi to final v′

i at each time
step. This amounts to adding (or subtracting) energy �E = �Ekin to the slab of
interest.

�E = 1

2

NL∑
i=1

mi (v
′2
i − v2

i ), (15)

where NL is the number of atoms in the slab. The energy flux J is then given by:

J = 〈�E〉
A�t

= −κ
2�T

(L/2)
, (16)
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where 〈�E〉 is the average energy per time step �t , κ is the thermal conductivity,
L is the length of the simulation region, and 2�T is the temperature difference
between the cold and hot slab. If energy is added/removed in the hot/cold slabs
at each time step the net 〈�E〉 is the sum of the values of the added/removed
heat energy at the hot/cold slabs. A large jump in the temperature between the
hot/cold slabs and the closest ones also generally occurs due to discontinuity in
the temperature constraint conditions on the hot/cold slabs.

The temperature gradient defined by 2�T/ (L/2) does not give an accurate
representation of the temperature gradient in the “full” region between the hot and
cold slabs in nanotubes. To remedy this, the temperatures in the slabs between
the hot and cold ones are not only time-averaged during the final 20 ps of the
simulation, but also the temperature and length data from the nearest neighboring
cells are omitted in computing the temperature gradient. The temperature gradients
are determined on both sides of the hot slab from the linear square fit to the
temperature distribution and length data from the remainder of the cells with no
sharp discontinuities. This configuration yields two temperature gradients in a
single trajectory which allows calculations of two values of κ in each trajectory.
Furthermore, due to the short time step used in MD simulations (0.5 fs), it is
not always true that �Eh > 0 (i.e., energy added to the hot slab) and �Ec < 0
(energy removed from the cold slab) due to the statistical fluctuations inherent
in the MD approach. In reality, values of both �Eh and �Ec fluctuate between
positive and negative values and the time average is zero. As explained above, the
net energy flux through the nanotube is due to energy added/removed at both slabs,
therefore the net energy exchange between the nanotube and external reservoirs
is |�Eh + �Ec|/2 to account for thermal energy transport on both sides of the
central hot slab. Because the instantaneous values of both �Eh and �Ec fluctuate
between positive and negative, the absolute value of the sum therefore reflects
the net energy added to or removed from the system at each step to maintain the
flux at that step. With |�Eh + �Ec|/2 responsible for heat flux, the instantaneous
thermal conductivity due to the energy exchange during time �t is

|�Eh + �Ec|
2A�t

= −κ
∂T

∂z
. (17)

The temperature gradients and heat flux are further time-averaged over the last
N time steps ranging between 20–50 ps depending on simulation temperature. The
time-averaged thermal conductivity is

κ = − 1〈
∂T

∂z

〉
N∑

i=1
|�Eh + �Ec|i

2N A�t
. (18)

Although the procedure appears to be simple, one has to take into account size
effects and make sure the length of the simulation box is greater than the mean
free path of the phonons and the system remains in the linear response region.
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In many cases one can only simulate very small sample sizes and the imposed
temperature gradients can lead to deviations from the linear response. To account
for these issues, simulations are usually done for samples of different length and
then extrapolated to determine κ for a sample infinite length or micron scale
[18,47]. The values of κ calculated by the equilibrium MD approach was used
to check the consistency of the MD simulations results and adjust the length of
simulated sample in [16].

7.4.2. Single-Wall Nanotubes

A typical temperature distribution inside a nanotube at the end of the simulation
is shown in Figure 7.9b at different equilibrium temperatures. This temperature
distribution yields two gradients ∂T/∂z that are used to compute the thermal con-
ductivities κL and κR corresponding to the temperature distributions to the left
and right of the hot slab, respectively. These are averaged to yield the thermal
conductivity at a given temperature. The thermal conductivity of SWNTs was
computed using the direct MD simulation methods in [14–16]. The typical room
temperature thermal conductivity of single-wall carbon nanotubes of 1–3 nm di-
ameters is found to be around 2500 W/mK as shown in Figure 7.10a. The thermal
conductivity shows a peaking behavior as a function of temperature because as the
temperature is raised from very low values, more and more phonons are excited
and contribute towards heat flow in the system. However, at higher temperatures,
phonon–phonon scattering starts to dominate and streamlined heat flow in the
CNTs decreases, causing a peak in thermal conductivity in the intermediate tem-
perature range. For all the simulated CNTs (1–2 nm diameter) as a function of
the tube diameter and chirality, it was found that the peak position is around room
temperature and sensitive to the radius of the CNTs and not the chirality or the
helicity [16]. This means that the thermal transport in SWNTs is mostly through
excitations of the low-frequency radial phonon mode and the coupling of the radial
mode with the axial or longitudinal phonons in the low-frequency region [15,51].
In addition, NEMD simulations using the periodic velocity exchange approach
[16] and external force approach [49] predict higher thermal conductivities for
zigzag SWNTs compared to armchair SWNT at low temperatures. Figure 7.10b
shows the temperature dependence of the thermal conductivity of (5,5) and (10,0)
SWNTs. The higher value was attributed to higher strain in the sigma bonds along
the circumference in armchair SWNT compared to zigzag SWNT. The conver-
gence of the thermal conductivity as a function of the length of the CNT, however,
is still an issue in all the direct MD simulation results reported so far. A significant
variation in the room temperature thermal conductivity of (10,10) CNT has been
reported partly because some of the studies have used very small CNT lengths
in the simulations [14]. Preliminary investigations of the convergence with re-
spect to the temperature gradient ∂T/∂z across the CNT length have shown an
inverse power-law dependence of the thermal conductivity on the thermal gradient.
Rigorous, long time- and length-scale simulations are required to investigate the
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a

b

Figure 7.10. Thermal conductivity of SWNTs with (a) different diameters; (b) different
chirality [16].

convergence behavior as a function of CNT length. It is noted, however, only the
absolute value of thermal conductivity changes and not the qualitative behavior of
the relative peak heights and position as a function of temperature.

7.4.3. Y-Junction Nanotubes

The steady-state thermal properties of a Y-junction nanotube consisting of a (14,0)
trunk splitting into two (7,0) branches was investigated using molecular dynam-
ics simulations in [19]. The thermal conductivity, shown in Figure 7.11, exhibits
an increase with temperature similar to what has been reported experimentally
for straight carbon nanotubes [10]. Figure 7.11 also indicates that the thermal
conductivity of the isolated straight (14,0) nanotube was consistently larger than
that of the Y-junction structure due to the discontinuity in the crystal structure
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Figure 7.11. Temperature-dependence
of the thermal conductivity of Y-junction
nanotube. (14,0), squares; the triangles
represent the forward heat flow config-
uration of the Y-junction tube, and the
circles represent the reverse heat flow
configuration of the Y-junction tube [17].

present at the hub of the Y-junction. The led to discontinuity in the temperature
profile of the Y-junction nanotube discontinuity similar to that observed in crystal
grain boundaries [52], junctions between nanotubes of different diameters [53],
and in nanotubes with vacancy defects [19]. A study of the phonon modes in the
Y-junction tubes demonstrated that the presence of defects reduces the density of
axial and radial phonon modes. This relationship between temperature disconti-
nuity and atomic vibrations also indicates that both the axial and the radial modes
are at least partly responsible for the transfer of heat along a nanotube, and that
the interruption of these modes results in an interruption of heat transfer.

Thermal transport in Y-junction nanotubes under steady state does not show
any anisotropy with respect to the direction of the heat flow as can be seen in
Figure 7.11, which is in contrast to the evidence of electrical rectification in the
same structure. The calculation of the electrical properties of Y-junction nan-
otubes used the Green’s function approach which accounts for the effects of quan-
tum states on electrical conduction in Y-junction carbon nanotubes [27]. Recent
measurements of the specific heat of carbon nanotubes revealed a quantized 1-D
phonon spectrum at temperatures below 8 K. The temperature range for quanti-
zation of electrons and phonons is significantly different in CNTs. For phonons,
the threshold energy at low temperatures is characterized by h̄ωop, corresponding
to the radial breathing mode frequency, and is typically a few meV. On the other
hand, the characteristic energy for electrons is about 0.1 eV which corresponds to
the energy at a Van Hove singularity relative to the Fermi level [9]. Consequently,
the quantized nature of electrical and/or thermal conductance may survive up to
room temperature. Therefore, quantum thermal effects are not seen at the temper-
atures used in these simulations. Furthermore, experimental measurements have
also shown that the electron contribution to thermal conductivity is an order of
magnitude smaller than the phonon contribution [10,11]. In addition, the use of
Fourier’s classical law of heat flow in the MD simulations precludes the inclusion
of quantum thermal effects. Fourier’s law provides an aggregate measure of the
thermal conductivity by summing over all of the present phonon modes [35], but in
doing so wipes out information about the contribution of individual phonon modes
to heat flow. As the thermal conduction in carbon nanotubes at any temperature is
dominated by phonons [2,11], it is possible that a more detailed model including
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a consideration of individual phonon modes may reveal thermal rectification in
Y-junction nanotubes at very low temperatures.

7.4.4. CNT–Polymer Composites

One of the main reasons for studying the thermal properties of individual SWNTs
or MWNTs is to explore the possibility of using CNTs for lightweight, very strong,
multifunctional composite materials with well-defined thermal characteristics for
heat management in complex systems. The structural strength or thermal charac-
teristics of such composite materials depend on the transfer characteristics of such
properties from the fiber to the matrix and the coupling between the two. In some
cases, the coupling is through chemical interfacial bonds, which can be covalent or
noncovalent in nature, whereas in other cases the coupling could be purely physical
in nature through nonbonded van der Waals (VDW) interactions. In addition, the
aspect ratio of fiber, which is defined as L/D (L is the length of the fiber and D
is the diameter), is also an important parameter for the efficiency of mechanical
load or thermal energy transfer across the interfaces. Thermal characterization of
CNT–polymer or other matrices involves (1) structural characterization as a den-
sity versus temperature phase diagrams, and (2) thermal conductance across CNT
matrix interfaces, which can be used in percolation theory-based approaches to
compute the increase in the net thermal conductivity of the composite materials
by mixing very small volume fractions of carbon nanotubes in the matrix.

The MD simulations of the temperature-dependent structural properties of poly-
mer composite with embedded carbon nanotubes have been performed recently
[54]. The coupling at the interface was through nonbonded van der Waals interac-
tions. The density of CNT–polyethylene composite for short (10 monomers) and
long (100 monomers) polymer chains has been simulated as a function of tem-
perature [54]. For example, the density versus temperature plot for the long chain
CNT–polyethylene composite is shown in Figures 7.12 and 7.13. The position

Figure 7.12. MD simulation unit cell for a composite system with 20 Å long capped (10,0)
CNTs embedded in polyethylene matrix. Periodic boundary condition is used [54].



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 18:28

7. Thermal Properties of Carbon Nanotubes 177

Figure 7.13. Density as a
function of temperature for
short-chained PE (NP = 10)
and its composite with 20 Å
long (10,0) CNTs embedded
(averaged from six sample
sets; the error bars are shown
in the plot). Below Tg , the
systems are glassy state, and
above Tg , will be in a
rubberlike or liquid state if
temperature is higher than
melting point Tm [54].

of the change in the slope of the linear behavior in the two cases corresponds
to the glass transition temperature for pure polymer and the nanotube–polymer
composite. The results show that, due to mixing of 8% by volume of SWNT in
polyethylene the glass transition temperature increases by about 20% and more
significantly, the thermal expansion coefficient above glass transition temperature
increases by as much as 142%. The enhanced thermal expansion coefficient of
the composite is attributed mostly due to an equivalent increase in the excluded
volume of the embedded CNT as a function of temperature.

Because both excited vibrational phonon modes and Brownian motion con-
tribute to the dynamic excluded volume of the embedded CNT, as the temperature
is increased their contributions towards excluded volume increase significantly.
The cross-linking of polymer with CNT was not allowed in these initial simula-
tions. It is possible that the cross-linking of polymer matrix with embedded CNTs
may further reduce the motions of polymer molecules or the CNT; the predicted
changes in the glass transition temperature and the thermal expansion coefficients
in that scenario could be different. The increase in glass transition temperature and
thermal expansion coefficients of carbon nanotube polymer composites has been
also observed in experiments [55].

The simulation and experimental observations of thermal conductivity or ther-
mal conductance across polymer–CNT interfaces are few and have been attempted
recently. The pico-second transient absorption spectra have been measured to de-
duce interface thermal conductance for carbon nanotubes suspended in surfactant
micelles in water. The experimental findings have been analyzed using the MD
simulations of heat transfer from a carbon nanotube to a model hydrocarbon liq-
uid surrounding it. The heat transport in a nanotube composite material has been
found to be limited mainly by exceptionally small interface thermal conductance
∼12 MW/m2K. The net thermal conductivity of the composite thus has been
found to be significantly smaller than the intrinsically high thermal conductivity
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of carbon nanotubes and that would be allowed by the homogeneous mixing rule
[56].

The observed low interface thermal conductance in the above case has been
explained by a limited coupling between only a small number of low-frequency
modes of carbon nanotubes and the surrounding matrix molecules. The energy
contained in the high-frequency modes of the carbon nanotubes thus needs to be
transferred to the low-frequency modes before it can be transported across the
interface. The interface thermal resistance has been investigated also as a function
of nanotube length. The longer nanotubes have been characterized by smaller ther-
mal resistence or larger thermal conductance [57]. The thermal coupling between
rather rigid carbon nanotubes and the soft polymer molecules has been attributed
to the low-frequency weak dispersion forces, which limit the thermal transport
across the CNT–polymer molecule interfaces. At higher temperatures and/or com-
pressed composites, perhaps, the thermal interface conductance can be increased
by increasing the coupling between the carbon nanotubes and the polymer matrix
materials.

7.5. Heat Pulse Propagation in SWNT

MD simulations in [16] showed higher thermal conductivity for the (10,0) zigzag
SWNT compared to the (5,5) armchair nanotube especially as can be seen in
Figure 7.7b. Further MD simulations in [48] also showed that zigzag (20,0) SWNT
had higher thermal conductivity compared to armchair (11,11) and chiral (10,13)
nanotubes. Also calculations using lattice dynamics in [58] confirmed the same
trend. The diameter of the (10,0) nanotube is only 16% larger than that of the (5,5)
nanotube. This raises a question about the nature of energy transfer mechanisms in
each nanotube and whether the mechanism is affected by chirality or the diameter
of the nanotube. For example, excitation of different phonon modes may be re-
sponsible for the earlier reported difference in the thermal conductivities of zigzag
and armchair nanotubes of same diameter [9,48,58]. The Fourier approximation
used in steady-state thermal conductivity calculations, however, does not provide
any information about the participating phonon modes and the energy carried by
each phonon mode.

The application of strong heat pulses, on the other hand, generates several waves
propagating at different speeds corresponding to different phonon modes, and can
provide information about individual modes and their contribution towards the
overall heat transport [59–61]. Heat pulse measurements in NaF at low tempera-
tures revealed ballistic LA and TA phonon mode propagation as well as second
sound waves at temperatures below 14 K [60]. Therefore heat pulse experiments
provide quantitative information on transport by diffusion, ballistic phonons, and
second sound waves. The second sound waves can be observed, as in the experi-
ments reported in [60], when the momentum-conserving normal phonon scatter-
ing processes are dominant compared to the momentum-randomizing Umklapp
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phonon scattering processes. Both experimental measurements on thermal con-
ductivity and some theoretical models as well point to the long phonon mean free
path length as being responsible for the higher thermal conductivity and its increase
up to room temperature. As Umklapp processes mainly determine the mean free
path length, one can also raise the question about whether this implies that normal
phonon–phonon scattering processes (N-processes) dominate up to room temper-
ature or at least over a wider range of temperatures compared to that in NaF. If
this is true, then one can expect second sound waves to be observed in nanotubes.
The speed of the leading edges of pulses arriving at the detector is determined
from the arrival time and the sample length and used to determine the ballistic
phonon mode (LA or TA) [59,60]. This approach assumes accurate knowledge of
the speed of each phonon mode in the material under investigation. Consequently,
heat pulse simulations can provide insight into how heat flow occurs in nanotubes,
the important contributing phonon modes, and their dependence on the nanotube
chirality and diameter.

Earlier molecular dynamics studies on pulsed heat propagation in alpha iron
demonstrated energy flow by LA and TA modes and second sound waves [59]. Low
temperatures and pure crystalline materials are required to observe second sound
waves that are not attenuated by dissipative scattering processes. The molecular
dynamics simulations thus provide an ideal platform for investigating these prop-
erties by controlling the temperature of the CNT, shape, and duration of heat pulses
assuming the perfect crystalline structure. Thermal energy transport in single-wall
carbon nanotubes subjected to intense heat in (7,0), (10,0), and (5,5) single-wall
carbon nanotubes with particular emphasis on the role of nanotube chirality and
diameter was examined in [62]. The heat pulse was found to generate wave packets
that move at the speed of sound corresponding to different phonon modes, sec-
ond sound waves, and diffusive components. The waves corresponding to ballistic
LA, TW phonon modes, and second sound in zigzag nanotubes carried more heat
energy than in armchair nanotubes of similar diameter [62]. The thermal conduc-
tivity of zigzag nanotubes due to the ballistic phonon contribution therefore is
expected to be larger as compared to the armchair nanotubes as reported recently
[16,48].

For MD simulations, each nanotube was divided into 250 slabs. The number of
atoms per slab was 40 atoms in a (10,0) nanotube resulting in 10,000 atoms for the
whole nanotube. The number of atoms per slab increases as the diameter of the
nanotube increases. The axis of the tube was aligned along the z-axis with the free
end of the nanotube at z = 0, and the far end of the nanotube was held rigid. In order
to apply heat pulse and ensure smooth temperature transition from the boundary to
the region of interest on the nanotube, the boundary region was chosen to extend
over five slabs and the temperature was adjusted equally during the rise and fall
times of the pulse. Additionally, the temperature at each slab was spatially averaged
over 5 slabs centered at the slab of interest. The resulting temperature was also time-
averaged over 200 time steps. The boundary at the far end of the nanotube consisted
of several slabs with the outermost slab rigidly held in place. The remaining slabs
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were held in equilibrium at the simulation temperature by applying a Gaussian
random force, satisfying the fluctuation–dissipation theorem, which ensured that
no reflection from the boundary to the oncoming propagating waves occurred. The
one-dimensional nature of the nanotube simplifies the boundary conditions, as one
does not have to worry about the scattering in the transverse directions. The atom’s
motion and configurations in the transverse or radial directions are governed by
the intrinsic forces that maintain the shape of the nanotube.

Initially, MD simulations of single-wall carbon nanotubes were run to achieve
thermal equilibrium at low temperatures close to 0.1 K. This was followed by the
application of a strong heat pulse of finite duration, and rise and fall times. The
simulation was stopped before the leading waves reached the right boundary, even
though the boundary slabs and conditions would have ensured no reflection back
into the system. The instantaneous temperature distribution along the nanotube
was recorded every 200 time steps in addition to the time and spatially averaged
temperatures. The minimum time scale τm for time-averaging is taken to be the
time required for a ballistic LA mode to traverse a single slab which corresponds
to about 25 fs for a (5,5) nanotube which is significantly larger than the time step
of 0.5 fs used in the simulations. In order to determine the propagation speeds of
the leading stress waves, the slab numbers corresponding to the peak locations at
given time intervals are recorded. The speed is then determined from the spatial
distance traversed by the particular wave during a given time interval. The average
speed for each peak is determined from linear fit of the peak locations versus time.

An example of the temporal and spatial variation of the kinetic temperature in a
(10,0) nanotube obtained from the MD simulations is shown in Figure 7.14. The

Figure 7.14. Spatial and temporal distribution of kinetic temperature along a (10,0) SWNT
[62].
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Figure 7.15. Spatial distribution of kinetic temperature along (10,0) nanotube at time 3 and
4 ps after the application of the heat pulse [62].

heat pulse induces clearly defined wave packets that propagate on the nanotube.
The leading wave packets move at higher speeds as compared to the diffusive
background. The shapes of wave packets P2 and P3, as shown in Figure 7.15,
change and the peak intensity of P2 decreases by 15% between 3 ps and 5 ps
whereas that of P3 stays constant during the same period. On the other hand, the
peak intensity of the weak leading wave packet P1 stays constant and the shape
does not change with time. The leading wave packets are followed by a dual-
peak wave packet that undergoes very minor changes in its shape and the peak
intensities slowly decay to a final kinetic temperature around 40 K at 5 ps. The time
axis for this analysis was started at 1.5 ps to avoid the initial transient large kinetic
temperature values that make it difficult to observe and analyze the low-intensity
leading propagating waves from left to right. By shifting the time axis to 1.5 ps, the
plotted maximum temperature has been reduced from 400 K to less than 100 K,
which allows for better resolution of wave packets with smaller peaks. The distance
along the nanotube axis has been normalized by the slab width and is plotted as
slab numbers.

The three-dimensional view in Figure 7.14 provides a clear picture of how
waves develop and propagate as separate wave packets on the nanotube. The
details of the low-amplitude higher-speed wave packets are not clearly seen in
the figure because of the slow-moving large diffusive components. Figure 7.15
shows the details of the frontal leading waves after leaving out the diffusive part
of temperature distributions at times 4 and 5 ps. The average speed of peaks P1
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Figure 7.16. Shape of LA leading mode peak in (10,0), (7,0), and (5,5) SWNT at time =
4 ps. The line through the data points represents the best Guassian fit [62].

and P2 were found to be 20.6 km/s and 16.6 km/s, respectively. These speeds are
very close to the speed of sound associated with longitudinal acoustic and twisted
phonon modes, respectively [22]. The values obtained from the MD simulations
are similar to theoretically calculated sound velocities of LA and TW phonons, in
(10,10) armchair nanotubes, which were reported to be 20.35 km/s and 15 km/s,
respectively [22]. The shape of the leading wave packet (identified as arising from
the LA mode) did not change and had a peak kinetic temperature of 0.6 K and a
full width at half maximum of 2.4 nm as shown in Figure 7.16. However, the wave
packet P2, corresponding to the TW mode, has higher peak energy and has a fast
decay from an initial value of 17 K to 7.0 K at 5 ps with a decay time constant of
1.06 ps as shown in Figure 7.17a. For comparison, the peak temperature for P1 is
shown in Figure 7.17b. At 5 ps after the onset of the pulse, wave packet P2 had
a much higher peak kinetic temperature of 7 K and a width at half maximum of
4.3 nm. Therefore the atomic motions within the TW wave packet P2 carry about
20 times higher overall kinetic energy as compared to the atomic motions within
the P1 wave packet

The strongest wave packets in Figure 7.15 are P4 and P5 and they propagate
together at a speed of 12.2 Km/s. The peak energies for P4 and P5 in a (10,0)
nanotube decay with time constants of 2.1 and 1.0 ps, respectively, as shown in
Figure 7.17a. At 5 ps after the onset of the pulse, wave packets P4 and P5 had
peak temperatures 39.0 K and 44.0 K and full width at half maximum of 1.9 nm
and 2.3 nm, respectively. Note that these two wave packets also remain spatially
confined as compared to the leading wave packets P1, P2, and P3. Furthermore,
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(a)

(b)

Figure 7.17. Temporal change of peak temperature of (a) TW mode wave packets;
(b) second sound wave packet. The line through the data points represents the best ex-
ponential decay fit [62].

the total energy in the wave packets P4 and P5, as computed from the area of the
curve under the Gaussian fit, is three times larger than the combined P2 and P3
wave packets. Consequently, one can conclude that the leading wave packets in
zigzag (10,0) nanotubes propagate at the sound velocities of LA and TW modes.
However, the largest amount of energy is carried by wave packets propagating at
12.2 Km/s. Additional simulations of (7,0) and (5,5) SWNT also revealed a similar
trend. The results for the sound speed of wave packets P1 through P5 in (10,0),
(5,5), and (7,0) nanotubes are summarized in Table 7.1.
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Table 7.2 Speeds in km/sec of the leading propagating
wave packets in (10,0), (7,0), and (5,5) single-wall carbon
nanotubes (from heat pulse simulation).

Peak (10,0) (7,0) (5,5)

P1 20.6 (LA) 21.3 (LA) 20.3 (LA)
P2 16.4 (TW) 18.1 (TW) 16.2 (TW)
P3 15.8 (TW) 16.2 (TW) 17.0 (TW)
P4 12.2 12.7 12.9
P5 12.2 12.6 12.3

The wave packets P4 and P5 propagate at speed approximately equal to
12 Km/sec in all the nanotubes as can be seen from Table 7.2. These wave packets
can also be analyzed in comparison with the propagation speed data of known
phonon modes. The propagation speed data, as seen in Table 7.3, shows that for
TW modes propagation speeds vary from 12.0 km/s to 15.0 km/s whereas for
the transverse breathing (TB) phonon modes vary from 12.3 km/s to 42.0 km/s
[22,63–67]. The TB modes are also considered optical modes because their fre-
quency is nonzero at q = 0. This large variation, however, arises from the differ-
ences in values of force constants and Young’s modulus values used in different
methods. To examine the possibility of the occurrence of the second sound wave,
the ratio R of the speed of wave packet P1 (VL A mode) to the average speed of the
wave packets P4 and P5 (VS2), was computed for all three nanotubes. The ratio R
was found to be 1.69 in (10,0), 1.68 in (7,0), and 1.62 in (5,5) nanotubes. These
ratios deviate from

√
3, by 2%, 3%, and 6% in (10,0), (7,0), and (5,5) nanotubes,

respectively. This ratio was used to predict the presence of second sound waves
at low temperatures in α-iron and NaF [59–61], and it is expected to be

√
3 for

second sound waves in good crystalline materials. The second sound waves arise
when momentum-conserving phonon-scattering events (N-processes) are far more
frequent as compared to momentum-destroying collisions (U-processes) as tem-
perature increases in the material. Under such conditions, the energy propagates
as a collective temperature pulse characterized by velocity (second sound wave
velocity) that is determined by the interaction of different phonon modes in the
system [61].

Table 7.3 Speeds of sound waves associated with longitudinal (VL ), transverse (VT ),
twisted (VT W ), and breathing (VB) phonon modes in carbon nanotubes.

VL (km/s) VT (km/s) VT W (km/s) VB (km/s) References

20.35 9.43 15.0 — 1
21.7 — 14.0 42.8 Km/s 2
20.35 24.0, 9.0 15.0 — 3
20.7 14.1 14.1 — 4
19.9 — 12.3 — 5,6
19.9 — 12.3 12.3 6
— — 15.0 (13.0) — 7
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In carbon nanotubes, the momentum-destroying Umklapp scattering processes
are far less frequent at low temperatures as compared to the N-process and only
begin to play a major role above room temperature which is responsible for the
monotonic increase in the thermal conductivity of carbon nanotubes up to room
temperature [10–13]. The local kinetic temperature within P4 and P5 wave packets
is well below room temperature and the nanotube temperature is below 0.1 K
which makes N-processes dominant. Furthermore, as can be seen from the three
dimensional plot in Figure 7.14, other modes (TW) are generated as the peaks
of modes P4 and P5 decay; this supports the selection that the peaks P4 and P5
represent second sound waves. Further dynamic investigations with the Tersoff–
Brenner potential to analyze the dynamics of individual phonon modes are required
to confirm the peak assignments. We note, however, that the above assignment of
P4 and P5 as the second sound wave does not affect in any way the main results
and conclusions of this work; that is, in general the nondiffusive energy carried
by the modes P1–P5 for zigzag type nanotubes (7,0) and (10,0) are larger than the
energy carried by similar modes in the armchair type (5,5) nanotube.

Assuming that similar propagating modes carry the bulk of thermal energy
transport under equilibrium conditions as well, the above comments support the
observation that for the same temperature gradient, one can expect higher heat flux
in (10,0) zigzag nanotubes as compared to the (5,5) armchair nanotubes [16,58].
Furthermore, even the energy carried by second sound waves is smaller in (5,5)
compared to (10,0) and (7,0) nanotubes. This translates to higher thermal conduc-
tivity for the zigzag nanotubes compared to armchair nanotubes. As the nanotube
diameter increases, more modes are excited which can also contribute to heat
flow. A more detailed analysis of the propagation speeds of the individual phonon
modes and simulation of larger-diameter nanotubes are required to obtain more
quantitative dynamic results.
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8.1. Introduction

Carbon nanotubes have been studied extensively since their discovery [1] in
1991, because of the extraordinary physical properties they exhibit in electronic,
mechanical, and thermal processes. A single-walled nanotube may be considered
as a specific, one-dimensional giant molecule composed purely of carbon, whereas
properties of multiwalled nanotubes are closest to those of graphite’s in-plane prop-
erties, having sp2 hybridization of carbon bonds. To prepare closed-shell structures,
one needs to insert topological defects into the hexagonal structure of graphene
sheets. The extraordinary physical and chemical properties [2] and possible appli-
cations derived from these properties are attributed to the one-dimensionality and
helicity of the nanotube structure.

For different applications, different properties and structures are important. Per-
fect carbon nanotubes have a high Young’s modulus, or others are full of defects,
thus providing the possibility for covalent or noncovalent functionalization; indi-
vidual ones make use of quantum effects; and organized structures have millions of
nanotubes to harness their synergy. Above all, the helicity in nanotubes is the most
revealing feature to have emerged out of the first experimental [3] and theoreti-
cal papers [4–6]. This structural feature has great importance, because electrical
properties of nanotubes pronouncedly change as a function of helicity and tube
diameter.

Carbon nanotube growth methods can be classified based on the number of
walls in a given tube. First, both multiwalled nanotubes [7] and single-walled
nanotubes [8, 9] have been grown via arc-discharge carried out in an inert gas
atmosphere between carbon or catalyst-containing carbon electrodes. Nowadays,
carbon nanotubes and related materials are produced via a wide variety of processes
[10], such as several types of the high-temperature arc-discharge method and
laser vaporization of graphite targets, as well as numerous different techniques
using chemical vapor deposition. The electric arc and laser methods are inherently
impossible to scale up; however, these techniques are used routinely to make gram
quantities of nanotubes. Nanotube samples produced by these methods are now
commercially available in smaller quantities in “as-grown” or purified form.

188
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Chemical vapor deposition (CVD) is a versatile and powerful tool in mod-
ern chemistry, chemical engineering, materials science, and nanotechnology. It is
presently the most common method for carbon nanotube production, and it is also
a well-known method [11] of carbon fiber production. In contrast to other meth-
ods, CVD can be scaled up, and there already exist industrial-scale production
methods using this technique for nanofibers [12] which are dimensionally similar
to the nanotubes discussed above. Furthermore, CVD can be tailored; that is, it can
also be used to create oriented nanotube arrays on flat and 3-D substrates. Recent
results point to the flexibility and power of the CVD technique, and ultimately, by
tailoring the catalyst particles on substrates and controlling the CVD conditions,
one hopes to achieve precise control of the nanotube architectures. By providing
further control, the ultimate goal of the nanotechnology community is to provide
carbon nanotube growth with a predefined number of tubes, with given diameter,
helicity, and length along predefined locations.

In the first part of this chapter, we summarize the short history and achieve-
ments of the last several years of carbon nanotube growth. We also demonstrate
our state-of-the-art methods of tailored nanotube growth and efforts to prepare
nanotube structures capable of fulfilling the high expectations for these new and
highly advanced materials. We then address applications of carbon nanotubes. De-
vices based on electron-field emission, low-voltage gas breakdown, filtering on the
micro-, nano-, and even molecular scale, and equipment based on the enhanced
properties of different composite materials consisting of nanotubes, are explored.

8.2. CVD: The Process and the Structures Grown via CVD

8.2.1. History and State of the Art of CVD
of Carbon Nanotubes

In the CVD process, in general, catalytic metal particles are exposed to a medium
containing hydrocarbon gases, and the formation of nanotubes is catalyzed. During
growth, good uniformity in the size of the tubes is achieved (controlled by the size
of the seeded catalyst particles). In some cases, when the catalysts are prefabricated
into patterned arrays, well-aligned nanotube assemblies can be readily produced.
Similarly, template-based approaches are also in use, where the aligned pores of
a nanoporous membrane (such as electrodeposited porous alumina, zeolite, or
porous silicon) are filled with carbon species through vapor deposition and later
graphitized to produce nanotubes.

In the early years of study of chemical vapor deposition, different parameter
ranges for distinguishing multi- and single-walled growth, as well as differenti-
ating the product from carbon nanofibers, were outlined [13–15]. These results
basically were the establishment of chemical vapor deposition as a route for car-
bon nanotube production. After receiving the first batches of carbon nanotubes by
this new technique, a wide parameter range opened up for investigation; namely, it
turned out that the reaction temperature, catalyst type, geometry, and substrate can
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change the properties of the product dramatically. Logically, one needs to optimize
the process for purity of the product and also for the yield, where both of these
optimizations are still a challenge for scientists. Parallel with this problem, new
challenges have arisen: further tailoring the properties of the product distinguish-
ing not only between MWNTs and SWNTs but predefining the diameter, length,
and number of walls, and eventually chirality of the tubes needs to be controlled.
Success has been achieved in almost all of the directions of tailoring these param-
eters, although open questions still exist; for example, growth of nanotubes with
predefined chirality has not been solved.

Among the processes developed for mass production of carbon nanotubes
(SWNTs), we need to emphasize the HiPCO process, optimized for relatively
high yield and production rate by scientists at Rice University [16]. The quan-
tity of the product is still behind the amount predicted [17] and its price has not
dropped as was expected. Nowadays, this is the most widely available and used
SWNT product on the market produced by the CVD technique.

Parallel with the experimental and theoretical work done to explain the role of
different parameters in the growth process, it turned out that the mechanism of the
growth may be different for every group [10, 18], which means that solving the
problem of predefined carbon nanotube growth is equivalent to solving the same
problem for a series of independent processes. By now, good progress has been
shown in the tailoring of the carbon nanotube length and diameter [19, 20], and
the number of nanotube walls also has became a well-controlled parameter. Along
with SWNTs and MWNTs, double-walled carbon nanotubes (DWNTs) were also
prepared via the CVD method, and their purification was reported [21]. Catalyst
material and particle size have been widely investigated [22–28] given their critical
role in growth.

Beyond the properties of individual nanotubes, their collective behavior (syn-
ergy) is also important for a wide range of applications. First, the most obvious
question was investigated: what are the methods to grow carbon nanotubes parallel
to each other, and thus produce them in an aligned layer? The first papers reported
the growth of blanket nanotube films [29] using a porous template and catalyst
layer, or tailoring the location of the growth by focusing the laser beam in order
to etch the substrate/catalyst [30, 31].

To think further along these lines, there is a need to control the location of
growth while keeping some level of alignment. Most of the methods are based on
catalyst deposition onto planar substrates, so patterning the catalyst on the sample
surface was evidently a way to control the growth location: a nanotube layer
was developed only on that part of the sample covered by catalyst. To prepare
the pattern into the catalyst layer, several methods were applied. Dai et al. [32]
prepared organized nanotube towers by CVD growth involving catalyst patterning
and rational design of the substrate to enhance catalyst–substrate interactions and
to control the catalyst particle size. The substrate was planar porous silicon, and
the catalyst was a thin iron film evaporated through a shadow mask. The resulting
structure consisted of multiwalled carbon nanotubes bound to each other by van
der Waals interactions. Similar structures were achieved when the shadow mask
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was applied in the CVD process itself [33] to prevent carbon nanotube growth
on unwanted locations, and also to keep the shape of the grown nanotube towers.
Furthermore, microcontact printing is a simple but powerful method to prepare a
large area of lower-resolution catalyst patterns. A stamp may be applied to print
catalyst-containing ink onto the substrate, and later carry out selective nanotube
growth only on the printed areas [34].

A higher-level control was established in the CVD process when Duesberg et al.
produced small vertical bundles of carbon nanotubes in lithographically defined,
submicrometer-sized holes of the template [35, 36]. Similarly high-level control
was achieved in the structures when Dai et al. [32] presented a method for controlled
synthesis for free-standing single-walled and multiwalled nanotubes with directed
orientations. Their process starts with silicon/silica tower fabrication, followed
by catalyst deposition from the liquid phase using a block copolymer providing
the necessary catalyst parameters. Extensive calcination and subsequent CVD
growth with the substrate yielded SWNTs emanating from the towers. Directed
freestanding SWNT networks are formed by nanotubes growing to adjacent towers
and suspended above the surface.

In summary, we list the main parameters of the chemical vapor deposition of
carbon nanotubes: the temperature of the growth, the carbon source, the materials
and size of the catalyst, and the materials and surface properties of the substrate.

8.2.2. Floating Catalyst Method for Selective Growth of
Carbon Nanotube Layers Using Ferrocene as a Catalyst

According to our experimental results [37], selectivity may be achieved by gas-
phase catalyst delivery [38–40] on lithographically machined planar and nonplanar
templates consisting of oxidized silicon surfaces. Our bottom-up fabrication ap-
proach is easy to carry out, scalable to large areas, and compatible with standard
silicon microfabrication technology. In this specific CVD process, nanotube struc-
tures are designed and built first on planar patterns composed of SiO2 and Si; most
of the substrates used in this study were Si(100) wafers capped with a 100-nm-
thick silica layer, however, below we discuss the case of thick silica layers (up to
8.5 μm).

In this process, patterns of Si/SiO2 of various shapes were generated by
photolithography. No catalyst material—generally required for CVD growth of
nanotubes—was deposited or patterned on the substrates, thereby simplifying the
template preparation to a great degree and diminishing the possibility of catalyst
size changes in the heating-up period of the CVD process. Instead, growth of nan-
otubes is stimulated by exposing the substrate to a xylene/ferrocene vapor mixture
at 750–850◦C. A schematic of the experimental setup is demonstrated in Figure 8.1

In our experiments, nanotubes are grown on thermally oxidized silicon wafers
by the CVD of xylene (C8H10), and ferrocene (Fe(C5H5)2). Ferrocene is dis-
solved in xylene at concentrations of 0.01 g/ml, preheated at about 150–180◦C,
co-evaporated and fed into the CVD chamber, which was pumped down to a
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Figure 8.1. Experimental setup (schematic) for CVD of carbon nanotubes onto substrates
using the floating catalyst method. The inert gas flow provides oxygen-free atmosphere,
and the carbon source/catalyst solution is evaporated from a separate bubbler.

vacuum level on the order of 10−3 torr, backfilled with flowing argon to a pressure
of about 100 mtorr, and heated up gradually to the desired reaction temperature.

8.3. Carbon Nanotube Structures Grown by Chemical
Vapor Deposition

Another interesting and even more useful property of our floating catalyst method
is the substrate selectivity [41,42], namely nanotubes grown perfectly aligned with
respect to each other and normal to the substrate, and on the oxide only (neither on
Si nor on the native oxide layer of Si). This allows one to obtain predefined carbon
nanotube structures very easily and with all complexity by simply patterning SiO2

on Si wafers (a common technique in the semiconductor industry); examples of
this growth are displayed in (Figure 8.2).

Results for the structures grown by this method were published [37, 43] where
nanotube platelets were selectively placed on specified sites. Highly aligned nan-
otubes grow on the SiO2 patterns in a direction normal to the substrate surface,
and the selectivity is retained down to micron-sized SiO2 templates. No nanotube
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Figure 8.2. Substrate-dependent growth of multiwalled carbon nanotubes on planar SiO2

and Si substrates by exposing them to a precursor of ferrocene and xylene at 800◦C.
(a) Platelets of aligned carbon nanotube arrays (SEM images) grown vertically on the
micron-sized patterns. Alignment of nanotubes can be easily identified on the sidewalls.
(b) Micromachined flag and name of RPI created from vertical arrays of carbon nanotubes.

growth is observed on pristine Si surfaces or on the native oxide layer, but
micron-sized platelike blocks of vertically oriented nanotubes are grown from the
underlying SiO2 pattern. The height of these blocks can be precisely controlled
to obtain microscale domains in the range of 10 to 100 μm (for the best re-
sults) by tuning the deposition time. The key characteristics of our process, its
substrate-selectivity and normal growth to the surface provide the foundation for
assembling tailored nanotube architectures of various shapes by machining the
appropriate SiO2/Si pattern by conventional lithography. In addition to the simple
platelet blocks, one can build other shapes (e.g., circular, square, triangular, rectan-
gular, trapezoidal) and blanket nanotube films with predefined hole size, density,
and shape, or follow any arbitrary shape (Figure 8.2b).

In all cases of the growth, we observe reasonably good adhesion between indi-
vidual nanotubes within each geometrical block and between the nanotubes and
the substrate, presumably through van der Waals attraction. Each nanotube block,
however, can be detached from the substrate and can be manipulated individu-
ally. Similar substrate-selective growth can be achieved on different faces of MgO
crystals [44], Ni wires [45], by gold masking [46], and promoted growth on Pd
seeds [47].

The task of finding the reason for substrate selectivity naturally arises. In the
process, an abundance of particles is formed and depleted on the silicon surface,
but these particles apparently do not aid the carbon nanotube growth. A very sim-
ilar film of particles is observed on the silicon oxide surface where nanotubes
grow. The particle size was characterized to be around 20–40 nm on the sili-
con oxide region, but slightly larger in the Si region. Measurements made by
an electron probe microanalyzer (EPMA) and by Auger electron spectroscopy
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(AES) indicate that iron and carbon are dispersed over both the silicon and the
silicon oxide region. Cross-sectional TEM observation [42] of the substrates show
that particles on top of silicon oxide surfaces are made of pure gamma iron (fcc
Fe), and the silicon surface diffraction patterns show the presence of iron sili-
cide and iron silicate, where such materials are not effective for carbon nanotube
catalysis.

8.4. Directed Growth of Carbon Nanotubes by Floating
Catalyst Method on 3-D Substrates

As mentioned above, the site-selectivity of the floating catalyst CVD method is
a powerful tool to design structures used in three-dimensional structures such
as MEMs and NEMs. To demonstrate this feat, we have shown simultaneous
multidirectional growth and multilayered growth of ordered nanotubes. To provide
depth for horizontal growth, thick silica layers (up to ∼8.5 μm) were deposited by
plasma-enhanced chemical vapor deposition (PECVD) to create high aspect ratio
silica features. Similarly to the thin silica layers we used for planar substrates,
patterns of Si/SiO2 of various shapes were generated by photolithography followed
by a combination of wet and/or dry etching. CVD growth of nanotubes is stimulated
by exposing the substrate to xylene/ferrocene vapor mixture at 800◦C, as described
above.

Simultaneous multidirectional growth of highly oriented nanotubes can be har-
nessed to simultaneously grown nanotubes in several predetermined directions.
For instance, we can realize nanotube growth in mutually orthogonal direc-
tions by using templates consisting of deep etched trenches separating at least
several-μm-tall and -wide SiO2towers or lines. Figure 8.3). displays vertically and
horizontally aligned nanotube arrays as well as more complex multidirectional
growth of the MWNT layers. In the case of trenched substrate, MWNT layers
are adjacent to each other, providing an excellent example that demonstrates the
concept.

We are also able to create structures where the nanotubes have oblique incli-
nations (i.e., neither orthogonal nor planar with respect to the substrate plane)
by using deep-trench templates with inclined silica surfaces into the displayed
“daisy” shape or other illustrative examples, where nanotubes grow normal to the
walls of such circular trenches, resulting in membranelike iris-shaped structures.
These examples also show the flexibility of our approach to obtain radially ori-
ented nanotubes with the entire spectrum of in-plane orientations on the substrate
plane. Multilayer growth of ordered nanotubes may be carried out by selective
nanotube growth on SiO2 in a direction normal to the surface on partially free-
standing silica architectures. Figure 8.3c shows an example of this type of growth,
where nanotubes grow in two opposite directions (up and down) from a suspended
SiO2 layer. This suspended transparent layer of silicon oxide (thickness is about
8 μm) on a silicon base pillar is generated by photolithography and deep etching
(40–50 μm) of Si wafer.
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Figure 8.3. Extended three-dimensional patterns made of ordered multiwalled carbon nan-
otube films provide insight into multidirectional growth on a complex surface. (a) “Daisies”
grown from truncated cones of SiO2 on a silicon wafer. (b) Simultaneous vertical and
horizontal aligned nanotube arrays of nanotubes grown on a template with deep etched
trenches, where the length of nanotubes in both vertical and horizontal growth is about
60 micrometers, and the thickness of the SiO2 layer is 8.5 micrometers. (c) Multilayer
growth of carbon nanotubes into three dimensions on the edge of a free-standing plate of
an 8.5-micron thick silica disk (up, down, and out) identified by arrows.

8.5. Freestanding Macroscopic Tubes Made
of Carbon Nanotubes

By fabricating these robust membranelike structures made of multiwalled carbon
nanotubes, we have demonstrated [48] for the first time that such a large number
of nanotubes can be organized into one structure, and at the same time that the
resulting macroscopic structure can be used for various separation processes
with its nanoscale structures. Utilizing the continuous CVD method, we have
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Figure 8.4. Macroarchitecture and structure of aligned nanotubes grown for use in filtration
applications. (a) Photograph of the bulk tube made of exclusively carbon nanotubes. (b)–(d)
Different magnification SEM images of the aligned tubes with radial symmetry resulting in
hollow cylindrical structure. (e) HR-TEM image to depict the structure of the carbon layers
of a multiwalled nanotube.

synthesized macroscale hollow carbon cylinders up to the centimeter scale in di-
ameter and several centimeters in length, with wall thickness of 300 to 500 μm.
The aligned nanotubes grow in radial directions on the walls of removable silica
tube templates, leading to the formation of freestanding and continuous hollow
cylindrical carbon tubes (Figure 8.4). Detailed structural characterization of the
CNT (carbon nanotube) macrotube is shown in Figure 8.4c–e.

The length of the MWNTs corresponds to the wall thickness of the bulk struc-
ture, and the dense packing of these aligned structures is also visible. Figure 8.4e
displays a high-resolution TEM image of a typical nanotube in the macrotube
assembly, showing the well-graphitized walls of the MWNT. The ranges of inner
and outer diameters of these nanotubes are found to be 10–12 nm and 20–40 nm,
respectively, from TEM analysis. The macrotube is found to be mechanically very
stable. The macroscopic tube remains stable even after ultrasonic treatment, show-
ing the high mechanical stability of the assembled carbon architectures. We also
have performed direct tensile tests on various small pieces (1–2 mm wide) of
the assembled structure by applying a load parallel to the bulk tube axis. Three-
point bend tests on these bulk structures have been performed to quantify the
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breaking strength; the fracture load (at the weakest point) of the tube is found to
be 2 N.

8.5.1. Microbrushes Made from Carbon Nanotubes

Applying our experience in three-dimensional, selective carbon nanotube growth
techniques, we have constructed multifunctional conductive brushes with carbon
nanotube bristles grafted on fiber handles, and demonstrated their several unique
tasks such as cleaning of nanoparticles from narrow spaces, coating of the inside
of holes, selective chemical adsorption, and as movable electromechanical brush
contacts and switches [49]. The nanotube brush consists of a silicon carbide fiber
as the handle and aligned multiwalled carbon nanotubes grafted on the fiber ends
as bristles.

In the CVD process to produce multifunctional nanotube brushes, the continuous
version of the above-mentioned CVD process was applied: a solution made by
dissolving 0.3 g ferrocene into 30 ml xylene was injected into the furnace at a
constant speed (0.5 ml min−1). Argon was flowed to carry the solution into a
preheated steel bottle (180◦C) before entering the furnace. SiC fibers were placed
into the middle of the furnace in an alumina boat. The typical reaction temperature
was 800◦C, and the growth time took 10 minutes to 1 hour.

Vertical placement of SiC fibers usually yields three nanotube prongs surround-
ing the fiber. (Figure 8.5). The formation of a three-pronged morphology is due to
the self-organized growth of dense nanotube arrays as they grow outwards from the
cylindrical surface, having circular cross-section, as the circumference surround-
ing the nanotube front surface is enlarged as the front moves away from the fiber
nanotube interface. Two- and one-pronged structures were obtained by laying the

Figure 8.5. Nanotube brush preparation via masking the unwanted areas of the SiC fiber
with gold and the resulting structure. (a) Ilustration of partial masking of SiC fibers in order
to grow nanotubes only on the top part of the fiber. (b) SEM image of an as-grown brush
(resembling a dust sweeper) consisting of nanotube bristles and a fiber handle. The bristles
have a length of 60 μm, and span of over 300 μm along the handle. (c) Higher-magnification
SEM image to demonstrate the structure of the tip of the nanotube brush.
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fibers down on a flat surface during CVD, to block the nanotube growth in several
directions. Shadow-masking of gold on the fibers was applied in a 50-mtorr Ar
plasma at constant current of 30 mA with fiber ends (or other portions) covered
by an aluminum foil. A 15-nm-thick Au layer was used for effective masking
(inhibiting nanotube growth).

8.5.2. Controlled Fabrication of Hierarchically Branched
Carbon Nanotubes in Pores of Porous Alumina

Along with the floating catalyst method, we have developed a rational approach
for creating hierarchically branched nanoporous anodic aluminum oxide (AAO)
templates and have fabricated a whole generation of branched nanowires and nan-
otubes inside these templates [50]. First, AAO templates were prepared by using a
modified two-step anodization process. The first-step anodization was the same for
all templates: high-purity Al foils were anodized in 0.3 M oxalic acid solution at
8–10◦ C under a constant voltage. Then, the formed anodic aluminum layer was re-
moved. In the second-step anodization, templates with different pore architectures
underwent different processes of anodization, namely, the voltage of the anodiza-
tion was changed in order to receive different number of channels. Reduction of
the voltage by 2−1/2 results in Y-branched pores, and using this reduction multiple
times, two-, three-, and four-generation Y-branched pores could be obtained. To
form multiple channels we needed to diminish the anodization voltage by factor of
n−1/2, where n is the number of the created channels. Typically, after the anodiza-
tion for the stem pores, we cleaned the remaining oxalic acid solution in the pores in
deionized water and thinned the barrier layer at the pore bottom by immersing the
samples in phosphoric acid. Of course, by subsequent reduction of the anodizing
voltage by the above factors, we can generate second-generation multibranched
pores growing from each of the first-generation multibranched pores.

To grow carbon nanotubes in an AAO template, we applied pyrolysis of acety-
lene [51–53] at 650 ◦C for 1–2 h with a flow of gas mixture of Ar (85%) and C2H2

(15%) at a rate of 35 mL/min. After the CVD process, carbon nanotubes were
released from AAO templates by dissolving the templates in HF solution and then
washed with deionized water several times. The nanotubes are deposited inside
the pores by the pyrolysis of acetylene without using any catalyst material. The
nanotubes grown here were multiwalled (∼4–10 walls), have a diameter range of
20–120 nm, and are graphitic in nature. The wall thickness (and hence the number
of walls) falls within a very narrow range of 1–4 nm. We normally observed a small
reduction in the number of walls (approximately two or three walls) as a larger tube
changed into smaller ones, and this reduction seemed to happen quite abruptly.
To demonstrate these structures, Figure 8.6 shows an example of a complex struc-
ture, where two levels of multiple branching are grown. The primary stem splits
first into three branches, each of which further splits into three subbranches. The
high-magnification SEM images of the interface reveal the junctions, showing the
branching and the reduction in diameters as the branching occurs.
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Figure 8.6. Hierarchically branched, open-ended nanotubes grown by the template-based
chemical vapor deposition technique. (a) Schematic displaying a carbon nanotube stem
splitting into three branches, and afterward again into three branches (1-‹ 3-‹3 struc-
ture, where the symbol -‹ denotes the branching). (b) SEM image of the branched
nanotubes, where the location of the junctions are highlighted with white arrows. (c) Higher-
magnification SEM image showing several stems and the branches emerging from
them.

8.6. Applications of the Structures

Carbon nanotubes have many advantages over conventional materials and devices
because of their unique electrical, mechanical, and physical properties [54]. They
show promise in a large number of areas, and are being researched and studied
exhaustively as flat panel displays [55], ionization sensors [56], fuel cell technology
[57], energy storage [58], molecular electronic interconnects for an IC chip [59],
advanced composites [60], and as tips of scanning probe microscopes [61]. A key
obstacle to commercialization continues to be the need for cost-effective, large-
scale production methods.

Other applications of carbon nanotubes include their potential use as atomic
force microscopy/scanning tunneling microscopy (AFM/STM) tips, for analyzing
DNA, and to create longer-lasting batteries/supercapacitors. Nanotube ropes and
fibers show promise and can be revolutionary structures for the future, more than
100 times stronger than steel wool and may be used in armor and, eventually, even
cars [62–66]. High-quality flat-screen televisions might be made in the future using
field emitter arrays, whose performance is very much better than the liquid crystal
display and plasma screen televisions of today. These wide ranges of applica-
tions have suggested the exciting and versatile nature of carbon nanotubes. Below,
we cover only a fraction of all the prospective applications of ordered nanotube
architectures for electron field emission sources, ionization sensors, membrane
filters, and nanocomposites.
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8.6.1. Electron Field Emission Sources

Carbon nanotubes exhibit very good field emission compared to metallic emitters.
Such application as an emitter was first reported in 1995 [67,68] and has since been
studied intensively on various CNT materials, including individual nanotubes [69],
multiwalled nanotubes (MWNT) embedded in epoxy matrices [70, 71], MWNT
films [68, 72], single-walled nanotubes (SWNT) [73–76], and aligned MWNT
films [77]. A potential difference is applied between a nanotube or film of nanotubes
as a cathode and Al-coated silicon surface as an anode, while maintaining a pressure
of around 10−6 torr in the inert atmosphere in the chamber. Single nanotubes are
used as electron guns for emitting a highly coherent electron beam. A film of
nanotubes can be used for flat panel displays. The gap between the electrodes is
very small, tens of micrometers. Applying a voltage/electric field to the carbon
nanotubes causes electrons to be emitted from the sharp tip of the nanotubes,
producing a current. The required turn on the field is low, around 5 V/μm, making
the carbon nanotube a promising alternative to metallic emitters. Typical currents
of a few A/cm2 have been obtained on samples of sizes around 4 cm2 for these low
fields. The low voltage required is due to the concentration of the electric field at the
tips of the tubes, called the “field amplification effect.” This effect is pronounced
for long vertical nanotubes with a small diameter, that is, high aspect ratio.

From ultraviolet photoelectron spectroscopy measurements, the aligned
MWNTs are found to have a larger density of states at the Fermi level and a
slightly lower work function than the random MWNTs, which is attributed to the
difference between the electronic states of the tip and the sidewall of the CNT [78].
Because the electrons are emitted from the tips of the CNTs, intuitively one would
expect that the vertically aligned CNTs are better emitters than the random films.
However, this issue is complicated by the effect of electrical screening. Most of
the vertically aligned MWNTs fabricated by the CVD process comprise densely
packed CNTs. As a result, they do not show enhanced emission properties as ex-
pected. By lithographically patterning the location of the catalysts on the substrates
as described in the previous sections, we could have patterned aligned CNTs with
controlled spacing to minimize the screening effects.

Today, the most mature technology to produce gated microfield electron emitter
arrays is the so-called Spindt-type metal microtip process. The drawbacks of the
Spindt-type process are the expensive production, the critical lifetime in a technical
vacuum, and the high operating voltages. Carbon nanotubes can be regarded as
the potential second-generation technology to Spindt-type metal microtips. The
use of carbon nanotubes as field-enhancing structures in field emission electron
sources can bring several advantages such as longer lifetime and operation in poor
vacuum due to the high chemical inertness as well as low operation voltages and
perhaps most important, very low cost production techniques. In addition, carbon
nanotubes do not suffer from thermal runaway at high temperatures.

Several prototype applications have been reported. For example, cathode ray
lighting elements with carbon nanotubes as field emitters have been fabricated
by Ise Electronics Co. in Japan, and they have twice the intensity as those of
conventional thermionic cathode ray tube lighting elements operating under similar
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conditions [79], flat panel displays developed at Sony and Samsung [55], and
gas discharge tube (GDT) protectors demonstrated by the University of North
Carolina at Chapel Hill and Raychem Co. for telecom network applications [80].
The enhanced performance shows that the nanotube-based GDTs are attractive
over-voltage protection units in advanced telecom networks such as an asymmetric
digital signal line, where the tolerance is narrower than what can be provided by
current commercial GDTs.

8.6.2. Ionization Sensors

Taking advantage of the low electron emission voltages from nanotube sharp tips,
an interesting application of the aligned nanotube arrays as ionization sensors,
which was used to detect different gases in a mixture [56], has been recently
reported based on our experimental results. The CNTs enjoy advantages over the
currently used ionization sensors in terms of size, a simple operation, and not being
affected by external conditions such as temperature and humidity. The setup used
is similar to that for field emission with the nanotubes as anode and an Al sheet
as cathode, separated by a vacuum at a pressure of 10−4 torr with a small spacing
of about 150 μm. The gas that needs to be analyzed then is allowed to flow into
the chamber. The voltage and current are monitored by an ammeter and voltmeter,
which is important because as the voltage is increased, the gas is ionized within a
small portion of the tips of the nanotubes. This cloud of ions then gains energy from
the field and generates more electron-hole pairs. Furthermore, more electron-hole
pairs are formed until an avalanche breakdown of the gas occurs by a discharge
between the two electrodes. This voltage at which the breakdown occurs is unique
for each gas and is referred to as the “breakdown voltage,” which is a fingerprint of
each gas. The surge current plays an important role, indicating the concentration
of that gas. Proper measurement of the breakdown voltage can identify the gas
present in the chamber. Some examples of the gases detected are helium, ammonia,
argon, and oxygen, at a constant gas concentration of 4 × 10−2 mol/l as shown in
Figure 8.7. The breakdown voltage values for individual gases remain the same
even at different concentrations of the gas, showing unique values for the gases.

8.6.3. Membrane Filters

As discussed before, aligned carbon nanotubes can be synthesized controllably not
only on flat or patterned substrates, but also on curved substrates, and could be eas-
ily removed from the substrates. We have reported the fabrication of freestanding
monolithic uniform macroscopic hollow cylinders having radially aligned carbon
nanotube walls, with diameters and lengths up to several centimeters [48]. These
cylindrical membranes are used as filters to demonstrate their utility in two impor-
tant settings: the elimination of multiple components of heavy hydrocarbons from
petroleum—a crucial step in postdistillation of crude oil—with a single-step filter-
ing process, and the filtration of bacterial contaminants such as Escherichia coli or
nanometer-sized poliovirus (∼25 nm) from water (Figure 8.8). These macrofilters
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Figure 8.7. I–V curves for NH3, CO2, N2, O2, He, Ar and air, showing distinct break-
down voltages. Ammonia displays the highest breakdown voltage, and helium the lowest
[56].

Figure 8.8. Removal of bacteria using a nanotube filter. (a) Unfiltered water containing E.
coli bacteria; the turbid and light color is suggestive of the presence of bacteria colonies
scraped from the surface of MacConey agar, which contains Phenol red as an indicator. (b)
Colonies of E.coli bacteria grown by the culture of the polluted water. (c) Assembly for
the filtration experiment. The nanotube filter with the bottom end-capped is placed inside
a container, and the liquid flows through the macrotube (shown by the vertical arrow).
The horizontal arrows show the flow direction of the filtered liquid. (d) Water filtered
through the nanotube macrofilter. The product obtained is relatively clear compared with
the original bacterial suspension in (a), indicating the absence of the bacteria (as well
as coloring particles) in the filtrate. (e) Filtrate after culture, showing the absence of the
bacterial colonies [48].
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can be cleaned for repeated filtration through ultrasonication and autoclaving. The
exceptional thermal and mechanical stability of nanotubes, and the high surface
area, ease, and cost-effective fabrication of the nanotube membranes, may allow
them to compete with ceramic- and polymer-based separation membranes used
commercially.

A major advantage of using nanotube filters over conventional membrane filters
lies in the fact that they can be cleaned repeatedly after each filtration process
to regain their full filtering efficiency. A simple process of ultrasonication and
autoclaving (∼121◦C for 30 min) has been found to be sufficient for cleaning
these filters; cleaning can also be achieved by purging for the reuse of these filters.
In conventional cellulose nitrate/acetate membrane filters used in water filtration,
however, strong bacterial adsorption on the membrane surface affects their physical
properties preventing their reusability as efficient filters [81]; most of the typical
filters used for virus filtration are not reusable [82]. Because of the high thermal
stability of nanotubes, nanotube filters can also be operated at temperatures of
∼400◦C, which are several times higher than the highest operating temperatures
of the conventional polymer membrane filters (∼52◦C). The nanotube filters, owing
to their high mechanical and thermal stability, may compete with commercially
available ceramic filters; furthermore, these filters may be tailored to specific needs
by controlling the nanotube density in the walls and the surface character by
chemical functionalization.

8.6.4. Nanocomposites

Nanocomposites based on carbon nanotubes have always been at the research front
owing to their tremendous applications [83]. Recently, there has been significant
scientific and technological interest in developing nanotube–polymer composites
for applications requiring unique combinations of properties [84]. Nanotube poly-
mer composites have shown promise in applications such as ultrafast all-optical
switches [85], electromagnetic interference (EMI) shielding [86], photovoltaic de-
vices [87, 88] gas sensors [89], and biocatalytic films [90]. The potential of these
nanocomposites, however, has yet to be fully exploited. Some of the main limita-
tions are lack of control over the orientation and dispersion of nanotubes in a poly-
mer matrix, as well as the tailoring of the nanotube–polymer interface [83,91,92].

One approach to simultaneously control the nanotube alignment (especially
in the third dimension) and the nanotube dispersion in a polymer is to infiltrate
monomers into the prealigned arrays of nanotubes, followed by in situ polymer-
ization [84]. The nanotubes grown by CVD are homogeneously distributed, and
not bundled, which is an advantage over the bulk nonaligned nanotubes prepared
by other techniques. The resulting composite films have good distribution, dis-
persion, and alignment of nanotubes in a polymer matrix, and they also provide
reinforcement in the out-of-plane direction (Figure 8.9). In addition, MWNTs re-
tard the oxidative thermal degradation of polymethyl-methacrylate (PMMA) by
stabilization of macroradicals formed during the degradation process. The thermal
stability of PMMA from thickness-aligned MWNT-PMMA films is improved due
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(b)

Figure 8.9. Schematics of process for making thickness-aligned MWNT/PMMA films:
(a) Composite synthesis; (b) Cross-section of MWNT/PMMA films shows thickness-
aligned MWNT (∼30 μm long) in PMMA matrix. An extra polymer (∼20 μm) is observed
over the nanotube arrays [84].

to the large surface area offered by well-dispersed MWNT for interactions with
PMMA macroradicals. This novel, two-step synthesis strategy has tremendous
implications toward building some of the novel architectures with nanotubes and
polymers, having unique properties (Figure 8.11).

Another important application for nanotube composites is based on their unique
mechanical properties, that is, damping behavior [60, 93]. We have found that
by using nanotube-epoxy films as interlayers within laminate composite systems
(schematics in (Figure 10), the nanotube layer reinforces the interfaces between
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Nanotube Film

Structural Plies

Figure 8.10. Composite laminates with integrated carbon nanotube films [94].

composite plies, enhancing laminate stiffness as well as structural damping. The
experiments conducted using a piezosilica composite beam with an embedded
nanotube-film sublayer indicate up to 200% increase in the inherent damping
level and 30% increase in the baseline bending stiffness with minimal increase
in structural weight. Scanning electron microscopy (SEM) characterization of the
nanotube-film reveals a fascinating network of densely packed, highly interlinked
multiwalled nanotubes [94]. This intertube connectivity results in strong inter-
actions between adjacent nanotube clusters as they shear relative to each other,
causing energy dissipation within the nanotube-film. The cross-links between nan-
otubes also serve to improve load transfer within the network, resulting in improved
stiffness properties (Figure 11).

The advantages of using a nanotube-epoxy film as a damper are obvious. Firstly,
traditional viscoelastic polymers degrade in performance at elevated temperatures.
The operating range for commercial damping films varies in the range of 0–100◦C.
Carbon nanotubes can withstand high temperature without any significant degra-
dation in nanotube structure-properties. Typically, oxidation of carbon nanotubes
in air begins at 600◦C. Within composite laminates (embedded films), the nan-
otubes could potentially sustain even higher temperatures without significant loss
in performance. Consequently, for high-temperature applications nanotube films
would offer superior performance and reliability.

Secondly, the stiffness of traditional viscoelastic damping polymers is much
lower than the host composite structure. Carbon nanotube films on the other hand
offer multifunctionality in terms of enhanced strength, stiffness, and fracture tough-
ness, in addition to damping augmentation. The specific stiffness (stiffness/density
ratio) of the nanotube-epoxy film developed is about three orders of magnitude
greater than the Dyad-606 polymer film [94, 95].

Thirdly, the integration of viscoelastic damping films within composite sys-
tems poses significant technical challenges [94, 96]. When damping materials are
co-cured with the host composite, the viscoelastic material experiences the temper-
ature cycle of the cure. Commercially available damping materials have maximum
recommended temperatures below that of the composite cure cycles. Moreover,
there is a strong interaction between the resin (epoxy) and the damping material at
elevated temperatures. Resin penetration into the damping material can result in
up to 93% reduction in the material loss factor [94]. Carbon nanotubes are stable
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Figure 8.11. Comparison of the dynamic response of the baseline beam and nanotube
reinforced sandwich beam for a frequency-sweep test at 50 Vrms. (cantilevered length of
22.86 mm) [60].

at temperatures well beyond composite cure cycles and do not exhibit degradation
in structure/properties due to resin penetration; for these reasons carbon nanotube
films could potentially be seamlessly integrated within composite/heterogeneous
systems.

8.7. Future Perspectives, Challenges, and Possible Solutions

The CVD technique has become quite a versatile technique in the fabrication of
carbon nanotubes, particularly in designing vertically aligned multiwalled carbon
nanotubes on various substrates, as we have discussed in the previous chapters.
It will be interesting to see the perspective on what awaits this technique in the
controlled growth of nanotubes in the future. Certainly the technique has evolved
over the years to accommodate a large number of precursor hydrocarbons and cata-
lysts to produce structures that otherwise would have been thought difficult to grow.
One good example is the growth of vertically aligned growth of single-walled nan-
otube (SWNT) arrays [97]. Recent developments incorporating water, or the use of
oxygen-containing precursors (e.g., methanol) in the CVD process have produced
beautiful aligned arrays and patterns of SWNT, similar to those we have shown here
for MWNT. Applications of these dense SWNT arrays in microelectronics could
be more compelling than MWNT. Similarly the CVD technique could be precisely
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controlled (by adding elements such as sulphur, e.g.) to produce precise numbers of
walls for individual nanotubes; large assemblies of nanotubes, all of which contain
just two walls [21, 98] is a case in point. As we learn more about the conditions,
process windows, catalyst promoters and poisons, and the growth mechanisms that
produce nanotubes of different kinds, we are slowly being able to optimize CVD
to design and fabricate nanotubes and nanotube patterns to our liking.

The growth mechanism of nanotubes grown by CVD is still somewhat of a puz-
zle, although new revelations are being reported. A recent paper [18] that looks
at the growth in situ inside an electron microscope suggests that the structure and
stability of the catalyst particles have a lot to do with the nanotubes that are formed
during the process. The particles seem to remain in a constantly fluctuating struc-
tural state, driven by the energetics involved in the absorption and removal of carbon
arising from the high-temperature vapor phase interaction of the metal particle with
hydrocarbon gas, and the shape changes (spherical to elongated and vice versa)
dictate the way nanotube morphologies precipitate around the particle (Figure 12).

These are still only small pieces of the puzzle pertaining to specific interactions
between catalysts and carbon precursors and a general mechanism, which would
explain how the nanotubes form at the atomic scale, is still a problem at large. We
only know that a metal particle is responsible for the catalytic growth of a nanotube
but not the sequence of steps that lead to its formation. It is only when this puzzle
is resolved, either through some intuitive and large-scale simulations or through a
sophisticated set of time-resolved experiments, that we will be able to churn out de-
signer nanotubes of any kind in structure (e.g., chirality, which still remains a holy
grail in nanotube growth), morphology, and dimensions. Until then the growth of
nanotubes by CVD will remain a trial-and-error method, with optimized schemes

Figure 8.12. Nanofiber growth: At high temperatures, and in the presence of a catalyst,
vapor phase hydrocarbon molecules dissociate. This process is the base of the growth
mechanism on the atomic scale [99].
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that produce nanotubes of various kinds growing within predefined process win-
dows. Still it remains to our credit that we have come a long way in this game and
the structures we can controllably fabricate today are quite compelling for many
applications that we have envisioned for nanotube-based technologies.
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Online Size Characterization
of Nanofibers and Nanotubes

C. J. Unrau, R. L. Axelbaum, P. Biswas, and P. Fraundorf

9.1. Introduction

Nanofibers are commonly found in industry and nanotubes are quickly growing in
importance and applications. As the production and use of these materials expands,
the need to quickly and accurately size their lengths and diameters in the aerosol
phase is becoming increasingly important. This need can arise from a desire to
obtain feedback for process control and monitoring, or to understand and monitor
the effect of these materials on human health. For example, nanofibers such as
asbestos can present severe health risks when airborne and the toxicity of such
fibers may be directly related to nanofiber dimensions [1]. This concern has been
the motivation for developing online methods of sizing nanofibers in aerosols
[2].

Although asbestos and other nanofibers can present severe health risks, such
fibers can also have excellent commercial properties. Asbestos possesses properties
such as chemical resistance and thermal insulation characteristics, which make it
useful for applications such as high-temperature insulating materials [2]. Carbon
nanofibers are used for material reinforcement due to their high tensile strength
[3]. In addition to nanofibers, carbon nanotubes possess many unique properties
making them desirable for a wide variety of applications including nanotransistors
and field emission sources [4]. The properties of nanofibers and, in particular,
carbon nanotubes are strongly size-dependent. Thus, optimizing the production of
a particular size of nanofibers or nanotubes is desirable.

In this chapter, size classification refers to the separation of particles by size so
that the resulting aerosol contains particles of a given size, whereas size char-
acterization is the determination of the size distribution of the aerosol. Size
characterization of nanofibers and nanotubes is commonly performed by trans-
mission electron microscopy (TEM). TEM analysis has proven invaluable for
examining the structure and composition of individual particles and is also valu-
able for size characterization if immediate feedback is not needed. Inasmuch as
the particles must first be collected and then analyzed, the process is slow and
laborious.

212
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Clearly, an online method of analysis is needed to provide immediate feedback
from changing process variables that includes measurement of number concen-
tration, size, and purity. Such a method would result in faster optimization of a
particular production process. TEM analysis could then be used to confirm the
online measurements and to analyze quantities such as structure and composition.
In addition, this method could also be valuable for online air quality measurements
related to nanofibers and nanotubes.

In this chapter, online size classification techniques for both diameter and length
of gas phase nanofibers are reviewed. In addition, unipolar diffusion charging
theories for fibers are discussed. Based on the findings of this review, an approach
to online size characterization of carbon nanotubes (and nanofibers) is developed
and experimental results are presented. Because of the importance of TEM analysis
for size measurement confirmation and for structure and compositional analysis, a
brief discussion of microscopy sample preparation and analysis is also presented.

9.2. Size Classification of Nanofibers

Spherical particles are classified by their diameter, whereas nanofibers are clas-
sified by diameter, length, or a combination of the two. Classification devices
for nanofibers have generally been separated into either or diameter and length
classification devices. The common diameter classification devices exploit the
aerodynamic properties of nanofibers, and length classification devices employ
the motion of nanofibers in an electric field. Light-scattering techniques have also
been used to characterize nanofibers using a combination of length and diame-
ter [2] but these will not be discussed. For the purposes of this discussion, the
term “fiber” is used for fibers with diameters on the order of 1 μm or greater and
“nanofiber” refers to fibers with diameters on the order of 100 nm or less.

9.2.1. Diameter Classification

Nanofibers can be classified by an aerodynamic diameter via inertial impaction
or centrifugation [5–9]. Inertial impactors, as illustrated in Figure 9.1, classify
particles based on the Stokes number, a nondimensional grouping of parameters
defined as [10]

Stk = ρ0U0d2
ar

9μW
, (1)

where ρ0 is a standard reference physical density equal to 1 g/cm3, U0 is the
calculated average velocity of the air stream at the jet exit, μ is the gas viscosity, and
W is the jet diameter (for cylindrical jets). The aerodynamic resistance diameter,
dar , in Eq. (1) is defined for a spherical particle [11] as

dar = dae

√
C(dae) =

√
ρC(ds)

ρ0

ds, (2)
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Figure 9.1. An illustration of the separa-

tion of spherical particles in an impactor.

where ρ is the particle density, ds is the particle diameter, dae is the aerodynamic
equivalent diameter, and C(ds) is the slip correction factor defined as

C(ds) = 1 + 2λ

ds

[
1.142 + 0.558 exp

(−0.999ds

2λ

)]
, (3)

where λ is the mean free path of the gas [12, 13].
The impaction of spherical particles depicted in Figure 9.1 depends on the fluid

properties and the particle diameter and density as described by the Stokes number.
Those particles with an aerodynamic diameter larger than a well-defined cutoff size
will collide with an impaction plate due to their larger inertia. Smaller particles
will follow the flow field and pass by the plate. The impaction of nanofibers,
however, depends on their length in addition to diameter and density. Cheng
et al. [14] have outlined a theoretical approach to this and confirmed their theory
via experimental studies. For nanofibers, the aerodynamic equivalent diameter is
defined as

dae

√
C(dae) =

√
ρC(da)

ρ0χ0

dv, (4)

where da is an adjusted sphere diameter, dv is the equivalent volumetric diameter
equal to (1.5D2L)1/3 where D and L are the diameter and length of the fiber,
respectively, and χ0 is the dynamic shape factor in the continuum regime [11]. The
dynamic shape factor depends not only on shape but also on orientation relative
to the flow field. Simplified equations to fit experimental data for cylinders in
the perpendicular and parallel orientations are given by Cheng et al. [15–17] as
follows.

χ⊥ = 0.862β1/3, (5)

χ|| = 0.619β1/3, (6)
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where β is the aspect ratio [14]. The adjusted sphere diameter in Eq. (4) is given
by [14,18,19]:

da = dvG

χ
, (7)

where

G⊥ = 0.216β−2/3(0.763 + 4.436β), (8)

G || = 0.216β−2/3(3.693 + 1.526β). (9)

If the slip correction factors in Eq. (4) are close to 1 (Kn = 2λ/d < 1), it can
be shown by substitution that the equivalent aerodynamic diameter is a function
of D5/6 and L1/6. Cheng et al. confirmed this experimentally with silicon carbide
whiskers ranging from 50 nm to 1 μm in diameter and from less than 2 μm to more
than 15 μm in length. Experiments were carried out for both a centrifuge and an
inertial impactor [14], and a relatively narrow diameter distribution for classified
nanofibers was achieved in each case.

9.2.2. Length Classification

Classification of nanofiber length has proven to be more difficult than diameter and
therefore has been the main focus of online size classification research. The princi-
ple method of classifying nanofibers by length is electrostatic classification. Other
methods include wire screen penetration [20] and gravitational settling [21] but
these will not be discussed. The electrostatic classification method can be further
divided into two categories: dielectrophoretic and electrophoretic classification.

9.2.2.1. Dielectrophoretic Classification

Dielectrophoresis describes the motion of an uncharged particle in a nonuniform
electric field due to an induced polarization on the particle. A device developed
by Baron et al. for fiber length classification based on this motion is illustrated in
Figure 9.2 [22].

In this device, uncharged particles enter the annulus between two concentric
cylinders. The outer cylinder is grounded and a high voltage is applied to the inner
cylinder. The electric field induces a polarization on the particles, causing them
to move towards the inner electrode. The magnitude of this motion depends on
particle size.

Lipowicz and Yeh [23] characterized this fiber motion and went on to examine
the applicability of dielectrophoresis for fiber classification. The dielectrophoretic
velocity, as derived by Lipowicz and Yeh is given by

v = Kmε0

36μ
DL

(
g(β)

[
α

α − 1
− f (β)

])−1

∇E2, (10)

where E is the electric field, ε0 is the permittivity of vacuum, Kf and Km are, respec-
tively, the dielectric constants of the fiber, and the electrically insulating medium
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Figure 9.2. An illustration of a dielectrophoretic separation device [22].

where Kf > Km, α = Kf/Km, and

f (β) = ξ [(1 − ξ 2) coth−1 ξ + ξ ] (11a)

ξ = β(β2 − 1)−1/2 (11b)

g(β) = 8

3

[ −2β

β2 − 1
+ 2β2 − 1

(β2 − 1)3/2
ln

β + (β2 − 1)1/2

β − (β2 − 1)1/2

]−1

. (12)
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Lipowicz and Yeh showed that as β goes to infinity for nonconducting fibers, the
velocity is proportional to D2 whereas for conducting fibers, it is proportional to
L2. Based on this result, a classifier was designed to separate conductive fibers by
length. To test the theory, macroscopic aluminum wires were placed in a medium
of mineral oil between two cylindrical electrodes. Good agreement was achieved
between theory and experiment and length separation was achieved. The dielec-
trophoretic force is inherently weak because it relies on induced polarization and
becomes weaker with decreasing length, and thus Lipowicz and Yeh predicted a
lower limit of 10 μm for length classification using this techique.

Based on this work, Baron et al. [22] developed and tested a classifier (Figure 9.2)
for airborne nanofibers. Although most nanofibers are dielectric by nature, the con-
ductivity of the nanofibers was not an issue because most airborne microscopic
particles, whether conducting or nonconducting, can be considered conductive due
to surface adsorption of water [24,25]. Lilienfeld demonstrated this by aligning
dielectric fibers in an electric field [25]. Baron et al. tested their classifier using
chrysotile fibers in humid air with a median diameter of about 80 nm and a me-
dian length of about 4 μm. They were able to demonstrate length classification
of nanofibers down to 8 μm with standard deviations ranging from 1.55 to 7.31,
where the shortest fibers exhibited the least deviation. The variability was higher
than expected, but several explanations were proposed including machining im-
perfections.

The previous classifier of Ref. [22] could be operated either as a low-pass filter,
leaving only shorter fibers airborne, or as a fiber collection device, collecting based
on length. Baron et al. [26] went on to develop a differential mobility classifier
using dielectrophoresis to allow for production of monodisperse length nanofibers
in the gas phase, which was combined with an aerodynamic sizing instrument for
near real-time measurement of length and diameter. The performance of the length
classifier was tested by Deye et al. [27]. The flow field in the classifier was modeled
and the resolution of length classification was evaluated experimentally using three
methods: TEM, a split flow technique, and an electrical mobility technique. The
results of these tests revealed that the classifier did not reach theoretical resolution.
Nonetheless, the classifier was shown to be reliable for measurement of nanofiber
aerosols and for production of monodisperse length aerosols.

9.2.2.2. Electrophoretic Classification

Electrophoresis describes the motion of a charged particle in an electric field. To
classify nanofibers by length using this motion, the nanofibers must first be charged
either with bipolar or unipolar ions and then classified according to their electrical
mobility. A review of this type of classification using bipolar and unipolar charging
is given below.

(a) Electrophoretic Classification with Bipolar Charging

Although unipolar charging is often preferred for electrophoretic classification of
nanofibers, bipolar charging has also been used. Wen et al. conducted an extensive
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study of bipolar charging, the first part of which discussed bipolar charging theories
for both spherical and nonspherical particles [28], and the second was a detailed
look at the charging and electrical mobility of linear chain aggregates [29].

Wen et al. reviewed the two common approaches to bipolar charging of spherical
particles: the Boltzmann charge distribution and the steady-state ion diffusion flux
toward a sphere [30–33]. Using these approaches, an equivalent charge diameter
was introduced to extend the use of these approaches to include prolate particles.
The equivalent charge diameter is defined as

DQE = d1β

ln(2β)
, (13)

where d1 is the minor axis diameter [28]. The charging probability, fn, for a
conducting spheroid according to the Boltzmann distribution with e2 DQEkT � 1
is

fn = e(
π DQEkT

)1/2
exp

[
− (n − n̄)2e2

DQEkT

]
, (14)

where e is the elementary charge, k is the Boltzmann constant, T is the temperature,
n is the integer number of charges, and n̄ is the median charge [28]. The median
number of charges is given as

n̄ = DQEkT

2e2
ln

[
N+ Z+
N− Z−

]
, (15)

where N+ and N− are the concentrations of positive and negative ions and Z+ and
Z− are the ion electrical mobilities of positive and negative ions, respectively [29].
Both approaches were compared and it was demonstrated that most calculations
for submicron aggregates can be based on the Boltzmann charge distribution. This
conclusion was reached because even though Eq. (14) is written for the continuum
regime, noncontinuum and image charge effects were appreciable only for very
long particles with d1 < 0.04 μm [28].

In the second part of their study, Wen et al. conducted charge and electrical
mobility measurements on γ -Fe2O3 linear chain aggregates ranging from 40 to
80 nm in diameter with lengths on the order of 10 μm [29]. The measurements
were performed with a DMA in combination with a Faraday cup electrometer and a
condensation nuclei counter (CNC). A 85Kr bipolar ion source provided the charg-
ing mechanism [29]. An aerosol centrifuge was used to obtain the aerodynamic
diameter distribution. These measurements, in combination with an analysis of the
DMA transfer function, were used to calculate the charge and electrical mobility
distributions. The experimental distributions were compared with the Boltzmann
distribution given in Eq. (14). The Boltzmann distribution was found to approx-
imate the charge distribution and can be used to calculate the electrical mobility
distribution to within 10% [29].

In summary, this study demonstrated a method of calculating charge distribu-
tions for linear chain aggregates, which should be comparable to nanofibers. It can
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also be inferred from [29] that bipolar charging does not provide a feasible method
for length classification of nanofibers because a nanofiber can have a distribution
of charges. Consequently, a narrow length distribution cannot be achieved for a
given electrical mobility, that is, instrument setting.

(b) Electrophoretic Classification with Unipolar Charging

Most electrophoretic techniques employ unipolar charging when classifying based
on length. Before discussing any of the specific techniques, however, a review
of current unipolar diffusion charging theories for nanofibers and nanotubes is
presented to provide a basis of understanding for this particular classification
method. Field charging theories are not discussed due to the fact that field charging
does not play a significant role in charging nanofibers and nanotubes [34]. For
theoretical analysis of field charging and combined field and diffusion charging of
fibers, the reader is referred to Han and Gentry [34].

Unipolar diffusion charging theories for nonspherical particles fall into ei-
ther the continuum or the free molecular regime. The continuum regime the-
ory was developed by Zebel et al. [35] and Laframboise and Chang [36]. Zebel
et al. solved the diffusion equation to obtain the ion flux, neglecting the im-
age force term [35]. Laframboise and Chang developed a similar approach for
particles of arbitrary shape [36]. Their approach also assumes the continuum
regime and neglects image forces. By solving the continuum flux equations, they
were able to obtain an expression for the particle current I for very elongated
particles:

I = eN0 Dion

2π L

ln(2β)
· φp exp(−φp)

1 − exp(−φp) + 0.5πφp K/ ln(2β)
, (16)

where N0 is the ion concentration at infinity, Dion is the ion diffusion coefficient,
φp = eVp/kT is the dimensionless electric potential of the particle, Vp is the electric
potential of a particle relative to the potential at large distance from it, and

K = 2 − γ

γ

c̄

3c̄||
K n, (17)

where c̄ is the mean ion thermal velocity, c̄|| is the mean velocity parallel to the ion
number flux, γ is the ion sticking probability per collision, and Kn = 2λ/D[36].
Equation (16) is similar to that obtained for spherical particles with the exception
of the K -term. This term indicates more sensitivity to departure from the free
molecular regime for an elongated particle than for a spherical particle. (For the
continuum regime, K = 0.)

Wang et al. [37] were the first to develop a diffusion charging theory for the free
molecular regime, and they also extended the theory into the transition regime.
Han and Gentry also developed a theory for the free molecular regime [38]. They
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defined the ion flux to the fiber, ṅ f , as

ṅ f = 1

4
N0c̄ exp [−φc (r )] , (18)

whereφc(r ) is the potential function [38]. Equation (18) can be nondimensionalized
and integrated to obtain the number of charges n as

n = 1

4
π c̄N0t DLr̄m exp[−φc(r̄m)], (19)

where t is the charging time, r̄m is the distance at which the total flux is a minimum,
and the dimensionless potential function, φc(r̄m), is defined as

φc(r̄m) = 2snψ0

β
ln

[
β + √

(β2 + r̄2
m)

r̄m

]
− ψ0

2r̄2
m

(
r̄2

m − 1
) , (20)

where s = 1 or −1 for a repulsive or attractive force, respectively, between the
incoming ions and the particle, and ψ0 is the charging parameter, 2e2/DkT [38].
Equation (20) was based on a model for a point charge and a cylinder using the
image potential of a circular cross-section of the cylinder. The distance at which
the total flux is a minimum, r̄m , appears in Eqs. (19) and (20) due to the use of the
extension of the minimum flux criteria developed by Gentry [39] to this charging
theory in the free molecular regime.

Han and Gentry conducted simulations based on their free molecular theory
and the theory developed by Zebel et al. [35] to compare the charge acquired by a
fiber with that of a sphere of equal surface area and to compare the charging rates
predicted by the free molecular and continuum theories. Fibers with diameters
of 0.120 to 0.180 μm and aspect ratios of 190 to 310 were used in the simu-
lations. Based on the free molecular theory, the amount of charge on the fibers
was found to be greater than the charge carried by equal surface area spheres
for a given ion concentration and charging time. The amount of charge on the
fibers calculated using the free molecular theory was also found to be greater
than the amount of charge determined by the continuum theory for all particles
considered. Finally, the simulations demonstrated that the number of charges in-
creased at about the same rate for both increasing length and diameter using the
free molecular theory, whereas the continuum theory predicted the number of
charges would increase much faster with increasing length than with increasing
diameter [38].

With these results and a basic knowledge of unipolar diffusion charging theories
in mind, specific techniques based on electrophoretic classification with unipolar
charging are now discussed. The devices used for this type of classification vary and
two such devices are reviewed here. The first is an electrical mobility separator
of the Hochrainer type [40]. Griffiths et al. [41] improved this device and their
version is shown in Figure 9.3. In this device, a fiber aerosol enters the separating
chamber after passing through a unipolar charger. The separating chamber consists
of an outer grounded cylinder and a filter at the bottom with a centered high voltage
electrode positioned just beneath it. Thus, particles arrange themselves on the filter
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Figure 9.3. A schematic of the Hochrainer type mobility separator [41].

according to their electrical mobility with the particles having highest mobility
being at the center.

Hochrainer et al. [40] and Griffiths et al. [41] tested micron-sized fibers and found
that longer fibers were collected near the center of the filter whereas shorter fibers
were collected farther out. Zebel et al. had observed similar results earlier using a
slightly different mobility separator [35]. These results indicate that larger aspect
ratio fibers acquired charge much faster than the smaller fibers. The difference
in drag force is overcome by the greater charges leading to a higher electrical
mobility. In addition, all three studies showed that isometric particles could be
separated from fibers with the isometric particles being collected toward the edge
of the filter [35,40,41]. The explanation suggested for this was that fibers become
charged more rapidly than equal volume spheres due to their larger surface area.
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Figure 9.4. A schematic of a DMA [43].

Yu et al. demonstrated this theoretically [42] based on the charging theory for
nonspherical particles developed by Laframboise and Chang [36].

A second type of device used in electrophoretic length classification is the dif-
ferential mobility analyzer (DMA), which was mentioned in the preceding section.
This device has two concentric cylinders, as shown in Figure 9.4; the outer one
is grounded and the inner is at high potential. After passing through a unipolar
or bipolar charger, the particles pass between the cylinders and collide with the
inner electrode. Particles with higher electrical mobility collide farther up on the
electrode than less mobile particles. In the schematic of the DMA shown in Figure
9.4, only particles within a narrow range of electrical mobilities exit the DMA.
Thus, particles can be classified by their electrical mobility with high resolution.

Yu et al. used a similar device called a variable voltage differential analyzer [42].
Using actinolite nanofibers with a mean diameter of 300 nm and a mean length of
3 μm, they found that a reasonably narrow classified length distribution could be
achieved. Based on the theory of Laframboise and Chang [36], they calculated the
mean number of charges on nanofibers of different aspect ratios as a function of
residence time in the charger. For a given residence time, it was demonstrated that
the number of charges increases with aspect ratio, indicating that high aspect ratio
nanofibers gain more charge than short aspect ratio nanofibers in the same amount
of time and thus have the highest electrical mobilities. This is consistent with the
results obtained using the electrical mobility separator discussed previously.

Chen et al. used a DMA with Mylar segments on the inner electrode to collect
carbon fibers [44]. The carbon fibers were monodisperse in diameter (3.74 μm) and
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polydisperse in length. After classification, the fibers were found to have narrow
length distributions with geometric standard deviations between 1.08 and 1.25. The
longest fibers had the highest electrical mobilities in these experiments, which is
consistent with the findings discussed above. Chen et al. also calculated the charge
distribution on the classified fibers and found that the mean number of charges
increased with aspect ratio [44], which is consistent with the findings of Yu et al.
[42].

In a later, more extensive study, Chen et al. used micrometer-long glass fibers
of polydisperse diameter and length [45]. A virtual impactor was used to classify
the fibers by diameter with geometric standard deviations ranging from 1.21–1.25.
The fibers were subsequently classified by length using a differential mobility
analyzer with a slit in the central electrode, allowing the classified fibers to exit
the DMA. This configuration is particularly useful for the production of uniform
dimension test aerosols. As in the previous study, classified fibers had a narrow
length distribution [45]. This was also the case for other glass and carbon fibers of
monodisperse diameter and polydisperse length. The relationship between charge
and aspect ratio for all fibers was similar to previous studies [45].

Based on this review of fiber length classification studies, the best method for
classifying nanofibers and nanotubes by length appears to be electrophoretic clas-
sification with a unipolar charger/DMA combination. Dielectrophoretic classi-
fication provides accurate classification but is restricted by a minimum length.
Nanofibers cannot be separated by length using electrophoretic classification
with bipolar charging due to the fact that a charge distribution exists for a par-
ticular nanofiber. Electrophoretic classification with unipolar charging, on the
other hand, allows for accurate length classification with no minimum length
restriction.

9.3. Online Size Characterization of Carbon Nanotubes

The above review provides a comparison of current online size classification
techniques for nanofibers. Based on the findings of this review, electrophoretic
classification with unipolar charging was employed to develop an online size
characterization technique for carbon nanotubes (or nanofibers). As mentioned
in the introduction, such a technique is necessary for efficient optimization of any
nanotube production process. In this section, after a brief background on carbon
nanotubes is given, an approach to online size characterization is presented along
with experimental results obtained using this methodology and the aforementioned
online size classification technique.

9.3.1. Background on Carbon Nanotubes

Since their discovery in 1991, carbon nanotubes (CNTs) have been the subject of
intense research due to their unique electrical and mechanical properties. Because
of these properties, CNTs are desirable for many applications including material
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reinforcement [46], catalyst-support media [47–49], hydrogen storage [50], gas
detectors [51], field emission displays [52], and many others. For several of these
applications, only modest quantities of nanotubes will be needed. In this respect,
current production methods such as chemical vapor deposition (CVD) may be
satisfactory because nanotubes can be produced with good control and low impu-
rities at a reasonable cost [53]. On the other hand, applications such as composite
materials require industrial-scale quantities of carbon nanotubes.

In general, carbon nanotubes are produced in one of two ways: either on a sup-
ported catalyst or on a free-floating catalyst. In the supported catalyst method,
particles such as iron are attached to a substrate and a carbon source such as a
hydrocarbon or CO is passed over the substrate in a high-temperature environ-
ment. The nanotubes then grow from the catalyst particles. With the free-floating
(aerosolized) catalyst method, particles are produced in the gas phase by flow-
ing a catalyst precursor into the high-temperature environment with a source of
carbon. The precursor typically decomposes to form the catalyst particles as an
aerosol.

Aerosol methods have perhaps the highest probability of succeeding in the area
of mass production of CNTs because they are continuous. Unfortunately, gas phase
methods including laser ablation of composite metal targets [54,55], spray pyroly-
sis [56–59], the HiPCO process [60], and flame synthesis [61–66] do not approach
kg/hr production rates due to current limitations of each method. Surpassing these
limitations is hindered by a slow optimization process, requiring feedback from
time consuming TEM studies. Recognizing the importance of production of carbon
nanotubes in aerosols, we have, in this section, developed an approach to online
size characterization.

To rapidly evaluate the effects of process variables, online characterization of
size, number concentration, and purity of carbon nanotubes is needed, and in this
section we describe such an approach, wherein a DMA is employed. As noted
in Section 9.2.2, the DMA is capable of online classification of fibers [42,44,45].
In addition, Maynard et al. have classified nanotubes using the DMA, although a
method for determining CNT size was not explicitly developed [67].

As mentioned above, the DMA classifies particles by their electrical mobility.
Following the mobility theory described in Section 9.3.2, the electrical mobility
of a classified nanotube can be determined as a function of CNT dimensions
within the uncertainty of the number of charges carried by a nanotube. We show
in Section 9.3.3 that a system-specific charge parameter can be established as a
function of the diameter, length, and number of charges carried by a nanotube.
Using this expression and electrical mobility theory, if one dimension of the CNT
is known, the other can be measured. In addition, the number concentration can
be obtained for each size using a scanning mobility particle sizer (SMPS), which
is a combination of the DMA and a condensation particle counter (CPC). Finally,
we show in Section 9.3.5 that carbon nanotubes can be distinguished from excess
catalyst particles that do not produce nanotubes. This is possible using a DMA in
combination with weak particle charging because under conditions of only a few
charges, the mobility of the nanotubes is small relative to spherical particles as has
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been experimentally demonstrated by Nasibulin et al. [68]. Distinguishing excess
catalyst particles from CNTs is important in order to minimize impurities due to
excess catalyst particles.

To test this approach to online size characterization of CNTs, multiwall carbon
nanotubes (MWNTs) ranging from 10 to 100 nanometers in diameter and 0.5 to
40 μm in length with a purity of 95% were aerosolized and the DMA was used
to size-select CNTs by their electrical mobility. These CNTs were subsequently
collected directly onto TEM grids using an electrostatic sampler. Transmission
electron microscopy was used to determine the dimensions of the carbon nan-
otubes. These dimensions were then used to test the methodology, and the results
are presented in Section 9.3.5.

9.3.2. Theory of Electrical Mobility

For nonspherical aerosol particles, the electrical mobility is defined as [69,70]

Z = neC(da)

3πμχ0dv

. (21)

The dynamic shape factor, χ0, for a nanotube is assumed to be the shape of a cylin-
der with an orientation perpendicular to the flow (Figure 9.5). The perpendicular
orientation is assumed in this work because in a differential mobility analyzer the
electric field is normal to the direction of the flow and it has been demonstrated
that when CNTs are in the presence of an electric field, they align themselves with
the direction of the field [71]. In addition, Lilienfeld [25] states that fibers tend to
be aligned with electric fields due to an induced polarization and a torque exerted
on the particle because of this polarization. This torque is increased further by the
fact that the nanotubes are carrying charge and this charge is in the presence of
the field gradient in the DMA. Finally, Kousaka et al. [72] experimentally demon-
strated the alignment of doublets of spheres in a DMA. Consequently, we expect
nanotubes to be aligned perpendicular to the flow when in the DMA as illustrated
in Figure 9.5. The corresponding dynamic shape factor based on the slender body
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approximation is given as

χ⊥ = 2

(
2

3

) 4
3

β
2
3

[
ε + 0.307ε2

1 + ε/2
+ 0.119ε2

]
, (22)

where ε = (ln 2q)−1 [73].
The slip correction factor in Eq. (21) is defined by Eq. (3). The adjusted sphere

diameter, da, although defined by Eq. (7), can alternatively be defined as [74]

da = 2λ(1.142 + 0.558)Ffree

Fcont
, (23)

where Ffree and Fcont are the drag forces in the free molecular and continuum
regimes, respectively, and are given by

Fcont = −3πχ0μdvU, (24)

where U is the settling velocity, and

Ffree = −πμD2U

8φλ

⎡
⎣ (2β + 1) f +

(
2 − 6 − π

4
f

)
×(

2β sin2 θ + 2 cos2 θ
)

⎤
⎦ , (25)

where φ is a constant relating the gas mean free path and the gas viscosity and is
equal to 0.491 for air and θ is the angle between the polar axis and flow direction
and is equal to 90 degrees in this case [69,74]. The accommodation coefficient, f ,
in Eq. (25) is given by [69],

f = 1

π

[(
36φ

1.142 + 0.558

)
− 8

]
. (26)

Substituting Eq. (3) and Eqs. (22) through (26) into Eq. (21), the electrical
mobility of a nanotube can be found as a function of diameter, length, and the
number of charges carried by a nanotube.

The electrical mobility of a spherical particle, Zs, is defined as

Zs = nseC(ds)

3πμds
, (27)

where ds is the diameter of the spherical particle and ns is the number of charges
carried by the particle. By equating Eqs. (21) and (27) and letting ds = DEM and
ns = 1, an expression for the equivalent sphere mobility diameter can be defined
as

DEM

C(DEM)
= χ0dv

nC(da)
, (28)

where DEM is the equivalent sphere mobility diameter and C(DEM) is the slip
correction factor. In other words, for a given nanotube, DEM in Eq. (28) is the
diameter that a spherical particle carrying one charge would need to possess to
have the same electrical mobility as the nanotube. Note that the right-hand side
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L

D ψ

Figure 9.6. An illustration of the charge parameter,ψ , representing a characteristic distance

between charges on the nanotube.

of Eq. (28) is constructed of only terms that include the actual nanotube diameter
and length and the number of charges carried by the nanotube.

The electrical mobility of classified particles can also be defined in terms of the
DMA voltage and sheath flow rate:

Z = Qsh ln(r2/r1)

2πV �
, (29)

where r1 and r2 are the inner and outer radii of the DMA, respectively, � is the
length of the DMA, V is the applied voltage, and Qsh is the sheath flow rate.
By equating Eqs. (27) and (29) and letting ds = D∗

EM and ns = 1, the electrical
mobility diameter of a spherical particle carrying one charge is defined by

D∗
EM

C(D∗
EM)

= 2eV �

3μQsh ln
r2

r1

. (30)

The right-hand side of Eq. (30) is known and thus, the mobility diameter calcu-
lated in Eq. (28) can be compared to Eq. (30) to test the electrical mobility theory
for nanotubes.

9.3.3. Semi-Empirical Estimate of Nanotube Charging

Equation (21) shows that the electrical mobility of a carbon nanotube is a function
of diameter, length, and number of charges. This implies that different size nan-
otubes can have the same mobility, which leads to ambiguity as to the dimensions
of the nanotubes. Therefore, it is necessary to obtain an additional expression re-
lating the number of charges carried by a nanotube to the nanotube dimensions.
If such an expression can be derived, the electrical mobility can be calculated
knowing the diameter and length of the nanotube.

To derive such an equation, we rely on a semi-empirical concept based on
simple geometric considerations. Considering the schematic of a nanotube shown
in Figure 9.6, the charge parameter, ψ , can be defined as

ψ =
[(

L

n

)2

+ D2

]0.5

, (31)

where ψ represents a characteristic distance between charges.
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Figure 9.7. A flow diagram for the experimental setup.

The parameter, ψ in Eq. (31) can be determined experimentally if the diameter,
length, and number of charges are known. The number of charges, however, is
dependent upon the charging mechanism used so it should be noted that ψ is not
a unique function but rather a system-dependent parameter. Finally, if ψ is de-
termined for a specific system, Eq. (31) can be solved for n and rounded to the
nearest integer for the number of charges. Substituting this into Eq. (21) defines
the electrical mobility as a function of the nanotube dimensions alone.

9.3.4. Experimental

Multiwall carbon nanotubes (Helix Material Solutions, Inc.) with a size range of
10 to 100 nm in diameter and 0.5 to 40 μm in length were aerosolized in nitrogen
gas with a flow rate of 0.1 lpm by flowing the gas through an impinger filled with
nanotubes. The aerosolization process also provided the charging mechanism for
the nanotubes. The resulting size distribution was measured using a TSI Model
3081 classifier and a TSI Model 3022A CPC. For the TSI Model 3081, the values
for r1, r2, and � in Eqs. (29) and (30) are 0.937 cm, 1.96 cm, and 44.4 cm, respec-
tively. The sheath flow rate, Qsh, used was 15 lpm. From this size distribution, four
voltages were used to size-select CNTs, which were subsequently collected on sep-
arate TEM grids using an electrostatic sampler. Figure 9.7 illustrates a schematic
of the experimental setup.

The electrostatic sampler used a strong electric field to collect the carbon nan-
otubes on holey carbon TEM grids. The use of an electrostatic sampler ensured
that no sampling bias occurred. The importance of sampling without bias is dis-
cussed further in Section 9.4.1. Finally, the CNTs collected were observed using
a transmission electron microscope (see Section 9.4). Diameters and lengths were
obtained for the nanotubes and the results were used to test the electrical mobility
theory and charge expression.

9.3.5. Results

As mentioned in Section 9.3.1, the differential mobility analyzer can provide online
size distribution information (with a CPC) as well as discriminate between excess
catalyst particles and nanotubes. In this section, a theoretical analysis of particle
discrimination is presented. In addition, an analysis of size classification of carbon
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nanotubes using a DMA in combination with a unipolar charger is described.
Finally, experimental results for online size characterization of CNTs are presented,
demonstrating the usefulness of the methodology outlined above.

9.3.5.1. Theoretical Analysis of DMA Size Classification
and Particle Discrimination

Catalyst particles range in size from about 2 to 10 nm in diameter whereas most
nanotubes of interest range from 2 to 10 nm in diameter and up to tens of microns
in length. The ability of the DMA to distinguish between nanotubes and catalysts
can be demonstrated theoretically by using Eqs. (21) and (27) for the mobilities
of a carbon nanotube and a catalyst particle, respectively. The number of charges
for the catalyst particles is assumed to be one for the worst-case scenario, that
is, the most difficult to distinguish. The number of charges for the nanotubes can
be calculated using Eqs. (19) and (20) which are based on the diffusion charging
theory for fibers in the free molecular regime developed by Han and Gentry [38]
as described in Section 9.2.2. Practical values for the N0t product in Eq. (19)
were chosen ranging from 106 to 108 ion-s/cm3. The simulations conducted based
on these equations and charging parameters demonstrate three key aspects of the
DMA as an online characterization tool: length characterization, diameter char-
acterization, and the ability to distinguish between excess catalyst particles and
nanotubes.

Figure 9.8 is an illustration of the DMA potential required to classify nanotubes
with a diameter of 2 nm and lengths ranging from 10–1000 nm (assuming ideal
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resolution). The N0t product is 107 ion-s/cm3 in Figure 9.8a and 106 ion-s/cm3 in
Figure 9.8b. The saw-toothed shape in Figure 9.8a is due to an incremental increase
in charge. When the nanotube is beyond a certain size, an additional charge is added,
lowering the classification potential, which results in a step increase in mobility.
The shape of this graph also indicates that length classification is not possible
because in the 120–150 V range many different lengths would be classified at a
single DMA voltage. On the other hand, Figure 9.8b illustrates the result when a
value of 106 ion-s/cm3 is used for the N0t product. Due to the lower N0t product,
no multiple charging takes place, which makes length classification possible.

Figure 9.9 is an illustration of the DMA potential required to classify nanotubes
with diameters of 2, 5, and 10 nm and lengths ranging from 1–10 μm. The N0t
product is 108 ion-s/cm3. As the nanotubes approach large aspect ratios, an asymp-
tote is reached. This asymptotic behavior can be attributed to the increase of the
electrical mobility by the addition of one charge being balanced by a decrease
in mobility due to an increase in drag force (due to increased length). Clearly,
length classification is not possible based on this value of the N0t product. On the
other hand, because the simultaneous increase of charge and length has a cancel-
ing effect, the classification potential is a function of diameter only, which makes
diameter classification possible. Consequently, length and diameter classification
may be possible using the DMA by varying the N0t product. It should also be
noted from Figure 9.9 that the decrease in mobility due to an increase in drag force
by increasing diameter or length is overcome by the increase in mobility due to an
increase in charge. Therefore, larger nanotubes are classified at smaller potentials,
which is consistent with results presented in Section 9.2.2.

Figure 9.10 is an illustration of the DMA potential required to classify spherical
catalyst particles ranging from 2 to 10 nm in diameter and carrying one charge. By
comparing this figure to Figure 9.8a (or 9.8b), it can be seen that only single-walled
nanotubes less than 40 nm in length will be classified at a comparable DMA
potential to that of 8 nm or less catalyst particles. This makes it possible to not
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only distinguish between catalyst particles and nanotubes but also to measure the
growth rates of the nanotubes. In contrast, a comparison of Figures 9.10 and 9.9
demonstrates that the DMA cannot distinguish between nanotubes and catalyst
particles for an N0t product of 108 ion-s/cm3. The larger N0t product causes
overlap between the catalyst particle and nanotube classification potential, not
allowing for discrimination between the two.

9.3.5.2. Experimental Results for Online Size Characterization of CNTs

As demonstrated above, the DMA is capable of online size classification of nano-
tubes and nanofibers. Therefore, in addition to providing information about num-
ber concentration and catalyst impurities, the DMA can provide information about
the physical size of the nanotubes. Once classification is achieved, online size char-
acterization is possible using electrical mobility theory and the charge parameter,
ψ , described above. To test the methodology, CNTs were classified by their elec-
trical mobility with a DMA and the actual dimensions of the classified particles
were measured by TEM. Table 9.1 lists the voltages used to collect the nanotube
samples. Also listed are the corresponding spherical mobility diameters calculated
using Eq. (30).

Table 9.1 Experimental parameters.

V [Volts] D∗
EM [nm]

–1619 79

–2710 106

–3862 130

–5500 161

V DMA voltage, D∗
EM spherical mobility diameter



P1: OTE/SPH P2: OTE

SVNY320-Mansoori November 15, 2006 21:4

232 C. J. Unrau et al.

Not all nanotubes observed in the TEM were recorded due to limitations of the
electrical mobility theory. The theory applies only to nanotubes that are separate
and straight and cannot predict electrical mobility diameters of tubes that are curved
or bundled together. An example of an acceptable nanotube is shown in the middle
of Figure 9.11, and an unacceptable tube is shown in the upper left.

Using the measured dimensions of the nanotubes, the corresponding equivalent
electrical mobility diameters DEM were calculated using Eq. (28). The number of
charges on each nanotube was estimated by choosing the value of n in Eq. (28)
that led to the best match between DEM and D∗

EM listed in Table 9.1. A similar
technique was used by Chen et al. to calculate the mean number of charges on
length-classified uniform diameter carbon fibers [44]. A graph of D∗

EM versus
DEM is shown in Figure 9.12.

As illustrated in Figure 9.12, there is a good correlation between the spherical
and equivalent electrical mobility diameters. This is expected because the number
of charges used was a best fit. The spread in the data points represents the uncer-
tainty of one charge. Although this gives some indication that the theory is correct,
it is still desirable to determine the number of charges as a function of the nanotube
dimensions. In order to do this, the charge parameter ψ must be determined. This
parameter was calculated from Eq. (31) for each nanotube using the correspond-
ing diameter, length, and best-fit number of charges. A graph of ψ versus V is
shown in Figure 9.13 where V is the voltage of the collected samples given in
Table 9.1.

The error bars in Figure 9.13 represent the standard deviation. Due to the rel-
atively small error bars it can be concluded that the nanotubes measured from
each sample clustered around an average value. It is also interesting to note that ψ

increases linearly with voltage. Consequently, by fitting the data, ψ for this system
can be represented by

ψ = 0.039 · V + 60. (32)

Figure 9.11. TEM image of

a single, straight carbon

nanotube and a curved

nanotube.
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Solving Eq. (31) for the number of charges and substituting Eq. (32) for ψ , the
number of charges, n, is

n = L√
(0.039 · V + 60)2 − D2

. (33)
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Figure 9.13. A graph of the charge parameter versus the DMA voltage.
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A and B correspond to two nanotubes: one with few charges (A) and the other with many (B).

The number of charges found from Eq. (33) was then used to recalculate the
equivalent mobility diameter in Eq. (28) for each nanotube. Figure 9.14 illustrates
the result.

From this figure it can be seen that there is again a correlation between the
spherical and equivalent spherical mobility diameters as indicated by a slope of
nearly one for the linear fit. There is a significant spread in the data but it is expected
that the spread will reduce with increasing aspect ratio. Smaller aspect ratio tubes
carry less charge, which results in large uncertainties if the charge expression (Eq.
(33)) is off by just one charge. This is illustrated by error bar A in Figure 9.14,
which corresponds to a nanotube of 26 nm in diameter and 275 nanometers in
length carrying two charges as predicted by Eq. (33). On the other hand, for long
tubes that carry many charges, the error is much less, as indicated by error bar
B, which corresponds to a nanotube of 100 nm in diameter and 1 μm in length
carrying 12 charges as predicted by Eq. (33).

Equation (21) can now be used to describe the electrical mobility of a carbon
nanotube as a function of the dimensions of the nanotube and the DMA settings.
Equating Eqs. (21) and (29) leads to an expression that includes only nanotube
diameter and length as variables:

k0dv

nC(da)
= 2eV �

3μQsh ln
r2

r1

, (34)
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where n is found from Eq. (33) and the right-hand side is a constant based on
the DMA settings. It should be noted that Eq. (34) is not a unique expression
because the expression for n is system-dependent. Therefore, this expression must
be calibrated for each system. Since calibration of � is critical to use of the above
methodologys in the next section we discuss the use of microscopy methods to
obtain accurate measurements of the size of nanofibers and nanotubes.

9.4. Size Characterization of Nanofibers and Nanotubes
by Microscopy

Offline methods of analysis such as TEM, SEM, and scanning probe microscopy
(SPM). In addition to obtaining distributions of lengths and diameters, microscopy
can directly investigate the detailed structure and composition of individual fibers.
Although each of these types of microscopy is useful for providing size-distribution
analysis in selected applications [75–79], only TEM permits diffraction analysis,
compositional analysis of zeptoliter-sized (10−21) volumes, plus atomic lattice and
internal defect-structure imaging. With fibers for which confirmation of atomic
structure and/or composition is relevant (e.g., in analysis of asbestos [80] and
carbon nanotubes), TEM may therefore provide the most definitive results even
when it does not offer the best counting statistics. Thus, this review focuses on
TEM analysis of nanotubes and nanofibers.

Modern electron and scanning probe microscopes are becoming more like
nanolaboratories, capable of fielding a wide range of experiments on specimens
whose field of view has been magnified by factors of 1010 to 1016. The main issues
facing the microscopist, therefore, are (1) getting the specimen into the microscope
without size bias, and (2) defining a limited set of experiments that will provide
adequate statistics in a reasonable amount of time. These are therefore the topics
of the next two sections.

9.4.1. Microscopy Specimen Prep and Sampling

Deposition of fibers by impaction from the gas phase onto a substrate is one
mechanism for discriminating according to fiber diameter as discussed in Section
9.2.1. If the fibers are being deposited for microscopy directly onto a special surface
(e.g., a 3-mm TEM grid with a lacey carbon film suspended between grid bars), the
properties of that surface (e.g., propensity to charge electrostatically) might result
in segregation relative to fibers elsewhere on the collector. If the fibers are instead
transferred from the standard substrate to a microscope grid after deposition, the
possibility of segregation during the transfer process must be considered. The
high surface-to-volume ratios of nanoscale fibers make segregation effects during
transfer particularly likely. In either case, a known size distribution of similar fibers
may provide the best measure of segregation during either deposition onto a TEM
grid or transfer to the TEM grid from the substrate.
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Figure 9.15. Two wet-mounted nanoassemblages: (a) “necklace” of 2-nm Pt crystals with

Ag “lockets” in a 90-nm field, mounted on holey carbon film for TEM [82]; (b) 10-μm field

of 10-nm wide amyloid protein fibrils mounted for SPM work on mica. Molecule affinities

played a role in both (see text).

When transfer of nanofibers is unavoidable, molecule affinities play a large
role. For example, the Pt necklaces in Figure 9.15a spread out beautifully on the
carbon support film, but were attracted to the carbon too much to allow themselves
to be draped over holes in the support film and thus allow high-resolution TEM
(HRTEM) imaging without the intervening support. If deposited near a hole, the
necklace particles instead pile up on the carbon film.

If liquids are involved in the transfer, for example, the particles are suspended
in a liquid and then this liquid is deposited onto the grid and allowed to dry,
surface tension effects can also massively disturb the homogeneity of deposit.
One way to avoid this is to remove the liquid without allowing it to dry. For
example, the protein nanofibers in the SPM image of Figure 9.15b deposited
themselves voluntarily when a drop of solution containing them was placed in
contact with the mica. The drop was then removed with a pipette and the surface
was further washed with deposited water droplets and then removed intact. In this
way molecule/surface affinities have been used [81] to make transfers from liquid
to surface both predictable and homogeneous.

The SPM image of Figure 9.15a illustrates two other challenges to the mounting
process: high aspect ratio and fiber overlap. With aspect ratios over 1000, seeing
the fiber’s width in a field of view large enough to also see both ends is not easy.
Having many such fibers in each field of view then becomes virtually impossible
without a great deal of overlap. These issues have been addressed in attempts
to standardize methods applied to asbestos fiber analysis [80], but the problems
are exacerbated for particles with even higher aspect ratios, that is, the protein
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protofibrils shown above or single-walled carbon nanotubes. For example, when
aspect ratios exceed the number of pixels along one side of an image, the image
cannot record both length and width of fibers running in that direction. For a 3-
millimeter-long nanotube only 3 nm in diameter, this suggests the need for images
a million pixels on a side. Even if the data could be acquired in a reasonable amount
of time, such an image might require 1012 bytes of storage.

Microscopy of single-walled carbon nanotubes has additional challenges, for
example, the contrast mechanisms available in microscopy. Large-diameter nan-
otubes have edges, which show up clearly in TEM because of the large number
of atoms viewed edge-on. On the other hand, the scattering from small-diameter
single-walled carbon nanotubes is extremely small. Even a 15-wall carbon nan-
otube can be almost invisible without contrast enhancement in the presence of
larger tubes. The microscopist in this context must be very careful about detection
biases. This is also true in the SPM and one reason that, for example, quantitative
work is preferably performed on flat reconstructed (100) silicon surfaces that pro-
vide “dimer-row graph paper lines” only 1.3 angstroms in height as local evidence
of the microscope’s height sensitivity in a given field of view.

9.4.2. Obtaining and Interpreting Information
from the Sample

The TEM image in Figure 9.16a illustrates some of the challenges associated
with measuring size by microscopy. In general, if the fibers are arrayed side-on
without overlap in the field of view and show contrast that is uniformly darker
or brighter than their surroundings (including any contaminants), then available
image-processing software can easily determine their lengths and diameters. These
conditions are rarely met. For example, the fibers in the image are not uniformly
darker than the carbon lace that supports them, and they are neither free from
overlap nor lying side-on in the viewing field.

Most image-processing programs will have trouble determining fiber sizes from
the source image in Figure 9.16 [83,84]. Nonetheless, there is ample information
with which to work. Individual nanofibers have their own distinctive internal struc-
ture [85], so a close look at the source image allows one to easily distinguish fibers
from the support and to follow fibers from beginning to end. Moreover, the major-
ity of the fibers have internal partitions, which can be counted for a length estimate
even as tube segments move in the third dimension (into and out of the plane of
the image). This is labor intensive, however, and the job of putting statistical limits
on the accuracy of microscopy assertions about the distribution of fiber sizes will
continue to be a challenge, just as it was for asbestos testing in past decades [80].
Quantifying the extra microscopic details themselves (e.g., fiber curvature, cross-
sectional circularity, fibrillation, inside-diameter, and chirality) is a developing
challenge as well [75–79, 86].
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Figure 9.16. Carbon nanofiber dimensions from a TEM image: (a) brightfield image 8.3-

μm wide; (b) fiber length versus diameter superposed on a bivariate log-normal distribution

inferred from a subset of the fibers.

The incentive for doing statistically significant work of this type of analysis is
high for two reasons. First, it allows one to quantify correlations between diameter
and length as illustrated in Figure 9.16b above. This is important in terms of online
analysis as discussed in previous sections. If a quantitative relationship between
the length and diameter of a collection of fibers can be determined, even if both
vary over wide ranges, a classification process that depends on knowledge of one
to infer the other can put the relationship to use and constrain both unambiguously.
For example, in its simplest form, the relationship between length L and diameter
D in nanometers for the fitted subset of fibers in Figure 9.16 might look like
L ∼= 8.1 D1.5.

Secondly, the connection between these variables and other physical features
of each fiber is often important. The microscopy techniques described here give
broad access to other properties of fiber structure. For example, the source image
for Figure 9.16 suggests that only some of the smaller carbon fibers in the field
of view are hollow. Additional properties include crystallinity along with internal
defect structure and surface reconstructions along with surface facet/edge/kink
geometry. Other properties accessible to microscopy include the relationship of
fibers to, and the structure of, additional nonfiber components (e.g., nanocatalyst
particles), as well as the relationship between fibers and their matrix and/or sup-
port (e.g., the silicon substrate upon which fibers in a nanoelectronic display are
fastened).

Finally, as the thrust of this chapter is online methods for accurately charac-
terizing particles by size, microscopy of individual particles is a natural tool for
calibration and monitoring their effectiveness. Structures of known geometry (such
as nanotubes and nanospheres) can allow one to infer mass or volume indirectly
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and thus relate local measurements to bulk constraints on quantities such as num-
ber concentration. In addition to elemental ratios by X-ray spectroscopy [87], the
number of atoms per unit area in a field of view can sometimes be determined
directly by electron energy loss spectroscopy [88,89]. Inasmuch as microscopes
also quantify the area in a field of view, the number of a given image feature per
gram may thus be measured as well.

9.5. Conclusions

Online size classification techniques were reviewed for nanofibers. Diameter class-
ification via impaction and length classification using dielectrophoretic and elec-
trophoretic techniques were presented along with a review of unipolar diffusion
charging theories for fibers. Based on the results of this review, a DMA operated
with unipolar charging of the incoming aerosol was used with a CPC for online size
characterization of carbon nanotubes. Simulations were conducted to test the abil-
ity of the DMA to not only classify carbon nanotubes but also distinguish between
CNTs and catalyst particles. Both appeared possible by adjusting the N0t product.
A method of online size characterization was developed for nanotubes using a
system-specific charge parameter along with electrical mobility theory for elon-
gated particles. This methodology allows one dimension of the nanotube/nanofiber
to be measured if the other is known or can be estimated. The method was tested
and confirmed using commercial carbon nanotubes classified by a DMA. This
method of online size characterization allows for faster optimization of gas phase
carbon nanotube production. In addition, it could also be valuable for online air
quality measurements related to nanofibers and nanotubes. Finally, TEM sample
preparation and analysis methods were discussed due to the important role of mi-
croscopy in calibrating or validating online measurements. In particular, by iden-
tifying functional relationships between length and width, microscopy can make
it possible for the online techniques described here to infer the size distribution
of both.

Nomenclature

c̄ mean ion thermal velocity
c̄|| mean ion velocity parallel to ion flux
C slip correction factor
da adjusted sphere diameter
dae equivalent aerodynamic diameter
dv equivalent volumetric diameter
d1 minor axis diameter
ds spherical particle diameter
D fiber/nanotube diameter
DQE charge equivalent diameter
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DEM equivalent mobility diameter
D∗

EM mobility diameter of a sphere carrying one charge
Dion ion diffusion coefficient
e elementary charge
E electric field
f accommodation coefficient
fn charging probability for a conducting spheroid
F drag force
I particle current
k Boltzmann constant
Kf fiber dielectric constant
Km dielectric constant of electrically insulated medium (Km< Kf)
Kn Knudsen number (2λ/d)
� DMA length
L fiber/nanotube length
n integer number of charges
n̄ median number of charges
N0 ion concentration at infinity
N+,N− concentrations of positive and negative ions
Qsh DMA sheath flow rate
r1 inner radius of DMA column
r2 outer radius of DMA column
r̄m distance of minimum total flux
s +1 or −1 indicates repulsive or attractive force
t charging time
T temperature
U relative velocity between particle and bulk flow
U0 average velocity of the air stream at impactor jet exit
v dielectrophoretic velocity
V applied electrical potential of the DMA
Vp electric potential of a particle
W impactor jet diameter (circular jet)
Z electrical mobility
Z+,Z− electrical mobilities of positive and negative ions

Greek Letters

α constant equal to Kf/Km

β aspect ratio (L/D)
γ ion sticking probability
ε0 permittivity of vacuum
φ constant relating the gas viscosity to the mean free path
φc dimensionless potential function
λ gas mean free path
ρ0 unit density (1 g/cc)
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ρ particle density
θ orientation angle between polar axis and direction of flow
μ gas viscosity
χ⊥ dynamic shape factor with long axis perpendicular to the flow
χ|| dynamic shape factor with long axis parallel to the flow
ψ system-specific charge parameter
ψ0 charging parameter
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10
Theoretical Investigations in Retinal
and Cubane

G. P. Zhang and Thomas F. George

10.1. Introduction

Successful isolation and characterization of higher diamondoids has revitalized
the interest in this compound [1]. Diamondoids represent a group of hydrocar-
bon molecules with a structure similar to part of a typical diamond structure.
In fact, one can successively construct different diamondoids by excising from
the diamond crystal lattice and saturating dangling carbon bonds with hydrogen
atoms. Recent molecular simulation studies [2] reveal more details about this
compound and suggest some possible applications in nanotechnology. Adaman-
tane has important pharmaceutical applications. Adamantane and cyclopentane
are also known as “plastic crystals” [3]. The theoretical challenge to simulate
those diamondoids mainly comes from the system size. For instance, the smallest
one, called adamantane (from αδαμαχ , the Greek word for diamond) is a tri-
cyclodecane C10H16 (see Figure 10.1). Within the Hartree–Fock approximation
and multiple-configuration interaction with a limited basis set, adamantane can
be easily handled by much state-of-art software such as Molpro, Gaussian, and
GAMES. In this respect, theoretical computations are much easier than those in
transition metal oxide compounds and clusters where the electron correlation plays
an important role. However, when the system size becomes larger, which is most
like those in real experiments, a theoretical investigation becomes rather difficult,
especially if one is interested in studying the properties at the first-principles level.

There are numerous references to diamondoids in the literature. In this chapter,
we focus our attention on the optical and mechanical properties. Our aim is to lay
the groundwork to compare theoretical results with experimental atomic force mi-
croscopy (AFM) measurements. AFM is a powerful tool for probing intermolecular
interactions because it can resolve forces down to a piconewton, and has extremely
high spatial resolution. But it does not have the chemical group sensitivity, which
motivates the development of the so-called chemical force microscopy [4]. Conse-
quently, when we present the theoretical study below, we always keep this in mind.
The theoretical study can be roughly categorized into two groups: semiclassical
and pure quantum mechanical simulations. In the following, we address these two
problems sequentially.
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Figure 10.1. Adamantane.

10.2. Semiclassical and Empirical Method

The semiclassical approach heavily relies on the empirical interactions. As in many
molecular systems, diamondoids have both intramolecular and intermolecular in-
teractions. Intramolecular interactions reflect the bonding nature of the system.
For instance, C–H bonds have very different potential surfaces from those of C–C
bonds, to which they are also related whether the bonds are single, double, or
triple. The Lennard–Jones potential is probably the simplest one to use. In gen-
eral, a two-body potential can be expanded as

V (�ri , �rj ) = Vel + Vdipole + Vquad + · · · , (1)

where Vel , Vdipole, and Vquad are the electronic contribution, dipole, and quadruple
terms, respectively. Some common potentials are listed in Table 10.1. For many-
body interactions, direct calculations become very difficult, and consequently
an approximation has to be made at some step. Intermolecular interactions are
those that occur between molecules. Due to the finite size of the molecules, the
orientation of the molecules has to be taken into account properly when con-
structing a potential. Consequently, the intermolecular interaction is known to be

Table 10.1 Some common potentials. �r refers to the

distance between two atoms or molecules. K is the spring

constant. D, a, b, and σ are fitting parameters.

Name Form Applicability

Harmonic K
2 �r2 Short-range, weak

Morse ε[(1 − e−α�r )2 − 1] Chemically bonded

Lennard–Jones 4ε[(σ/�r )12 − (σ/�r )6] Nonbonding

Buckingham Ae−�r/σ − C(σ/�r )6 Short-range
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orientation-dependent. The beauty of classical simulations is that it enables us to
treat very large systems.

From these potentials, the effective force can be computed by taking the deriva-
tives of the potential with respect to the position, which can be compared with the
force from atomic force microscopy. However, a realistic experimental measure-
ment complicates such a comparison. Experimentally, a measurement of the atomic
force is done by scanning a very sharp tip across a sample. This force depends on
the surface morphology and local type of binding: covalent, ionic, metallic, or van
der Waals. The change of force versus distance reflects the joint effect from the
interactions among the electrons, atoms, and molecules on the surface and those
on the tip. This is not an easy task, because entirely different bonds would result
in the same magnitude and displacement relation. A systematic and element or
bond-specific AFM is needed in order to compare with the theoretical simulations.

10.3. First-Principles Calculations

Classical simulations often lack the crucial insight into the problem, because
one cannot simply use the force to characterize all the possible interactions.
Fortunately, with decades of development, theoretical calculations have become
quite sophisticated for crystals and molecules, although not yet for realistic
nanometer-sized materials. For solids, the pseudopotential as well as the full-
potential linearized augmented plane-wave (FLAPW) method within the density
functional theory are well developed. Modern quantum chemical techniques
(Gaussian98 [5] and MOLPRO [6]) are quite efficient to compute the potential
surfaces for a given molecule. In order to illustrate those possibilities, we show
some of our own results in simulating the reaction path for a segment of the retinal
molecule in rhodopsin [7].

10.3.1. Segment of Retinal Molecule

Retinal molecules are the basic element in human eyes that initiates our vision.
Malfunctioning of these molecules could lead to eye illness or even blindness. In
order to avoid such malfunctioning, one must first understand the so-called photo-
induced isomerization in retinal, or conformation change of the molecule upon
excitation of light.

Figure 10.2 shows the rhodopsin structure. Isomerization occurs around the
bond 11–12 with angle θ11,12. Here 11 and 12 refer to the numbers of the carbon

Figure 10.2. Rhodopsin. In the ac-

tual calculation, we only use a small

segment, which contains nine carbon

atoms and two methyl groups along

the backbone.
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Figure 10.3. Ground-state potential versus

angle θ11,12 in a segment of rhodopsin.

atoms counting from the left. In the present calculations, we have employed the
multiconfiguration self-consistent field (MCSCF) [8] technique to compute the
ground state and two excited states by the Molpro package [9]. The basis set used
for hydrogen is (4S 1P)/[2S 1P], and for carbon, (9S 4P 1D)/[3S 2P 1D] is used,
where both basis functions are correlation-consistent basis sets. After Hartree–
Fock iterations, these basis sets are optimized for the later MCSCF calculations.
We fully optimize the molecule structure and then calculate the ground-state and
excited-state potentials as a function of the dihedral angle θ11,12.

In Figure 10.3, we plot the ground-state potential as a function of the di-
hedral angle θ11,12. Note that the configuration at θ11,12 = 0◦corresponds to a
cis-structure. A potential surface shaped like the Greek letter η is noted. The
figure shows that due to the steric hindrance, the ground state has an all-trans
configuration.

Within MCSCF, the excited-state potential surfaces are obtained simultane-
ously. The excited-state potentials are plotted in Figure 10.4. Note that in order to
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have a clear view of the change of the excited-state potentials with respect to the
ground-state potential, the ground-state energies have been subtracted from the
excited-state energies at each dihedral angle θ11,12. One prominent feature is that
those surfaces are roughly symmetric with respect to θ11,12 = 90◦. For the first-
excited state, a minimum appears around θ11,12 = 60◦–120◦. This minimum is very
important because it provides a barrierless decay channel for the isomerization.
The traditional explanation of the efficient trans ↔ cis isomerization is that there
is no barrier for undergoing this isomerization on excited-state potentials. Indeed,
our ab initio results confirm this picture. Furthermore, we wish to present an op-
tical reason for isomerization by calculating the dipole-matrix elements between
the ground and excited states.

Those strongly dipole-allowed transitions are marked with arrows (with solid
lines) in Figure 10.4, where their respective transition matrix elements are also
provided [11] in Debye units. One important message from the figure is that
the dipole-allowed transitions are rather selective in our model system. We fo-
cus on the first-excited state for a moment. The allowed transitions from and
to the ground state appear around θ11,12 = 0◦, 60◦, 120◦, and 180◦, with the
corresponding transition moments of 0.10D, 0.123D, 0.11D, and 0.07D, respec-
tively. Quite large transition moments at θ11,12 = 0◦and 180◦ensure that the system
can be easily excited, which activates the initial event of isomerization. For the
trans ↔ cisisomerization, the most important angles are 60◦and 120◦, as it is
around these two angles that the trans ↔ cisisomerization can effectively occur.
We use dashed-line arrows to show two possible decay channels: one is around
60◦, and the other is around 120◦(also see Figure 10.2). It is easy to see that
once one reaches 60◦, the molecular configuration will tend to cis and the other
reaches trans.

The success of decay to the ground state at these two desired configurations
is ensured by the large transition matrix elements between the ground and ex-
cited states. Note that we only consider the radiative decay. More interesting,
from θ11,12 = 60◦–120◦, the potential surface of the excited state is rather flat.
This greatly facilitates not only cis → trans but also trans → cis isomeriza-
tion [10]. The highly selective transitions are further supported by the fact that
for those undesired configurations, such as at θ11,12 = 40◦, which are not fa-
vorable to isomerization, the transition elements are basically zero [11]. This
means that once an electron is excited to the excited state, it is hard to de-
cay to the ground state at these unfavorable configurations. The high selectiv-
ity greatly improves the efficiency of isomerizations, a phenomenon which is
very common in biological processes [12]. Here we show the optical aspect of
the high selectivity in a short polyene, which is essential to many photoinduced
processes.

There are some other reasons why the isomerization is so efficient. In
Figure 10.4, we also plot the second-excited-state potential as a function of θ11,12.
This potential has a maximum instead of minimum around θ11,12 = 60–120◦.
From the above, we know around θ11,12 = 60–120◦is the particular range where
the isomerization from the trans to cis configuration happens. Consequently, for
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the second-excited state the isomerization is not favorable. This second-excited
state, however, is also virtually dipole-forbidden from the ground state, as we find
the transition matrix elements are very small. This guarantees that the second-
excited state cannot be excited effectively. Interestingly, the transition matrix el-
ements between the first- and second-excited states are fairly large, so that even
if there are some electrons in the second-excited state, they can quickly transit to
the first-excited state and finish the isomerization. This eventually ensures a very
efficient isomerization.

10.3.2. Cubane

Cubane belongs to a typical class of molecular solids such as carbon clusters
(C60, C70). Due to its peculiar structure (i.e., the C–C–C bond angle is 90o rather
than the customary 109.5o), cubane stores a great deal of energy, which implies
its explosiveness. Cubane was firstly synthesized in 1964 [13] but its remarkable
properties, such as potential pharmaceutical applications, have been realized only
recently. One of its derivatives, tetranitrocubane, is a very powerful explosive, yet
it is extremely stable, a great advantage from a safety standpoint. Another deriva-
tive, the dipivaloylcubane compound, exhibits moderate activity against human
immunodeficiency virus without impairing healthy cells. This greatly motivates
extensive studies both experimentally and theoretically. For example, ab initio cal-
culations provide valuable information on its bond structure and electronic proper-
ties. The numerical computations reproduce the experimental bond lengths quite
satisfactorily [14]. Spectroscopic properties of cubane have also been explored
recently. Miaskiewicz et al. [15] calculated the vibrational spectra of cubane by
the density-functional theory. The infrared and Raman spectra have been inde-
pendently studied by Vlahacos et al. [16] and Jursic [17]. Zakrzewski and Ortiz
[18] reported the vertical ionization energies of cubane. On the other hand, the
chemical stability of cubane structure is certainly interesting from an application
point of view.

The remarkable structural properties of cubane greatly motivate us to investigate
its underlying driving force. We employ an ab initio method to calculate its bond
structure for a pure cubane. All the calculations are performed at the Hartree–Fock
level by the Molpro package [9]. The basis set used for hydrogen is (4S 1P)/[2S 1P],
whereas for carbon (9S 4P 1D)/[3S 2P 1D] is used. The basis functions are all
valence triple zeta correlated basis sets.

Until Eaton and Cole [13] carried out the first synthesis of cubane, scientists did
not believe it could be made. It was thought that even though one made cubane,
it would explode spontaneously because a tremendous amount of energy is stored
inside the molecule. But when Eaton and Cole made the compound, it turned out
to be very stable. Previous calculations showed that the stable structure is cubic
(see Figure 10.5) [19].

There are two kinds of bond lengths, namely the length RC−C between two
neighboring carbon atoms and the length RC−H between neighboring hydrogen
and carbon atoms. In the present study, the structure of cubane is fully optimized
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Figure 10.5. A typical cubane structure. The

origin of the coordinate system is at the center.

without any constraints, which yields a cubic structure with only two kinds of
bond lengths, RC−C = 1.56175 Å, RC−H = 1.08774 Å, in good agreement with
both experimental [14] and theoretical results [19]. Experimentally, Hedberg et al.
[14] found RC−C = 1.5618 Å. Theoretical calculations using different basis sets
show that RC−C = 1.557−1.580 Å. Note that hereafter all the calculations are based
on this fully–optimized structure. In order to see how the total energy changes as
a function of one specific bond length, we fix one bond length while variating the
other. In Figure 10.6, we plot the total energy as a function of RC−C, where RC−H =
1.08774 Å. One sees that with an increase in RC−C, the energy decreases first and
then increases. A minimum appears at 1.56175 Å. The estimated dissociation
energy is 2.2 Hartree, which indicates that cubane is very stable. A polynomial fit
shows that the potential energy changes as

V (RC−C ) = A0 + A1

R A2

C−C

+ A3e−A4 RC−C , (2)
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Figure 10.6. The potential energy first increases

as the helium atom moves towards cubane and

then decreases. A peak appears at about z =
−1.86 Å. The vertical dashed line refers to the

z−component of the neighboring hydrogen atom’s

position. Note that the cubane framework is fixed.
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Figure 10.7. Analogously the total energy of

cubane changes as a function of RC−H whereas

RC−C is fixed at 1.56175 Å.

where A0 = −305.216, A1 = 25.8292, A2 = 2.20239, A3 = −71.5941, and
A4 = 1.14699. The units of the As are chosen such that the overall unit is Hartree.
(The same is true for those Bs below). We notice that the potential form is very dif-
ferent from those listed in Table I. We in fact tried to use those potentials but none
of them is able to reproduce our potential. In some sense, our potential does not
follow Morse and Lennard–Jones potentials, but behaves more as the Buckingham
potential.

Next we fix RC−C = 1.56175 Å and change RC−H from 0.6 Å to 1.4 Å. The total
energy is plotted as a function of RC−H in Figure 10.7. The minimum is around
1.08774 Å, which reasonably agrees with the previous results. The experimental
length is 1.098 Å and the theoretical results range from 1.075 to 1.106 Å. The
potential can be fitted as

V (RC−H ) = B0 + B1

RB2

C−H

+ B3eRC−H , (3)

where B0 = −310.33, B1 = 0.948781, B2 = 3.36077, and B3 = 0.717603. Com-
paring V(RC−C) with V(RC−H), one finds that V(RC−H) changes more smoothly.
Similarly, the phenomenological potential [20] has a different form from our ab
initio potentials, which reflects that cubane does not perfectly fall into the usual
hydrocarbon category. This is a direct consequence of its unique structure as afore-
mentioned. The dissociation energy for the hydrogen atoms is found to be 0.9
Hartree, corresponding to 105 K. Thus at room temperature, the framework of
cubane is very stable.

These two potential forms suggest the complication of the potential in a real
simulation. Those simple model potentials in Table 10.1 may have limited appli-
cations particularly for nanosystems. This is important for future investigations in
other systems.
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11
Polyhedral Heteroborane Clusters
for Nanotechnology

Fabio Pichierri

11.1. Introduction

Nanotechnology is concerned with the research and development of nanometer-
scale (1∼100 nm) devices and materials [1,2]. In principle, two opposing routes
towards the nanoscale can be pursued: top-down and bottom-up. The top-down
route approaches the nanoscale starting from macroscopic objects and with the aid
of lithographic techniques. These are the methods of choice in the manufacturing
of microstructures and micromachines with sizes in the range of 1–100 μm [3].
The main factor limiting the sizes of features patterned with optical lithography
is represented by the wavelength of the radiation employed. Both electron- and
ion-beam lithographic techniques are currently capable of manufacturing patterns
of sizes close to or below 200 nm thereby extending the resolution limits of con-
ventional optical lithography [4].

The bottom-up route, on the other hand, arrives at nanostructures by assembling
either atoms or molecules. Whereas physicists prefer using atoms as building
blocks, chemists are well acquainted with the synthesis, modification, and study
of molecules. Given that molecules are stable assemblies of atoms covalently
linked to one another, we can expect the chemists’ molecule-by-molecule bottom-
up approach to nanostructures to be more effective and promising than that of
manipulating “sticky” atoms one at a time.

Many research activities in nanotechnology are inspired by nature, which has
successfully built marvelous and complex molecular-scale machines such as, for
example, the bacterial flagellar motor [5]. This giant protein assembly couples
mechanical motion to proton (or sodium ion) transfer to propel flagellated bac-
teria within fluids. Another important observation about the nanotech revolution
concerns the convergence of traditional scientific disciplines (chemistry, physics,
biology, medicine) and engineering. Scientists working on the most fundamental
aspects of nanoscience and nanotechnology cannot forget about the technological
implications of their research.

This chapter provides an overview of the structural and electronic properties
of polyhedral heteroborane clusters and their potential use as building blocks in
nanotechnology. These clusters comprise polyhedral boranes (boron hydrides),
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carboranes (hydrides of boron and carbon), and metallacarboranes (carboranes
incorporating transition metal ions) [6–11]. Their crystal structures have been
searched within the Cambridge Structure Database (CSD), version 5.26 [12]. Each
structure is labeled with a six-letter code (sometimes followed by a number) that
can be used for data retrieval from the database. Structures are explicitly referenced
only when they are relevant to the discussion.

The chemistry of boron hydrides [6–11] is as wide and fascinating as its sister
field of hydrocarbon (organic) chemistry. So far, two scientists have been awarded
the Nobel Prize in Chemistry for research carried out in this field [13]. William
Lipscomb was awarded the prize in 1976 “for his studies on the structure of
boranes illuminating problems of chemical bonding.” Two years after, in 1979,
Herbert C. Brown shared the prize with Georg Wittig “for their development of the
use of boron- and phosphorus-containing compounds, respectively, into important
reagents in organic synthesis.” These scientists have followed the footsteps of
Alfred Stock whose pioneer work on boranes started in 1912 [7]. Outstanding
developments and advances in this research field have been contributed by the
groups of Hawthorne, Grimes, Valliant, Wade, and many others. The next section
provides the necessary background for understanding the molecular and electronic
structure of polyhedral heteroborane clusters, which comprise boranes, carboranes,
and metallacarboranes. Section 11.3 deals with the potential applications of these
molecules to nanotechnology and Section 11.4 presents a general discussion about
the computational design of functional materials.

11.2. Structural and Electronic Properties

11.2.1. Borane Clusters

Borane clusters have been classified according to the topology of their molecular
frameworks. Accordingly, closo boranes (from the Greek clovos, meaning cage)
are closed polyhedra, nido (from the Latin nidus, meaning nest) boranes are semi-
closed polyhedra, and arachno (from the Greek arachne, meaning spider’s web)
boranes possess open structures [6]. Both nido and arachno boranes are neutral
specie whereas closo boranes are stable as dianions of chemical formula [BnHn]2−,
with n = 5–12. Figure 11.1 displays the crystal structures of nido-B5H9 (GAC-
WOW), nido-B10H14 (FUYYIH02), arachno-B5H11 (FUYYUT) closo-[B6H6]2−

(GIGRIX, Oh), and closo-[B12H12]2− (GAZLEY, Ih). The polyhedral clusters are
often called deltahedra for their faces are made of triangular B3 units. The experi-
mentally determined B–B bond distances in both nido and arachno boranes are in
the range from 1.77 to 1.98 Å. That of closo-[B6H6]2− is at ∼1.77 Å and the B–B
distance in closo-[B12H12]2− is at ∼1.8 Å.

In comparison to carbon, boron is said to be electron-deficient inasmuch as
its valence shell is made of four atomic orbitals (one s and three p) occupied
by three electrons [6]. It follows that chemical bonding in boranes cannot be
described only with the use of two-center–two-electron (2c–2e) interactions but
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Figure 11.1. Crystal structures of some borane clusters.

one must resort on three-center–two-electron (3c–2e) interactions as well. The
latter were introduced by Christopher Longuet-Higgins in 1949 and Lipscomb
further developed a qualitative theory of localized bonding interactions in boranes
[6]. This theory employs the 2c–2e interactions to describe both B–H and B–B
bonds whereas the 3c–2e interactions are necessary for describing the chemical
bonding within both B–H–B and B–B–B bridges as well that in the B3 units of
the deltahedron. Theoretical arguments based on molecular orbital (MO) theory
are more powerful in describing the electronic structures of closo boranes of high
symmetry such as closo-[B12H12]2−. With the advent of fast computers and efficient
algorithms, structurally complex boranes and their derivatives are amenable to
quantitative theoretical treatment with the aid of computational quantum chemistry
methods [14].

Functionalization of borane clusters has been successfully achieved following a
variety of synthetic routes [6]. Particularly interesting are the derivatives of closo-
[B12H12]2− some of which are shown in Figure 11.2. Both mono- and disubstituted
derivatives have been prepared. An interesting compound is PAVWUE which con-
tains a 1,2-oxalate dianion coordinated via two of its oxygen atoms to one edge
of the polyhedron. The existence of many crystal structures, several of which are
polymeric, where transition metals are coordinated to either side of the 1,2-oxalate
dianion suggests the possibility of using this building block in the preparation of
novel nanostructured materials.

The poly-functionalization of closo-[B12H12]2− has been achieved in closo-
[B12F12]2− (GUZFOW) and closo-[B12Me12]2−(XETBON), whose crystal struc-
tures are shown in Figure 11.3. Hawthorne’s group has recently discovered that the
oxidation of closo-[B12H12]2− with hydrogen peroxide yields closo-[B12(OH)12]2−

(JOQVAM) in which the OH groups have fully replaced the H atoms of the starting
compound [15].
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Figure 11.2. Some derivatives of closo-[B12H12]2−. Each vertex of the polyhedron repre-
sents a BH moiety.

This novel reaction paves the way towards the synthesis of polyfunctionalized
borane clusters (closomers) bearing large organic groups attached to the B12 core.
With diameters greater than 1 nm, these novel compounds can be considered true
molecular nanoparticles. We discuss them in detail later on in this chapter. Further
information on the preparation and reactivity of borane compounds can be found
in the more specialized chemistry literature [6].

11.2.2. Carborane Clusters

Carborane clusters are formally obtained from the replacement of one or more BH−

units with isoelectronic CH units [6]. More than 95% of the carboranes synthesized
so far possess two carbon atoms embedded in their skeletons. This is the group
of dicarba-closo-boranes with chemical formula C2BnHn+2, with n = 3–10. Their

Figure 11.3. Polyfunctionalized derivatives of closo-[B12H12]2−.
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Figure 11.4. The three isomers of
closo-C2B10H12.

structures are similar to those of the polyhedral boranes discussed above. Figure
11.4 shows the molecular structures of three isomers (ortho, meta, para) of closo-
C2B10H12. They differ from one another by the relative position of the two carbon
atoms in the cage. The carbon atoms in these isomers are separated at 1.62 Å
(ortho), 2.61 Å (metha), and 3.05 Å (para). Note that only the first interatomic
distance corresponds to a covalent (2c–2e) bond.

Substituents have been attached to either one or both carbon atoms of closo-
C2B10H12 isomers. Relevant examples of derivatives whose structures have been
characterized by single-crystal X-ray crystallography are displayed in Figure 11.5.
Particularly interesting molecules are QUAFWOK and XATDOL containing one
amide group and two acetyl groups, respectively. The former derivative suggests the
possibility of introducing carborane clusters into proteins and the latter derivative
represents a link between borane and acetylene chemistries.

11.2.3. Metallacarborane Clusters

Metallacarborane clusters are carboranes containing one or (generally not more
than) two transition metal atoms. They can be prepared by following different
synthetic routes [6]. One of them, originally discovered by Hawthorne in the
1960s, employs the nido-carborane anions shown in Figure 11.6. These anions,
also termed dicarbollides, are obtained by treating the isomers of closo-C2B10H12

with strong bases.
Then, the reaction between nido-carborane anion and FeCl2 in the presence of

NaCp (Cp = C5H−
5 ) affords the sandwich-type complex Fe(η5-Cp)(η5-C2B10H11)

whose structure (CYPCFE) is shown in Figure 11.7. Note that the dicarbol-
lide anion acts as a formal 6-electron donor when bonding metals in the η5

fashion.
Figure 11.7 displays the structures of two other metallacarboranes, one con-

taining the Re(CO)3 fragment (CSCREC) and one with TaCl3 (VUPBAJ).
Metallacarboranes in which either one or two metal ions are sandwiched between
a pair of nido-carborane anions have also been synthesized. The structures of three
such complexes are shown in Figure 11.8. The first structure (NIDBOR) contains
a Ni(IV) ion sandwiched between two nido-7,8-C2B9H11 (or 7,8-dicarbollide)
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Figure 11.5. Some derivatives of o-, m-, and p-closo-C2B10H12.

Figure 11.6. Two nido-carborane anion isomers.
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Figure 11.7. The structures of three metallacarboranes.

anions. The second structure (CAKXOC) contains a cobalt ion sandwiched be-
tween a pair of dicarbollide anions that are linked to each other through a disulfide
bridge. The third and last structure shows Mo2 (OFIQOJ) and W2 (OFIREA)
dimetal units capped on either side by a dicarbollide dianion and with four phenyl-
thiolato groups (the phenyl rings have been omitted for clarity) bridging the metal–
metal moiety.

In the next section, dedicated to the applications of polyhedral heteroboranes to
nanotechnology, we discuss an interesting molecular machine made of a derivative
of NIDBOR (Figure 11.8) that has been recently investigated by Hawthorne’s
group.

Figure 11.8. Metallacarboranes containing two dicarbollide ligands.
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11.3. Applications

11.3.1. Nanoparticles

Nanoparticles are particles with diameters smaller than 100 nm [16]. Examples
include colloidal suspensions, particles of metals (Au), and semiconductors (CdS,
TiO2). Their properties differ from those of the corresponding bulk making them
attractive for novel technological applications. Giant molecules and proteins can
also be included in this category.

We mentioned above the polyfunctionalized closomers synthesized and struc-
turally characterized by Hawthorne and coworkers [15]. One of these molecules,
derived by replacing the hydroxyl groups of closo-[B12(OH)12]2− with benzy-
loxy groups (QOZNAU), is shown in Figure 11.9. This spherical molecule has a
diameter of about 1.5 nm. Polyfunctionalized closomers containing –OCOR sub-
stituents (with R = Me or Ph) attached to each vertex of the B12 polyhedron have
also been synthesized and their structures (not shown here) characterized by X-ray
crystallography (QOZMOH, QOZMUN).

Another interesting example of a boron-containing molecular nanoparticle is
shown on the right side of Figure 11.9 (IKUYIW). This molecule, which has
been recently synthesized by Valliant and coworkers [17], contains six isocyano-
para-carborane groups coordinated with a central Re(I) ion. The carborane ligands
assume an octahedral arrangement around the central metal and are coordinated
with it via the carbon atom of their –N ≡ C groups. The diameter of this spherical
molecule is close to 1.5 nm like that of QOZNAU and the carborane units are
separated from each other by about 0.5 nm. Valliant and co-workers have proposed
using this Re(I) complex in the boron neutron capture therapy (BNCT), a binary
treatment for cancer which we describe in more detail in the next section.

Figure 11.9. Boron-containing molecular nanoparticles.
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11.3.2. Nanomedicine

Nanomedicine is concerned with the application of nanotechnology to medicine
[18]. In addition to futuristic (and often scary) scenarios such as those represented
by nanorobots operating inside the human body, more realistic applications of
nanomedicine have been proposed. Among them, we mention the development
of nanocapsules for drug delivery, fullerene-based drugs and sensors, artificial
enzymes and antibodies, and tools for medical diagnostics and monitoring.

As far as polyhedral heteroboranes are concerned, several of their applications
in medicinal chemistry have been recently reviewed by Valliant et al. [19]. Here we
limit our discussion to boron neutron capture therapy (BNCT) [20]. An efficacious
BNCT requires delivering large quantities of boron to the tumor cells. This can
be achieved through the synthesis and use of large boron-containing molecular
nanoparticles, such as the octahedral Re(I) complex (IKUYIW) described in the
preceding section. Bombardment of the 10B isotope with slow (thermal) neutrons
initiates the following nuclear reaction,

10B + 1n → [11B] → 4He2+ + 7Li3+ + γ ,

which produces one 7Li3+ ion and one alpha particle (4He2+) along with gamma
rays. Both particles have mean paths approximately equal to the cell’s diameter.
This assures that only the targeted tumor cells are destroyed and the surrounding
cells are left intact. Among several requirements, BNCT compounds need to be
nontoxic to the human body. Hence, heteroborane clusters are to be covalently
linked to nontoxic molecules so that they can be delivered to the tumor. Among
the large number of molecules synthesized so far, carborane-containing porphyrins
and metalloporphyrins of Zn(II), Cu(II), and Ni(II) are very promising compounds
for applications in BNCT.

Figure 11.10 shows the crystal structures of two Zn(II)-porphyrins bearing four
carborane units, both of which have been synthesized by Vicente et al. [21,22]. The

Figure 11.10. Two Zn(II)-porphyrin molecules bearing four carborane units for applica-
tions in BNCT.
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first molecule (QUERVEO) has a carboranylmethyl group attached to each of the
four peripheral phenyl groups [21] whereas the second molecule (EJOGAL) has a
pair of carboranylmethyl groups attached to each of the two phenyl substituents.
Note that the Zn(II) center of the second porphyrin is five-coordinated having a
pyridine molecule axially coordinated with the metal. In their study the authors
found that the Zn(II) porphyrin delivered greater amounts of boron to the tumor
cells induced in mice than did its metal-free analogue [22]. On the other hand, the
metal-free porphyrin compound provided greater tumor-to-blood boron concen-
tration ratios than did its Zn(II)-containing form. Furthermore, the authors noted
that the replacement of Zn(II) with other metal ions, such as Cu(II), represents a
useful mean for modulating the properties of these medicines. The design, synthe-
sis, and pharmacological testing of many more boron-containing porphyrins and
metalloporphyrins are expected in the near future.

11.3.3. Molecular Machines

The field of molecular-scale machines and devices is a very hot one in mod-
ern chemistry research [23]. Simply put, taking inspiration from nature, chemists
started to synthesize different kinds of molecules that are able to perform large-
amplitude motions as a result of an energy input. The energy supplied to the
molecule can be chemical (from the breaking of chemical bonds), photochemical,
or electrochemical (from the reactions of oxidation and reduction). Depending
on the type of motion (rotation, translation, bending, etc.) performed by each
molecule, molecular rotors, turnstiles, cogwheels, brakes, and so on have been
investigated.

Figure 11.11 shows the metallacarborane-based rotor recently investigated by
Hawthorne and co-workers [24]. The system is an alkyl-substituted derivative of
the Ni(IV)-bisdicarbollide complex (NIDBOR) discussed above (see Figure 11.8).

Figure 11.11. Oxidized (cis) and
reduced (trans) conformers of
Ni(η5-C2R2B9H9)2 with R = H or
alkyl group.
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Upon either electrochemical reduction of Ni(IV) to Ni(III) or photoexcitation,
the controlled rotation of one dicarbollide unit with respect to the other has been
experimentally observed by the authors. Experiments have been complemented by
theoretical (DFT) calculations showing that the minimum for the Ni(III) complex
corresponds to the transoid configuration whereas that for the Ni(IV) complex
occurs at the cisoid configuration. The authors further suggested that a complete
molecular machine could be obtained by covalently attaching the metallacarborane
complex to a surface so as to prevent the rotation of one dicarbollide unit with
respect to the other. This suggestion is not too far-fetched if we consider the
extraordinary advances made in the last 20 years in both chemical synthesis [25]
and surface chemistry [26].

11.3.4. Nanoelectronics

Nanoelectronics is the area of nanotechnology concerned with the study and de-
velopment of molecular-scale electronic devices [27]. One of the ultimate goals
of nanoelectronics would be that of constructing a nanoscale computer made of
molecular components. Hence, since the pioneering study by Aviram and Ratner
published in 1974 [28], researchers have so far investigated, both experimentally
and theoretically, a large number of molecules that are potential candidates for
molecular wires, logic gates, rectifiers, transistors, and the like [29].

As far as polyhedral heteroboranes are concerned, some interesting and encour-
aging results have thus far been obtained. In 2002 a group of Russian scientists
presented the results of an experimental study on several inorganic clusters that
also included a thallium-substituted carborane cluster [30]. Although substantial
differences among the properties of the clusters under study were not observed, the
authors demonstrated that all clusters could operate as single-electron tunneling
(SET) transistors at room temperature.

Another interesting study has been carried out by a British–Italian team who
has performed electrochemical measurements (cyclic voltammetry) on a bimetal-
lic complex of cobalt provided with a closo-1,12-carborane cage bridging the two
metals [31]. The results of their experiments clearly showed that the carborane
framework can participate in π -type delocalized bonding thereby permitting elec-
tronic communication between the metals. These experimental results are sup-
ported by recent ab initio calculations which, in addition, suggest that electron
transport through the carborane cage strongly depends on the conformation of the
chemical groups attached to the carbon atoms at the 1,12 positions [32].

The above studies suggest the possibility of constructing molecular wires out of
closo-1,12-carborane units such as the one (LADFAX) shown in Figure 11.12. The
distance between silicon atoms at the ends corresponds to ∼2 nm. The synthesis
of molecules bearing a discrete number of C-linked carborane units can provide
molecular wires of different length. Also, providing the terminal alkyl chains with
thiol groups (-SH) offers the possibility of attaching this molecular wire to metal
surfaces such as that of gold.
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Figure 11.12. A carborane-based molecular wire.

Organic moieties with π -electrons can be inserted between a pair of closo-
1,12-carborane units as shown in the structures of Figure 11.13. These C-linked
carboranes are characterized by possessing different numbers of π -electrons de-
localized over the carbonaceous bridges. In this regard, separating the carboranes
with a biphenyl moiety (QINMOP) provides 12 π -electrons over a distance of
10.2 Å whereas inserting an additional alkynyl group between the phenyl rings
(NEVCAS) provides 16 π -electrons over a distance of 12.7 Å. The third molecule
(TINKIK) in this figure has a pair of carborane units separated by two alkynyl units
(four C atoms) that provide 8 π -electrons over a length of 6.7 Å. Interestingly, we
notice that the carbon chain is attached to the boron atoms of the carborane cage
rather than to the carbon atoms as in the two molecules discussed before.

The last example of a potential carborane-based building block for nanoelec-
tonics is shown in Figure 11.14. This molecule (FOSSIP) represents the molec-
ular analogue of a three-way (or Y-type) junction with the carborane units that

Figure 11.13. Carbon-linked
carborane units.
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Figure 11.14. A three-way
molecular junction.

are connected in pairs through 5 six-membered arene rings. The total number of
π -electrons in the carbonaceous part of the molecule corresponds to 42. We no-
tice that this molecule could also be employed as a molecular logic gate upon
functionalization of the three carborane units.

11.3.5. Nanostructured Materials

One of the main research activities in nanotechnology is the development of novel
functional materials [33,34]. Control over the function of materials requires them
to possess a high degree of structural ordering at the nanoscale. For this reason the
materials are termed nanostructured. So far, several kinds of molecular clusters
have been proposed as possible building blocks for the synthesis of nanostructured
materials. Stang and co-workers [35] have suggested using high-symmetry coor-
dination cages thus exploiting the directional properties of the metal–ligand dative
bonds. Sanchez and co-workers [36] have investigated the use of silicon and tin
oxide clusters provided with organic groups that facilitate the polymerization of the
building units to yield organic–inorganic hybrid materials. Veith [37], on the other
hand, suggested using alkoxides of Zr, Ba, and Ti as single-source precursors in the
formation of nanostructured materials with the aid of chemical vapor deposition
(CVD). All these proposals have in common the topological concept of a building
unit (or building block) that can be assembled to generate novel architectures [38].

Polyhedral heteroborane clusters are ideal candidate building blocks for the
design and synthesis of novel materials. For example, a few years ago Grimes
[39] suggested using either carborane rings or cages in the assembly of 3-D
organometallic networks. These interesting proposals, however, still remain
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Figure 11.15. Hg-linked carbo-
rane building blocks.

virtually unexplored. One possible reason for this state of affairs is related to the
availability of many building units, such as those of polyhedral silsesquioxanes
(POSS) [40], whose synthesis is cheaper than that of polyhedral heteroboranes.

Here we limit our discussion to the Hg-linked carborane building blocks shown
in Figure 11.15. The choice of these metallic tectons (or metallatectons) stems
from the possibility of exploiting the extracoordination ability of the Hg(II) ion
towards N-containing ligands [41]. The Hg(II)-linked p-carborane AHIKEH has
been functionalized with phenyl rings attached to its terminal carbon atoms to yield
RULBEF. Subsequently, Michl and co-workers [42] mixed it with 2,2′-bipyrimidyl
to obtain the supramolecular structure (RULBIJ) shown in Figure 11.16. Here the

Figure 11.16. Control of the materials structure by ligand-based design.
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Figure 11.17. Molecular triangles and squares as potential building blocks for nanostruc-
tured materials.

nitrogen atoms of 2,2′-bipyrimidyl coordinate in pairs one Hg(II) ion to achieve
the dimerization of the original building block.

Interestingly, when 2,2′-bipyridyl was employed, the presence of only a single
pair of N-donor atoms yielded a material (RULBUV) with the building units
that are separated from each other. This interesting study shows how the careful
combination of building units and linker-type ligands can be exploited to control
the architecture of solid-state materials.

Finally, it is worth mentioning that o-carborane clusters can also be linked
through Hg(II) ions to yield useful building blocks as shown in Figure 11.17.
Here three o-carborane units can be linked together by using three Hg(II) ions to
yield a triangular building block (JUTTUN). When crystallized in the presence
of iodide anions, the triangular building block (now functionalized with methyl
groups) forms a superstructure with the spherical anion sandwiched between the
molecular triangles (LIMNOK).

Molecular squares containing four Hg(II)-o-carborane units have also been syn-
thesized and structurally characterized (JONXIT). These building blocks have
sides of ∼1 nm and have been shown to act as receptors towards halide anions. In-
terestingly, the metal-free version of the molecular square has also been synthesized
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(TOKCAX). Here four alkyl chains each made of three methylene (CH2) groups
replace a corresponding number of Hg(II) ions.

11.4. Computational Design of Materials

Traditional scientific disciplines such as chemistry and solid-state physics have
so far made much use of computational methods to investigate the structural and
electronic properties of existing materials [14,43]. These methods are mainly of
two kinds: quantum mechanical methods that attempt to reach an approximate
solution of the Schrödinger equation describing the physics of the atoms in the
material, and methods based on atom–atom potentials and force-fields that are
capable of modeling the chemical constituents of materials by employing the laws
of classical mechanics. Each method has its advantages and disadvantages and the
choice of one with respect to the other is often dictated by the specific problems
and systems under investigation.

In addition to allowing the study of properties of existing materials, however,
computational methods are an increasingly important tool in the hands of re-
searchers for both property prediction and materials design [44–46]. Jansen and
Schön [46] have recently proposed a general approach for the prediction of not-
yet-synthesized materials that is based on the global exploration of the energy
landscape of a chemical system. First, candidate structures are identified and their
kinetic and thermodynamic stabilities are computationally assessed. Then, local
free energies and physical properties are computed for a limited set of stable struc-
tures. In the final step, the candidates with the desired properties are selected. An
important observation made by these authors concerns the applicability of their ap-
proach to materials that are capable of existence. In other words, materials design
is not free but constrained by the building blocks that Nature offers.

In the spirit of Jansen and Schön’s approach, we propose the general scheme for
the design of nanostructured materials shown in Figure 11.18. The starting point

Figure 11.18. Proposed approach for the design of nanostructured materials.
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of the flow chart is represented by the molecule whose structure can be obtained
from a database of crystal structures such as CSD [12]. Molecules can be synthe-
sized and modified according to the needs of a given design project. This can be
achieved with the aid of a database of chemical reactions. Subsequently, molecular
nanostructures with sizes larger than 1 nm are constructed either by assembling
a discrete number of molecules or by attaching large chemical groups to a parent
molecule (chemical functionalization). We call this step covalent assembly. It is
here where computational quantum chemistry methods [14] can be highly effective
in predicting the stability of the designer polyatomic system (molecular nanostruc-
ture). In this regard, we recently predicted a novel series of compact hydrocarbons
obtained from the covalent assembly of cubane units [47]. These novel molecular
nanostructures, which we dubbed cubanoids, were proposed to be the precursors
of superhard materials. A similar approach could also be applied to the polyhedral
heteroborane clusters discussed above.

The next and last step of Figure 11.18 represents the one leading to the bulk
nanostructured material by self-assembly via noncovalent interactions. These
comprise hydrogen bonds, Coulombic (ion–ion, ion–dipole, and dipole–dipole
interactions) and van der Waals interactions. The possibility of automating the
self-assembly step would be useful in extending the search for novel architectures.
In this regard, Mellot-Draznieks et al. [48] have recently proposed an interesting
approach based on the automated assembly of building units leading to hybrid
organic–inorganic frameworks. The successful prediction of novel topologies can
be partly ascribed to the use of fragments containing transition metal ions that are
capable of forming directional metal–ligand bonds.

11.5. Summary

Polyhedral heterocarborane clusters are promising materials for nanotechnology.
This is evident from the interesting applications discussed in this chapter, which
include molecular nanoparticles, nanomedicines, and molecular-scale machines
and devices. The use of carboranes as building blocks in the computational design
of nanostructured materials remains open to novel discoveries that will be possible
only by pursuing further research in this fascinating area of molecular chemistry.
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12
Squeezing Germanium Nanostructures

K. L. Teo and Z. X. Shen

12.1. Introduction

The motivation of the present high-pressure studies is to investigate the strain ef-
fects in Germanium (Ge) nanostructures [1–6]. Germanium islands nucleate in
the Stranski–Krastanov growth mode as a result of strain accumulated due to the
4% lattice mismatch between Si and Ge [7]. Although the structure of the formed
QDs and NCs has been studied using atomic force microscopy, transmission elec-
tron microscopy, X-ray photoemission spectroscopy, and other methods, Raman
spectroscopy is a tool very well suited for investigating their structural informa-
tion under high pressure. The Raman peak position and width allow us to discuss
strain and quantum confinement in nanostructures [8]. Raman scattering has been
extensively used to study the phonon modes of Ge QDs and NCs and to predict
the phonon confinement and strain effects [9–12]. However, all these experiments
were carried out at ambient pressure. On the other hand, Raman scattering at high
pressure offers an attractive means for investigating phonon properties of solids
[13]. In addition to the reduction of interatomic distances, the effect of pressure
also reduces the strain in Ge layers due to the difference between the bulk moduli
of Si and Ge. Consequently, the biaxial strain can be tuned by varying the ap-
plied pressure. In this work, we utilize Raman spectroscopy with the application
of hydrostatic pressure using a diamond anvil cell to access information on strain
in embedded Ge nanostructures. The samples of interests are self-assembled Ge
quantum dots (QDs) and Ge/Si dot superlattices as well as Ge nanocrystals (NCs)
embedded in different matrices such as Ge/SiO2 on Si substrate and Ge/SiO2 on
quartz substrate.

There have been many reports of quantum confinements of electron-hole pairs
or excitons in Ge NCs [14–16]. However, these efforts have been mainly restricted
to the study of the fundamental band-gap only. Figure 12.1 shows the band struc-
ture of bulk Ge. The indirect and direct band-gap energies of Ge are 0.65 eV(
�+

8 → L−
6

)
and 0.88 eV

(
�+

8 → �−
7

)
, respectively. In bulk Ge, the higher-energy

excitons such as the E1 transitions around 2.2 eV, also possess quite large oscillator
strength [17]. For probing transitions well above the fundamental gap, resonant
Raman scattering (RRS) is superior to both absorption and emission, which are the
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Figure 12.1. Band structure of bulk Ge. The E1 transition is indicated by dotted circle [17].

standard techniques for studying confinement of excitons. In addition to electronic
transitions, RRS can also provide information on phonons and their interactions
with electrons [18]. The latter capability is significant because it has been estab-
lished that confinement effects can change the vibrational modes and hence the
electron–phonon interaction of semiconductor nanostructures [12,19,20]. In this
work, we also describe the use of high pressure to tune the electronic transition
(E1 excitons) through the laser excitation energies resulting in resonance Raman
scattering (RRS) in the Ge phonon mode.

12.2. Experimental Techniques

The Raman experiments were performed in a backscattering geometry at room tem-
perature using 514.5 nm (2.41 eV), 496.8 nm (2.496 eV), and 488 nm (2.541 eV)
lines from an argon–ion laser and the 632.8 nm (1.96 eV) line from a He–Ne laser.
The Raman spectra were analyzed using a JY T64000 micro-Raman system with a
liquid nitrogen cooled CCD detector. The pressure-dependent measurements were
carried out using a diamond anvil cell (DAC) with a 4:1 mixture of methanol and
ethanol as the pressure-transmitting medium. Figure 12.2 shows a schematic dia-
gram of the high-pressure experimental setup. A small sample with dimensions of
∼100 × 100 × 30 μm3 was prepared by mechanical polishing and cutting before
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Figure 12.2. A schematic diagram of the high-pressure Raman experimental setup.

loading into the gasket of the DAC. The applied pressure was measured by the
shift of the ruby R1 line [21]. Because the frequency of the first-order Si Raman
peak shows a blue shift with a pressure coefficient of 0.52 cm−1/kbar [22], we can
use it as an internal pressure calibration. The signal collected from DAC is at least
an order of magnitude weaker than that obtained outside the DAC.

12.3. Germanium Quantum Dots

The samples used for Raman investigations were grown by solid-source molecular
beam epitaxy on n–Si (001) substrates and underwent the following growth pro-
cedure: deoxidation at 900◦C, growth of a ∼400 nm Si buffer layer while ramping
the growth temperature down to 500◦C, followed by 7 monolayers (ML) Ge and
a 160-nm-thick Si cap layer. A growth interruption of 5 s was introduced between
the Ge and Si layers. Typical growth rates of 1.2 and 0.07 Å/s were used for Si and
Ge, respectively [23]. The sample for atomic force microscopy (AFM) follows an
almost identical growth procedure but without the Si cap and the Ge deposition is
5.8 ML instead of 7 ML.
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Figure 12.3. A 0.8 × 0.8 μm2

AFM scan of a 5.8 ML Ge
QDs layer grown on Si
substrate at 500◦C [1].

It has been shown that pyramids and domes can coexist at certain conditions and
that pyramids are metastable structures that can directly transform into domes with
increasing Ge deposition or postannealing treatment [24]. Pyramids and domes
usually form at high temperatures, whereas the much smaller hut clusters nucleate
at lower temperatures. Figure 12.3 shows a 0.8 × 0.8 μm2 atomic force microscopy
(AFM) scan of nominally 5.8 ML Ge QDs grown at 500◦C. The image reveals
small hut clusters of diameters ∼20 nm with areal density of 1 × 1011 cm−2.

12.3.1. Raman Peak Assignments

In many Raman scattering studies of Ge nanostructures grown on Si substrates,
the Si acoustical-overtone {2TA(X ) and 2TA(�) phonons [22] (abbreviated as
Si–2TA)} from the Si substrate can be erroneously attributed to the Ge–Ge
vibrations of the sample due to the fact that both the Ge–Ge mode and Si–2TA
are located at the same frequency (∼300 cm−1) [8]. Except in the case of high
compressive built-in strain in the Ge layers [2], these two phonon modes are hardly
resolved at ambient pressure. This fact is totally ignored in many studies and thus
it makes the information obtained based on these spectra on the Ge nanostructures
of little value.

The Raman peaks from the Ge QDs sample and the Si substrate obey different
selection rules and are observable at different polarization configurations, which
can be used to distinguish these two peaks [25]. Figure 12.4 shows the polarized
Raman spectra of a Ge QDs sample on Si substrate and that of a reference Si
substrate sample. All spectra were taken with the same data accumulation time.
Figure 12.4a plots the spectrum recorded from the reference Si substrate in the
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Figure 12.4. Raman spectra of the
Ge QDs sample and Si substrate un-
der different polarization configura-
tions: (a) substrate: 001(110, 110)001̄;
(b) substrate: 001(100, 010)001̄; (c) sam-
ple: 001(100, 010)001̄; and (d) sample:
001(110, 110)001̄ [1].

001(110, 110)001̄ backscattering geometry which shows a strong Si–2TA peak
at ∼300 cm−1. In the 001(100, 010)001̄ backscattering geometry, however, as
illustrated in Figure 12.4b, the Si–2TA peak is suppressed. Figure 12.4c shows
the spectrum in the 001(100, 010)001̄ backscattering geometry from the Ge QDs
sample so as to minimize the Si–2TA peak. Although the lineshape and the intensity
of the peak at ∼300 cm−1 from the sample are quite similar to the Si–2TA peak
shown in Figure 12.4a, the Raman peak in Figure 12.4c should be that of the
Ge–Ge mode in the QDs due to the scattering configuration used.

In order to ascertain the above assignment, we recorded the spectrum from the
sample (see Fig. 12.4d) in the same geometry as that of Fig. 12.4(a). This spectrum
should include a strong contribution from the Si–2TA peak. Indeed, the integrated
intensity of the peak at ∼300 cm−1is about a factor of two stronger than the peak
observed at 300 cm−1 in Figure 12.4c. We can conclude that the Raman peak in
Figure 12.4c contains only contributions from the Ge–Ge mode. In addition, we
argue that the Ge–Ge peak in Figure 12.4c is mainly from the Ge QDs rather than the
Ge wetting layer. This is because in the 001(100, 100)001̄ configuration, the signals
from the Ge wetting layers are forbidden according to the selection rules [26]. This
point is confirmed by the fact that in this configuration, the intensity of the Ge–Ge
modes in our sample does not change much compared with that in Figure 12.4c.

12.3.2. High-Pressure Raman Studies

Figure 12.5 shows the high-pressure Raman spectra of Ge QDs up to 67 kbar
using the laser excitation at 2.41 eV without polarization. At ambient pressure,
four peaks are identified: Ge–Ge or Si–2TA (304 cm−1), Si–Ge (419 cm−1),
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Figure 12.5. Room
temperature Raman spectra at
various pressures for the Ge
QDs taken in the
001(100, −)001̄ configuration
[1].

Si–Si local mode (435 cm−1), and optical phonon mode from the Si substrate at
521 cm−1. The peak at 419 cm−1 is due to the Si–Ge interface phonon mode
localized at the surfaces of the Ge quantum structures [10] or due to Si–Ge inter-
mixing in the islands [27–29]. In our case, the islands are grown at a relatively low
temperature, ∼500◦C. The strain-driven alloying of Ge clusters should not be very
pronounced [28]. It is likely that there is more than 70% Ge in the dots. In addition,
the Si–Si vibrational mode seen at 435 cm−1 suggests the existence of strain in Si
underneath the Ge dots induced by the dots [30].We note that the Ge–Ge mode in
the bulk sample is located at 300 cm−1. However, for Ge deposited on Si substrate,
a compressive strain in the Ge layer due to lattice mismatch between Ge and Si is
expected to increase the Ge–Ge mode to 315.8 cm−1. The fact that we observed
this mode at about 304 cm−1 suggests that the confinement effect in our Ge QDs
decreases the Ge–Ge mode by ∼12 cm−1. This is consistent with the fact that in
Ge QDs a compressive built-in strain leads to a Raman blue shift of the Ge–Ge
mode, and the confinement effect causes a red shift [19]. For pseudomorphically
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Figure 12.6. Representative
high-pressure Raman spectra
of Ge QDs with different laser
excitation energies, EL [3].

grown Ge on Si substrate, the lattice mismatch between Si and Ge gives rise to
∼4 % of compressive strain in the Ge layer. In QDs, this lattice-mismatch induced
strain is partially reduced and nonuniform across the structure as a result of island
formation [29].

With increasing pressure, the first-order Si Raman peak at 521 cm−1 shifts to
higher frequencies with a pressure coefficient of 0.52 cm−1kbar−1, which can be
used as an internal measure of the pressure [22]. It is noteworthy that the linewidth
of the Si–Ge mode, observed at 419 cm−1 at ambient pressure, broadens and the
peak blueshifts with pressure. As pressure increases, the spectrum at ∼304 cm−1

splits into two peaks. As discussed earlier in Section 12.3.1, the Ge–Ge and Si–2TA
modes overlap at ambient pressure, making it hard to distinguish them. Under
pressure, the Ge–Ge mode shows a blueshift and the Si–2TA mode shows a redshift.
As a result, these two peaks are clearly resolved. We have also used different laser
excitation energies EL for the measurement of Raman spectra at various pressures
in the Ge QDs as shown in Figure 12.6. The spectra are normalized to the substrate
Si phonon intensity.

Figure 12.7 shows the Raman shifts, �ν = ν(P) – ν(0), of the Si substrate at
521 cm−1, and Ge–Ge and Si–2TA peaks as a function of pressure P . The
solid curves correspond to the least squares fit to the experimental data. The
rates of Raman shift of these modes with pressure are: Si-substrate (0.51 ±
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F
W

H
M

Figure 12.7. Raman shifts ν(P) −
ν(0) as a function of pressure. The
excitation energies are 2.541 eV
(squares), 2.496 eV (circles), 2.41
eV (triangles). The inset shows the
FWHM of Ge–Ge (solid squares) and
Si–2TA modes (open squares) as a
function of pressure and the solid lines
correspond to the linear fits to the ex-
perimental data.

0.01) cm−1kbar−1, Ge–Ge(0.34 ± 0.03) cm−1kbar−1, Si–2TA(–0.47 ± 0.03) cm−1

kbar−1. The inset in Figure 12.7 shows the full width half maximum (FWHM) � of
the Ge–Ge and Si–2TA phonon modes as a function of pressure. The fitted linear
relations for � in cm−1 are given by

�Ge(P) = (7.9 ± 0.4) + (0.177 ± 0.008)P (1)

�Si−2T A(P) = (8.4 ± 0.2) + (0.135 ± 0.006)P. (2)

The Murnaghan equation [31] of state was used to relate the lattice constant a
and pressure P ,

a

ao
=

[
B ′

o

Bo
+ 1

] −1
3B′

o

, (3)

where ao is the lattice constant at ambient pressure, Bo is the bulk modulus of
material concerned, and B ′

o is its pressure derivative.
Using the parameters listed in Table 12.1, we plot the Raman shift of the Ge–Ge

mode against relative compression (−�a/ao) as shown in Figure 12.8. The least

Table 12.1 Parameters for bulk Si and Ge at
room temperature [32].

Si Ge

Bo (kbar) 978.8 750.2
B ′

o 4.2 4.76
ao(Å) 5.431 5.646
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Figure 12.8. Raman shift of the
Ge–Ge mode as a function of lat-
tice compression. The symbols for
excitation energies are the same as
in Figure 12.7. The solid curve cor-
responds to the least squares fit to the
experimental data.

squares fit gives:

ωGe(p) = (304.1 ± 0.3) + (996 ± 12)

[
−�a

ao

]
. (4)

We use the following relation to calculate the mode Grüneisen parameter γi .

γi = Bo

ωi

dωi

d P
. (5)

With the linear pressure coefficient dω/d P = 0.34 cm−1kbar−1 and Bo = 750.2
kbar in bulk Ge, we obtain a value of γ = 0.84 ± 0.01 in our Ge QDs. This
value is ∼25% smaller than the corresponding value found in the bulk Ge (1.12)
[33]. If we assume the Ge QDs are constrained by the surrounding Si lattice so
that the bulk modulus of Ge becomes the same as that of Si, we obtain γ =
1.09, which is only about 3% smaller than the expected value. In other words,
the smaller compressibility of Si “isolates” the Ge QDs from external pressure,
reducing dω/d P for Ge QDs as compared to the bulk Ge value of 0.39 cm−1/kbar
[34]. The shift �ωstrain of the optical-phonon frequency induced by a biaxial strain
together with the applied hydrostatic pressure P can be shown to be [34]

�ωstrain = 1

ωo

(
q − p

CGe
12

CGe
11

) (
aSi

o

aGe
o

− 1

)
− p + 2q

2ωo
(
CGe

11 + 2CGe
12

) P

+ 1

ωo

aSi
o

aGe
o

(
q − p

CGe
12

CGe
11

) [
1

CGe
11 + 2CGe

12

− 1

C Si
11 + 2C Si

12

]
P, (6)

where ωo is the optical phonon frequency of the Ge–Ge mode, p and q are de-
formation potentials of the optical phonon in Ge, Ci

11 and Ci
12 are components of

the fourth rank elastic (stiffness) tensor, and ao is the lattice constant at ambient
pressure. The first term is the lattice mismatch due to compressive strain in the Ge
layer at ambient pressure. The second term is due to hydrostatic pressure applied
to the Ge layer; which gives the pressure coefficient of the bulk Ge. The third term
arises because Ge and Si have different compressibility.

Using the parameters listed in Table 12.2, we compute the second term in Eq. (6)
to be dω/d P = +0.36 cm−1/kbar. It is important to note that in Eq. (6), the second
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Table 12.2 Parameters for bulk Si and Ge at room temperature.

Si Ge

C11 (kbar) 1656(a) 1288(a)

C12 (kbar) 638.6(a) 482.5(a)

ao(Å) 5.431(a) 5.646(a)

p(s−2) –1.345 × 1028(b) –4.7 × 1027(b)

q(s−2) –1.946 × 1028(b) –6.167 × 1027(b)

(a): Ref. [35]; (b): Ref [36].

term is essentially the pressure coefficient of the bulk Ge sample and the third term
represents the effect on the Ge phonon frequency as a result of the change in the
biaxial strain induced by the pressure. Because the second and third terms have
opposite signs, the third term reduces the pressure coefficient of the Ge phonon in
the QDs. The reduction in the pressure coefficient of the Ge phonon frequency in
QDs (i.e., the third term obtained from Eq. (6)) is ∼ –0.04 cm−1/kbar. This value
agrees well with what was observed experimentally.

12.3.3. Resonance Raman Scattering via High Pressure

It has been known that the optical phonon Raman-scattering efficiency of bulk
Ge exhibits a resonance peak at 2.23 eV [37]. The inset of Figure 12.9 shows
the normalized intensity profile of Ge–Ge mode versus pressure for three different
excitation energies (2.541 eV, 2.496 eV, and 2.41 eV) as obtained from Figure 12.6.
It is evident that the Ge–Ge mode exhibits enhancement at different pressures for
the given excitation energies. We interpret the enhancement for the Ge–Ge mode
in our Ge QDs to be resonant scattering within the Ge layers as pressure tunes the
electronic transition through the excitation energies.

Figure 12.9. Normalized inten-
sities of the Ge–Ge mode versus
energies (EL − αP). The inset
shows the normalized intensi-
ties of Ge–Ge mode resonant at
different pressures for different
excitation energies at 2.541 eV
(squares), 2.496 eV (circles), and
2.41 eV (triangles). The solid
curves are guides for the eye [3].
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We plot in Figure 12.9 the normalized intensities of the Ge–Ge mode versus
(EL − αP) where α (= d E1/d P) is the pressure coefficient of the electronic tran-
sition at resonance. With α = 2.7 ± 0.5 meV/kbar, we obtain the best agreement
for the intensity profiles of the three excitation lines. The maximum enhancement
resulting from this analysis is near 2.37 eV with a FWHM of 120 meV as compared
with the resonant FWHM of 150 meV found in bulk Ge. This observed sharpness
of the E1 peak suggests that a rather homogeneous strain with resonance occurs
in the Ge QDs. We note that the α value in the Ge QDs is 64% smaller than the
value found for the E1 transition in bulk Ge (7.5 meV/kbar) [38]. This deviation
could be due to the difference in the deformation potential of Ge QDs as com-
pared to the bulk value. Thus, we relate d E1/d P to the deformation potential [38]
d E1/d (lnV ) through the volume compressibility K = 1/Bo:

d E1

d (lnV )
= − 1

K

d E1

d P
. (7)

We take 1/K = Bo = 978.8 kbar for Si, to be consistent with our previous
argument that the Ge QDs are constrained by the Si host. We obtain the deformation
potential of −2.6 ± 0.5 eV as compared to the bulk Ge value (−4.5 ± 0.4 eV)
in Ref. [39]. Other contributions to the smaller α value may originate from the
nonlinear dependence of the peak energy on pressure inasmuch as any sublinear
dependence will tend to decrease the pressure coefficient. It is noteworthy that
a pressure coefficient of 4 ± 1 meV/kbar has been obtained in GenSim multiple
quantum wells [40].

12.4. Germanium Nanocrystals

One of the promising ways to fabricate Ge nanostructures is to make embedded
Ge nanocrystals (NCs) in SiO2 using techniques such as co-sputtering and ion-
implantation, followed by subsequent annealing [41–43]. Considering the large
interface-to-volume ratio in nanocrystal–matrix systems, the interface strain plays
an important role in deciding the physical and thermodynamic properties of NCs.
On Si(001), the NCs of epitaxial Ge were found to effectively repel one another
strongly via the strain fields that are produced in the Si substrate [44]. It has also
been found that the interface strain has a great effect on the growth and evolution
of nanocrystalline Ge in matrices [27,28,44].Thus, investigations on the elastic
field in the nanocrystal–matrix systems would enhance our understanding of the
strain mechanism of the NCs as well as the exploitation of their novel functions.
The SiO2/Si interface is also the most important interface system technologically.
Knowledge on the interface strain and its dependence on SiO2 thickness are critical
in Si device applications. In the next two sections, we report the Raman scattering
under hydrostatic pressure in two kinds of Ge nanosystems: Ge NCs embedded in
(a) SiO2 matrix on quartz substrate (abbreviated as Ge/SiO2/quartz nanosystem)
and (b) SiO2 matrix on Si substrate (abbreviated as Ge/SiO2/Si nanosystem).
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Figure 12.10. TEM image of the
annealed Ge NCs [5].

12.4.1. Ge/SiO2/Quartz Nanosystem

In this section, we describe the effect of hydrostatic pressure on the nanocrystallite
Ge embedded in a rather soft matrix such as SiO2. The evolution of the interface
strain between Ge NCs and the matrix with pressure is discussed in terms of a
simple elastic model. Such information provides an insight in understanding the
formation mechanism of nanocrystallite Ge embedded in SiO2.

The samples used for investigation were prepared by co-deposition of Ge and
SiO2 by radio-frequency (rf) magnetron sputtering onto quartz substrate with about
3–5-nm-thick native oxide. The sample thickness is ∼1 μm and Ge concentration
is ∼60 mol%. After deposition, the sample was annealed for 1 h at 800◦C in an
argon atmosphere which produced the NCs. More details on the sample preparation
are given in Ref. [14]. Figure 12.10 shows the transmission electron microscopic
(TEM) image of the annealed Ge NCs [45]. One can see clearly that the size of
the Ge NCs is ∼5 nm and they form a kind of continuous network.

Figure 12.11 shows the Raman spectra for as-deposited and annealed Ge sam-
ples. The appearance of a strong and sharp peak upon annealing indicates the

Figure 12.11. Raman spectra for as-
deposited sample (dashed lines) and an-
nealed (solid lines) Ge NCs [5].
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Figure 12.12. Raman spectra of Ge NCs
at various pressures with 488-nm laser
excitation [5].

formation of the crystalline phase. In comparison with bulk Ge, the peak position
of the Ge NCs is at 298 cm−1, with an asymmetric profile at the lower frequency.
The asymmetric shape of the peak obtained is characteristic of the small crystals
[42]. It is noteworthy that the Ge–Ge mode shifts to lower frequency as the laser
intensity increases. To prevent any laser-induced heating, the laser power is kept
to a minimum.

Figure 12.12 shows the Raman spectra of Ge NCs at various pressures under
the laser excitation of 488 nm. With increasing pressure the Ge–Ge mode shifts
to a higher frequency. The rate of frequency shift of this mode with pressure is
shown in Figure 12.13. The frequency shift of the bulk Ge mode (ωGe

bulk) is also
shown for comparison. In order to take into account the behavior of shoulder peak
at 284 cm−1of the Ge–Ge mode in the Ge NCs, the spectrum is fitted with two
Lorentzian peaks. At ambient pressure, the main peak (ωGe

1 ) occurs at 298 cm−1

with a FWHM of ∼7 cm−1 and the shoulder peak (ωGe
2 ) at 284 cm−1 with FWHM

of ∼20 cm−1.
The solid curves correspond to the least squares fit to the experimental data as

given by

ωGe
bulk(P) = (299.7 ± 0.1) + (0.39 ± 0.01)P, (8)

ωGe
1 (P) = (297.8 ± 0.2) + (0.77 ± 0.01)P − (0.004 ± 0.001)P2, (9)

ωGe
2 (P) = (283.9 ± 0.8) + (0.93 ± 0.05)P − (0.006 ± 0.001)P2. (10)

Comparing with bulk Ge, we obtain αNC = dω/d P = 0.77 cm−1kbar−1 for the
Ge–Ge mode in Ge NCs. This value is very large compared with that for Ge QDs
(size ∼20 nm) in Section 12.3 and that of self-assembled Ge/Si dot superlattice
(size ∼8 nm) [2], both with αQ D = dω/d P ∼= 0.34 cm−1kbar−1, despite their size
difference. Consequently, the dω/d Pshould be independent of the size but related
to the matrix. Both the Ge hut cluster and Ge/Si dot superlattice samples can be
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Figure 12.13. Raman shift as
function of pressure P of Ge–Ge
mode in bulk Ge, Ge NCs, and
the asymmetric part of the Ge–Ge
mode in the Ge NCs [5].

considered as Ge dots in Si host. The large dω/d P observed in our NCs (in SiO2

host) can be explained if we assume that the effective pressure acting on the NCs
is different from the applied pressure. This effect has been observed by Haselhoff
et al. [46] for CuCl NCs in alkali–halide matrices. However, in their model the
strain at the interface between the NCs and the matrix was not taken into account.

As shown in Figure 12.13, we have performed the pressure dependence study
of the Ge–Ge modes of the NCs for one pressure cycle and there is no hysteresis
observed. This confirms that the pressure-induced strain in the NCs is reversible.
With this elastic behavior of our Ge/SiO2 NCs-matrix system, we assume both
the NCs and the matrix as isotropic elastic continua [46]. We modeled the NC as
a sphere of radius r1 in a spherical SiO2 matrix of radius r2, where r2 � r1. The
system is subjected to a hydrostatic pressure P . Using spherical co-ordinates with
the origin at the center of the NC sphere, our system has a spherical symmetry where
the displacement vector

⇀

u is everywhere radial and can be written as u = ar +
b/r2. The components of the strain tensor are urr = a − 2b/r3 and uθθ = uφφ =
a + b/r3. The constants a and b are determined from the boundary conditions.
At the interface between the NC and the matrix, the interface strain is given as
δ = u1

θθ − u2
θθ , where u1

θθ and u2
θθ are the strain tensor of the NC and the matrix,

respectively. From the boundary conditions at r1 = r2, the effective pressure PNC

at the NC is given by [47]

PNC = P
9K1(1 − σ2)

2E2 + 3(1 + σ2)K1
+ δ

6E2 K1

2E2 + 3(1 + σ2)K1
, (11)
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where E1, σ 1, K1 and E2, σ 2, K2 are the Young’s modulus, Poisson ratio, and bulk
modulus of the NC and the matrix, respectively. From (11), we have

d PNC

d P
= 9K1(1 − σ2)

2E2 + 3(1 + σ2)K1
+ 6E2 K1

2E2 + 3(1 + σ2)K1

dδ

d P
= k1 + k2

dδ

d P
. (12)

In our case for the Ge NCs, Eq. (12) gives d PNC/d P = αNC/αbulk =
0.77/0.39 = 1.97. Using the elastic constants of Ge (E1 = 131.66 GPa, σ 1 =
0.20748, K 1 = 75.02 GPa) [32], and that of the SiO2 (E1 = 73 GPa, σ 2 = 0.162,
K 2 = 36.1 GPa) [48], we find from (12) that k1 = 1.39 and k2dδ/d P = 0.58. A
positive dδ/d P value suggests that the accumulated strain at the interface induces
a compressive stress on the NCs as pressure increases. This is possible because
SiO2 (K 2 = 36.1 GPa) is much easier to compress than Ge (K1 = 75.02 GPa). As
such, the large pressure coefficient for Ge NCs comes from the contribution of the
stress at the interface evolving with pressure. On the other hand, for the case of Ge
QDs, (12) gives d PNC/d P = αQ D/αbulk = 0.34/0.39 = 0.87. With the Si matrix
of elastic constant values (E2 = 162.91 GPa, σ2 = 0.22262, K2 = 97.8 GPa) [32],
we obtain k1 = 0.87 and thus k2dδ/d P ≈ 0. This is consistent with the fact that
the smaller compressibility of Si “isolates” the Ge QDs from the external pressure,
reducing αQ D for Ge QDs (0.34 cm−1kbar−1) as compared to the bulk Ge value
of 0.39 cm−1kbar−1.

12.4.2. Ge/SiO2/Si Nanosystem

In the previous section, we have shown that for Ge NCs embedded in a quartz
matrix, the pressure coefficient (α = 0.77 cm−1 kbar−1) obtained for the Ge mode
is almost twice as large as its corresponding bulk value [5]. This can be explained
using a simple elastic model that describes the effective pressure transmitted from
the matrix to the nanocrystals. However, the interface strain/stress effects under
applied hydrostatic pressure have not been fully understood in a more compli-
cated nanosystem, such as Ge NCs embedded in SiO2 on Si substrate. In order to
elucidate the strain/stress effect on the NCs in the nanostructures, it is necessary
to carry out high-pressure research on the multicomponent nanosystem, More-
over because desired functional characteristics of semiconductor heterostructure
depend critically on their structure and geometry which are generally influenced
by the local elastic field distribution during its fabrication or application, further
investigations on multicomponent nanostructures, such as the Ge/SiO2/Si nanosys-
tem, may cast insight on exploring the formation or application of semiconductor
nanostructures.

The preparation of samples is the same as in previous section except that Si
substrate instead of quartz is used for co-deposition of Ge and SiO2. Figure 12.14(a)
shows the transmission electron microscopic (TEM) image of the annealed Ge NCs
[45]. Interestingly, the NCs are preferentially formed in the area away from the
sample surface, and near the interface with the silicon substrate the density of the
NCs is somewhat higher. High-resolution (HR) TEM images (Figures 12.14b,c)
reveal other features of the formed NCs [45]. The NCs formed in the bulk of the
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Figure 12.14. (a) TEM image of
Ge/SiO2/Si NCs sample; (b) HR-TEM
image of a Ge/SiO2/Si NCs sample with
Ge NCs formed in the bulk of the sample;
and (c) in the vicinity of the Si(001)
interface [6].

sample have clearly pronounced facets and are single crystals, in very few cases
with twinning defects. The NCs formed in the direct vicinity of the Si substrate,
on the other hand, are spherical and the interface under these NCs is no longer flat.
In both cases, the size of the NCs is ∼20 nm.

For high-pressure Raman scattering study, the Ge NCs and the Si substrate
have different first-order optical phonon modes (Ge mode at ∼300 cm−1 and Si
mode at ∼521 cm−1), making it much easier to study the strain effects on the
NCs and the substrate than in the Si NCs/SiO2/Si nanosystem, where the Raman
modes of Si NCs and substrate Si overlap. We have shown in Section 12.3 and
Figure 12.4 that the Si–2TA at ∼300 cm−1 can be eliminated by specific polar-
ization configuration. Moreover, our experiments [1–5] suggested that the Raman
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Figure 12.15. (a) Raman
spectra for Ge/SiO2/Si NCs
samples at ambient pressure;
pressure dependence of
Raman shift of the Ge mode
(b); and (c) the Si mode. The
inset shows the enlarged
portion of the Si mode near
transition P ∼ 23 kbar [6].

shifts with pressure (α = dω/dp) are independent of the size of the NCs, which
is consistent with results derived from high-pressure Raman experiments on CdS
and CdSe, showing that the potential energy as a function of unit cell volume
is identical in both the harmonic and the first anharmonic term in tetrahedrally
bonded bulk and nanocrystal systems [49]. This simplifies the study of the elastic
field evolution with the surrounding hydrostatic pressure because we can neglect
the size effect of the NCs.

Figure 12.15a shows the Raman spectra of the Ge/SiO2/Si system at ambient
pressure. The Ge mode occurs at ∼300 cm−1 with a FWHM of about 5 cm−1
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whereas the Si mode from the substrate is at ∼521 cm−1 with a FWHM of about
4 cm−1. The appearance of a strong and sharp peak of Ge mode indicates the
formation of the crystalline phase. We have used the 001(100, 010)001̄ scattering
configuration to minimize the Si–2TA peak at ∼300 cm−1. We note that the Ge
mode shifts to lower frequency as the laser intensity increases. To prevent any laser
induced heating, the laser power on the sample is kept to a minimum with a power
density of ∼5 × 104 W/cm2.

The Raman shifts of the Ge mode and the Si mode with pressure P for two
pressure cycles were shown in Figure 12.15b,c, where both the Ge and Si peaks
were fitted with a Lorentzian profile. During the first pressure upstroke, the Ge
mode shifts linearly with P and then shows a step jump from 310.4 to 313.8 cm−1

at P ∼ 23 kbar, and subsequently shifts with P at a larger pressure coefficient (α).
On the other hand, at P ∼ 23 kbar, the Si mode shows a downshift by ∼0.9 cm−1,
and thereafter the Si mode shifts at a smaller pressure coefficient (α). The step jump
at P ∼ 23 kbar occurs only in the first pressure upstroke, indicating an irreversible
transition of the Ge/SiO2/Si nanosystem. In the subsequent pressure change, up- or
downstroke, both the Ge and Si modes are reversible. It is noteworthy that although
the present high-pressure experiment is performed on Ge NCs of size ∼20 nm, we
have also observed similar behavior in Ge NCs of size 4 to 12 nm with the same SiO2

layer thickness indicating the observed phenomenon is independent of NCs size.
As shown in Figure 12.15c, the solid curves correspond to the least squares

fit to the experimental data, where the Raman modes for the first upstroke up to
P ∼ 23 kbar (ω1) and subsequent pressure change (ω2) were fitted separately:

ωGe
1 (P) = (300.0 ± 0.1) + (0.42 ± 0.01)P, (13)

ωGe
2 (P) = (300.2 ± 0.2) + (0.64 ± 0.02)P − (0.003 ± 0.001)P2, (14)

ωSi
1 (P) = (521.7 ± 0.1) + (0.57 ± 0.01)P, (15)

ωSi
2 (P) = (522.3 ± 0.2) + (0.53 ± 0.01)P − (0.001 ± 0.0002)P2. (16)

From the fitting results above, at the irreversible transition pressure 23 kbar, the
pressure coefficient α(Ge) of the Ge mode changes from 0.42 to 0.64 cm−1kbar−1

and α(Si) of the Si mode changes from 0.57 to 0.53 cm−1kbar−1. We note that the
elastic field distribution would not be uniformly homogeneous in the Ge/SiO2/Si
nanosystem, especially near the interface between the SiO2 matrix and the Si
substrate. Thus, it is necessary to investigate the elastic field distribution in the
Ge/SiO2/Si nanosystem to enhance our understanding of the pressure dependence
of the Raman shifts of the Ge and Si modes.

In our simulation, we used a finite element package (ABAQUS/Standard) and
an axisymmetric model structure as shown in Figure 12.16, where the Ge NCs
sphere is located along the rotational z-axis, and the Si substrate and SiO2 matrix
cylindrical layers are separated by a sharp interface. In the calculation of the elastic
field distribution in the nanosystem, an external hydrostatic pressure of 10 kbar
was assumed. For simplicity, the Ge NCs, SiO2 matrix, and Si substrate were
considered as isotropic elastic continua, with elastic constants of Ge (E1 = 1316.6
kbar, σ1 = 0.20748, K1 = 750.2 kbar) [32], SiO2 (E2 = 730 kbar, σ2 = 0.162,
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Figure 12.16. Schematic diagram of the
Ge/SiO2/Si axis symmetrical nanosystem
[6].

K2 = 361 kbar) [48], and Si (E3 = 1629.1 kbar, σ3 = 0.22262, K3 = 978.8 kbar)
[32]. Here (Ei , σi , Ki )i=1,2,3 are the Young’s modulus, Poisson ratio, and bulk
modulus, respectively.

Figure 12.17 shows the r–z plane stress distributions of σrr , σr z , σzz , σθθ , and
σMises for the disk-shaped Ge/SiO2/Si nanosystem, where the negative values in-
dicate compressive stress. All five stress tensors are distributed rather nonhomo-
geneously around the surface of the nanosystem, and near the SiO2/Si interface.
But in the central part of the nanosystem away from the edges (r = 50 μm), the
five tensors are distributed uniformly in the layers parallel to the SiO2/Si interface.
At the SiO2/Si interface, there is a significant discontinuity for σrr and σθθ . The
values of σrr and σθθ are almost identical and there a big jump across the interface
from –5.70 kbar in the SiO2 matrix to about –11.77 kbar in the Si substrate. This
can be ascribed to the fact that SiO2 (K2 = 361 kbar) is much easier to compress
than Si (K3 = 978.8 kbar), but both of them have to shrink together at the interface
under pressure. As a result, the SiO2 matrix experiences more tensile stress near
the SiO2/Si interface than anywhere else.

On the other hand, the Si substrate has to undergo a more compressive stress.
Accordingly, the absolute values of σrr and σθθ for SiO2 matrix become smaller
from the top surface to the SiO2/Si interface, and σrr and σθθ of the Si substrate be-
come bigger from the bottom surface to the SiO2/Si interface. Consequently, below
23 kbar, the α of Ge (∼0.42 cm-1kbar−1) and Si modes (∼0.57 cm−1kbar−1) can be
due to the discontinuous distribution of σrr and σθθ in the nanosystem introduced
by the SiO2/Si interface. As a result of the concentration of the discontinuous
stresses, the interface strain would accumulate, which may induce the debond-
ing of the SiO2/Si interface, that is, the delamination between the SiO2 matrix
and the Si substrate layers. The delamination dynamics of the SiO2/Si interface
can be further understood by Figure 12.18a, which shows the local distribution of
(Von) Mises stress [50] σMises at the SiO2/Si interface edge, as indicated by the circle
in Figure 12.17. Figures 12.18b–f show the local stress distribution of σMises, σrr ,
σr z , σzz , and σθθ around Ge NCs as shown in Figure 12.16. The distribution of σMises

concentrates strongly at the outer SiO2/Si interface edge (r = rMAX = 50 μm),
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Figure 12.17. Global r–z plane stress distributions of σrr , σr z , σzz , σθθ , and σMises for the
disk-shaped Ge/SiO2/Si nanosystem. The horizontal axis represents r with r = 0 being the
center and r = 50 μm being the edge of the disk. The vertical is the z-axis and the arrows
indicating the SiO2/Si interface [6].

indicating further that the delamination starts from the edge where the largest strain
energy is accumulated and gradually moves inward. Due to this delamination be-
havior, we are able to explain our experimental observation for the discontinuity
at P ∼ 23 kbar in the first pressure upstroke.

As the optical penetration depth of a 514.5-nm laser in Si(001) is about 1.0 μm
[51], only about a 1-μm-thick layer of the Si substrate layer below the SiO2/Si
interface contributes to the observed Si Raman signal. Due to the bonding at the
SiO2/Si interface, the strains near the interface are different from those in the
Si substrate. Close to the SiO2/Si interface, the calculated Si substrate strains
are: εrr

∼= εθθ
∼= −4.24 × 10−3, and εzz

∼= −2.92 × 10−3. The Si strain values
at a layer 1.0 μm below the SiO2/Si interface are: εrr

∼= εθθ
∼= −4.15 × 10−3,

εzz
∼= −2.98 × 10−3, and εr z

∼= 0. As it is known that when a strain exists along
the major crystal axes of a cubic crystal, the triply degenerate optical mode (the
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Figure 12.18. (a) Local r–z plane (Von) Mises stress σMises distribution near the SiO2/Si
interface edge (the circle in Figure 12.4); The local r–z plane stress distribution of (b) σMises,
(c) σrr , (d) σr z , (e) σzz , and (f) σθθ around a Ge NC. The thin solid lines indicate the mesh
used in the calculation and the thicker line indicates the SiO2/Si interface [6].

�25′ optical phonon for Si) near a zero wave vector splits into a singlet and a
doublet [34,36]. In Raman experiments with backscattering geometry along the
[001] direction, only the singlet is observable. In the absence of interfacial disorder,
the Raman frequency of this Si mode is given by

ω = ω0 + (1/2ω0)[pεzz + q(εrr + εθθ )], (17)

where ω0(= 0.9849 × 1014s−1) is the frequency of the c-Si zone-center LO
phonon, and p(= −1.345 × 1028s−2) and q(= −1.946 × 1028s−2) are the Si de-
formation potentials [36].
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Before delamination, the pressure coefficient α(Si) = 0.55 cm−1kbar−1 near the
SiO2/Si interface and α(Si) = 0.54 cm−1kbar−1 at a location 1.0 μm below the
interface. After delamination, the interface no longer exists and the Si substrate
becomes a stand alone crystal. Hence its properties should be the same as that of
the bulk Si, with α(Si) = 0.48 cm−1kbar−1 and εrr = εθθ = εzz = 3.405 × 10−3

under a hydrostatic pressure of 10 kbar. From the α(Si) values before and after
delamination, we calculated a downshift of the Si mode at 23 kbar to be 1.4 cm−1.
This result agrees well with our experimentally observed downshifts of ∼ 0.9 cm−1

within the experimental error.
We now discuss the local stress distributions around the Ge NCs (Figure 12.18),

which will help us further understand the characteristics of the Ge/SiO2/Si nanosys-
tem. Due to the smaller compressibility of Ge (K1 = 750.2 kbar) NCs than the SiO2

(K2 = 361 kbar) matrix, Ge NCs undergo rather larger stresses of σrr , σzz , and σθθ

than the surrounding SiO2 matrix. Moreover, the discontinuous and nonuniform
stress distribution of σrr , σr z , σzz , and σθθ can be observed around the Ge/SiO2

interface. In the SiO2 matrix, the existence of Ge NCs effectively modified the
surrounding elastic field with a scale comparable with the size of the NCs. Sim-
ilarly, nonuniform local stress can also arise during cooling or heating in the
high-temperature growth of the Ge/SiO2/Si nanosystem due to different thermal
expansion coefficients of the GeNCs and the SiO2 host. The interface roughness
directly under the NCs shown in Figure 12.14c can be due to the nonhomogeneous
local stress distribution induced by the embedded Ge NCs (see Figure 12.18b–f).

We also calculated the dependence of σrr and σθθ on the thickness of the SiO2

matrix layer, where the axisymmetric model structure as shown in Figure 12.16
was still used but with the thickness of the SiO2 layer varied from 0.2 μm to
3.0 μm. Figure 12.19 shows the σrr and σθθ in SiO2 at a location close to the
SiO2/Si interface near the central rotation axis (i.e., r → 0) as a function of the

Figure 12.19. SiO2 film thickness dependence of σrr and σθθ in SiO2 near the interface at
r = 0 [6].
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SiO2 matrix layer thickness. We found that as the thickness of the SiO2 matrix
layer increases, the stress concentration of σrr and σθθ in the Si substrate becomes
stronger and the difference on the two sides of the interface also becomes bigger,
resulting in more strain energy accumulating around the SiO2/Si interface. Thus,
under the same pressure, the delamination occurs more easily for the thicker SiO2

matrix layer.

12.5. Conclusion

In summary, Ge QDs grown by solid-source molecular-beam epitaxy were inves-
tigated by Raman scattering under hydrostatic pressure at room temperature. The
pressure coefficient of Ge–Ge mode in QDs is smaller than the corresponding
quantity in bulk Ge. We also utilize the effect of pressure to tune the electronic
transition through laser excitation energies in the Ge QDs. A clear resonant en-
hancement at E1 = 2.37 eV is obtained for the normalized intensity of the Ge–Ge
mode as a function of pressure. The pressure coefficient of this resonating elec-
tronic transition thus obtained is ∼2.7 ± 0.5 meV/kbar, which is significantly
smaller than the pressure shift of the E1transition in bulk Ge. This is attributed
to the fact that the Ge QDs are strongly constrained by the surrounding Si lattice,
leading to a smaller deformation as compared to the bulk Ge, when subjected to
the same pressure.

We have also investigated the Ge NCs embedded into a SiO2 matrix on a quartz-
glass substrate (Ge/SiO2/quartz nanosystem) by Raman scattering under hydro-
static pressure. We found a larger pressure coefficient for the Ge–Ge mode in
Ge NCs as compared to its corresponding bulk value. The observed effect can
be explained in terms of a simple elastic model, which describes the significant
contribution of the interface stress. Thus the pressure acting on the NCs is not
necessarily the same as the pressure applied from outside. For Ge NCs embed-
ded in a SiO2 matrix on a Si substrate, we found that delamination between SiO2

film and Si substrate occurs at ∼23 kbar due to the large difference between the
compressibility of the SiO2 matrix and Si substrate. The observed effect can be un-
derstood by the nonhomogeneous distribution of the elastic field in the Ge/SiO2/Si
nanosystem. Although our investigation focuses on the Ge/SiO2/Si nanosystem,
our results could provide a general understanding on the elastic properties of dif-
ferent multicomponent nanosystems.
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13
Nanoengineered Biomimetic
Bone-Building Blocks

R. Murugan and S. Ramakrishna

13.1. Introduction

Bone is a paradigm for a dynamic tissue because it has a unique capability of self-
regenerating or self-remodeling throughout its life without leaving a scar. However,
many circumstances call for bone grafting owing to bone defects arising either
from traumatic or nontraumatic destruction. Bone grafting is a field of intensive
investigation in human health care as it directly affects the quality and length of
human life. Basically, bone grafting is a surgical method that repairs or regenerates
the defective bone with the help of bone graft materials.

Of course, the need for such bone grafts truly depends on the complication of
bone defects. For example, if the defect is minor, bone has its own capability to
self-regenerate its functions within a few weeks time concerning applied stress of
cellular and other metabolic components. Therefore, bone grafting is not required
in such a situation. But, in the case of severe defect and when the loss of volume
is too high, bone will not heal by itself. Under these circumstances, bone grafting
is actually required to repair or regenerate the defective bone into normal healthy
bone without damaging living tissues. There are several methods available for
the treatment of bone defects, including customary methods of autografting and
allografting. Although they are clinically considered good therapies and have saved
several lives, still they encounter some practical complications. For example, the
supply of autograft is limited and there is a possibility of pathogen transfer from
allograft. Accordingly, there is a great need for engineering synthetic bone grafts
equivalent to natural bone tissue in all aspects.

Currently, numerous synthetic bone grafts are available for clinical use that are
capable of alleviating some of the practical complications associated with autograft
or allograft. Although there has been good progress in bone grafting using synthetic
bone grafts, the way in which they execute their functions in vivo is quite different
from each other and they still have uncertain competence. The characteristics of
the currently available synthetic bone grafts are drastically different from those of
natural bone tissue in many aspects, in particular molecular interaction between
minerals and organic components. This is mainly due to the result of the absence
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of peculiar self-organizing interaction between the apatitic crystals and the proteic
components as occur in natural bone tissue.

Furthermore, most synthetic bone grafts available today are considerably dif-
ferent from natural bone either compositionally or structurally or a combination
of each. It is well known that natural bone tissue is a nanocomposite matrix,
constituted of nanosize bladelike crystals of hydroxyapatite (HA) grown in inti-
mate contact with a proteic matrix rich with collagen nanofibers [1,2]; thereby
choosing the HA/collagen as a precursor for making synthetic bone grafts is an
added advantage and, of course, could easily be adapted to the body environment.
Therefore, engineering of bone grafts analogous to natural bone tissue, in terms
of composition and structure, at the nano or molecular level is a goal to be pur-
sued. There are several methods currently employed for the processing of bone
grafts. The biomimetic approach is one among them that has recently gained much
interest and is perceived to be more beneficial than conventional methods owing to
their possibility of processing synthetic bone grafts by mimicking the biological
mechanism of natural bone tissue.

Keeping these points in view, it is therefore necessary to emphasize the current
trend of the biomimetic HA/collagen system in bone grafting, which may also
stimulate research on biomimetic bone grafts in a new direction. This chapter also
discusses some of the critical issues and scientific challenges that might be faced in
further research and development of this emerging field, bone biomimetics. For the
benefit of readers, the basics of bone science and its nanostructural self-assembling
strategy, the current scenario of bone grafting, how the concept of biomimet-
ics originated from conventional processing methods, and the recently developed
biomimetic bone grafts are briefly described. We hope it will be useful for readers
to learn facts on the state of the art of nanoengineered biomimetic bone grafts.

13.2. Nanostructural Strategy of Bone

13.2.1. Nanoscale Bone-Building Blocks

Bone is an amazing and, in fact, a natural nanocomposite self-organized with
approximately 70% minerals and 30% proteins. The design strategy of biomimetic
bone grafts is not straightforward without understanding at least the rudiments
of bone composition, structure, and the way in which it is organized. Bone, in
general, is a well-organized connective tissue made of several building blocks at
multiple levels that consist of, in decreasing proportions, minerals, collagen, water,
noncollagenous proteins, lipids, vascular elements, and cellular components. An
overall composition of the bone is given in Table 13.1 [3–5]. Bone minerals are
chiefly enriched with HA nanocrystals and bone proteins mainly consist of collagen
nanofibers. Collagen acts as a structural framework in which nanocrystals of HA
are embedded to strengthen the bone tissue [6–8]. Bone collagen has a typical
fibrous structure, whose diameter varies from 100 to 2000 nm. Similarly, HA in
bone minerals is in the form of platelike nanocrystals with dimensions of about
4 nm by 50 nm by 50 nm.
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Table 13.1 The composition of bone tissue.a

Inorganic phase (wt.%) Organic phase (wt.%)

Hydroxyapatite ∼60 Collagen ∼20
Carbonate ∼4 Water ∼9
Citrate ∼0.9 Noncollagenous proteins ∼3
Sodium ∼0.7 (osteocalcin, osteonectin, osteopontin,
Magnesium ∼0.5 thrombospondin, morphogenetic proteins,
Other traces: sialoprotein, serum proteins),

Cl−, F−, K+ Sr2+, Pb2+, Other traces:
Zn2+, Cu2+, Fe2+ Polysaccharides, lipids, cytokines.

Primary bone cells:
osteoblasts, osteocytes, osteoclasts.

aCompiled from Refs. [3–5]; Composition slightly varied from species to species and
from bone to bone.

The structural and compositional strategies, in which they are precisely built,
make the bone a true nanocomposite. The bone minerals are also enriched with
a few trace elements, including carbonate, citrate, sodium, magnesium, fluoride,
chloride, potassium, and iron which are used for various metabolic functions [7,8].
The prime role of minerals is to provide toughness and rigidity to the bone, whereas
collagen provides tensile strength and flexibility. It is really amazing to know how
nature built extremely hard and tough bone using such soft (collagen) and brittle
(HA) ingredients. Bone not only provides mechanical support for the organism
but also elegantly serves as a reservoir for minerals, particularly calcium and
phosphate.

The complete biological mechanism involved in the bone-building strategy is
still unclear and thus research still progresses in this direction around the world. It is
believed that the key to bone strength is the complex structural hierarchy into which
it is organized in a self-assembling mode. It is important to note that the minerals
are not directly bound to collagen, but bound through noncollagenous proteins.
The process involved in this strategy is often called biological mineralization or
biomineralization. The noncollagenous proteins make up approximately 3 to 5%
of the bone, and provide active sites for biomineralization. Water, which is one of
the most essential substances of the body because no cells survive without water, is
also found in sufficient quantity in all bones. Lipids are also necessary for cellular
functions, and account for about 2% of the bone. They play an important role in
the process of initial biomineralization. It is worthwhile to note that, in general,
biomineralization typically begins only 10 days after the organic matrix is laid
down. The concept of biological mineralization is briefly discussed in Section
13.2.4.

13.2.2. Cellular Functions of Bone Tissue

Bone formation is accomplished by synchronized multicellular actions and hence
studying the functions of cellular components is significant in the context of bone
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Figure 13.1. Diagrammatic representation of cellular factors influencing bone remodeling.

metabolism, which further helps to understand their roles in biological mineraliza-
tion. There are five distinct types of cells associated with the bone tissue with regard
to their functions, which are called osteoprogenitor cells, osteoblasts, osteocytes,
osteoclasts, and bone-lining cells (see Figure 13.1) [9–11].

Bone, like other connective tissues in the embryo, is derived from mesenchymal
cells. These cells have the ability to proliferate and differentiate into bone cells,
which are known as osteoprogenitor cells. They are also called bone-precursor
cells. Osteoblasts are the cells that are responsible for the formation of new bone
tissue. They start with secreting collagen macromolecules followed by coating
noncollagenous proteins, which are similar to glue that has the ability to bind the
minerals, mostly calcium and phosphate, from the bloodstream. Osteocytes are
mature cells derived from the osteoblasts that are responsible for the maintenance of
the bone tissue. They function as transporting agents of minerals between bone and
blood. Osteoclasts are the large cells that are found at the surface of the bone mineral
next to the resorbing bone. They are responsible for the resorbtion of the bone
tissue. They use acids or enzymes to dissolve the minerals as well as collagen
from the mature bone. The dissolved minerals then re-enter the bloodstream and
are carried to different parts of the body. Bone-lining cells are found along the
surface of the mature bone, which are responsible for regulating the transportation
of minerals in and out of the bone tissue. They also respond to hormones by
making some exclusive proteins that activate the osteoclasts. These five types of
cells are together responsible for building the bone matrix with hierarchical self-
assembly, maintenance, and remodeling as required. All these processes must be
in equilibrium to ensure a healthy bone tissue.

13.2.3. Hierarchical Tactics of Bone

Bone is considered an assemblage of hierarchical structural units or building blocks
elegantly designed at many length scales, macro to nano and so, to meet multi-
ple functions, including strength to the body. When bone is initially laid down,
it is structurally weak and unorganized. But within a few days, the primary bone
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Figure 13.2. The hierarchical structure of bone, from macro- to nanoassembly.

remodels to become lamellar bone and gradually mature, and has a perfect align-
ment of collagen fibers and minerals. At the macrostructural level, the mature
lamellar bone can be distinguished into two types, namely, spongy bone and com-
pact bone. As their names imply, they radically vary in density. They are organized
with multilevel pores, macro to nano, for the establishment of multiple functions,
including transportation of nutrients, oxygen, and body fluids.

The dimension-dependent hierarchical structure of the bone tissue is shown in
Figure 13.2 [12]. The spongy bone occupies about 20% of the total bone. It is
also often called trabecular or cancellous bone. It is lighter and lesser dense than
compact bone (see Figure 13.2). It has high porosity and a higher concentration
of blood vessels compared to compact bone. The porous architecture is easily
visible under the lower-power microscopes and/or even to the naked eyes if the
pores are very large. The diameter of the pores may be from a few micrometers
to millimeters. On the other hand, compact bone is much denser than spongy
bone. It is also called cortical or dense bone. It occupies about 80% of the total
bone. It has less porosity and thus it has less concentration of blood vessels. Its
porous architecture is not visible to naked eyes owing to less porosity. They may be
perhaps 10–20 μm in diameter and are mostly separated by intervals of 200–300
μm. Compact bone functions mechanically in tension, compression, and torsion,
whereas spongy bone functions mainly in compression.

At the microstructural level, the repeated structural unit of compact bone is
mostly of osteon or the Haversian system, which acts as weight-bearing pillars.
In contrast, spongy bone contains no such osteon units, but they are made of an
interconnecting framework of trabeculae. The trabeculae have three types of cellu-
lar structures: plate/platelike, plate/barlike, and bar/barlike. At the nanostructural
level, the bone tissue chiefly consists of collagen nanofibers and nanocrystals of
bone minerals, particularly HA. Although several structural levels of bone have
been identified, a complete understanding of how the mineral–matrix interactions
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are related to their mechanical reliability at the thus-far identified seven hierarchi-
cal levels of the bone tissue is still required. Furthermore, rationales of cell–matrix
and cell–cell interactions are also important aspects to be considered at the atomic
or molecular level.

13.2.4. Mechanism of Biological Mineralization

Biological mineralization or biomineralization is defined as a process by which
living organisms generate biominerals that crystallize and mature in a precisely
well-organized way for the growth of bone tissue, which gives structural strength to
bone. The field of biomineralization is a multidisciplinary theme that combines the
basic sciences of physics, chemistry, and biology in association with the modern
sciences of structural biology and nanobioengineering, towards the development
of new generation of biomaterials for bone grafting. With reference to available
data reported in the various literature during the past decade, biomineralization is
a promising as well as primary process for the fabrication of such a new class of
bone grafts.

The process of biomineralization usually involves the nucleation and growth
of biominerals within a matrix of either cellular or extracellular organisms in a
well-organized fashion, which occurs only under mild and ambient conditions
at low temperature [13,14]. It should also be noted that biomineralization does
not occur without a matrix, which acts as a mineral nucleating agent. The matrix
is thought to be important in binding various ions at anionic or cationic sites.
Calcium and phosphates are the primary biominerals involved in the various stages
of biomineralization of human bone tissue.

In general, the biomineralization process occurs in two steps. In the first step,
phosphate accumulates within the matrix through the enzymatic hydrolysis of
phyrophosphates, a kind of calcium phosphate-based inorganic phase. The accu-
mulated phosphates then react with calcium ions and subsequently produce apatite
crystals, particularly HA, in the case of bone tissue growth. It is believed that anions
(phosphate, for example) assist nucleation by providing a negatively charged sur-
face that interacts electrostatically with cations (calcium, for example) [15]. Certain
ions have a strong attraction for electrons in oxygen-containing anions (phosphate,
for example) which further reduces the attraction of water molecules, leading to HA
formation as follows: 10Ca2+ + 6HPO2−

4 + 2H2O → Ca10(PO4)6(OH)2 + 8H+.
In the second step, the crystal within the matrix grows and is exposed to the

cartilage matrix fluid; note that cartilage is a precursor of bone or an earlier stage of
bone formation. The exposed apatite into the matrix fluid then gradually matures
owing to the supersaturated fluid containing apatite crystals. The highly matured
apatite crystal deposits radically surrounding the collagen nanofibers, followed by
biomineralization. In addition, the distribution of the anions in the matrix may pro-
vide a steriochemical template for adsorbing a layer of cations, thereby controlling
both the phases and orientation of the nuclei as well as their location (see Figure
13.3) [16].

The collagen matrix spatially or temporally defines the space with bound side
chain groups and free calcium and/or phosphate ions (Pi) as shown in Figure 13.3. It
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Figure 13.3. Mineral–protein (matrix) interaction of biological mineralization. Adapted
from Ref. [16].

is also believed that the anions in matrix fluid can influence crystal shape by selec-
tive adsorption onto certain faces [17]. The inhibition of biological mineralization
occurs only in regions where the matrix fluid tends to conditions of supersatura-
tion for those involved minerals, that is, in sites where the solubility produces a
particular type of bone crystals (HA, for example). The size of such bone crystals
is extremely ultrafine (nano or subnano level), which means they have very high
surface area-to-volume ratio and thus high affinity to biological or biochemical
compounds essential for biomineralization.

It is well known that collagen (type I) was the first predominant matrix to sup-
port biomineral deposition [18]. It should also be noted that collagen alone is not
always the initiation site of biomineralization, but also noncollagenous proteins
such as proteoglycans or bone sialoproteins are offering sites for the initial biomin-
eralization. A major issue in the biomineralization process is whether collagen or
noncollagenous proteins nucleate the biominerals. Despite numerous investiga-
tions, however, the exact role of those biological substances in biomineralization
is still unclear. In addition, phosphoproteins, polysaccharides, and lipids are also
actively involved in the process of biomineralization [19,20]. They are all respon-
sible for the initiation, growth, and regulation of biomineral deposition into the
cellular or extracellular matrix (ECM).

Furthermore, the process of biomineralization truly depends on various sys-
temic and local factors in the body fluids. For example, blood plasma contains
various proteins that are significantly involved in the biomineralization process
and its growth also responds to local stresses but complete knowledge on how the
stress is being sensed or transduced is not yet available. On the other hand, the
degree of biomineralization is the most essential factor in determining the biome-
chanical competence of bone tissue. Nevertheless, the actual mechanism involved
in biomineralization remains poorly understood even with the advances of bio-
sciences. All these basic and, of course, critical data are highly necessary for the
design of an ideal biomimetic bone graft.
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13.3. Current Scenario of Bone Grafting

Bone grafting is a surgical method that repairs or replaces the defective bones with
healthy bones with the aid of materials or substances either from the patient’s own
body or from synthetic sources. The materials used for bone grafting are known
as bone graft materials or bone grafts. They are widely used in orthopedic surgery,
plastic surgery, oral and maxillofacial surgery, and dental surgery. It should be
noted that bone is the second most transplanted tissue in humans. Bone grafts
not only fill defective gaps, but also eventually provide mechanical and structural
support; thereby enhancing bone tissue growth. By this method, bone defect-
healing time gets reduced and new bone formation strengthens the defective area by
bridging implanted bone grafts with host bone. There is a variety of bone grafting
methodologies available, including autografting, allografting, xenografting, and
alloplastic or synthetic bone grafting, each varying with their own advantages and
disadvantages [21–26]. A diagrammatic representation of typical bone grafting in
humans is shown in Figure 13.4. The selection of the grafting method is purely
dependent on the nature and complication of the bone defects as well as the choice
of available bone grafts and, of course, the key decision depends on the surgeon’s
own experience.

Autografting is a class of method in which bone tissue is transplanted from one
site to another site of the same individual. The concept is basically the patient’s own
bone collected from a donor site and transplanted to another site of the same body
that requires bone regeneration. It is commonly harvested from the patient’s iliac
crest in the form of cancellous bone. Mowlem clinically proved it in 1944 [27], and
he had successfully treated about 75 critical cases using cancellous bone from the

Figure 13.4. A scheme for bone grafting strategies.
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iliac crest. Another recently explored source of autogenic graft is the osteoblastic
stem cells found in bone marrow, also familiarly known as bone marrow aspirate
(BMA). These cells can be harvested from the patient’s own body with the help of
a syringe needle and transplanted to the defective site without complicated surgery
as in the above cases. BMA extensively provides osteogenic and osteoinductive
factors necessary for fast bone regeneration. They can also be transplanted by
blending or mixing with other bone graft materials in a composite form [28,29].
The latter method is a good choice because there is a chance of migration of cells
from the implanted site if we deliver them without a suitable carrier system.

So far, in general, the best clinical success rate has been achieved by this auto-
grafting method because it provides osteogenic cells as well as essential osteoin-
ductive factors for the activation of bone growth; thereby it is clinically considered
as a gold standard [30,31]. This method is also recognized as the safest transplant
owing to histocompatiblility of the grafts and thus there is no chance for rejection.
The microstructural features of the graft perfectly match with host tissue. However,
it has a few disadvantages in several clinical situations, including (1) insufficient
amount of grafts, particularly in children and when dealing with large bone defects;
(2) significant postoperative risk of morbidity at the donor site; and (3) complexity
in making the required shape.

Allografting is another kind of bone grafting method, which can be defined as
tissue transplantation between individuals of the same species but of nonidentical
genetic composition. Lexer carried out the first clinical use of allograft in 1908
[32]. The materials used as allografts are mostly cancellous, cortical, or a combina-
tion of each. The bone banks stock this type of grafts, which are usually harvested
from cadavers. Typically, they are frozen or freeze-dried bones. However, after
sterilization, most of them seem to lose much of their strength and, of course, they
will not be resorbed absolutely after implantation; therefore they often remain as
dead tissue or act as a foreign body. The dead portion then gradually becomes
brittle and gives further medical complications with surrounding tissues. The ad-
vantages of allografting are the elimination of harvesting a surgical site, the related
postoperative pain, and the added expense of a second operative procedure. The
disadvantages are the slight chance of disease transmission such as hepatitis B,
C, and acquired immune deficiency syndrome (AIDS), and reduced effectiveness
because the bone growth cells and proteins are removed during the cleansing and
disinfecting process [33,34]. This method is, therefore, of particular importance
only if the bone defect is considerably large or the defect is not amenable to repair
by autografting owing to insufficient quantity of the graft materials.

Xenografting is a method of transplanting tissue from one species to another;
bone from animal to human, for example. It comes from the Greek word xenos,
meaning strange. The feasibility of using animals as a source of bone tissue for
transplantation has been the focus of research for many decades. Most of the
bone transplantations using xenografts were performed in the early 1960s. The
bone banks usually stock an abundant quantity of xenografts because of their easy
harvesting compared to bone from humans. Currently, multiple xenografts are
being processed, including frozen calf bone, freeze-dried calf bone, decalcified
ox bone, deproteinized bovine bone, and anorganic bone [35]. Kiel bone is one
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Figure 13.5. Evolution of bone grafts.

of the few commercially available xenografts, consisting of deproteinized bone
of freshly sacrificed calves [36]. Xenografting is not very successful compared to
autografting or allografting, probably due to the peril of antigenicity. However, the
shortage of organs has prompted continued research in this field and thus extensive
research is still ongoing throughout the world.

As an alternative to the above three types of bone grafts, synthetic substances
are gaining much interest in use as bone graft materials. A surgical method that
uses synthetic substances to repair or regenerate defective bone tissue is known
as alloplastic or synthetic bone grafting. The synthetic substances used in bone
grafting are called synthetic bone grafts. Over the past four decades a variety of
synthetic bone grafts had been developed with the aim of eliminating or minimizing
the above said complications associated with autografts, allografts, and xenografts
[37–40]. Evolution of bone grafts with their past, present, and future trends are
schematically illustrated in Figure 13.5 for the easy understanding of readers and
for the comparison of their tremendous growth during the last few decades.

The compiled data imply that a variety of synthetic materials has been ex-
ploited for bone grafting. It is should be noted that each material has different
characteristic functions either in vitro or in vivo or both; thereby it is quite diffi-
cult to judge which is the best system for bone grafting. Each of them has many
advantages as well as disadvantages with respect to a specific need. In general,
synthetic grafts eliminate some of the shortcomings of autografts or allografts as-
sociated with the donor shortage and the chance for rejection or transmission of
infectious disease, respectively; therefore they are considered a good choice for
bone grafting. In addition, synthetic grafts are abundantly available, reproducible,
shapeable, sterilizable, and cost-effective. Although synthetic grafts have many
desirable characteristics, currently none resembles natural bone tissue in many
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aspects, which is mainly due to the lack of appropriate designing technique. In
this regard, the so-called biomimetic approach is considered one of the promising
methods in designing such a bone-resembling graft. Now, research is progress-
ing in this direction and the next decade may witness many breakthroughs in the
fascinating field of biomimetics.

13.4. Key Factors of an Ideal Bone Graft

Although most of the synthetic grafts available possess favorable characteristics
for bone regeneration currently none resembles autogenic bone, which further
stimulates research in bone grafting. It is worthwhile to recall that reconstruction of
bone tissue by synthetic bone grafts having structure, composition, and biological
features that mimic natural bone tissue is the ultimate goal to be pursued for any
bone grafting. Therefore, engineering a bone graft with these features is a real
challenge for the biomaterialist. The prime role of bone grafts is to provide a
perfect framework for the host bone to regenerate new bone tissue, soft tissue, and
vascular and other metabolic components. In this regard, selection of bone grafts
is of great importance inasmuch as the clinical success rate depends in part on the
characteristics of those grafts. Essentially they must satisfy a few characteristics,
particularly osteoconductive, osteoinductive, and osteogenic, which are given in
Table 13.2 with their critical comments. Any material that holds all these key factors
can probably be considered as an ideal bone graft. Although several synthetic
grafts satisfy some of these factors, none have the ability of satisfying all these
factors together, except autogenic bone; therefore investigations are still in action
to recognize an ideal synthetic bone graft. In the subsequent sections we provide
detailed information on bone grafts with regard to their osteogenic characteristic
functions (see Table 13.3) [41–46], the most critical factors of an ideal bone graft.

13.4.1. Osteoconductive Bone Grafts

Osteoconduction is a physical effect wherein the matrix of the graft acts as a
scaffold on which cells are able to form new bone tissue. In other words, the
bone-healing response is conducted through the graft. Accordingly, osteoconduc-
tive bone grafts are to serve as a structural framework through which host bone
infiltrates and regenerates new bone tissue. The best examples of osteoconductive
grafts are autogenic- and allogenic-cancellous bones, HA, and purified collagen
(see Table 13.3). Among them, HA and collagen are widely used not only in bone
grafting but also in other medical applications owing to their abundant availability,
easy processing, amazing functional properties, and, in fact, ingredients of natural
bone tissue; therefore we describe them in this section in a detailed fashion.

13.4.1.1. Hydroxyapatite and Its Use in Bone Grafting

Hydroxyapatite is a class of calcium phosphate-based bioceramic material, fre-
quently used as a bone graft substitute owing to its chemical and structural
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Table 13.2 Basic characteristics of an ideal bone graft.

Characteristics Comments

Biocompatible Biologically compatible to host tissue (i.e., should not provoke
any rejection, inflammation, and immune responses).

Bioactive To facilitate a direct biochemical bonding to host tissue.
Biodegradable in a controlled

fashion
The rate of biodegradation has to be adjusted to match the rate of

bone tissue formation.
Degradation time Preferably less than six months, but depends on case by case.
Mode of degradation Bulk or surface erosion.
Osteoconductive Capable of supporting in-growth of sprouting capillaries,

perivascular mesenchymal tissues, and osteoprogenitor cells
from the recipient host into the 3-D structure of a graft that acts
as a scaffold.

Osteoinductive A process in which biomolecules enriched within the graft convert
the patient’s cells into cells capable of forming a new bone.

Vascular supportive Should provide channels for blood supply for fast and healthy
bone regeneration.

Nontoxic Should not evoke toxicity to host tissue.
Nonimmunogenic Should not evoke immunogenic response to host tissue.
High porosity with

interconnected pores
To maximize the space for cellular adhesion, growth, ECM

secretion, revascularization, adequate nutrition, and oxygen
supply. However, it should not compromise mechanical
strength of the graft.

Pore size To allow cell penetration.
<50 μm Sufficient to in-growth of fibrous tissue.
>100 μm Needed for new bone generation.
>200 μm Required for mature osteons to form.
3-D structure For the assistance of cellular in-growth and transport of nutrition

and oxygen.
High surface area-to-volume

ratio
Needed for high density of cellular attachment.

Surface modifiable To functionalize additional chemical or biomolecular groups in
order to enhance cellular adhesion and bone tissue growth.

Adequate mechanical strength To withstand in vivo stimuli.
Ultrapure Needed for better performance of graft.
Sterilizable To avoid toxic contamination.
Cost-effective Affordable to all; thereby making the patient happier.

similarity with natural bone mineral [47,48]. The HA derived either from nat-
ural sources or from synthetic sources is regarded as a bioactive substance because
it forms a strong chemical bond with host bone tissue, and hence it is recognized
as a good bone graft material. HA is not only bioactive but also osteoconductive,
nontoxic, nonimmunogenic, and its structure is crystallographically similar to that
of bone mineral. All the critical properties of the HA such as physiochemical,
biomechanical, and biological are compiled and listed in Table 13.4 [22,49–53],
which makes the HA a possible and perhaps the most appropriate bone graft mate-
rial. The stoichiometric HA has a chemical composition of Ca10(PO4)6(OH)2 with
a Ca/P ratio of 1.67. Crystallographic studies are one of the important parameters
for the selection of stoichiometric HA.
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Table 13.3 Classification of bone grafts upon tissue response.

Types of bone grafts Description Examples References

Osteoconductive graft Bone grafts that serve as a
structural framework
through which
bone-forming cells can
attach, migrate, and grow,
leading to new bone tissue

AutoB, AlloB, HA,
Collagen

[41,42]

Osteoinductive graft Bone grafts that induce a
biochemical process capable
of promoting or accelerating
new bone tissue

AutoB, BMP, DBM [43,44]

Osteogenic graft Bone grafts that convert the
transplanted living tissue
into new bone tissue

AutoB, BMA [45,46]

AutoB: Autogeous bone; AlloB: Allogenous bone

A complete understanding of the crystal structure of HA can be acquired from
the in-depth knowledge of the spatial orientation or organization of a small number
of constituent ions. The unit cell, a basic structural pattern of the constituent ions,
of HA is a right rhombic prism that forms a simple hexagonic crystal lattice. The

Table 13.4 Critical properties of HA.a

Properties Experimental data

Chemical composition Ca10(PO4)6(OH)2

Ca/P molar 1.67
Color Mostly white
Crystal system Hexagonal
Space group P63/m
Cell dimensions (Å) a = b = 9.42, c = 6.88
Young’s modulus (GPa) 80–110
Elastic modulus (GPa) 114
Compressive strength (MPa) 400–900
Bending strength (MPa) 115–200
Density (g/cm3) 3.16
Relative density (%) 95–99.5

Fracture toughness (MPa.m
1/2) 0.7–1.2

Hardness (HV) 600
Decomposition temp.(◦C) >1000
Melting point (◦C) 1614
Dielectric constant 7.40–10.47
Thermal conductivity (W/cm.K) 0.013
Biocompatibility High
Bioactivity High
Biodegradation Low
Cellular compatibility High
Osteoinduction Nil
Osteoconduction High

aCompiled from Refs. [22, 49–53].
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Figure 13.6. A diagrammatic view of crystal structure of HA. Courtesy: Prof. H. Aoki,
Tokyo Denki University, Japan.

length along an edge of the basal plane of the unit cell is a = b = 9.42 Å and the
height of the unit cell is c = 6.88 Å [54]. The spatial symmetry (i.e., space group)
symbolized as P63/m, cannot be completely specified with fewer than this number
of atoms. The arrangement of these constituent atoms is projected along the c-axis
onto the basal plane. A schema of the crystal structure of HA viewed diagonally
is shown in Figure 13.6 [54].

For simplicity, the chemical composition of HA can be written as
Ca4(I)Ca6(II)(PO4)6(OH)2, where the Ca atoms occupy two series of nonequiv-
alent sites. The Ca(I) atoms are on the fourfold symmetry 4(f) positions and the
Ca(II) atoms are in the sixfold symmetry 6(f) position. The P atom is surrounded
by four atoms and forms a tetrahedron. The PO4 tetrahedron is almost regular with
only slight distortion. The hydroxyl ions lie, in projection, at the corners of the
rhombic base of the unit cell. Furthermore, hydroxyl ions are always perpendic-
ular to the nearest plane of calcium with the hydrogen ion facing away from this
plane in such a way that the O–H band never overlaps the plane. Of course, the
crystal structure and crystallization behavior of HA are strongly dependent on the
substitution nature of the ionic species and the pattern ordering. Even the crystal
structure can be changed by the manipulation of the calcium to phosphorous (Ca/P)
ratio, which leads to possible changes in their solubility.

As per a literature survey, HA has a long history of being used as a good bone
graft. Its possible clinical uses range from augmenting atrophic alveolar ridges to
repairing long bone defects, ununited bone fractures, middle ear prostheses, spinal
fusions, cranioplasty, craniofacial repair, and vertebral fusions. On the other hand, it
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has also been used in various dental surgeries and biomolecular delivery. Basically,
HA is a family of apatite phase. The name apatite was derived from the Greek word,
meaning “to deceive,” which was coined by Werner in 1786 [55]. Apatite belongs to
a family of components having similar structure but not necessarily having identical
phase composition. The first synthesis of apatite was carried out by Daubree in
1851 [56], in which apatite was produced by just passing phosphorous trichloride
vapor over red hot lime. In 1951, a synthetic HA was prepared by Ray and Ward
[57], suitable for bone defects. They implanted their processed HA at surgically
created bone defects in the long bones and iliac wings of dogs and the skulls of
cats and monkeys and obtained affirmative results. In 1970s and 1980s, Aoki and
Kato [58], De Groot [59], and Jarcho [60] pioneered multishapeable HA suitable
for clinical orthopedics.

Since then, a variety of preparation methodologies of HA has been reported. It
is worthwhile to note that HA can also be processed from animal bone [61,62]
and coral exoskeleton [63,64]. In all these, however, different processing methods
are involved in the production of microsize HA in various forms such as powder
or dense or porous blocks, corresponding to clinical applications. In the past few
years, significant research efforts have been devoted to the production of nanosize
HA in order to obtain high surface reactivity with adequate physical, chemical,
and biological properties similar to natural bone mineral.

The nano HA has unique advantages over conventional micro HA in terms
of high surface area-to-volume ratio and ultrafine structure, which are the most
imperative properties essential for cell–substrate interactions in vivo. For exam-
ple, compared to conventionally crystallized HA, nanocrystallized HA promotes
osteoblast cell adhesion, differentiation, proliferation, osteointegration, and de-
position of calcium-containing minerals on their surface, thereby enhancing new
bone growth within a short period [65]. Keeping these points in view, nano HA
can be considered as a unique class of bone grafting material. The nano HA can
be synthesized by many different methods, which include solid state [66], wet
chemical [67,68], hydrothermal [69,70], mechanochemical [71], pH shock wave
[72], and more recently microwave processing [73]. Critical comments on these
processing methods are specified in Table 13.5 and detailed descriptions about
them are given in the following sections, respectively.

(a) Solid-State Reaction

Solid-state reaction has generally been used for the processing of bioceramic pow-
ders at high temperature. The HA powders prepared by this method usually have
irregular shapes with larger grain size and they quite often exhibit heterogeneity
in the phase composition due to chemical reactions resulting from small diffusion
coefficients of ions within the solid. An example for the formation of HA using
the solid-state method is given below:

4CaCO3 + CaHPO4.2H2O → Ca10(PO4)6(OH)2 + 4CO2

+14H2O at1000 − 1300◦C.
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Table 13.5 Methods involved in the synthesis of nano HA.

Methods Grain size (nm) General remarks References

Solid state 500 Inhomogeneous, large grain size
(micro to nano), irregular shapes, reaction
condition 900 to 1300◦C

[66]

Wet chemical 20–200 Nanograin size, low crystallinity,
homogeneous, reaction condition: room temp.
to 100◦C

[67,68]

Precipitation/
hydrothermal

10–25 Homogeneous, ultrafine particles, low
crystallinity, reaction condition: room
temp. to 200◦C (1 to 2 MPa)

[69]

Hydrothermal 10–80 Homogeneous, fine crystals, high
temperature, and high-pressure atmosphere

[70]

Mechanochemical <20 Easy production, semi-crystallinity,
ultrafine crystals, room temp. process

[71]

pH shock wave 20–100 High-energy dispersing, nonporous,
monocrystalline particles with Ca/P
molar ratio 1.43 to 1.66

[72]

Microwave 100–300 Uniformity, nanosize particles, time
and energy saving

[73]

The key ingredients of this reaction are basically in solid phase in which both
act as Ca and P precursors in the formation of HA. Typically, solid-state reaction
takes place at very high temperature, that is, above 1000◦C.

A method for the preparation of HA fibers was established using a solid phase re-
action [66]. With this method, the HA fibers were fabricated by heating a compact
consisting of calcium metaphosphate fibers with calcium hydroxide particles at
1000◦C in air atmosphere, and subsequently treated with dilute aqueous HCl solu-
tion to remove unwanted secondary phase substitution such as CaO. The obtained
HA fibers were characterized and found that the nanostructural characteristic fea-
tures of HA are quite similar to the natural bone mineral apatite phase. Therefore,
the solid-state reaction can be considered as one of the capable methods for the
production of nanostructure HA.

(b) Wet-Chemical Method

The wet-chemical route is one of the promising and most frequently used methods
to synthesize HA as it is relatively easy to process even at low temperature, in
contrast to solid-state reaction. The materials synthesized by using this method are
almost in homogeneous phase composition, but are poorly crystallized owing to
the low-temperature process. One common wet-chemical method of synthesizing
HA is based on using calcium hydroxide with orthophosphoric acid according to
following equation:

10Ca(OH)2 + 6H3PO4 → Ca10(PO4)6(OH)2 + 13H2O.

A free-flowing form of nanocrystalline HA was synthesized by using this method
[74]. The obtained powder agglomerates were consolidated into bulk form to
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test their mechanical reliability. The experimental data clearly showed that the
compressive strength of the bulk nano HA could be increased up to fourfold in
comparison to natural bone, whereas bending strength was found to be almost
equivalent to that of bone.

Recently, Ahn et al. [75] processed a bioactive nanocrystalline HA through
nanostructure processing to achieve superior chemical homogeneity and struc-
tural uniformity in order to manufacture high-quality apatites. They have at-
tained nanostructural HA by using the precipitation route with Ca(NO3)2.4H2O
and (NH4)2HPO4 and studied the optimal condition by changing the reac-
tion parameters such as precursor pH, aging time, and temperature to achieve
nano HA particles with tailored composition and morphology. This investiga-
tion clearly indicated that the nanostructure processing offers an alternative
solution to challenges encountered in conventional HA processing and con-
cluded that nanostructured HA results in a 70% improvement over the best
conventional HA.

Our group has also processed HA nanoparticles by using the wet-chemical
method [67,68] and studied their physicochemical and physiological properties at
body pH. The investigations clearly showed the resorbable characteristic of nano
HA over conventional micro HA owing to their larger surface area-to-volume ratio
that ultimately makes the nano HA highly surface reactive. A typical SEM micro-
graph of HA obtained by using the wet-chemical method is shown in Figure 13.7
[76], indicating a spherical form of HA nanoparticles approximately 100 nm in
diameter. With reference to the overall experimental results, the wet-chemical
method is one of the most promising methods for the production of nano HA and,
perhaps, the easiest method too.

Figure 13.7. SEM micrograph of HA nanoparticles.
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(c) Hydrothermal Reaction

The hydrothermal method enables the synthesis of a crystallized phase of HA
with homogeneous phase composition at high temperature and at high-pressure
atmosphere. The HA processed by using this method are easily sinterable owing
to the effects of high temperature and high-pressure aqueous solutions. Zhang
and Consalves [69] synthesized nanosize HA by precipitating the calcium and
phosphate precursors under hydrothermal conditions, and they studied its thermal
stability. By using this technique, they obtained HA with a rod shape and an
average crystal size of 10 to 24 nm with respect to compositions of precursors.
They produced a variety of calcium phosphate powders with respect to starting
materials with a Ca/P ratio ranging from 1.66 to 1.73, meaning that they have
different solubility features.

Another interesting method was recently reported by Zhang et al. [69], in which
they synthesized HA in the form of nanorods in the presence of anionic starburst
dendrimer polyamidoamine with surface carboxylate groups through a hydrother-
mal method. The reaction conditions are as follows. First, Ca2+ (0.01 mol/l) and
PO3−

4 (0.01 mol/l) were prepared separately by dissolving the desired amount of
Ca(NO3)2 and (NH4)2HPO4 in distilled water. Then, 0.1 g polyamidoamine was
added to the Ca2+ containing solution. The two solutions were kept 3 h to ensure
the cooperative interaction and self-assembly process were completed. Then, the
(NH4)2HPO4 solution was added dropwise (about 1 s/drop) to the Ca2+ containing
solution under stirring condition. After blending, the suspension was kept for about
3 h before separating the precipitate. The resulting white precipitate was filtered,
washed thoroughly with distilled water, and oven-dried at about 60◦C. The same
process was carried out to form a suspension; then it was transferred to an auto-
clave, sealed tightly, and hydrothermally treated at 150◦C for 10 h. The obtained
products were analyzed by several techniques, and the results indicated that HA
nanorods can be prepared by using this hydrothermal method with narrow particle
distribution within nanosize range (80 nm by 10 nm, with aspect ratio about 8).
The investigation suggested that the dendrimer-mediated hydrothermal method is
a relatively new processing method for the manufacture of HA.

(d) Mechanochemical Route

Production of nano HA by using the mechanochemical route is a versatile process
owing to its simplicity, which differs slightly from the conventional wet-chemical
route. Although HA have been synthesized by the conventional wet-chemical
method, the purity of the HA products depends on their reaction pH, whereas re-
action through the mechanochemical route need not be under precise pH control.
Nakamura et al. [71] recently reported the synthesis of nano HA by using the
mechanochemical method. The HA was obtained directly by milling a mixture
comprising Ca(OH)2, an aqueous solution of H3PO4, and a dispersant, an ammo-
nium salt of polyacrylic acid. The reaction was carried out at room temperature.
The obtained HA had relatively crystallized particles in the nanometer regime.
The average crystallite size of HA was found to be below 20 nm, but the obtained
product was calcium-deficient HA (1.51, Ca/P molar ratio) as compared to that
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of stoichiometric HA (1.67, Ca/P molar ratio). Furthermore, they suggested some
of the merits of this mechanochemical route, which include (1) assisting depro-
tonation from brushite to form HA, and (2) keeping high dispersability and low
viscosity of reaction sol. Overall, the production of nanocrystalline HA through
the mechanochemical route is straightforward.

(e) pH Shock Wave Method

Another interesting method for the production of HA is the pH shock wave method.
Recently, Koumoulidis et al. [72] reported the processing of HA using this pH
shock wave method. They synthesized HA in the form of lathlike monocrys-
talline particles by using high-energy dispersing equipment with the precursors
of Ca(H2PO4)2.H2O and CaCl2 with a Ca/P molar ratio of 1.66, which is almost
similar to the stoichiometric Ca/P ratio of HA. The obtained products were charac-
terized well using various analytical methods to determine their phase composition,
structure, and texture. The products have a very different Ca/P molar ratio ranging
from 1.43 to 1.66 with respect to the preparation methodology. This method pro-
duces nonporous monocrystalline HA particles with average grain size of ∼140 to
1300 nm in length, 20 to 100 nm in width, and 10 to 40 nm in thickness. The Ca/P
atomic ratio of nano HA was found to be 1.66, which is very close to the reported
theoretical value of stoichiometric HA (1.67). As per their investigation, this seems
to be a unique method, because it creates appropriate hydrodynamic conditions for
lathlike particle growth in the [001] direction that could not be obtained by using
conventional mechanical stirring equipment.

(f) Microwave Treatment

Microwave processing is relatively a new class of method, which has recently
gained much interest and has been perceived to be beneficial in the synthesis of HA.
Many investigations reported the processing of HA using microwaves. This method
offers high-purity materials with minimized reaction time and energy saving over
conventional methods [77–79]. The preparation and characterization of nanosize
HA under microwave irradiation was investigated recently [78]. The nano HA was
synthesized by the precipitation method using NH4H2(PO4) and Ca(NO3)2.4H2O.
The precipitate was subjected to microwave sintering after being washed with
distilled water using a high-speed centrifuge. The microwave generated the power
input of 980 W and power output of 490 W with a frequency of 2.45 GHz for a
period of 5 to 15 minutes.

This method offers several advantages over normal furnace heating correspond-
ing to time and energy savings. The experimental results suggested that there was
a slight increase in the microhardness value of the sintered HA with increasing
microwave exposure time. The major problem associated with microwave densifi-
cation is in getting large samples without microcracks. The formation of cracks is
believed to result from the nonuniform packing of crystallite in the green compact
as well as due to the nonuniform heating profile occurring inside the microwave
cavity. Another interesting investigation is that in which Yang et al. [79] reported
the sintering effect of HA by using the microwave-processing technique. They
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synthesized HA by using the chemical precipitation method at 95◦C with a pH
from 9 to 11.5. The prepared HA was characterized systematically by various ana-
lytical methods. They found that the prepared HA had a Ca/P ratio of 1.67, which
is similar to that of stoichiometric HA. The HA green samples were sintered by mi-
crowave heating at 1050 to 1100◦C for 5 to 10 min, and the results were compared
with other HA green samples sintered by using the conventional heating method.
The results clearly indicated that the HA prepared by microwave processing were
denser and had a finer grain size as compared to those prepared by the conventional
heating method. Accordingly, the HA prepared under microwave irradiation seem
to be a unique class of material owing to their characteristic functional properties.

Although nano HA is an excellent bone graft material, its inherent low fracture
toughness has limited its use in certain orthopedic applications, in particular heavy
load-bearing implantation. The fracture toughness of HA is about 1.0 MPa.m1/2,
which is very low as compared to natural bone (2–12 MPa.m1/2) and the Weibull
modulus is also sufficiently low, such that it depromotes the reliability of HA for
heavy-loaded implants. The Weibull modulus of the HA is in the range between
5 and 18, which means that HA behaves as a typically brittle biomaterial; therefore
it is used only in low-weight-bearing orthopedic applications such as bone defect
filler, coating agent on metallic bioimplant, and biomolecular delivery. In order to
improve reliability, it is necessary to introduce some biocompatible reinforcement
agents or matrix materials. However, introduction of foreign materials may lead
to a decrease in reliability of HA; therefore choosing the reinforcement agents
or matrix materials is of great importance. Recently, a composite of nano HA
with natural polymer, in particular collagen, has been preferred to improve the
reliability of nano HA. Collagen is a natural choice of ECM, abundantly found in
human bone tissue; thus choosing collagen as a matrix material could enhance the
reliability of bone grafts. Moreover, in fact, they are the basic structural building
blocks of natural bone tissue.

13.4.1.2. Collagen and Its Use in Bone Grafting

Collagen is a major protein of the native ECM that primarily serves as a structural
protein in biological mineralization. Collagen comprises as much as one third
of the total proteins in human body. In general, it has many desirable functional
properties favorable for bone metabolism. The purified collagen has excellent
biocompatibility, biodegradability, nontoxicity, and nonantigenecity that make the
collagen a prime and safe source in a variety of biomedical applications, including
bone grafting [80–82]. The way in which it interacts with the host tissue further
makes it a more unique class of biomaterial than the other natural or synthetic
polymers. Some of the merits and demerits of collagen that make it an excellent
substrate for bone tissue engineering are listed in Table 13.6.

There are many types of collagen available based on their molecular sequences.
So far, 27 distinct types with at least 42 distinct polypeptide chains of collagen have
been identified. The different types of existing collagen are formed according to
the twists and turns between the hydrogen bonds holding the structure together. Al-
though many types of collagen exist in a living organism, the most abundant form of
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Table 13.6 Merits and demerits of collagen as a bone graft.

Collagen

Merits Demerits

Biocompatible High cost
Bioresorbable More hydrophilic
Hemostatic Antigenic if it has telopeptides
Osteoconductive
Superior cellular adhesion
Regulatable biodegradability
Surface modifiable
Nontoxic
Weak-antigenic
Tunable mechanical strength
Shapeable
Sterilizable
Abundant availability
Best ion exchanger and binder

of electrolyte metabolites

collagen in the connective tissue is type I. Type I collagen is composed of two α1 (I)
chains and one α2 (I) chain in the form of a triple helix pattern with a fiber diameter
of about 50 nm [81,82]. All collagens are composed of three polypeptide chains,
designated as α-chains, that are each coiled into a left-handed helix. These three
chains are then wrapped around each other into a right-handed triple helix; therefore
the final structure is a triple helical ropelike fashion. The triple-helical structure of
collagen is shown in Figure 13.8 [83]. The triple-helical domain has a characteristic

Figure 13.8. Triple-helical structure of collagen. Adapted from Ref. [83].
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primary structure, where glycine in every third amino acid generates repeating (Gly
X–Y)n units; X is alanine or praline, and Y is hydroxyproline [81,82].

In general, collagen extracted from the natural tissues is capable of eliciting
immunogenic response to a certain extent upon implantation; thus direct use of
this type of collagen is limited. Nowadays, a purified form of collagen known as
reconstituted collagen is processed by various biochemical methods and commer-
cially sold. The reconstituted collagen is relatively less immunogenic than native
collagen. Collagen can also be chemically modified by various methods (succiny-
lation, e.g.) to increase its surface reactivity by inducing more negative charges,
which in turn aids the collagen in dissolving even in the neutral pH; therefore its
usage can be widened significantly in biomedical applications. However, it does
not have significant strength or stiffness and so it cannot be used as such for a va-
riety of bone grafting applications, which leads to the concept of composite bone
grafts.

There is a possibility of enhancing its functionality by incorporating other bone
graft substances (e.g., HA, bone morphogenetic protein (BMP) and osteoprogen-
itor precursors). Such a composite bone graft is also commercially available for
clinical use. Collagraft, BioOss, and Healos are a few notable examples of such
a kind of bone graft [84–86]. Collagraft (Zimmer Inc., U.S.A.), which is made
of calcium phosphates and collagen, is used for low-weight-bearing orthopedic
applications,. Bio-Oss (Geistlich Biomaterials Inc., U.S.A.) is a craniofacial graft,
which is made of bovine collagen and deorganified bovine bone. Healos (CE Mark,
CA) is a spongelike mineralized collagen fiber, mainly used as an osteoconductive
matrix. Accordingly, collagen can be considered as an accomplished biomaterial
for bone grafting.

13.4.2. Osteoinductive Bone Grafts

Osteoinduction is a chemical process in which biomolecules enriched within the
graft converts the patient’s cells into cells that are capable of forming new bone
tissue. Examples of osteoinductive grafts are autogenic bone, BMP, and deminer-
alized bone matrix (DBM) (see Table 13.3). The osteoinductive bone grafts are
capable of inducing differentiation of undifferentiated stem cells into osteogenic
cells or to induce the stem cells to proliferate. In 1965, Urist discovered that the
DBM would be able to promote new bone formation in the bone defective sites
[87].

It was noticed, after systematic investigations, that the intact proteins within the
matrix are responsible for bone formation owing to their osteoinductive ability.
These proteins were later named bone morphogenetic proteins (BMPs). They are
considered one of the most promising biological substances and have a wide range
of potential benefits for bone grafting, which have been extensively studied in
native and recombinant forms. The experimental evidence describes native BMPs
as immunogenic, and recombinant BMPs (rhBMPs) as nonimmunogenic [88,89].
Among them, a variety of rhBMPs, rhBMP-2 has been widely used for bone
grafting and clinically proven to exhibit a very high osteoinductivity [90].
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However, the mode of delivery of BMPs into the defective site is still under quest
because they need a carrier matrix in order to stipulate their function effectively.
Although a few systems have been tried for delivery, there is still no optimal one.
With hope, probably, nanocomposite could be utilized for this purpose. Ono et al.
[91] used HA as an osteoconductive carrier matrix for the delivery of rh-BMP-2.
They hypothesized that the combinations of HA and rhBMP-2 could provide a
potent alternative to autogenic bone grafts. They implanted HA in the form of rods
treated with 1.7 g and 5.7 g of rhBMP-2 into the cranial bone of rabbits and found
that bone formation was inclined to be greater at the higher dose of rhBMP-2
(5.7 g). The induction of new bone is dose-dependent on rhBMP-2. Even with a
small dose, a considerable increase in the strength of HA was observed compared
to pure HA. As a result, early bone ingrowth in the pores of HA was noticed, which
is a good sign for the efficiency of the carrier system.

Recently, Jung et al. [92] clinically studied 11 partially edentulous patients to
evaluate whether the addition of rhBMP-2 to a commercial bone graft product of
BioOss (a bioengineered graft from bovine source) would improve guided bone
regeneration therapy regarding bone volume, density, and maturation. They found
that the combination of the BioOss with rhBMP-2 could enhance the maturation
process of bone regeneration and could increase the osteointegration between graft
and host bone. These studies clearly demostrated that the rhBMP-2 has the osteoin-
ductive potential to improve and accelerate bone regeneration tremendously.

13.4.3. Osteogenic Bone Grafts

Osteogenesis is an ability of the graft to produce a new bone. Inasmuch as only
living cells are able to construct or regenerate new bone tissue, the success rate of
bone healing extremely depends on the living bone cells that are enriched within the
graft. These cells are actively involved in the early stages of bone formation in order
to fuse the implanted bone graft with the host bone. The ability of osteogenesis
is extensively and, perhaps, only, found in fresh autogenic bone and in BMA (see
Table 13.3). As osteogenic bone grafts, they are responsible for bone growth by
converting the transplanted living tissue into new bone tissue.

Recently great interest has been shown in BMA in bone grafting owing to its
osteogenic potential, quite similar to autogenic bone [93]. As it is well known that
living bone cells can only regenerate new bone tissue, using BMA in the treatment
of bone defects is highly remarkable. The osteogenic potential cells derived from
bone marrow are effectively used in various clinical orthopedics to improve bone
growth. However, the effectiveness of the BMA depends a great deal on the density
and activity of stem cells intact within the aspirate. The advantage of BMA over
autogenic bone is that it could be harvested from the patient’s own body with
the help of a simple needle, without any complicated surgery and ensuing pain,
and could be delivered at the bone defects. This type of transplantation is termed
minimally invasive bone grafting.

However, the efficiency of the BMA truly depends on its carrier system, therefore
the selection of the carrier system is the most important factor for its clinical use. It
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can be mixed with other bone graft materials as well, in particular osteoconductive
grafts, and then can be transplanted at the defective sites. It is reported that there
is a possibility of increasing the rate of differentiation and proliferation of bone
marrow stem cells by delivery in conjunction with DBM [94], collagen [95], and
HA [96] in the form of composite bone grafts.

13.5. Biomimetic Nanocomposites—A New Approach

It should be noted that the above studies clearly indicate that single-phase com-
ponents do not always provide all the properties necessary for bone grafting, thus
considerable attention has been paid to composites. The term composite can be
defined as a heterogeneous combination of two or more materials, differing in
morphology or composition on a microscale, in other words, a microcomposite
[97]. Composite grafts are a good choice among the synthetic bone grafts ow-
ing to the possibility of incorporating most of the favorable features of various
single-phase components and to eliminate or minimize the problems associated
with the monolithics as discussed in previous sections. The composite, therefore,
can be treated as the only material that uniquely exhibits a range of properties
equivalent to bone, and thus it could be possible to eliminate some of the problems
associated with current synthetic bone grafts. Some of the bone grafts used in the
last few decades for clinical bone therapy are shown in Figure 13.9, including
composites.

Recently, an extensive and informative review written by Ramakrishna et al.
[98] described the recent trends and potential applications of those composites
in various biomedical applications, including bone reconstruction. As bone is a
dynamic living tissue, it should be noted that unless we make bioactive bonelike
composites with intact favorable osteoinductive and/or osteogenic components,
synthetic bone grafts would only have limited survivability. Accordingly, much
attention has been paid to the manufacture of bioactive composites over the past
two decades. An important advantage of the bioactive composite lies in its strong
interfacial bonding ability with host tissue and its improved mechanical strength.
It is, therefore, possible to match certain properties of the bioactive composites to
natural bone.

Considerable attention has been paid in the past two decades to bioactive com-
posite grafts that consist of bioactive ceramic filler in a polymeric matrix. In 1980s,
Bonfield et al. developed a bioactive composite based on HA and PE [99,100]. It
has been demonstrated that it has the capability of promoting extensive bone-
bonding functions upon implantation. Later, it was also commercialized under the
name of HAPAXTM after a thorough clinical test. Unfortunately, it is not a good
biodegradable graft, which limits its wider usage in clinical medicine. It is primar-
ily being used as a middle ear implant, which is one of the promising bioactive
composite grafts used for such an application. The exciting news is that the clini-
cian could readily shape it during surgery with respect to the size and shape of the
bone defect.
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PE: Polyethylene; PET: Polyethylene terephthalate; PLA: Polylactic acid; PLGA: Poly(lactide-co-
glycolide); PMMA: Polymethyl methacrylate; PTFE: Polytetrafluoroethylene; PU: Polyurethane.
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Figure 13.9. Commonly used bone grafts in clinical bone therapy.

Simultaneously, bioresorbable composites are developed and investigated as
bone grafts. For example, Laurencin et al. [101] developed a composite containing
HA and PLGA and demonstrated its cellular-compatibility suitable for bone tissue
regeneration. It was found that the composite highly supported osteoblast prolifera-
tion, differentiation, and deposition of calcium phosphate minerals. The cells were
proliferated for up to 21 days and formed a mineralized layer on the composite.
However, some studies report that the physical properties of the composite, made
of the same ingredients, are not completely satisfied upon implantation because
of the conventional mode of processing technology [102]. Perhaps there may be
a reason for their inadequate properties in that their constituents are dissimilar to
the ingredients of natural bone.

We have also explored the possibility of utilizing HA, both at the micro- and
nanolevel, in conjunction with natural and synthetic polymers in the form of com-
posites suitable for bone grafting and bone drug delivery [103–107]. It should
also be noted that most of the above composites differ from host bone either
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compositionally or structurally. These features are highly essential for the ap-
preciation of better functioning of grafts with host tissue upon implantation. Of
particular interest in this context is the combination of HA with collagen into a
bioactive composite form, which appears a natural choice for bone grafting; that
is, it mimics the ingredients of a real bone.

A composite based on HA and collagen has been developed and investigated
[108]. It shows great promise because of its resemblance to natural bone in terms
of biocompatibility and bioactivity. For example, the bone grafts made of HA
and collagen demonstrated a more enhanced osteoconductivity [109] and other
properties (e.g., biomechanical) than did their constituent phases upon implan-
tation. Accordingly, choosing HA and collagen as precursors to design osteo-
conductive composite bone grafts is perfect and competent, and can also be
utilized as a carrier system for the delivery of osteoinductive and osteogenic fac-
tors. Nevertheless, most HA/collagen composites are conventionally processed
by anchoring HA particulates into the matrix of collagen. Using this method,
it is quite difficult to obtain a uniform or a homogeneous composite graft. Fur-
thermore, most of the HA used in this process are sintered and large-size crys-
tallites, which is in contrast to the natural bone apatite; therefore it may take a
longer time to remodel into bone tissue upon implantation. In addition, some of
the composites processed by this method exhibit very poor mechanical properties
[110,111], probably owing to the lack of a strong interfacial bonding between their
constituents.

As mentioned earlier, this kind of composite truly mimics natural bone in terms
of composition, but differs structurally owing to the grain size and form of the
reinforcing agent, which might impede the interfacial bonding between their con-
stituents; thereby it may lose osteointegration considerably. There is a chance
of improving the osteointegration by reducing the grain size of the reinforcing
agent or by activating the nucleation of ultrafine apatite growth onto the matrix,
which may lead to enhanced mechanical strength with improved biological and
biochemical affinity to the host tissue. Collectively, it should be noted that micro-
composites have been processed with microsize inclusions; therefore it is quite
difficult to achieve appropriate interfacial bonding between the constituents. They
are also in contrast to biological mineralization of natural bone, which indicates
that an alternative method is needed to precisely process a composite bone graft
that mimics biological mineralization.

Recently, with advances of nanotechnology and biosciences, biomimetic
nanocomposites have gained much interest and are perceived to be beneficial over
microcomposites in many aspects as bone grafts, which, of course, opens a new
arena in the field of bone grafting. Nanocomposites play a pivotal role in bone graft-
ing as a new class of bone graft material owing to their amazing characteristics,
including larger surface area-to-volume ratio and superior mechanical strength,
which uses a combination of several nanoscale bone graft materials and/or in con-
junction with osteoinductive growth factors and osteogenic cellular components.
The latter are supplement stimuli for bone growth. The term nanocomposite can
be defined as a heterogeneous combination of two or more materials in which at
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* Adapted and re-drawn from Ref. [22]
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Figure 13.10. Dimensions of various substances with highlights of biological systems.

least one of those materials should be in a nanometer-scale range. A nanometer is
equal to 10−9 m. The dimensions of some of the biological systems are highlighted
in Figure 13.10.

It is surprising to realize that most biological systems begin with a nanoscale
mechanism that might be the basis for the success of their unbelievable character-
istic functions. For example, bone is the toughest natural nanocomposite, precisely
evolved by nature’s proficiency in using a nanoscale hierarchical assembly with
the basic ingredients of HA and collagen; therefore researchers are trying to im-
itate such a process, through so-called biomimetics, for making nanocomposite
materials into synthetic bone grafts and perceiving these to be the right choice
over microcomposites. Therefore, it is considered that engineering nanocompos-
ite bone grafts through the biomimetic approach is a somewhat new class of
method.

As per a literature survey, there are numerous methods for the processing
of nanocomposites suitable for bone grafting. A current research trend on the
HA–polymer nanocomposites in bone grafting applications is given in Table 13.7
[112–127]. It should be noted that, from the compiled data, HA/collagen is the
only system so far studied up to in vivo animal studies as compared to other HA–
polymer nanocomposite systems, which further suggests their impact. In addition,
they are anticipated to provide all the factors essential for bone regeneration for
long-term survivability. There is also a possibility of improving interfacial bonding
between the constituents of the composites and superior surface reactivity of the
whole composite with the host tissues by nanostructural and biomimetic strate-
gies. Inasmuch as this field is still in its infancy, there is as yet no standardized
method for making such nanocomposite grafts. The following sections describe
their impact and recently developed processing methodology with suitable illus-
trated examples.
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Table 13.7 Current trend on HA–polymer nanocomposites for bone grafting.

Experimental studies performed

In vitro In vivo
Nanocomposite Materials cell animal
systems Methods characterization culture study References

HA/Natural Polymer Nanocomposite Systems
HA/collagen Precipitation + − − [112]
HA/collagen Biomimetics + + − [113]
HA/collagen Biomimetics + − + [114]
HA/collagen Biomimetics + + + [115]
HA/collagen/PLA Biomimetics + + + [116]
HA/collagen/alginate Biomimetics + + − [117]
HA/chitosan Precipitation + − − [118]
HA/gelatin Biomimetics + − − [119]
HA/silk fibroin Mechanochemical + − − [120]

HA/Synthetic Polymer Nanocomposite Systems
HA/PCL Solvent-casting + − − [121]
HA/PLA Solvent-casting + − − [122]
HA/PEG/PBT Precipitation + − − [123]
HA/PHMA Biomimetics + − − [124]
HA/Polyanhydride Photo polymerization + − − [125]
HA/PHEMA Biomimetics + − − [126]
HA/PAA Insitu polymerization + − − [127]

13.6. Biomimetic Bone Grafts—Designs from
Nature’s Lessons

13.6.1. Rationale and Benefits of Biomimetics

It is quite common to realize that the birth of a new method in any field is always an
indication of the shortcomings of conventional methods for their assigned work or
because of the enhanced performance of the new method over conventional ones. It
is, of course, particularly true for bone grafting. It should be noted that characteris-
tics of the synthetic bone grafts are drastically different from that of natural bone in
many aspects, in particular mineral–protein (matrix) interaction. Although natural
bone is chiefly made up of HA and collagen compounds, engineering synthetic
bone grafts that consist of these components are substantially different from the nat-
ural ones. The reason behind this strategy mostly involves the absence of peculiar
self-organizing interaction between those two phases. Nowadays, therefore, many
investigations attempt to mimic the composition and structural features of natural
bone tissue while engineering synthetic bone grafts at nano or molecular level.

One of the processing methods to emulate such features is the biomimetic
or bioinspired approach. This nascent field has recently entered bone engineer-
ing in the design and assembly of bone graft materials, mimicking biological
mechanisms. The term biomimetic can be defined as a microstructural processing
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technique that either mimics or inspires the biological mechanism, in part or in
whole, for the design of accurate and specific systems [128]. It was derived from
the Greek words bios meaning life and mimesis meaning imitation. It is also called
by several distinct names: bionics, biognosis, bioinspired, and biomimicry are a
few of them. Biomimetics is a branch of science that deals with the design of a
new class of bone grafts that seek to emulate the biological processes involved in
the formation of new bone at the molecular level. It is the right choice to select
biomimetics to engineer a new class of bone graft for orthopedic applications. Ba-
sically, it involves the design of synthetic bone graft systems using the information
obtained from biological ones (e.g., biomineralization).

A basic understanding of the mechanism involved in biological mineraliza-
tion would yield much exciting information about how nature accomplishes such
an elegant process, as discussed in Section 13.2.4, which is also helpful in the
design of exquisite nanocomposite bone grafts. The biological process gener-
ates highly ordered minerals with hybrid composition, complex texture, and ul-
trafine crystallites through hierarchical self-assembly. Even with the advances
of bioscience, however, the complete biological strategy involved in the hierar-
chical self-assembling mechanism is not understood yet. Accordingly, designing
synthetic bone grafts, mimicking real bone, using the mechanism found in bi-
ological strategy, is extremely complicated and, perhaps, the most challenging
process.

Interestingly, the smallest building blocks of bone are precisely built at the
nanoscale architecture using nanocrystals of HA embedded with fibrous collagen
matrix. So, it is believed that making nanocomposite grafts with certain features of
natural bone either compositionally or structurally using biomimetic self-assembly
may replicate nature’s process. This method involves a bottom-up approach, which
begins by designing and synthesizing molecules that have the ability to self-
assemble or self-organize spontaneously into the higher order of microscale or
macroscale structures [129,130].

Self-assembly of nanocomposite is a relatively new paradigm in the process-
ing of novel bone grafts, mimicking the biological process either in whole or in
part. Self-assembly can be defined as the spontaneous organization of individ-
ual components into an ordered structure without human involvement [131]. The
greatest challenge in self-assembly is to engineer molecular building blocks that
can undergo spontaneous organization into a well-defined and stable macroscopic
structure using noncovalent bonds. These types of interactions typically involve
hydrogen bonds, ionic bonds, water-mediated hydrogen bonds, dipolar interac-
tions, and hydrophobic and van der Waals interactions. Although each of these
forces is rather weak, their collective interactions can produce very stable struc-
tures (e.g., bone). Among them, the water-mediated hydrogen bond is especially
important for living organisms because all biological tissues must interact with
water [132]. Biomimetic growth of bone apatite is a good example for this kind
of self-assembly that applies the bottom-up approach. The following section de-
scribes such a process with suitable illustrated examples.
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13.6.2. Design Strategy of Biomimetic Nanocomposite
Bone Grafts

The need for the development of bone grafts is continuously stimulated by the
unsatisfactory performance of available grafts and, of course, lack of an appro-
priate technique to fabricate bone-resembling grafts. A novel way of fabricating
nanocomposite bone grafts using strategies found in nature have recently received
much attention and have been found to be more beneficial than other conventional
methods. This section describes more on nanostructured bonelike composite grafts
processed by biomimetic self-assembly suitable for bone-grafting applications.

Of particular interest, in this section, attention is given to HA/collagen systems
because they are currently widely accepted osteoconductive bone grafts and also
they are the basic ingredients of natural bone tissue. Biomimetic HA/collagen
composite offers enormous promise for the repair of defective bone tissue owing to
its structure, composition, and other factors similar to natural bone. In fact, bone is
a family of nanocomposites in which the basic building blocks are the mineralized
collagen nanofibers; nature thereby provides critical ideas on how to engineer such
biomimetic bone grafts with a well-organized structure and composition. However,
it is clear that the current approaches have not yet led to the design of optimal bone
grafts owing to the lack of understanding of the complete mechanism involved
in the natural bone-building strategy. With the advances of nanotechnology and
structural biology, it is now possible to develop a new class of bone-resembling
nanocomposite grafts that could help in bone regeneration similar to some extent
to naturally occurring bone matrices.

A key step in the biomimetic strategy is to achieve a controlled nucleation
and crystal growth of apatite phase onto collagen matrix (see Figure 13.11). This
process partly mimics the biological phenomenon and demonstrates a good system
for bone regeneration with enhanced osteoconductivity from a pure HA and a
pure collagen [133,134]. A biomimetic nanocomposite was developed by self-
assembling of HA nanocrystals onto collagen fibers [134]. The direct nucleation
of HA nanocrystals onto collagen fibers has been performed by starting from an
aqueous suspension of Ca(OH)2 and H3PO4 together with a collagen solution of
pH 9 to 10 at 25◦C. The obtained composite product was freeze-dried at –40◦C
and then gradually warmed up to 35◦C for 36 h. The characteristic results indicate
that the nanocrystals of HA are elegantly aligned with their c-axis preferentially
oriented along the collagen fibers, suggesting a close interaction between HA and
collagen phases.

As this process mimics biological mineralization to some extent, it was sug-
gested that the HA/collagen nanocomposite can be used for bone repair in ortho-
pedic and maxillofacial surgeries. A similar bonelike nanocomposite consisting of
HA and collagen, by a self-organization mechanism using Ca(OH)2, H3PO4, and
porcine atelocollagen as precursors, was developed by Kikuchi et al. [133,135].
The composite has elegantly self-organized into a nanostructure quite similar to
that of natural bone, which might have occurred through a chemical interaction
between HA and collagen. The length of self-assembled fiber bundles was found



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:10

13. Nanoengineered Biomimetic Bone-Building Blocks 331

Figure 13.11. A scheme for a self-assembly of HA/collagen nanocomposite graft.

to be 20 μm in which each bundle consisted of many collagen fibrils of 300 nm
length embedded with bladelike HA nanocrystals of 50 nm in size. They found that
increasing the degree of self-assembling eventually increases the bending strength
of the composite, suggesting that high mechanical strength can be attained by op-
timizing the self-assembling mechanism between HA and collagen. The in vivo
performance of this nanocomposite was evaluated in beagle dogs by creating an
artificial bone defect. The results of the animal study proved excellent biocom-
patibility, osteocompatibility, and bioactivity of the composite with surrounding
tissues and stimulated the formation of new bone growth with an Haversian system
(see Figure 13.12).

Furthermore, it enhanced the conventional biomaterials’ rate of bone-healing
within a short period, which might have resulted from its nanostructural self-
assembly and compositional similarity to natural bone tissue, therefore a biomimet-
ically processed HA/collagen system can be considered as a good bone graft. This
kind of composite can readily be incorporated into bone metabolism rather than
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Figure 13.12. Histological sec-
tion of a biomimetically processed
HA/collagen system, indicating its
osteocompatibility. Adapted from
Ref. [133].

being a permanent implant. Accordingly, the biomimetic processing of composites
is perceived to be highly preferable to conventional processing methods.

It is also good to know that, nowadays, there are many advanced techniques and
sophisticated instrumentations available for the study of biomineralization that
tremendously helps the development of this interesting multidisciplinary field.
Some of them are listed in Table 13.8 with their few critical comments. Recently,
Zhai et al. [136] demonstrated the features of biomineralized recombinant human-
like collagen. They analyzed the mineral growth using various analytical tools.
The morphology of the mineralized collagen was examined by scanning electron
microscopy (SEM) and transmission electron microscopy (TEM). The respective
micrographs are shown in Figure 13.13. It can be seen that a flowerlike morphologi-
cal structure of the mineralized collagen fibrils on the powder surface and the leaves
of the flower are entangled and perpendicular to that surface (Figure 13.13a). The
length of the fibrils is found to be about 20 nm in width and 500 nm in length. Fur-
thermore, a TEM micrograph (Figure 13.13b) confirmed that biomineralization has
taken place on the surface of collagen, that is, deposition of nano HA. The nano HA
is about 6 to 25 nm in size and its c-axis is parallel to the collagen fibrils’ orientation.

Another interesting method was developed for the self-assembly of HA coating
onto collagen membrane [137]. The membrane was soaked in a stimulated body
fluid (SBF) solution, very close to human blood plasma, with and without citric
acid, the role of which was exclusively investigated during the nucleation of HA.
It should be noted that the researchers have chosen collagen membrane that had no
HA-forming ability in the SBF solution. They found that there was no nucleation
of apatite crystals on the surface of the membrane when it was soaked in SBF
without citric acid. Interestingly, the membrane soaked in SBF with citric acid
gradually stimulated the nucleation of HA crystals. Therefore, it can be suggested
that citric acid has a nucleating ability and can accelerate the coating of apatite
onto membrane.

Later, many research groups demonstrated the ability of nucleation of HA crys-
tals onto collagen through a chemical interaction of carboxylate groups of collagen
macromolecules [138–140]. All the reports suggested that the nucleation process
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Table 13.8 Commonly used techniques in biomineralization study.

Techniques Comments

X-Ray Diffraction Techniques
Wide angle x-ray diffraction Provides a specific proof for the mineral identification with

their crystal structure and unit cell dimensions.
Small angle x-ray scattering Determines mineral’s crystal size, shape, and orientation. It is

also widely used in structural analysis of proteins.
Synchrotron diffraction A relatively new technique to study mineral composition with

high resolution.

Neutron Diffraction Technique
Neutron diffraction Provides qualitative information on mineral texture and crystal

orientation.

Electron Diffraction Techniques
Scanning electron microscopy Provides morphological structure of the minerals with their

size, shape, and related structural information.
Transmission electron

microscopy
Provides ultrastructure of minerals and their size and shape.

Crystal orientation and texture can also be studied.

Microscopic Techniques
Atomic force microscopy Provides details on molecular interaction between minerals

and protein components through which mineral binding and
deposition can be determined. Surface topology of the
crystals can also be identified.

Magnetic resonance force
microscopy

Provides complete details on chemical specificity,
composition, three-dimensional subsurface structure.

Infrared spectroscopy Facilitates differentiation of symmetric and asymmetric
vibration and stretching bonds of the mineral components
and allows estimating mineral contents.

Raman spectroscopy Provides all information on symmetric and asymmetric
vibration and stretching bonds of the mineral components
and allows estimating mineral contents, such as infrared.

is critically dependent on the carboxylate groups of the collagen. On the other
hand, mechanical reliability of the nanocomposite does not match exactly with
that of the host bone in many cases. It is an essential factor to be considered for all
bone grafts as it directly measures their strength. In order to enhance the mechan-
ical reliability of the mineralized collagen, a glutaraldehyde cross-linked porous
HA/collagen nanocomposite was developed [141]. Here, Ca(OH)2, H3PO4, and
collagen were used as precursors to formulate the composite. An homogeneous
suspension of 0.1994 mol of Ca(OH)2 dispersed in 2000 ml of H2O and 59.7 mM
of H3PO4 was gradually added to the aqueous solution of 5 g collagen. The pH of
the reaction mixture was adjusted to 8.4 and the reaction was maintained at 38◦C
and finally aged for 12 h by adjusting the pH to 7. In order to mimic the cross-
linking process in the toughening of natural bone, 0.2% aqueous glutaraldehyde
solution was slowly added into the slurry solution at the same reaction temper-
ature. The composite was thoroughly analyzed and its 3-D porous nanostructure
that could be able to support cellular growth was confirmed. They noticed that if
the cross-linking agent was added, the size of the reaction precipitate was found
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Figure 13.13. Micrographs of biomineralized recombinant human-like collagen: (a) SEM;
(b) TEM. Adapted from Ref. [136].

to grow and seemed to be triggered by the assembly of HA nanocrystals (50 nm)
around the collagen fibers (300 nm), leading to the formation of a thick compos-
ite bundle. The thickness of the mineralized collagen depends on the amount of
glutaraldehyde added. Because this system has relatively good toughness, it was
suggested for use as a bone graft.

Although many investigations have been carried out to mimic bone artificially,
using HA and collagen, with compositional, structural, biological, or mechanical
functions comparable to its natural counterpart, it should be noted, however, that
bone is not a simple mixture of HA crystals and collagen fibers in many ways. In
addition to collagen, bone contains many traces of bioorganics such as glycopro-
teins or glycosaminoglycans, which play a pivotal role in controlling the functions
of bone cells. In this regard, attempts were made to mimic both the bioorganic
compositions of bone and peculiar configurational arrays of HA nanocrystals on
those bioorganics [142,143].

A design strategy for making such a nanocomposite using HA, collagen, and
chondroitin sulfate (proteoglycans) was developed with an intention of using it
as a biomimetic bone graft for cartilage repair (a premature bone) as well as for
bone repair. The hypothesis was that the cartilage is a key tissue of all growing
bones because bone formation is initiated from the calcification of cartilage and
then it would be replaced by the bone through endochondral ossification. There-
fore, cartilage is regarded as a precursor of bone. The chondroitin sulfate is best
known for its ability to promote the binding of chondronectin, which is the chon-
drocyte attachment factor, to collagen and thus gradually stimulates chondrocyte
adhesion. Accordingly, this nanocomposite system is likely to provide specific
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binding sites for chondrocytes. The crystallographic results confirmed the orien-
tation of the c-axis of the HA nanocrystals along the longitudinal direction of
the collagen and chondroitin sulfate complex. The distribution of HA was found
to be almost uniform within the matrix and has substantial mechanical strength
with fracture toughness 35–50 MPa and hardness 119–219 MPa. In addition, it
has a potential capacity of bone remodeling through the process of endochondral
ossification. Based on these results, the proteoglycans-immobilized HA/collagen
nanocomposite may be used as a promising bone substitute.

Nanocomposite grafts can also be used as a carrier vehicle for the delivery of
growth factors. Recently, an HA/collagen nanocomposite system was biomimet-
ically developed and used as a carrier for the delivery of rhBMP-2 [144,145].
The performance study of this kind of system is based on the hypothesis that the
controlled release of rhBMP-2 biomolecules facilitates early callus and new bone
growth upon implantation, as compared to other conventional biomaterials. As
discussed earlier, the rhBMP-2 is a well-known osteoinductive protein. It should
be noted that both naturally occurring BMPs and recombinant BMPs have long
been used as osteogenic initiators in various bone-defective models in order to
enhance the bone-healing process quite similar to autogenic bone. The studies
found that the mechanical reliability of this system corroborated well with the
strength of autogenic cancellous bone. The overall experimental results indicated
that the in vivo performance of the nanocomposite with rhBMP-2 is better than
the nanocomposite without rhBMP-2.

Early bone formation occurred with the use of rhBMP-2 treated composites,
which implies their efficacy as a good bone graft. Based on these findings, this
biomimetically processed system is considered as a perfect osteoconductive as
well as osteoinductive bone graft. It can be used for anterior fusion of the cervical
spine as well as inlay grafting bone defects in weight-bearing orthopedic sites.
Although biomimetic design of bone grafts is still in the infant stage, there is a
bright future for creating a new generation of bone grafts with improved toughness
and structural analogy to natural bone, evidence of which can be found in recent
and rapid publications.

13.7. Bone Tissue Engineering

Engineering synthetic bone tissues that are capable of serving in vivo-like natural
bone tissue in all the functional aspects is our ultimate goal to discover in bone tis-
sue engineering. Because only living bone cells can ultimately generate new bone
tissue, a unique approach is to develop bone grafts that are cell-responsive upon
implantation. A new wave of advances in nanotechnology and cell biology en-
ables the production of novel cell/tissue-engineered bone grafts, quite resembling
autogenic or living bone. Bone tissue engineering is a nascent multidisciplinary
field that applies the principles of bioengineering and biosciences towards the
development of novel biological substitutes capable of restoring, maintaining, or
improving a tissue function that fails to regenerate or heal spontaneously [146].
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Figure 13.14. Factors contributing to the success of tissue engineering.

This method offers a new kind of therapy that differs from conventional implants
in that the engineered bone tissue becomes integrated within the patient, affording
a potentially permanent and specific cure of the disease state. The prime concept
of tissue engineering is; (1) to isolate a small biopsy of specific cells from a
patient, (2) to allow them to culture on a perfect scaffold (probably biomimetic
nanocomposites), (3) to transplant the cell-engineered scaffold into the defective
site of the patient’s body that needs bone regeneration, and (4) to guide or direct
new tissue formation into the scaffold that can be biodegraded over time. In this
aspect, three key factors have to be considered for the success of bone tissue
engineering. They are cells, scaffold, and cell–matrix (scaffold) interaction (see
Figure 13.14).

The term scaffold is known as artificial ECM, which plays a pivotal role
in accommodating the cells. These cells then undergo proliferation, migration,
and differentiation, leading to the formation of a specific tissue while secreting
the ECM that is required for tissue regeneration. On the other hand, direct de-
livery of cell suspension has been tried in some cases without using scaffolds
[147,148], but this process encountered some difficulties in controlling the local-
ization of transplanted cells. It is also known that most of the cells are anchorage-
dependent, in other words scaffold-dependent, and thus they will not survive if
delivered without a suitable scaffold. In addition, the scaffold provides adequate
mechanical support against the body’s stimuli upon implantation. Accordingly,
designing a scaffold with maximum features of the native ECM is of great im-
portance and a prerequisite for any tissue engineering, particularly bone tissue
engineering.
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Of course, the success rate of bone tissue engineering depends in part on the
behavior of the scaffold. It is also perceived to be beneficial if biomimetically pro-
cessed osteoconductive scaffolds interact with osteoinductive growth factors and
osteogenic bone cells. Upon implantation, they must encourage the osteoprogenitor
cells to attach, differentiate, and migrate into the matrix and, subsequently, should
dynamically participate in new bone formation. For example, the scaffold loaded
with appropriate osteoinductive growth factors (e.g., BMP) has been proven to en-
hance and regulate cellular ingrowth [115]. In this manner, it is possible to promote
bone tissue ingrowth in the defective bone sites, leading to fast bone growth.

Keeping the above points in view, a bone tissue engineering approach to treat
bone defects must involve the use of an osteoconductive scaffold with osteogenic
cells and osteoinductive or growth factors, which may create an ideal bone graft.
Figure 13.15 shows a schematic design strategy of a tissue-engineered biomimetic
nanocomposite graft with all those factors. A tissue-engineered HA/collagen
nanocomposite matrix seems to be the most promising system for bone recon-
structive or regenerative surgery and such a matrix was developed mimicking the
composition as well as microstructure of natural bone tissue suitable for bone tis-
sue engineering [149]. The study demonstrated the ability of mineralized collagen
matrix for its preferential orientation similar to a process that occurred during
biological mineralization. Here, the collagen matrix serves as a template for HA
nucleation and growth. The merit of this system lies not only in its structural
reliability but also on the size-controlled nucleation of crystal growth with low
crystallinity like natural bone minerals.

Figure 13.15. Design strategy of tissue-engineered biomimetic nanocomposite bone graft.
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The efficacy of this matrix for bone tissue engineering was examined with
osteogenic potential cells. The osteogenic cells/nanocomposite scaffolds were de-
veloped by organ culture technique as well as by conventional method and their
in vitro cellular functions were systematically investigated. It was noticed that the
scaffolds supported cellular growth and related functions well, leading to new bone
formation. Based on the experimental results, this bone-resembling nanocomposite
could be used as a promising system for engineering bone tissue.

An interesting article on biomimetic collagen by Yang et al. [115] examined
the ability of the cell-binding domain of collagen (type I) to promote cellular ad-
hesion, proliferation, and differentiation onto the scaffold. For this, they selected
human bone marrow stromal cells, expanded, and cultured onto HA (a processed
anorganic bone matrix) adsorbed with or without collagen (P-15 peptide) under
osteogenic conditions. The experimental results clearly demonstrated the potential
adsorption, cell-binding, and signaling molecule of collagen to the scaffold to facil-
itate appropriate biomimetic structures for human osteoprogenitor and osteoblast
adhesion, proliferation, and differentiation. These findings indicate the ability of
biomimetic structures in promoting osteogenic cellular growth and in support-
ing biomineralization, which ultimately leads to bone regeneration capability of
biomineralized bone matrix.

13.8. Challenges and Future Directions

Despite recent advances in the development of biomimetic bone grafts, several
challenges still remain that are to be taken into consideration while engineering
bone grafts, which are briefly listed below.

� Standardizing a promising method for engineering biomimetic bone grafts is
really a great challenge to be elucidated because of the ways in which the growth
of biomineralization appears to be quite different with respect to processing
methodology and key ingredients employed. Furthermore, of course, it may
help to promote further research and development needed for this fascinating
field.

� Although numerous studies intend to elucidate the biological mechanism that
determines where, when and how mineral crystals form in living organisms, the
complete mechanism involved in biomineralization remains uncertain.

� Another challenge is to mimic the hierarchical structure and composition of
natural bone tissue while processing synthetic bone grafts or scaffolds. De-
spite many advances in structural biology, the nucleation mechanism involved
in bone tissue formation is far from being understood. Although many proteins
or macromolecules are involved in the initiation and growth of the biomineral-
ization process, however, there are no data available to declare which is the most
essential for that purpose.

� To understand how the exact functional mechanism of cell-responsive bone grafts
behaves in body environments, particularly cell–matrix and cell–cell interaction
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at the atomic or molecular level is perhaps a major challenge in bone tissue
engineering. A complete molecular mechanism by which the cells and scaffold
matrix interact with each other in vivo to promote bone regeneration is not
implicit yet. Even with the advances of biosciences, we still lack elucidation of
this strategy.

� Lastly, the ability to improve angiogenesis within the nanocomposite bone graft
is probably the most significant challenge in bone tissue engineering because
cells without a proper blood supply will not survive.

Future research is, therefore, precisely focused on what are the essential factors
required for the initiation of biomineralization, synthetically, and how to regulate
the deposition or growth of biominerals in a controlled fashion on extremely small
length scales, which are essentially required for engineering ideal bone grafts us-
ing a biomimetic approach. The next decade may witness many breakthroughs in
this emerging field that ultimately lead to the process of an ideal bone graft. It is
believed that, in spite of the several challenges, biomimetic design and processing
of nanocomposite bone grafts are likely to prove invaluable in the future devel-
opment of bone grafting. A significant amount of work on this emerging topic is
now being published, which is a good sign for the growth of this fascinating field.
A real revolution may occur in bone grafting if it is possible to engineer a graft
that could imitate all the functional aspects of natural bone tissue, which may also
lead to a healthy and long life expectancy for many patients.

13.9. Conclusions

Being the first inventor, nature sets high standards for the biomaterial scientists
and engineers who design bone grafts to assist in the repair or regeneration of the
functions of defective bone tissues into normal healthy tissues. The most elusive
and preferred goal, in this regard, is to produce bone grafts that mimic all the
functional properties of natural bone in terms of the physical, mechanical, chem-
ical, and biological. Recently, biomimetic design of nanocomposite bone grafts
(HA/collagen), has gained much interest and has been perceived to be beneficial
not only because they are the basic ingredients of natural bone tissue but also be-
cause they provide a larger surface area and surface reactivity owing to their nano
characteristics; therefore they are compositionally and structurally similar to host
bone and able to promote bone-related cellular functions extensively.

Many investigations also suggested that the composites made of bioactive HA
and collagen precursors are probably the best suitable system for bone grafting.
However, no synthetic graft is yet able to match the performance of natural bone
tissue even with the advances of science and technology. It is believed that a
combination of osteoconductive matrix with osteogenic cells and osteoinductive
growth factors creates an ideal bone graft. The biomimetic approach is a good
choice and, perhaps, one of the more promising methods for making such bone
grafts with enhanced functions, mimicking a real bone that may even alleviate the
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demerits of the currently available bone-grafting procedures including donor site
morbidity of autogenic bone and possible disease transformation of allogenic bone.
Biomimetic design of bone grafts is, however, still at the laboratory research level,
and the development of such grafts in all length scales is in fact a critical task for
the biomaterialist. With the advances of nanotechnology and tissue engineering,
there is a bright chance in the near future to formulate biomimetic nanocomposite
bone grafts in the place of autogenic bone grafts.

Acronyms

μm Micrometer
3-D Three-dimensional
AIDS Acquired immune deficiency syndrome
BMA Bone marrow aspirate
BMP Bone morphogenetic protein
Ca/P Calcium-to-phosphorous ratio
ChS Chondroitin sulfate
DBM Demineralized bone matrix
ECM Extracellular matrix
HA Hydroxyapatite
nm Nanometer
PE Polyethylene
PET Polyethylene terephthalate
PLA Polylactic acid
PLGA Poly(lactide-co-glycolide)
PMMA Polymethyl methacrylate
PTFE Polytetrafluoroethylene
PU Polyurethane
rhBMP Recombinant human bone morphogenetic protein
SBF Stimulated body fluid
SEM Scanning electron microscopy
TCP Tri-calcium phosphate
TEM Transmission electron microscopy

Glossry

Allografting
Tissue transplantation between individuals of the same species, but of nonidentical
genetic.

Alloplast
Substitution of synthetic biomaterials to repair or replace defective parts of the
body.
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Artificial organ
A medical device or implant intended to replace the body organs.

Autografting
Transplantation of the tissue within the same body.

Bioactivity
Ability of the implant to play a vital role in the metabolic processes of living body.

Bioactive material
A material that is capable of directing a chemical bond with living tissue.

Biocompatibility
Ability of the implant to perform with an appropriate host response in a specific
application.

Biodegradability
Susceptibility of an implant to be decomposed by a living organism.

Biomaterial
Any synthetic material that is biocompatible with the host tissue and with the body
upon implantation. It can be metal, ceramic, polymer, or a composite of each.

Biomimetics
The development of synthetic systems based on information gained from biological
systems (e.g., biomineralization).

Biopsy
Removal of a small portion of tissue, usually for the purpose of making a diagnosis.

Bone
A rigid, yet dynamic connective tissue consisting of calcium phosphate-
based minerals embedded with collagen fibers in conjunction with osteogenic
cells.

Bone marrow
A soft tissue found inside the bones in the body that produces platelets and red
and white blood cells.

Bone grafting
A surgical procedure that repairs or replaces a defective bone with the help of
materials, either from natural or synthetic sources.

Calcium
The most important mineral that is rich in the bone.

Cancellous bone
A spongy tissue of the bone with high porosity.

Cell
Fundamental, structural, and functional unit of all living beings that is composed
of an outer membrane enclosing protoplasm and nucleus.

Cellular bone grafts
Bone grafts that have living cells.
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Collagen
A fibrous protein having a triple helical structure that functions to hold tissues
together.

Composite
A heterogeneous combination of two or more materials.

Connective tissue
Any of the tissues of the body that support specialized elements or parenchyma.

Cortical bone
A hard (dense) tissue of bone with functional osteons.

Extracellular matrix
The material that surrounds cells, which consists of many biological substances
including proteins and polysaccharides.

Fracture
Broken bones.

Graft
A transplant.

Growth factors
A heterogeneous group of substances whose general purpose is to enhance the rate
of healing, for example, BMP.

Hard tissue
The general term for calcified structures of our body such as bone and tooth.

Hydroxyapatite
A calcium phosphate-based material with chemical composition Ca10(PO4)6

(OH)2, rich in bone minerals.

Immunogenic
Capable of stimulating an immune response.

Implant
Any medical device made from single- or multiphase materials intended for human
health care.

Implantation
A surgical procedure by which a medical device or prosthesis is placed either
temporarily or permanently in the human body.

In vitro
A biological study performed in the laboratory. In other words, outside the living
body.

In vivo
A biological study performed inside the living body.

Metabolism
A general term used to designate all biochemical changes that occur to substances
within the body by either anabolism or catabolism.
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Micro
A unit prefix meaning one millionth (1/1,000,000).

Monolithic
Made from a single material.

Nano
A unit prefix meaning one billionth (1/1,000,000,000).

Nanocomposite
A heterogeneous combination of two or more materials in which one should be on
the order of the nanometer scale.

Nanomaterials
Materials composed of particles having nanometric tolerances; a nanometer is
equal to 10−9 meters.

Nontraumatic fracture
Any fracture caused by disease. Also known as pathologic fracture (e.g., osteo-
porosis).

Organ
A differentiated part of an organism adapted for a definite function.

Orthopedics
The medical specialty concerned with the skeletal system.

Osteoblasts
Bone cells that are responsible for the formation of bone.

Osteoclasts
Bone cells that are responsible for resorbtion of bone.

Osteoconduction
An action associated with in-growth of capillaries and migration of bone-forming
cells from the host into a 3-D matrix to form a new bone.

Osteocytes
Bone cells that are responsible for the maintenance of bone.

Osteogenesis
A process of development of bone tissue.

Osteoinduction
A biochemical process of promoting or accelerating new bone.

Pathogen
Any organism that is capable of producing disease.

Polymer
A large molecule formed by the combination of many similar smaller molecules,
that is, monomers.

Prosthesis
A medical device that is capable of replacing the organs or tissues of the
body.
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Protein
A large biomolecule composed of one or more chains of amino acids in a specific
sequence.

Resorbtion
Dissolution of a substance.

Scaffold
A temporary structural construct or matrix used to support the cells for accommo-
dation during tissue fabrication.

Stem cells
Undifferentiated cells that develop specialized cells, which are located in the bone
marrow.

Strain
The change in size or shape of a body as a result of applied force.

Stress
An internal force that resists a load, expressed in force per unit area.

Surface area
The total area of exposed surface of an object.

Tissue
A collection of similar cells and their surrounding intercellular substances.

Tissue engineering
Development and manipulation of laboratory grown molecules, cells, tissues, and
organs for repair or replacement of the defective body parts.

Toughness
The amount of energy absorbed by a material before breakage.

Transplantation
Surgical transfer of tissue or organ from one place to another.

Trauma
Any injury or wound caused by an external force.

Tumor
An uncontrolled growth of cells that are not capable of serving their specific
function, which may be benign or malignant.

Vascular
A term pertaining to a blood vessel.

Xenografting
Tissue transplantation between two different species (e.g., bone from animal to
human).
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14
Use of Nanoparticles as Building
Blocks for Bioapplications

Yong Zhang and Feng Wang

14.1. Introduction

Nanoparticles (NPs) are a new class of advanced materials with sizes ranging
from 1 nm to 100 nm. They have special physicochemical properties that are very
different from those of bulk materials. For example, metal nanoparticles smaller
than 5 nm show remarkable quantum size effects, which endow them with peculiar
physical and chemical properties. The superlattices of metal nanoparticles exhibit
novel electronic and optical properties that are not present in the isolated particles.
The sizes of the nanoparticles are close to those of biomolecules, which allows
an integration of nanotechnology and biotechnology, leading to major advances
in multiplexed bioassays [1–3], clinical therapies [4], ultrasensitive biodetection,
and bioimaging [5,6]. Moreover, nanoparticles can be used as building blocks for
the fabrication of micro/nanoscale constructs with highly ordered architectures.

Increasing interest has been attracted to building close-packed solids of nanopar-
ticles, controlling their microstructure, and engineering their properties on a
nanometer scale. There are a number of strategies available for the ordering
of nanoparticles into structured assemblies, and construction of large and com-
plex systems, for example, shape-directed assembly and programmed assembly
of nanoparticles comprising surface-attached molecules, ligands, and recognition
sites, the formation of complex hybrid nanostructures by in situ transformation
of unstable nanoparticle-based precursors, and template-directed assembly us-
ing nanoparticle building blocks [7]. These materials can bring new and unique
capabilities to a variety of biomedical applications ranging from diagnostics to
therapies.

14.2. Synthesis and Surface Modification of Nanoparticles

Nanoparticles can be made with a wide variety of materials. In particular, metal,
metal oxide, semiconductor, and polymer nanoparticles are potentially useful for
research in cellular and molecular biology, biosensing, bioimaging, and so on.
A variety of synthetic methodologies is currently available for the preparation

353



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:13

354 Y. Zhang and F. Wang

Figure 14.1. SEM image of
Au nanoparticles.

of nanoparticles with unique shape and narrow size distribution. Typically, the
nanoparticles are synthesized via wet-chemical approaches, in which clusters of
atoms or molecules are formed in the presence of surfactants. The surfactants bind
to the surfaces of the clusters, control particle growth, and prevent the particles
from aggregation.

14.2.1. Synthesis of Nanoparticles

Metal nanoparticles such as Au colloids have been used extensively as specific
staining agents in biological light and electron microscopy [8,9]. The small sizes
of these nanoparticles (diameters as small as 1.4 nm) allow them to be physically
close to the structures they stain, thus providing high resolution (Figure 14.1). Au
colloids can be synthesized with high quality via a variety of approaches [10,11].
Among these approaches, the most popular one is citrate reduction of HAuCl4

in water, introduced by Turkevitch in 1951 [12]. The particles synthesized are
nearly monodispersed with sizes controlled by changing the initial concentrations
of reagents [13]. Nanoparticles of other noble metals may also be synthesized by
citrate reduction, such as silver particles from AgNO3, palladium from H2[PdCl4],
and platinum from H2[PtCl6] [14,15]. Alloy nanoparticles, which may have proper-
ties different from individual metal nanoparticles, can also be synthesized [16,17].
For example, the reduction of the mixture of noble metal salts can lead to “alloy”
or “mixed grain” particles. Furthermore, core-shell structured nanoparticles can be
built up by the synthesis of a small colloidal nucleus followed by its enlargement
with a different metal [18] or some other materials [14,19,20]. These nanoparticles
have been studied extensively because their properties differ from those of the core
or shell materials [20,21].

Magnetic metal oxide nanoparticles can be prepared in the form of either single-
domain or superparamagnetic magnetite (Fe3O4), greigite (Fe3S4), maghemite
(γ -Fe2O3), various types of ferrites (MeO·Fe2O3, where Me = Ni, Co, Mg, Zn,
Mn, . . . ), and so on. Magnetite nanoparticles are usually synthesized using wet-
chemical methods through direct precipitation of magnetite by contacting ferrous



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:13

14. Use of Nanoparticles as Building Blocks for Bioapplications 355

and ferric salts in alkaline media [22]. The synthesis and control of size, shape, and
composition of magnetite nanoparticles have been widely studied using different
iron salts [23], and through changing the Fe(II)/Fe(III) ratio, pH, ionic strength, and
concentrations of the media [24–26]. Nonetheless, the nanoparticles produced via
the above conventional methods are mobile in solution and thus easy to coalesce
to form agglomerates. To make the mixture of the agglomerated and dispersive
nanoparticles usable for biomedical applications, the agglomerated particles were
usually sedimented and the supernatant colloid containing dispersed nanoparticles
were collected [27].

Semiconductor nanoparticles, usually known as quantum dots (QDs), were first
prepared in aqueous solution. This method yielded low-quality QDs with large size
variations and poor fluorescence efficiencies. In 1993, Bawendi et al. developed
a high-temperature route using a pyrolytic reaction [28], which forms the basis
of various methods to produce high-quality, monodispersed QDs consisting of
elements from group II to group IV in the periodic table. The method basically
entails the combination of an appropriate metallic or organometallic precursor
(such as Zn, Cd, or Pb) with a corresponding chalcogen precursor (such as S, Se,
or Te) in a solvent at high temperature. The commonly used solvents are tri-N -
octylphosphine oxide (TOPO), in conjunction with tri-N -octylphosphine (TOP),
hexadecylamine (HDA), or steric acid [29–31]. To improve surface passivation, a
shell of semiconductor materials with a higher band-gap such as ZnS or CdS is
epitaxially grown around the initial core QDs [32,33].

Polymer latex nanoparticles can be prepared in many materials such as
polystyrene and acrylate with controllable size, through radical-initiated poly-
merization in heterogeneous media (Figure 14.2). The sizes of latex nanoparticles
are very dependent on the polymerization conditions. To yield nanosized particles,
the polymerization is usually carried out in microemulsions [34]. For some appli-
cations, two or more monomers are used. For example, for polystyrene nanopar-
ticles, divinylbenzene (DVB) is used as a cross-linker to improve the structural
performance [35] and methacrylic acid (MAA) or methacrylate (MMA) is used
as a co-monomer to provide the nanoparticles with desirable surface chemistry
[36,37]. Furthermore, some fluorochromes or magnetic materials are incorporated
into polymer nanoparticles, to render the particles multifunctional [38,39].

14.2.2. Surface Modification of Nanoparticles

Nanoparticles need to be surface modified if they are not water soluble, monodis-
perse, or biocompatible. Most of the biological reactions are carried out in an
aqueous environment. However, some nanoparticles such as QDs are synthesized
in organic solvents and are insoluble in water. Furthermore, nanoparticles have a
large surface area-volume-ratio and tend to agglomerate to reduce their surface en-
ergy. When nanoparticles agglomerate, or adsorb plasma proteins, they are quickly
eliminated from the blood stream by macrophages of the mononuclear phagocyte
system (MPS) before they can reach target tissues [40], causing biocompatibility
problems. One of the effective approaches to solving these problems is to modify
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Figure 14.2. SEM image of polystyrene nanoparticles.

the surfaces of nanoparticles with some coatings of desirable functionality, and thus
change the intrinsic physicochemical properties of nanoparticles. Coating nanopar-
ticles with self-assembled monolayers of surfactant molecules has demonstrated
prevention of the agglomeration and improvement of the biocompatibility [41].
Here we use QDs as an example to show how to do surface modification on QDs.

One method involves the surface exchange of hydrophobic surfactant molecules
for polar species. It has also shown that the TOPO ligands on the QD surface may
be replaced with heterobifunctional linker molecules, which provides both hy-
drophilic character and functional groups for further bioconjugation [6,42]. This
method was initially shown to work well for linker molecules such as mercap-
toacetic acid, mercaptosuccinic acid, glutathione, dithiothreitol, and histidine.
Later, it was found that it could be applicable to a wide range of bifunctional
compounds containing sulf-hydryl groups [43–45]. However, QDs capped with
small bifunctional linker molecules are easily degraded by hydrolysis or oxidation
of the capping ligand [46]. To overcome this problem, a more laborious but more
stable method was developed [5,47]. The first step in the surface silanization is to
replace the surfactant TOPO by thiol-containing silane monomers to form an ini-
tial silica shell (Figure 14.3). Subsequently, phosphonate-, polyethyleneglycol-, or
ammonium-containing silane monomers, along with the thiol-containing monomer
can be added to increase the thickness of the silica shell. This allows the QDs to
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Figure 14.3. Surface modification of CdSeZnS quantum dots with silane. (Reprinted with
permission from [47]. Copyright (2001) American Chemical Society.)

have a hydrophilic surface and functional groups on the surface for conjugation
with biomolecules [47,48].

Another method involves phase transfer using amphiphilic molecules that be-
have as detergents for solubilizing the QDs coated with hydrophobic groups. This
method is especially advantageous as it allows for the retention of the original sur-
factant molecules, which seem to increase the stability and fluorescence efficiency
of the QDs over those where the original surface has been completely changed
or exchanged with a heterobifunctional linker molecule [49]. The original TOPO
ligands on the QD surface are used to interact with an amphiphilic polymer such as
octylamine-modified polyacrylic acid and finally lead to the formation of a stable
hydrophilic shell around the QD [50]. Another example is to encapsulate TOPO-
coated QDs with phospholipid molecules. The hydrocarbon tails of the phospho-
lipids are interlocked with the alkyl chains on the QD surfaces, and the polar
phosphate head groups are self-assembled to form micelles in the solution [51].

14.3. Conjugation of Biomolecules to Nanoparticles

Biomolecules such as proteins, antibodies, and DNA have been extensively used
for numerous bioapplications after being immobilized onto polymer or inorganic
substrates, due to their unique recognition, transport, and catalytic properties. The
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immobilization of biomolecules on the substrate materials are readily carried out
through a variety of techniques including physical adsorption, electrostatic binding,
specific recognition, and covalent coupling [52,53].

14.3.1. Attachment of Biomolecules to Nanoparticles

Typically, the water-soluble nanoparticles prepared via wet-chemical approaches
are surface-capped with a ligand layer, which is formed either in situ or through
postmodification of the as-prepared nanoparticles. According to the properties of
the capping layer, the methods for conjugation of the biomolecules are varied.

When nanoparticles are stabilized by anionic ligands such as carboxylic acid
derivatives (citrate, tartrate, lipoic acid), biomolecules are often coupled through
noncovalent electrostatic interactions. For instance, gold and silver nanoparticles
synthesized by citrate reduction are functionalized with immunoglobulin G (IgG)
molecules at pH values that lie slightly above the isoelectric point of the cit-
rate ligand [54]. This allows effective binding between the positively charged
amino acid side chains of the protein and the negatively charged citrate groups
of the nanoparticles. Other examples of protein coating through electrostatic
interactions include the direct adsorption of heme-containing redoxenzymes at
citrate-stabilized Ag nanoparticles [55–57] and the binding of basic leucine zipper
proteins to lipoic acid stabilized semiconductor CdSecore/ZnSshell particles [58].
Similarly, the adsorption of DNA molecules to positively charged Cd2+-rich CdS
nanoparticles has been studied [59–63]. Furthermore, the electrostatic deposition
of biomolecules, particularly proteins or enzymes, is also used to form multilayer
assemblies [64].

In the presence of a labile capping layer such as citrate on nanoparticles,
biomolecules can be linked to the nanoparticles directly through chemisorption
by exchanging with the original ligands. This method is usually used for the con-
jugation of proteins with Au nanoparticles, based on the binding of thiol groups
of cysteine residues of the proteins (e.g., serum albumin) to the Au surface [65].
If no thiolated residues are available in the protein structure, thiol groups can be
incorporated by chemical means [66,67] or through genetic engineering [68–71].
Similarly, nucleic acids can be synthesized with tethered alkanethiol groups by
using appropriate phosphoramidate precursors in a solid-phase synthesis. The
n-alkylthiolated nucleic acids have been extensively used for the preparation of
DNA-functionalized gold [72–74] and semiconductor [62,75] nanoparticles. As
an alternative, DNA functionalized with a steroid–disulfide derivative also binds
to Au nanoparticles with high adsorption stability [76].

Some low-molecular bifunctional linkers, which have anchor groups for their
attachment to nanoparticle surfaces and functional groups for covalent coupling
to the target biomolecules, can be used for the generation of covalent-tethered
conjugates of biomolecules with nanoparticles (Figure 14.4). Anchor groups such
as thiols, disulfides, or phosphine ligands are often used for the binding of the
bifunctional linkers to Au, Ag, CdS, and CdSe nanoparticles [52]. They may
readily substitute weakly adsorbed molecules to stabilize the nanoparticles or may
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Figure 14.4. Conjugation of bovine serum albumin (BSA) to silica nanoparticles through
3-[(2-aminoethyl) amino] propyltrimethoxysilane (APTES) and 4-(N-maleimidomethyl)
cycohexane-1-carboxylic acid 3-sulfo-N-hydroxysuccinimideester (sulfo-SMCC).

be used for the synthesis of the nanoparticles as surfactants. Different bifunctional
linkers may have various terminal functional groups such as amine, active ester, and
maleimide, which can be coupled to biomolecules covalently via carbodiimide-
mediated esterification, amidation reactions, or reactions involving thiol groups
[52,53].

14.3.2. Biofunctionality of Biomolecules on Nanoparticles

It is well known that bioconjugation of nanoparticles often leads to the degradation
and inactivity of the biomolecules. In particular, the conjugation of protein with
nanoparticles is a very complex process and many factors play a part in determin-
ing the extent of change in the structure of the protein. During the past decade,
studies of different assay formats have been applied for measurement of bioaffinity
employing nanoparticles. Some of the earlier studies indicated that the conjugation
process altered the structure of the protein and led to the loss of protein function-
ality to various extents [77–79]. On the other hand, some other studies employing
different detection methods showed that, using surface modification [80] and spe-
cial covalent binding technique [81], the structure of the protein could be retained
upon adsorption and hence the functionality remained favorable for the application
of the nanoparticles in protein assays.

A study performed by McGuire et al. [77] suggested that protein adsorption on
nanoparticles caused it to undergo significant conformational changes and ulti-
mately led to the loss of protein functionality. The investigation was done on three
variants of T4 lysozyme after they were attached to 9-nm colloidal silica particles
using a circular dichroism (CD) technique to observe their secondary structure
before and after adsorption. The results demonstrated that the lysozyme variants
with less thermal stability bind more strongly to the nanoparticles than more stable
ones. These unstable variants were also the ones that lost their secondary structure
and catalytic activity.

Based on these results, Dordick et al. [78] did another study to investigate how
the sizes of the silica nanoparticles influence the structure and enzymatic activity
of adsorbed lysozyme. The same CD technique was used to observe the protein
structure, and calorimetric activity assays were used to monitor the enzyme activity
after adsorption. The results from the two analysis techniques were then used to
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derive the overall effect of the nanoparticle size. It was concluded that lysozyme
undergoes significant change in its structure upon adsorption onto silica particles.
However, it is strongly dependent upon the size of the nanoparticles and the pH of
the solution. Furthermore, an earlier study performed by Kondo and Mihara [79]
on human hemoglobin and horse myoglobin on several inorganic nanoparticles
(silica, zirconia, and titania) indicated that adsorption of proteins on these particles
does not only affect the secondary structure of the proteins, but also their tertiary
structure. The results also showed that the extent of conformational changes also
depends on the type of nanoparticles used: silica nanoparticles cause fewer changes
than zirconia and titania nanoparticles.

For all the abovementioned studies, the common method used to examine the
changes in protein structure was circular dichroism (CD), which is the most direct
method to show the exact structure of the protein. However, it is important to
realize that a loss in the structure of the protein does not always provide a strong
relation with the loss of activity or functionality of the protein. As reported by
Dordick [78], about 60% of the enzyme activity was retained even when more than
70% of the α-helix structure of lysozyme was damaged. More experiments were
performed to find out how the nanoparticles affect the functionality of proteins.
Margel et al. [82] conducted a study involving the use of immobilized polyacrolein
(PA) microspheres in a diagnostic assay to detect the amount of α1-antitrypsin in
human serum. The surface of the polyacrolein microspheres was modified with
aldehyde end groups to bind with both the substrate and the trypsin molecules
needed to detect the complementary α1-antitrypsin. The surface analytical methods
used in this study were the FTR/ATR spectra, electron spectroscopy for chemical
analysis (ESCA), and scanning electron microscopy. Three types of assays were
used and the result of each assay was compared to the others to check the activity
of the trypsin after adsorption to the PA microspheres. One assay used radial
immunodiffusion where human serum was introduced into wells prepared in an
agar gel containing a specific antibody against α1-antitrypsin. After incubation, a
ring of immune precipitate was formed due to the antigen–antibody reaction and
the diameter of the ring indicated the amount of trypsin detected in the serum.
The other two assays made use of trypsin in solution and trypsin bound to the
PA microspheres. The result of the study proved that trypsin bound to the PA
microspheres was more stable and its enzymatic activity could be retained for a
much longer period (up to one year) compared to trypsin in free solution. This
was supported by the strong correlation of results with the immunodiffusion assay
method when human serum was tested using both assays under similar conditions.
From this result, we could infer with high probability that much of the structure of
trypsin had to be retained even after adsorption to the microspheres as it was able
to maintain a high level of activity even after storage over a long period of time.

Lee et al. conducted a study of protein and enzyme immobilization on non-
porous microspheres of polystyrene (PS) materials and discovered that the activity
of the enzyme bound to the PS microsphere was retained much longer than when
it was in a free solution [81]. In his study, he used β-lactamase and concanavalin
A (Con A) proteins that were attached to an amino-containing PS microspheres



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:13

14. Use of Nanoparticles as Building Blocks for Bioapplications 361

through several methods of covalent binding. By comparing the activity of the
enzyme in a fixed amount of time, Lee discovered that the best method of prepa-
ration was to activate glutaraldehyde cross-linking between the β-lactamase and
the microspheres. This indicated that success in retaining the activity of the en-
zyme after adsorption to microspheres can be increased by using a special cova-
lent binding technique that does not interfere too much with the structure of the
enzyme.

Another study showed that protein functionality could be greatly conserved
even after adsorption to microspheres [80]. The recombinant firefly luciferase
(FFL) tagged with histidene was used, which is able to produce bioluminescence
in its active form. A hydrophilic and protein-repelling Pluronic surfactant was
used to provide an activity-preserving base on the microsphere. A metal-chelating
nitrilotriacetic acid (NTA) group, which has a high affinity to the histidine tags
bound to the FFL protein, was then coupled to the terminal hydroxyl groups of
Pluronic. The results showed that the PS microspheres with chelating Pluronic
surface retained about 93% of its bioluminiscence activity on the microspheres.
This clearly demonstrated that FFL’s functionality was successfully conserved
after adsorption to modified PS microspheres and little damage was done to its
protein structure.

14.4. Nanoparticles as Building Blocks for Bioapplications

14.4.1. Self-Assembly of Nanoparticles Using Biomolecules
as Templates

Much attention has been directed to organizing nanoparticles into an ordered
structure. A number of strategies such as solvent evaporation [83,84], Langmuir–
Blodgett techniques [85], and shape-directed assembly [86] are available for or-
dering of nanoparticles into structured assemblies, and construction of large and
complex systems. Alternatively, nanoparticles can be assembled through chemical
coupling in solution via bivalent cross-linkers. An example is the alkyldithiol-
directed aggregation of gold colloid [87]. In a similar way, nanoparticles can be
self-assembled using biomolecules as cross-linkers. Driven by biospecific inter-
actions, nanoparticles are connected to form a network or grow into 3-D ma-
terials with ordered structure. In particular, nanoparticles can be self-assembled
using a biomolecular scaffold as a template [7]. Due to the high complexity of
biomolecules and their particular ability to adapt themselves, very complex sys-
tems can be formed in a programmable way. The interactions that have been ex-
ploited to drive nanoparticles to organize along the biomolecular scaffold include
molecular recognition and electrostatic absorption.

14.4.1.1. Self-Assembly of Nanoparticles via Molecular Recognition

One of the most fascinating capabilities of many biomolecules is that of molecular
recognition [88]. Certain biomolecules can recognize and bind to another one
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with extremely high selectivity and specificity. This is similar to a lock-and-key
combination, but on a molecular level. Out of millions of keys, or ligand molecules,
only one fits a particular lock, or receptor molecule. After the ligand molecules are
attached to the surface of nanoparticles, they can specifically bind to receptors that
“fit” the molecular recognition of the ligand molecules with high sensitivity and
selectivity. In other words, nanoparticles with receptors can be directed to positions
where ligand molecules are present. Generally, there are three classes of receptor–
ligand pairs: antibody–antigen, oligonucleotide–complementary oligonucleotide,
and avidin (streptavidin)–biotin, among which the complementary interactions of
DNA have been widely used to facilitate the assembly of nanoparticles. DNA
can mediate the assembly of nanoparticles in two different ways: DNA itself acts
as a template or DNA directs nanoparticles to organize along other biomolecule
templates.

DNA has been used as an attractive scaffolding material because of its very long
linear structure and its mechanical rigidity over short distances. DNA-directed
arrangement of nanoparticles on a surface can be demonstrated with a sorting
experiment. Different parts of a surface are patterned with oligonucleotides of
different sequences. Different nanoparticles are conjugated with oligonucleotides
that are complementary to the oligonucleotides immobilized at particular positions
on the substrate. The surface is incubated with the oligonucleotide–nanoparticle
conjugates and rinsed after hybridization. The DNA-directed nanoparticle pat-
terning is realized when nanoparticles only bind to the surface immobilized
with oligonucleotides complementary to that conjugated to the nanoparticles.
DNA-mediated sorting has been demonstrated using Au [89] and CdSe/ZnS
nanoparticles [90].

Formation of nanoparticle assemblies in solution has also been conducted. Self-
assembly of nanoparticles in solution minimizes or eliminates nonspecific binding
of the nanoparticles to the substrate. DNA oligonucleotides were attached to metal
colloids (sizes >10 nm) bearing thiolated DNA complements based on the specific
molecular recognition of the DNA sequence [1,74,91], producing analytically use-
ful optical information. Alivisatos et al. used a similar approach to produce two-
or three-dimensional assemblies of nanoparticles [92,93].

Many biomolecules including microorganisms can be self-assembled to form
ordered structures, which in turn can be used as templates for the organiza-
tion of nanoparticles. One example is an aquatic organism known as a diatom
which has a self-assembled rigid structure. The total number of extant diatom
species is on the order of 105, with each forming a frustule of unique shape,
in size from the microscale to the nanoscale [94]. However, silica-based di-
atom frustules lack the ability to recognize nanoparticles with certain ligands
and thus cannot be used directly for the assembly of nanoparticles. Recently,
Rosi et al. showed that diatom cell walls can be covalently bound with DNA and
used as templates for the assembly of DNA-functionalized nanoparticles (Fig-
ure 14.5), and multilayers of nanoparticles can be assembled onto the template
[95].
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Figure 14.5. Scheme depicting the functionalization of diatom templates with DNA and
DNA-functionalized nanoparticles. (From [95], reproduced with permission from John
Wiley & Sons.)

14.4.1.2. Self-Assembly of Nanoparticles via Electrostatic Adsorption

Except for molecular recognition, many biomolecules can bind to each other
through electrostatic absorption. Electrostatic binding is a robust interaction
and has been proved to be a successful route to assemble nanoparticles using
biomolecules as a template.

Because of the negatively charged phosphate backbone of DNA, nanoparticles
with a cationic surface can be electrostatically bound to it in a controllable way.
Synthetic thiocholine iodide [(2-mercaptoethyl) trimethylammonium iodide] is
used as a cationic thiol compound to provide CdS nanoparticles with positive
charges and guide the nanoparticles to electrostatically bind to a DNA template
predeposited at the air–water interface [96]. By using amino acid lysine instead
of the cationic capping agent, colloidal gold nanoparticles are self-assembled in
solution [97] and in thin films [98]. This approach results in the formation of a
linear superstructure of the gold nanoparticles, which can be used for generation
of nanowires.

Electrostatic immobilization of nanoparticles to DNA in solution is of special
interest. Warner and Hutchison [99] exploited the electrostatic interactions be-
tween the negatively charged phosphate backbone of DNA and functionalized
gold nanoparticles with a cationic headgroup in the ligand shell, and described
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a systematic approach to obtaining a DNA-templated assembly of nanoparti-
cles in solution. The results showed that electrostatic assembly of thiocholine-
stabilized nanoparticles onto double-stranded DNA in solution is a viable ap-
proach to preparing close-packed, templated 2-D and 3-D structures as well as
linear nanoparticle assemblies. Wang and Murray [100] further demonstrated
that assembly of nanoparticles can be controlled by varying the molar ratios
of nanoparticles and DNA base pairs and the length of the DNA chains em-
ployed, opening up a possibility to assemble nanoparticles in a more programmable
way.

Microorganisms can also be used as versatile templates for the organization of
nanostructured materials into larger-scale functional architectures. Specially orga-
nized bacterial superstructures, with charged functional groups such as carboxylic
or amino groups in well-defined positions of the protein meshwork, have been
widely used as templates for the assembly of nanoparticles through electrostatic
interactions. Davis reported the formation of superstructures of Fe3O4 and CdS
nanoparticles on bacterial threads produced from a mutant strain of the bacterium
Bacillus subtilis, in which mineralized bacterial composites can be prepared either
from nanoparticles or by in situ deposition [101,102]. In addition, bacterial surface
layers (S-layers) can be used as templates for organization of nanoparticles as well.
The structural diversity of S-layers, their feasibility of forming self-assembly on
a wide range of substrates, and the potential for surface chemical modification
suggest that they could be exploited to produce a wide range of ordered nanopar-
ticle arrays. Shenton et al. demonstrated the in situ formation of ordered two-
dimensional arrays of CdS quantum dots using self-assembled bacterial S-layers
[103].

Another template used to assemble nanoparticles is virus. Tobacco mosiac
virus (TMV) is used for the synthesis and organization of inorganic nanoparti-
cles [104]. The charged amino acid residues (such as glutamate, aspartate, argi-
nine, and lysine) on the surface of the proteins may be used as nucleation sites
for deposition of inorganic nanoparticles, as demonstrated by the growth of CdS
and PbS quantum dots, iron oxides, and silica on the surface of TMV [104].
Recently, Mao and co-workers reported a virus-based template for the synthe-
sis of single-crystal ZnS and CdS, and freestanding chemically ordered CoPt
and FePt nanowires [105]. By using a biomolecular template, a programmable
control over the composition, phase, and self-assembly of nanoparticles can be
realized.

14.4.2. Self-Assembly of Nanoparticles on Solid Substrates

Nanoparticles have been assembled on a wide range of conductive, semi-
conductive, and insulating materials. Techniques have been developed to pro-
duce nanoparticle microarrays or close-packed nanoparticle monolayers on a solid
substrate [10]. Layer-by-layer assembly has also been conceived to direct the for-
mation of thin films containing nanoparticles [106,107]. Nanoparticle multilayers
are constructed using the same nanoparticle, or different nanoparticles even in the
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same architecture [10,107]. These ordered nanoparticles on the substrate provide
numerous new functionalities that are absent in bulk materials, leading the way
toward the construction of novel biomedical devices.

The unique photonic and conductive properties of some nanoparticles can
be employed to detect biological recognitions on a surface. With dimensions
similar to those of biomolecules, nanoparticles are a natural choice for detect-
ing biomolecules, which can be used in both electrochemically and optically
based biosensors. Upon the assembly of nanoparticles on a solid surface, the
biomolecules adsorbed on the surfaces of nanoparticles can be detected by means of
surface plasmon resonance (SPR), surface enhanced Raman spectroscopy (SERS),
and surface-enhanced fluorescence spectroscopic techniques. Furthermore, the
unique size-controlled optical properties of semiconductor nanoparticles imply
that the organization of combinatorial libraries of biomolecule–semiconductor
nanoparticle hybrid systems or the assembly of these hybrids in array configu-
rations may lead to the high-throughput parallel analysis of numerous analytes
[53].

The nanoparticle assemblies can also be used to enhance the chemical reactivity
of biomolecules. Au nanoparticles assembled on polyurethane microspheres are
used as permeable high-surface supports for the immobilization of enzymes such
as pepsin to provide easy access of the substrate molecules to the enzyme ac-
tive centers in the multilayer enzyme assembly. Proteins immobilized in this way
exhibit biocatalytic activity higher than that of the free enzyme in solution and sig-
nificantly enhanced temperature and pH stability [108]. In another approach, the
layer-by-layer deposition of enzymes and magnetic particles is applied to prepare
a bioreactor, which allows the biocatalytic layer to be stripped out with an external
magnet when it is deactivated, so that the surface could be reloaded with a new
active biocatalyst layer [109].

The use of nanoparticles for micropatterning of proteins on solid substrate has
also been demonstrated [110]. Micropatterning of proteins can be achieved by
immobilizing proteins on silica nanoparticles followed by self-assembly of the
nanoparticles in patterned microwells (Figure 14.6). Because the placement of

Figure 14.6. Schematic diagram of protein micropatterning via self-assembly of nano-
particles.
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Figure 14.7. Schematic diagram of fabrication of porous materials using polymer nano-
particles as templates. TEOS: tetraethylorthosilicate.

protein–nanoparticle conjugates into the microwells is at the last step of the process,
denaturing or contamination of proteins by the chemicals used in lithography can
be avoided. This technique can be used to fabricate a planar protein microarray
integrated with nonplanar spots, which also provides a universal route to the spatial
positioning of other biomolecules.

14.4.3. Preparation of Hollow Spheres and Porous Materials
Using Nanoparticles as Templates

Nanoparticles can also be used as a template for fabrication of porous materials,
which can find a variety of applications such as hosting biomolecules, controlled
release, and constructing biosensors. A large range of silica-based [111] and non-
siliceous [112–114] porous materials are generally synthesized via precipitation
from supersaturated solutions, by using ordered arrays of surfactants as templates.
Precipitation routes are best suited to siliceous materials, which are thermally sta-
ble at high temperatures up to 800◦C [115]. Nonsiliceous porous materials are
often more difficult to synthesize by precipitation routes and often exhibit poor
crystallinity and low thermal stability. Alternatively, porous materials can be syn-
thesized by forming a self-assembly of nanoparticles in a solid and subsequently
removing the templated nanoparticles (Figure 14.7). This approach can provide a
general route to yield porous materials with various chemical compositions and
controlled pore morphology [116,117].

Furthermore, various approaches to producing hollow spheres with controlled
composition and pore structure are available. Caruso et al. [118] reported the
fabrication of silica and silica–polymer hollow spheres by consecutively coating
silica nanoparticles or some polymers onto colloidal polystyrene (PS) beads. The
templated polystyrene beads can be removed either by calcination or decomposi-
tion upon exposure to some organic solvents (Figure 14.8). The wall thickness of
the hollow spheres or the size of the holes can be readily controlled by varying
the number of nanoparticle–polymer deposition cycles, and the size and shape
are dependent on the morphology of the templating polystyrene beads. Alterna-
tively, the hollow spheres can be synthesized without a sacrificial template. Sil-
ica/Au hollow spheres have been fabricated through the formation of Au/poly(L-
lysine-b-l-crysteine) nanoparticles and their subsequent encasement within a shell
composed of silica nanoparticles [119]. The flocculation-based self-assembly (or
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Figure 14.8. Hollow silica
spheres prepared by using
polystyrene nanoparticles as
templates. Polystyrene
nanoparticles are dissolved in
toluene.

“flocculation assembly”) of nanoparticles into hollow microspheres has also been
demonstrated [120].

A general approach to prepare hollow spheres of ceramic materials with func-
tionalized interior surface has also been reported [121]. The outer surfaces of the
templating PS beads are first coated with submonolayers of silver nanoparticles,
and they are assembled into a three-dimensional crystalline lattice. The beads are
then coated with a titania layer. After the PS beads are dissolved in toluene, uni-
form hollow spheres are generated, with their interior surfaces being functionalized
with the silver nanoparticles. Meanwhile, silver nanoparticles can be selectively
removed using another wet etchant to produce an array of nanosized cavities on
the interior surface of the hollow sphere. These nanoscale cavities may have func-
tionality similar to that of the nanoscale template, as demonstrated in the area of
molecular imprinting [122,123].

The use of nanoparticle building blocks for the fabrication of porous bulk solids
has been extensively studied. Norris and co-workers used CdSe nanoparticles as
building blocks to produce ordered three-dimensional porous solids of high- and
low-refractive indexes as potential photonic band-gap materials [124]. The CdSe
nanoparticles are induced to self-assemble inside a self-organized silica template.
Subsequently, the template is removed and a three-dimensionally patterned ma-
terial consisting solely of densely packed CdSe nanoparticles is obtained. The
nanoparticles can be further sintered at high temperature to form a porous bulk
semiconductor. Sakka and co-workers proposed a heterocoagulation method to
prepare porous materials with controlled pore size and porosity [116]. Monodis-
persed polymer nanoparticles are used as a template and ceramic nanoparticles are
used as building blocks (Figure 14.9). After surface modification, well-dispersed
suspensions of polymer and ceramic nanoparticles with highly opposite surface
charges are obtained at the same pH condition. Upon mixing the two suspen-
sions, core-shell structures are formed via electrostatic attraction. The flocculated
particles are subsequently closely packed by vacuum filtration. The polymers are
finally removed by calcination, resulting in the porous structure. Bacterial threads
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A B 

Figure 14.9. SEM image of polystyrene nanoparticles self-assembled on silicon substrate
(A) and optical photograph of porous silica film fabricated using polystyrene nanoparticles
as templates (B).

and polymer gels are also used as template to construct a porous material [102,125].
The materials have been found to retain the characteristic shape and length of the
organic templates and do not generally have a large surface area and pore vol-
ume. Other templates include liquid-crystals, based on the interactions between
the liquid-crystal and surface modified nanoparticles [117].
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Polymer Nanofibers for Biosensor
Applications
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15.1. Biosensors: Definition

A biosensor is a device that uses a biological element (e.g., enzyme, antibody,
whole cell, etc.) to monitor the presence of various chemicals on a substrate by
enabling highly specific interactions between biological molecules to be detected
and utilized. Typically antibodies or enzymes are coupled to microelectronics
to enable their interactions with the substances of interest to be monitored. The
ability of biomolecules to react with very low concentrations of substances allows
biosensors to be used in various applications such as the monitoring of pollutants
in water, air, and soil, and in the detection of medically important molecules such
as hormones, sugars, and peptides in body fluids.

The sensing part of a biosensor consists of a biological element, which is
the bio-receptor, having remarkable properties concerning the specific molecu-
lar recognition of a target analyte as shown in Figure 15.1. The biological ele-
ment is closely associated with a transducer that converts the physicochemical
signal occurring during the molecular recognition phenomenon into an electrical
signal.

In a biosensor, the biological element acts as an extremely selective filter com-
pared to a chemical system. This makes the biosensor a powerful tool when a high
selectivity is needed.

15.2. Classification and Types

Biosensors are classified into four categories as shown in Figure 15.2.

15.2.1. Electrochemical Sensors

The main types of electrochemical sensing techniques include:

1. Potentiometry. These sensors work by measuring the electrical potential devel-
oped by an electrode in an electrolyte solution at zero current flow. The Nernst

377



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:15

378 Ramakrishna et al.

Figure 15.1. The biosensor principle.

equation, Eq. (1), is employed to relate the potential and concentration of the
analyte to be measured.

E = Eo − RT/nF ln[oxidized]/[reduced]. (1)

2. Voltammetry. In a voltammetric sensor the concentration of an ion that is to
be measured causes a change in the potential and thereby gets recorded as a
function of output voltage. Various standard electrodes are used to generate the
initial or zero potential, such as calomel electrodes, standard silver chloride
electrodes, and others. If a dropping mercury electrode is used, the method is
termed polarography.

Figure 15.2. Classification of biosensors.
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3. Coulometry. This is the terminology given when a current or electric charge
is passed through a solution and by the use of Faraday’s law it is related to
the concentration of the measured substance. (Faraday’s law essentially states
that it takes 9.65 × 104 Coulombs of electrical charge to cause electrolysis of
1 mole of a univalent electrolyte species.)

4. Conductimetry. In this method the conductance of a solution is measured, using
inert electrodes, alternating current, and an alternating null current. However,
it is noteworthy that there is no electric current or potential gradient and the
concentration of the analyte is measured as a function of the conductance of ions.

15.2.2. Optical Sensors

The principle of this sensor is that any change in the concentration of its surround-
ings produces a change in its optical properties. Therefore, there is a noticeable
change in the amount of radiation reflected or emitted. Infrared, UV, and fluores-
cence are the spectra commonly used. Fluorescence is the most applied method
for optical biosensors.

15.2.2.1. Fluorescence

Fluorescence is a luminescence emitted by certain substances due to the absorp-
tion of radiation at one wavelength and the almost instantaneous re-emission of
radiation at another, usually longer wavelength. The emission stops almost as
soon as the incident radiation is halted, thus distinguishing this phenomenon from
phosphorescence, in which reradiation of light may continue for some time after
the incident radiation is halted. The color of the radiated light typically differs
from the apparent color of the material, as when green crystals of fluor spar afford
blue reflections. It is due not to the difference in the color of a distinct surface
layer, but to the power that the substance has of modifying the light incident
upon it, by first absorbing the light to achieve an excited state and then radi-
ating light to resume the ground energy level. The light emitted by fluorescent
substances is in general of longer wavelength than the incident light. The radia-
tion can also be induced by ionizing radiation that is not electromagnetic, such
as alpha or beta rays and cathode rays. This property is possessed by fluorspar,
uranium glass, sulphide of calcium, and many other substances. It finds use in
analytical instruments to detect or measure radiation and in some commercial
applications.

15.2.3. Acoustic Sensors

This works on the principle that any change in the environment concentration is
reflected as a change in mass of the sensing interface which is then measured as a
variation in vibration frequency. Sensors working by this principle are alternately
termed “surface acoustic wave (SAW) resonators.”



P1: OTE/SPH P2: OTE
SVNY320-Mansoori November 15, 2006 21:15

380 Ramakrishna et al.

15.2.3.1. Piezoelectric Effect

The piezoelectric effect is due to the fact that certain crystals contain positively and
negatively charged ions, which separate when the crystals are subjected to stress.
Vibration of a crystal involves its passing from a deformed configuration through
its equilibrium configuration to an opposite deformed configuration and then back
through the equilibrium configuration to the original deformed configuration.

When the vibrating crystal is piezoelectric, this cycle of oscillating deformity
produces an oscillating electrical field; the frequency of the electrical oscillation
is identical to the vibrational frequency of the crystal. At the same time, placing
a piezoelectric crystal in an oscillating electrical field causes it to vibrate at its
frequency. This transfer of energy from the electric field to the crystal is highly
inefficient except when the frequency of the oscillating electrical field is the same
as the resonant frequency of the crystal.

The crystals most commonly used are 5, 9, and 10 MHz quartz of 10–16-mm
disks, squares, or rectangles that are approximately 0.15-mm thick. The metal
electrodes are 3000–10,000-Å thick and 3–8 mm in diameter and can be made of
gold, silver, aluminum, or nickel.

The quartz wafer is sandwiched between two electrodes bonded to the wafer
surface. These electrodes are used to induce an oscillating electrical field perpen-
dicular to the surface of the water. The electrical field then produces a mechanical
oscillation, a standing wave, in the bulk of the quartz wafer as described in Eq. (2).
Mechanical oscillation of the crystal is maximum where the electrode pads overlap
and diminishes rapidly in areas where the oscillating electrodes do not overlap.

� f0 = −
[

f0 (0)

AXqρq

]
�m = −S�m, (2)

where

� fo = Change in the resonant frequency
fo = Initial (applied) frequency at zero mass
A = Surface area of the resonator

Xq = Shear modulus of the quartz crystal
ρq = Density of the resonator
S = Proportionality constant.

15.2.4. Immunosensors

Immunosensors are biosensors that embody antibodies as their selective binding
components. They take advantage of the high selectivity provided by the molecular
recognition of antibodies. Because of significant differences in affinity constants
antibodies may confer an extremely high sensitivity to immunosensors in compar-
ison to enzyme sensors.

Immunosensors can be divided in principle into two categories: nonlabeled
and labeled immunosensors. Nonlabeled immunosensors are designed so that
the immunocomplex that is the antigen–antibody complex is directly determined
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by measuring the physical changes induced by the formation of the com-
plex. In contrast, in a labeled immunosensor a sensitively detectable label is
incorporated.

15.3. Limitations of Biosensors

The typical disadvantages encountered using isolated biological components in
biosensors, are primarily problems of stability, lifetime of the biological compo-
nent, and limited dynamic ranges. In addition to this they may also need a longer
time to return to the baseline signal after use and so reversibility may be a problem.
There is also the possibility of variation in the responses of biosensors produced
from different batches of cells or organisms. Therefore, the growth condition must
be monitored closely to ensure that each batch is as similar as possible. Culture
age, temperature, population, and aeration during the induction of the response
can all affect the response of the biosensor.

15.4. Significance of Nanofibers for Biosensor Applications

Thin films are often employed in sensors in order to improve their performance.
It is well known that the sensitivity of a film is proportional to the surface area
of the film per unit mass. Thin films made of nanofibers (NF) have surface area
approximately one to two orders of magnitude larger than continuous films and
therefore their sensitivities are potentially as large. The large available surface is
the advantage that polymer nanofibers have over the existing sensor substrates.
Nanofibrous supports with designed hierarchical pore structure architecture can
provide a unique environment for biosensing due to controlled fluid delivery, re-
tention, and ability to facilitate direct electron transfer.

Two main nanofiber fabrication techniques were compared: particle coagulation
spinning (PCS) and electrospinning [1]. Three types of nanofibrous supports were
studied to test their applicability for biosensor packaging: nonporous fibers made
of single-wall carbon nanotubes by PCS process, electrospun nanowebs made of
conductive polymer nanofibers, and polymer nanofiber/carbon nanotube composite
webs. It was concluded that electrospun fibers had better strength, uniformity
during fabrication, and gave reproducible results.

Nanofiber films are used as a sensing interface for thickness shear mode (TSM)
piezoelectric sensors. TSM sensors coated with nanofiber films made of poly-lactic
acid-co-glycolic acid (PLAGA) polymers were studied under various ambient
conditions and were reported to possess better sensitivities than their thin film
counterparts [2]. For TSM resonators, the resolution varies linearly with the surface
area of the sensing interface. Hence, polymer nanofiber would be an ideal material
for this purpose.

Recently, efforts were undertaken in the production of nanofibers for elec-
trochemical sensors as well. Metal ions such as Pd, Pt, and Au are coated or
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electrodeposited onto the surface of the fibers to improve the conductivity and
resolution. The literature shows that polymers such as polyaniline, polypyrrole,
and polyamic acid have been electrospun and successfully used as sensing inter-
faces [3]. For electrochemical sensors, the resolution varied in proportion to the
conductivity of the interface; in this case, it is the number of electrons transferred
that govern the sensitivity. Therefore, nanofibers that have a very high surface area
would be idealistic for electrochemical biosensors as well.

Optical sensors are relatively new and not much work has been carried out in
this field. From first principles, the sensitivity of an optical sensor would depend on
the amount of fluorescence emitted which in turn is proportional to the available
area of the interface. Thus by change in morphology, if pores or pockets could
be introduced the sensitivity would also increase proportionately. In the case of
nanofibers this is inadvertent as the available area by itself is quite large and when
porous fibers are used, the further increase is manifold. Thus, nanofibers would be
the best-suited materials for fabrication of optical sensors.

Recent progress in biomedical technology has resulted in the development of
novel sensor products with new applications. Modern biomedical sensors with
advanced microfabrication and signal-processing techniques are becoming more
and more accurate and inexpensive [4]. With the burden of accuracy and relia-
bility removed, the focus is now on miniaturization of the bulky instrumentation
and development of portable sensors. Also, a lot of work has been previously ac-
complished in developing various specific target molecules for different analytes
that has exhausted all possibilities. So, the focus is again on miniaturization by
detection of multianalytes on a single chip.

This idea is the base of the “lab-on-a-chip” projects that are presently being car-
ried out in various laboratories across the world. Although microelectronics has
sufficiently minimized the instrumentation and made it portable, the sensing inter-
face is still critical as it forms the heart of the sensor. Therefore, no compromise can
be had with regard to the available area of the sensor (which is proportional to the
number of active sites). Hence the solution would be to adapt such a morphology
that is small yet possesses a large surface area for interaction. The obvious key
would be nanofibers. Nanofibers have been recently tested for biomedical appli-
cations as well as for fabrication of nanofiber-based immunosensors [5]. Specific
target molecules such as antibodies can be tailored on the surface of the nanofibers
at high concentrations. It is also possible to attach more than one antibody on the
nanofiber mesh which would create a basis for multianalyte detection capability.
All said, the nanofibers rule the sensor domain.

15.5. Biosensors from Polymer Nanofibers—Review

The section below presents a brief review of the existent nanofiber biosensor config-
urations. Starting from the glucose sensor which was the earliest sensor developed
in the history of biosensing, each realm is being replaced with nanofibers for im-
proving sensor properties. An outline of the modifications made by incorporation
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of nanofibers, the sensor parameters studied, and the results are presented under
each category.

15.5.1. Fabrication of Biosensors Using Polymer Nanofibers

Electrospinning [6] makes it possible to create self-supporting nonwoven meshes
from polymer melts as well as lacy porous coatings on a variety of substrates.
Membranes are one of the essential components of a biosensor. They are used
for (1) preventing fouling, (2) eliminating interference, and (3) controlling the
operating regime of the biosensor; for example, when a small molecule is the
analyte, macromolecules such as proteins can be prevented from entering the active
site.

The approach of fabrication [7] onto the nanofibers is highly sensitive to optical
sensors [8]. Combining the two techniques of electrospinning and electrostatic
layer-by-layer adsorption was made possible where a fluorescent probe was elec-
trostatically assembled onto the surface of electrospun nanofibrous membranes
whose fluorescence could be quenched on using extremely low concentrations
of aqueous methyl viologen (MV2+) and cytochrome C solutions. The high sen-
sitivity is attributed to the high surface area-to-volume ratio of the electrospun
membrane and efficient interaction between the fluorescent conjugate polymer
and the analytes [9].

Virus-based micro- and nanofibers were fabricated using wet-spinning and elec-
trospinning processes. When M13 viruses were blended with PVP fibers, an intact
structure of the viruses was formed. These fibers demonstrated that novel bioma-
terials can be fabricated from a programmed organism to extend the dimension
of engineered viruses into fibers providing useful biological functions and highly
sensitive catalytic functions in the future for biomedical biosensor applications
[10].

Madhugiri et al. [11] have employed a novel dual syringe electrospinning method
to prepare a composite fiber network of a semiconducting, electroluminescent.
polymer MEH-PPV and mesoporous SBA-15 silica. The idea behind using two
different solutions was to make an interwoven network of fibers containing a
polymer and a molecular sieve material and study the optical properties of the
resulting composites. The composite fibers obtained by electrospinning MEH-
PPV and SBA-15 silica together exhibit a blueshift in the emission, which can also
be altered by introducing organic moieties into the inorganic material. The shift
in emission is mainly attributed to non-aggregation of the polymer chains, which
occurs due to the polymer chain conformation. The silica mesoporous fibers acted
as a nanospacer thereby reducing interchain interactions, resulting in the blueshift
in the emission. Hence, dual syringe electrospinning is a way to alter the optical
properties of the fluorescent polymers in fibrous form, which will have interesting
applications in molecular electronics.

There are several technologies proposed for urea detection through use of im-
mobilized urease. Most of them offer a narrow detection limit in either low or high
concentrations of urea. Srivastava et al. [12], described a urea biosensor utilizing
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urease immobilized on gelatin beads. This system was successful at achieving
long storage stability, with a half-life of 240 days. The sensors’ drawbacks were
a detection limit from 0.8 to 23 mM and a response time of 6 mins. Another
sensing system proposed was on porous glass beads [13], presenting a linear rela-
tion between current and urea concentration within a narrow range of 0–600 μM
urea solutions. The chemical field effect transistor with a pH-sensitive gate has
been proposed due to the photosensitive layers of PVA. Sant et al. [14] detected
urea between concentrations of 5 and 25 mM. Castillo-Ortega and Rodriguez [15]
prepared electroconductive PAn–PBMA homogenous composite films by casting,
offering the detection limits of small range 3–20 mM. Seki’s group [16] used
urea immobilized on SiO2 film as a pH-sensitive layer in light addressable poten-
tiometric sensors (LAPS) and once again had a narrow range of detection from
5 to 15 mM. No detailed discussion of longevity for the mentioned product was
provided.

With increasing demand for nanotechnology, electrospinning became a novel
technique; biocomposite nanofibers were electrospun using Urease with PVP so-
lution [17]. The immobilized enzyme remained active inside the polymer solution.
Most importantly, the reactivity was maintained inside the electrospun nonwo-
ven mats. The electrospun membrane acted as catalyst in the hydrolysis with
different concentrations of urea solutions. The proposed material connects the
rising world of nanotechnology with the biosensing field offering cost-efficient
urea-sensing material applicable in medical diagnosis and environmental and
bio-industrial analysis. The biggest improvements are the fast response time,
sensitivity to low concentrations of urea, and a more versatile design. This suc-
cessful immobilization of urease implies reproducibility with other enzymes
used for biosensing, such as glucose oxidase and horseradish peroxidase among
others.

So, we begin with some preliminary work that has presently had success in
fabricating a nanofiber-based system for glucose biosensor applications.

15.5.2. Glucose Sensor

15.5.2.1. Brief Classification

Ever since Clarke and Lyons, glucose sensing has come a very long way. The
techniques for glucose measurement have also developed beyond capabilities.
There are innumerable possibilities that one could follow to measure glucose
concentration from a particular medium as classified in Figure 15.3.

15.5.2.2. Principle

Most of the reported sensors with which continuous measurements have been
made are electrochemically based taking advantage of the reaction of glucose with
oxygen.

The amperometric response of the sensor originates from the oxidation current
of H2O2, which could be effectively measured to decipher glucose concentration
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•Optical

 •H2O2 electrode

 •Oxygen electrode

Glucose Sensors

•Acoustic

•Colorimetric

•Piezoelectric and

•Electrochemical (Biosensors)

Enzyme Sensors

Immunosensors

•Potentiometric

•Conductometric

•Amperometric

•Thermoelectric

Figure 15.3. Classification for the measurement of a glucose sensor.

levels. Glucose oxidase (GOx) is an enzyme that catalyzes the oxidation of glucose
as explained below:

C6H12O6 + O2 + H2O
(GOx)→ C6H12O7 + H2O2 (3)

(glucose)

H2O2 → 2e− + 2H+ + O2 (4)

Glucose present in solution or any body fluid reacts with the oxidized form of the
enzyme to form glucolactone/gluconic acid (C6H12O7), with the evolution of two
protons and electrons, thus reducing GOx on the electrode. Glucose oxidase has
been selected as a model as it has been very well studied, and is stable, inexpensive,
and practically applicable. The oxygen dissolved in the surrounding fluid reacts
with GOx, accepting the aforementioned protons and electrons to form hydrogen
peroxide and regenerating oxidized GOx, which is ready to react once more with
glucose. To measure the amount of glucose, either one can measure the change
in oxygen concentration in the solution or, as an alternative, the increase in H2O2

concentration. This choice turns out to be more reliable because the sensor is
less sensitive to varying background oxygen concentrations in the sample. Either
way, the glucose concentration can be directly correlated to the output of the
potentiostat. The response time and sensitivity could be calculated by observing
the output voltage/current with time.

15.5.2.3. Background Literature

The ability to detect, quickly and reliably, the presence or absence of specific
chemicals can be a matter of life or death. Leaks of toxic gases, monitoring of
glucose in the bloodstream, testing for harmful compounds in foods, and early
alert of chemical and biological warfare agents all require reliable and sensi-
tive sensing devices. The demand for such devices is ever more urgent and the
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capability of many relevant technologies to build these devices is unprecedented.
Due to the importance of glucose detection in diabetics, enzyme biosensors are
important in clinical, environmental, and food analysis. They are becoming more
and more important as analytical tools, for enzymes have the unique ability of
quickly and accurately recognizing target molecules even in a complicated sys-
tem. Determining the concentrations of glucose in blood has been recognized as
an important clinical diagnostic test for diabetes during hyper- and hypoglycemic
conditions. The diagnosis of diabetes requires a tight monitoring of blood glucose
levels and electrochemical biosensors for glucose are playing a leading role in this
direction [18]. Glucose monitoring systems can provide alarms greatly facilitating
intensive glucose control regimes. The normal clinical range for glucose in blood
is between 3.5 and 6.1 mM, and abnormal glucose levels can reach as high as
20 mM. Clark and Lyons developed the first enzyme electrode in 1962 [19], sug-
gesting the coupling of enzymatic reaction to an electrochemical monitor, which
was subsequently called an “enzyme electrode.” From then on, it was established
that it is possible to detect glucose in both serum and whole blood, however, in
vivo measurements proved much more difficult.

A significant breakthrough occurred in the early 1980s, when self-monitoring
of blood glucose became possible through the development of dry chemi-
cal strips for use with a single drop of blood. The resulting reaction could
be followed by monitoring the formation of product spectrophotometrically or
electrochemically. Recently, monitoring glucose by noninvasive means such as
near-infrared technique [20], optical rotation [21], colorimetric [22], and fluores-
cence detection [23] to name but just a very few, has also been proposed which
would eliminate the painful and annoying step of pricking the finger to obtain
blood.

Biosensors such as Glucowatch are worn on the wrist, which when subjected
to environmental conditions (temperature fluctuations, mechanical shocks, etc.)
could adversely affect the sensor signal [24]. Other technologies, that are presently
emerging include glucose-monitoring skin patches, which are deemed less painful
than finger-pricking with a lancet. For practical application, the monitoring unit
must be miniaturized to be compatible with its use as a wearable system. If pa-
tients are going to use these monitoring systems themselves, the system must be
simple and inexpensive. A fundamental question is whether the sensor, which
must necessarily be quite small, is properly sampling the site of implantation and
whether this site is indicative of the region of our interest. Combining nanomate-
rials and biomolecules is of interest because nanoparticles can play an important
role in immobilizing biomolecules due to the excellent biocompatibility and good
conductivity.

Recently, many kinds of nanomaterials such as gold [25,26] and SiO2 nanopar-
ticles [27–29] have been widely used in constructing electrochemical biosensors.
Bharathi and co-workers [30] have demonstrated that gold nanoparticles can self-
assemble both inside the network and on the surface of the silica gel. The gold
nanoparticles immobilized by a silica gel three-dimensional network can act as
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tiny conducting centers and facilitate the electron transfer [29]. Zhang et al. [31]
have reported the gold nanoparticles can not only promote the electron trans-
fer between the analyte and the electrode surface but could also act as a con-
ducting base for the assembly of biomolecules. They can provide a favorable
microenvironment for the active immobilization of GOx due to their excellent
biocompatibility.

In addition, the combination of addressing with the high-affinity interaction
of avidin–biotin (association constant Ka = 1015 M−1) leads to an affinity-driven
immobilization protocol for enzymes involving solely a single attachment point
that fully retains its biological activity [32–35].

15.5.2.4. Professor Ramakrishna Group’s Results

Polymer nanofiber-based biosensors have been developed, based on the above-
mentioned principle of the glucose sensor. Nylon-6 nanofibers have been electro-
spun, impregnated with Au nanoclusters (for increasing conductivity) and immo-
bilized with glucose oxidase. The schematic diagram of the sensor is shown in
Figure 15.4.

The results in Figures 15.5 to 15.7 show the fabrication of the biosensor at
each stage. Avidin–biotin interaction was used to immobilize the enzyme onto the
Nylon-6 nanofibers. Sensitivity was measured using electrochemical impedance
spectroscopy. The results are also presented in the figures with comparative ad-
vantages over the existent sensor.

Figure 15.4. Schematic diagram for glucose biosensor.
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Figure 15.5. SEM micrographs of (A) electrospun Nylon-6, (B) (Au-Nylon-6).

Figure 15.6. Shows the plot of (A) glucose concentration versus potential and (B) conver-
sion chart of glucose concentration versus voltage for the nanofiber-based sensor.
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In brief the characteristics of our sensor are summarized as follows.

1. Quick Response: within 130 s.
2. Accurate: Glucose levels are found very accurately (fine resolution 0.113 μV/

mM compared to the existing nA levels); the measured values were found to be
reproducible.

3. Selective: Minimum interference for lower concentrations implies high signal-
to-noise ratio.

4. Wide Range: Works well from 1 M to 1 μM.
5. Stable: Membrane with immobilized enzyme is stable with time; experiments

observed after two months gave results with less than 5% absolute error. The Pt
wire was stored in the refrigerator at 4◦C in phosphate buffer when not in use.

6. Compatible: For both in vivo as well as in vitro measurements, suits for con-
tinuous monitoring as well. Could be used as an implant beneath the skin for
continuous monitoring.

15.6. Application

The application domains of biosensors can be broadly classified into two cate-
gories: biomedical and environmental. The typical applications are as follows.

15.6.1. Biomedical Application

15.6.1.1. Measurement of Metabolites

The initial impetus for advancing sensor technology came from the health care area,
where it is now generally recognized that measurements of blood gases, ions, and
metabolites are often essential and allow a better estimation of the metabolic state
of a patient. In intensive care units, for example, patients frequently show rapid
variations in biochemical levels that require an urgent remedial action. Also, in less
severe patient handling, more successful treatment can be achieved by obtaining
instant assays. At present, the list of the most commonly required instant analyses
is not extensive. In practice, these assays are performed by analytical laborato-
ries, where discrete samples are analyzed, frequently using the more traditional
analytical techniques.

15.6.2. Environmental Monitoring

15.6.2.1. Air and Water Monitoring

Another assay situation that may involve a considerable degree of the unknown
is that of environmental monitoring. The primary measurement medium here will
be water or air, but the variety of target analytes is vast. At sites of potential
pollution, such as in factory effluent, it would be desirable to install online real-time
monitoring and alarms, aimed at specific analytes, but in many cases random or
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discrete monitoring of both target species and general hazardous compounds would
be sufficient. The possible analytes include biological oxygen demand (BOD)
which provides a good indication of pollution, atmospheric acidity, and river water
pH, detergent, herbicides, and fertilizers (organophosphates, nitrates, etc.). The
survey of market potential has identified the increasing significance of this area
and this is now substantiated by a strong interest from industry.

15.6.3. Multicomponent Analyzers

The potential for biosensor technology is enormous and is likely to revolutionize
analysis and control of biological systems. It is possible therefore to identify very
different analytical requirements and biosensor developments must be viewed un-
der this constraint. It is often tempting to expect a single sensor aimed at a particular
analyte to be equally applicable to online closed-loop operation in a fermenter and
pinprick blood samples. In practice, however, the parallel development of several
types of sensor, frequently employing very different measurement parameters, is
more realistic.

15.7. Conclusion

This chapter gives a brief description of biosensors and their existing limitations.
Much emphasis has been focused on the replacement of the sensing interface
with polymer nanofibers and improvements in the sensor’s performance have been
highlighted. The various applications into which nanofiber-based biosensors could
possibly fit have also been described. It is concluded that the polymer nanofibers
have a great potential in sensor applications and the research needs exploration in
greater detail.
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16
High-Pressure Synthesis of Carbon
Nanostructured Superhard Materials

V.D. Blank, S.G. Buga, G.A. Dubitsky, K.V. Gogolinsky,

V.M. Prokhorov, N.R. Serebryanaya, and V.A. Popov

16.1. Introduction

The discovery of fullerenes with short C–C distances has revived hope for new
superhard materials from carbon. Fullerenes are new allotropic forms of carbon
with molecular structure. The fullerene molecules look like closed hollow spheres;
their surface is lined with hexagons and pentagons from carbon atoms. The hexagon
with atoms of carbon in its vertices is a structural element of both fullerenes and
graphite.

Synthesis of fullerenes in condensed state (fullerites) opened up an opportu-
nity not only to study the physical properties of a new material, but also enabled
the development of new polymerized states by cycloaddition due to the rupture
of the double bonds on the hexagons of adjacent molecules. Such polymerized
phases should possess unique properties (high resistance to solvents, high strength
and hardness) due to the formation of short covalent bonds between molecules
instead of weak van der Waals bonds in molecular structures. The action of high
pressures on a substance is the most efficient way of developing more dense mod-
ifications with short interatomic distances. It is well known that diamond is a
polymorphic modification of carbon formed from graphite at high pressures. As
interatomic distances in a graphite layer are shorter than in diamond (1.42 Å and
1.54 Å, respectively), graphene sheets are more rigid than diamond. The surface
of fullerene molecules can be represented as a folded graphite layer, and the bulk
elastic modulus of C60 molecule was theoretically estimated in 1991 to be higher
than that of diamond. The same prediction was made for strongly compressed
C60 solid, that is, for the case when the intermolecular distance approaches the
length of an sp3 bond. Novel fullerene superhard and ultrahard carbon materials
were produced soon afterwards, first in microscopic amounts in high-pressure di-
amond chambers at room temperature, and then as macroscopic samples of up
to 200 mg in heated high-pressure tungsten carbide apparatuses. Both crystalline
and disordered structures with different physicomechanical and electrical prop-
erties were obtained and investigated. In this chapter, we studied these advanced
materials.
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16.2. Synthesis of Superhard Materials

Superhard phases of C60 were obtained using a toroid-type apparatus [1] improved
to produce higher pressures up to 15 GPa [2]. High pressures were developed in a
chamber consisting of two coaxial profiled anvils with a container with the sealing
rings between them (Figure 16.1a). The chamber was placed into a hydraulic press
with pressure multiplication. The force-transferring pistons in the press were of
consecutively decreasing area to have the smallest-area piston exert the highest
pressure on the chamber with the sample.
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Figure 16.1. A method of high-pressure and high-temperature (HPHT) treatment of

fullerenes. (a) The schematic of a toroid-type HPHT apparatus with the working-chamber

diameter of 15 mm [1]. 1: hard-alloy punches; 6, 7, 8, 9: supporting steel rings; 3: zone

where the heater and sample are placed; 2: container; 4: first sealing ring; 5 and 5′: second

and third sealing rings; (b) A calibration curve plotted by the changes of electrical resistance

of the reference metals.
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The pressure in the chamber was determined by the chamber-pressure/
press-force calibration curves. The calibration curves for each pair of anvils were
plotted by the changes of electrical resistance at polymorphic transformations in
reference metals: Bi (7.7 GPa), Sn (9.5 GPa), Ba (12.5 GPa), Pb (13 GPa), and ZnS
(15 GPa) at room temperature (Figure 16.1b).

High temperatures were developed by resistive heating in a graphite heater. The
temperature was measured by thermocouples: chromel–alumel, up to 1470◦ C;
platinum–platinum rhodium, up to 1870◦ C; and tungsten–rhenium, for higher
temperatures.

In order to avoid contamination by volatile components, samples were placed
in refractory metal foil. The highest temperature was recorded near the side walls
of the heater; the temperature gradient was ∼50 degrees. Taking into account the
pressure and temperature gradients, the samples for studies were taken from the
central part of the reaction zone.

A set pressure was developed at 0.15 GPa/min, the heating was at a rate of
50◦ C/min, and the isothermal exposure was 1 min or, in special cases, 20 s. The
samples were quenched as follows: the heating was switched off, the chamber was
cooled at a rate of 400◦ C/s, and the chamber was discharged at a rate of 0.1–
0.15 GPa/min. The experiments were carried out at pressures of 8, 9.5, 12.5–13,
and 15 GPa within the temperature range of 300–2100 K.

After the temperature and pressure were decreased, the samples obtained at high
pressure were recovered from the chamber and analyzed under normal conditions.

16.3. Structure of Superhard Materials

The crystalline structure of the high-pressure phases of fullerites was studied using
the powder diffraction method. The diffractograms of the metastable phases of C60

fullerite were obtained by a KARD-6 diffractometer with the two-dimensional
area detector developed at the Institute of Crystallography, Russian Academy of
Sciences [3]. The detector is a flat multichannel proportional chamber with fast
delay lines. A graphite monochromator (transmission geometry, CuKα radiation
(40 kV × 30 mA) was used. Yttrium aluminum garnet served as external reference.
The centers of gravity of the Bragg peaks were determined to an accuracy of 0.01◦.

Figure 16.2 shows the diffractograms of the C60 phases obtained by the action
of 13 GPa within a broad temperature range [4]. The diffraction peaks become
broader as the temperature is increased, and amorphous halos appear at 2θ > 40◦.
At T > 1270 K, the structure is completely amorphized. A temperature of 670 K
proved to be a threshold for producing samples with the hardness higher than
that of cubic boron nitride (cBN). The hardest were amorphous samples; their
hardness was higher than that of diamond and they were named ultrahard. The
amorphous structure of fullerites after high-pressure and high-temperature (HPHT)
treatment was studied using a transmission electron microscope. The samples were
obtained by polishing followed by ion etching. A characteristic structure is shown
in Figure 16.3.
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Figure 16.2. Diffractograms of the C60 phases. * is a (110) reflection occurring at the

orthorhombic distortion of the initial fcc structure.

In ascending order of hardness and polymerization, we singled out three types
of structures of crystalline superhard phases:
� Phase C (Figure 16.2, diffractogram 5) obtained at 9.5–13 GPa, T ≥ 670 K; its

hardness is higher than that of cBN;
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Figure 16.3. A characteristic structure of fullerites treated at a pressure of 15 GPa and high

temperature.

� Phase B (Figure 16.2, diffractogram 7) with hardness of about that of the (100)
face of diamond; obtained at pressures higher than 9.5 GPa and T ≈ 770 K;

� The hardest phase A (Figure 16.2, diffractogram 8) with hardness higher than
that of the (111) face of diamond was obtained at pressures greater than 13 GPa
and T > 670 K.
Modeling the structures we assumed that polymerization begins with the for-

mation of dimers along the diagonals of the faces (the shortest distance) of the fcc
structure and its rhombic distortion.

A high pressure compresses the structure and thereby brings the dimers together
and makes them bind into chains and layers of molecules in the (x, y) plane, and a
high temperature increases the amplitude of anisotropic oscillations of atoms, thus
promoting the appearance of bonds between (x, y) layers in the vertical direction.
Nonhydrostatic compression reduces the symmetry to body-centered, in which the
distances along the [111] space diagonals are the shortest; their further compression
is the major principle of three-dimensional (3-D) polymerization. The primary goal
in modeling the structure of 3-D phases is to find the atoms that would bridge the
“frozen” molecules or cages of molecules along the [111] direction.
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Figure 16.4. The cages of molecules in a rhombic 3-D structure are bridged along a [111]

space diagonal. Thick lines indicate (3 + 3)-type bonds between C6–C3′ and C3–C6′ atoms

on the adjacent cages of molecules.

Figure 16.4 shows the central molecule and its intermolecular bonds along
the [111] direction. The structure was calculated by the molecular mechanics
(MM+) methods in the assumption of the shortest distances between the C6–C3′

atoms. For the given size of a unit cell, the structure was the most stable, with a
gain of 0.092 eV/atom in the formation energy as compared with the molecular
structure. In bridging the C3′–C6 molecules by short distances, a new (3 + 3) type
of cycloaddition is formed, which is shown by thick lines in Figure 16.4 [5].

Taking into account the different intensity-distribution patterns on the diffrac-
tograms of the superhard phases of C60 (samples 5, 7, 8 in Figure 16.2), it was
assumed that the type of cycloaddition along the coordinate axes of the structures
changes as the polymerization parameters (HPHT) increase, but the (3 + 3) cycles
along the [111] direction are preserved.

Besides the (2 + 2) type of cycloaddition, in models of the structures of phases
B and A we used dimer C120 theoretically calculated in [6] and representing a
common four-sided ring. This dimer can be represented as a (2 + 2) cycloadduct
turned 90◦ (Figures 16.4, 16.5), then the plane of the binding quadrangle becomes
perpendicular to the axis of polymerization. In other words, molecules are spliced
in polymerization, and the distances between them become smaller.

Figure 16.6 shows the results of the profile analysis of the superhard-phase
diffractograms and the change of shape of the cages of “stiffened” fullerene
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1

2

Figure 16.5. Dimers of C120. 1: dimer formed by (2 + 2) cycles; 2: dimer formed by a

common four-sided ring.

molecules due to the formation of covalent bonds in polymerization. The initial
coordinates of carbon atoms were calculated by the molecular mechanics (MM+)
method and then verified by the method of profile analysis (Rietveld method,
FULLProf [7]).

In the model of phase C structure, the axis a is polymerized by the type of
(2 + 2) cycloaddition with distances in the chain (C8 − C8 = 1.64 Å and 1.53 Å)
corresponding to the length of the covalent bond in (2 + 2) cycles, the distances
in (3 + 3) cycles are ∼1.96 Å. Phase C is not a 1-D chain structure, as it has short
non-van der Waals bonds fastening its cage along the space diagonal. The cage of
the C60 molecule is almost spherical.

Due to significantly different distributions of intensity peaks in the diffrac-
tograms of phases C and B (Figure 16.6), we chose the common four-sided ring
type of cycloaddition along axis b for modeling the structure of phase B. This type
of cycloaddition is a caged structure, the distances C3–C6 in (3 + 3) cycles are
1.71 Å. Due to the formation of shorter bonds in common four-sided ring cycles
(C1–C1 = 1.54–1.6 Å) in phase B the C60 molecule is deformed stronger than in
phase C; it is extended along axis b and acquires a barrellike form. Hexagons on
the lateral surface of the molecule form fragments of the graphite plane. Each
molecule is bound to ten adjacent molecules and contains 20 sp3 atoms out of
60: eight pairs of atoms C3–C6 and two pairs of atoms C1–C1, 16 + 4 = 20. In
the structures of phases C and B, large zeolitelike channels are formed due to the
presence of nonpolymerized directions [5, 8].

When choosing the model of phase A, we took into account the high value of
hardness of this phase; that is, the structure should contain as many as possible
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Figure 16.6. Models of polymerized C60 molecules in the superhard phases A, B, C (left)

and the results of the profile analysis of the C60 superhard-phase diffractograms (right).

The numerals are the numbers of independent carbon atoms whose coordinates are given

in Table 16.1. The molecules are represented in projection (001): the axis c of the rhombic

structure is perpendicular to the plane of the figure; the horizontal axis is axis a; the vertical

axis is axis b. The amorphous halos were not taken into account at the adjustment of the

diffractogram profiles.

sp3-hybridized carbon atoms, and the distances between the molecules should be
comparable with the length of a single diamond bond (1.54 Å). In its structure,
the molecules are polymerized along both coordinate axes, a and b; by the type
of (2 + 2) cycloaddition, along axis a; and by the type of common four-sided ring
cycles, along axis b.
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b

c  a 1 Å

Figure 16.7. Projection (001) of the structure of phase A. Light grey elements are hexagons

containing sp3-hybridized carbon atoms. The unit cell is shown by thin lines. Intermolecular

distances C8–C8: along axis a = 1.61 Å, along axis b = 1.54 Å; C1–C1 distances along

axis b are equal to 1.55 Å, along a = 1.58 Å; distances C3–C6 are equal to 1.54 Å each (that

is, are exactly equal to the length of a single diamond bond). The other distances between

carbon atoms, forming the cage of a stiffened C60 molecule, also differ strongly from their

values in pristine; their length varies from 1.40 up to 1.55 Å.

The nearest distances between carbon atoms for sp3-hybridized atoms are
within the limits of 1.52–1.54 Å. Each molecule is surrounded by 12 molecules:
4 molecules from above, 4 molecules from below, and 4 molecules in the (x, y)
layer; each molecule contains 24 sp3 carbon atoms out of 60. The molecule of su-
perhard phase A is deformed even more strongly than in phases C and B. (3 + 3)
bonds transform the molecular structure of pristine C60 into a 3-D cage from car-
bon atoms. The basis projection of the structure of phase A (Figure 16.7) shows
(in light grey) hexagons in which sp3 bonds are formed between the atoms of
adjacent molecules. Table 16.1 gives the verified parameters of unit cells and the
coordinates for the atoms of three superhard phases A, B, and C.

Unusual ellipsislike diffraction reflections of the structure of phase A were
revealed in studies using a 2-D “image plate” detector on ESRF synchrotron radi-
ation [9].

Elongated ellipsislike Bragg reflections (Figure 16.8) were earlier observed
only directly under pressure in nonhydrostatic conditions due to deviatory stresses
caused by the uniaxial component of pressure. The elliptic shape of diffraction
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Table 16.1 Crystallographic data for the structures of phases A, B, and C. Space group

Immm, Z = 120 carbon atoms.

Phase A Phase B Phase C

a, Å b, Å c, Å a, Å b, Å c, Å a, Å b, Å c, Å

Atom 8.674 8.810 12.601 8.693 8.878 12.698 8.73 9.16 12.94

x y z x y z x y z

1 0.091 0.5000 0.0615 0.0915 0.5000 0.0620 0.0840 0.3690 0.0000

2 0.1559 0.3540 0.1100 0.1540 0.3420 0.0920 0.1617 0.3370 0.0950

3 0.0890 0.3370 0.2170 0.0865 0.3110 0.2010 0.0920 0.3020 0.2030

4 0.1370 0.1730 0.2380 0.1324 0.1614 0.2506 0.1270 0.1600 0.2490

5 0.0000 0.0799 0.2600 0.0000 0.0815 0.2866 0.0000 0.0760 0.2750

6 0.2800 0.0900 0.2180 0.2810 0.0868 0.2295 0.2620 0.0840 0.2140

7 0.3110 0.1380 0.0980 0.3220 0.1305 0.1168 0.3460 0.1300 0.1190

8 0.407 0.0000 0.0610 0.3712 0.0000 0.0560 0.4070 0.0000 0.0590

9 0.1710 0.1990 0.0580 0.2820 0.2610 0.0540 0.2920 0.2410 0.0570

RwP = 4.8%, RwP = 10%, RwP = 9%,

RBragg = 17%, RBragg = 26%, RBragg = 14%,

χ2 = 1.3 χ2 = 2.3 χ2 = 1.5
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Figure 16.8. Two-dimensional diffraction patterns of superhard C60 phase A obtained using

an image plate detector at the ESRF synchrotron facility. (a) Diffractional “ellipses” of the

strong strained samples (see text); (b) normal diffractional circles of the equilibrium part

of samples.
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Figure 16.9. Diffractograms of three types of amorphous states of superhard phases.

reflections is the result of a nonuniform compression of coordinate axes of the unit
cell: along the direction of the applied pressure it is compressed more than in the
perpendicular direction. In 3-D polymerization of fullerene molecules the initial
cubic structure is strongly and nonuniformly compressed due to the formation
of covalent bonds between molecules. Elastic stresses are developed that cause
deformation of the molecule. At nonuniform compression, the molecules approach
along the directions of the greatest stress and thereby conditions for local reductions
of interplane distances are created. New intermolecular covalent bonds prove so
strong that they retain the 3-D polymerization-induced deformation of the structure
after the pressure is removed. The deformation of the structure calculated from the
eccentricity of diffraction “ellipses” is huge, ∼9% (�a/a).

As the polymerization temperature increases, the diffraction reflections from
the crystal phases broaden and blur, and they totally vanish at T > 1000–1100 K.
Structures and, respectively, diffraction patterns of amorphous superhard phases
of C60 differ depending on the type of the preceding crystal structures obtained
within the given pressure range at a lower temperature. Figure 16.9 presents diffrac-
tograms of all three types of amorphous phases.

As there is only one polymerized direction in the structure of phase C in the (x, y)
layer, we observe the formation of zeolite channels along the diagonal directions
(Figure 16.10). The distance between the layers in (3 + 3) cycles in the structure
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Figure 16.10. Projections of the

structures of superhard phases A,

B, and C on the lateral faces.

Thin lines are unit cells; hatched

areas are zeolitelike channels on

the projections of the structures of

phases B and C.

of phase C is still very large, 1.96 Å, so it is no wonder that the structure of the
disordered state acquires a layered character (amorphous state I).

The second type of disordered state (Figure 16.9, II) is characteristic of ultrahard
fullerites obtained by the action of high pressures (12–12.5 GPa) and temperatures
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higher than 1200 K. The diffraction pattern has two halos with almost identical
amplitudes but different angular widths. As compared with the previous state, the
first halo is shifted to even more distant angles of reflection, and the second halo,
in contrast, is moved up to smaller angles. This diffraction pattern could not be
characterized as hexagonal, as we have here an almost cubic ratio between the
centers of gravity of the halos. A decrease of the intensity of the first halo is also in
favor of a more isotropic structure of the near order. The second type of amorphous
state is obtained in disordering of superhard phase B at the increase of the synthesis
temperature.

The third type of disordered state of ultrahard C60 is characterized by one halo
on the diffraction pattern (Figure 16.9, state III) and is formed in the disordering
of superhard phase A (Figure 16.9, 13–15 GPa). The structure of phase A has no
channels (Figure 16.10).

Thus, amorphous states II and III we found have an original structure of short-
range ordering, the basic structural unit of which is the cage of the C60 molecule,
but not individual carbon atoms as in amorphous diamond films. Also, the hard-
ness of amorphous state III is very high (170–200 GPa), higher than the hardness
of the (111) face of diamond (167 GPa). The elastic properties of the ultrahard
phases of C60 also proved unusual: the measurements of the speeds of longitudi-
nal and transverse elastic waves by methods of acoustic microscopy showed the
record values of cL = 17÷26 km/s and cT = 7.2÷9.6 km/s. The bulk modulus
of elasticity (K = 700–800 GPa [10]) of these samples exceeds that of diamond
(441 GPa, [11]). The high values of the bulk modulus, rather large shear moduli,
and a significant value of the Poisson ratio, and also the unusual diffraction pattern
(diffractograms of states II and III in Figure 16.9) indicate the drastic difference
between the structure of ultrahard phases of fullerite C60 and the diamond structure.
Diamond is synthesized only at the highest temperature of the effect on fullerite
C60 at a pressure of 13 GPa (Figure 16.2, diffractogram 14); that is, the diamond
structure is obtained as if in the annealing of the ultrahard state of fullerite C60.

Figure 16.11 shows an unequilibrium (P, T ) diagram of the conditions for the
synthesis of the polymorphic modifications of C60, plotted from the results of our
studies. The structure and properties of the phases synthesized at pressures lower
that 9.5 GPa are published in [12].

The phases are designated as follows.

�—The fcc structure of pristine with broadened diffraction peaks indicating a small
amount of dimers
—Phases I and II

�—Orthorhombic + rhombohedral two-phase samples (dimers + 2-D polymers,
from 7 to 40% of 2-D polymers)

�—2-D polymer with rhombohedral structure + orthorhombic dimers (up to 25%
dimers)
—Orthorhombic superhard 3-D polymerized phases A, B, and C

M,� —Distorted crystalline 3-D polymerized phases with large amorphous halos
in the range of 2θ > 40◦
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Figure 16.11. Unequilibrium (P, T ) diagram of the conditions for the synthesis of poly-

morphic crystalline phases and amorphous conditions of C60. The insert shows the high-

pressure part of the diagram plotted by the results of studies carried out at diamond anvil cells

with shear deformations up to 50 GPa at room temperature [13]. The thin slanted dashed

line in the left-hand side subdivides the first amorphous state into two parts depending on

the hardness of the phases: the softer phases are formed above this line; their hardness

decreases with the temperature increase and approaches the hardness of graphite. The dis-

ordered structure of a 2-D polymerized phase also containing fragments of the hexagonal

structure, with hardness of about 2 GPa, and formed at �1000 K and 8 GPa, is at the right-

hand side of this line. As the temperature is increased up to 1800 K at 8 GPa the hardness

increases at a respective reduction of the average interlayer distance; at the further rise of

temperature the hardness begins to decrease. 1800 K is the temperature of the rupture of C60

molecules and of the beginning of the formation of a graphitelike state, shown on the plot

as a partially graphitized state. The semimetal character of conductivity of these layered

disordered structures passes into a semiconductor character in phases obtained under (P, T )

conditions to the right of the boundary shown by a thick dashed line.

—Amorphous state I (Am. I), layered disordered structure
�—Am. II and Am. III, amorphous states, on the diffractograms of which two

halos (Am. II) or one halo (Am. III) are present
—diamond
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The high mechanical properties of crystalline superhard phases and three amor-
phous states allowed them to be considered as a new class of superhard materials
whose structure can be presented in a generalized form as a product of 3-D poly-
merization of C60 molecules.

The diagram of the conditions for the synthesis of C60 phases evidently shows the
wonderful prospects of using high pressures to develop novel carbon modifications
with unique properties. Formation of strong intermolecular bonds at high pressures
results in a diversity of structures based on linear, planar, and bulk polymeric
grids.

The thermal stability of polymerized phases was investigated by the method of
differential scanning calorimetry (DSC) [14]; the maximal temperature of heating
was 640 K. Several cycles of heating were carried out and the diffractograms were
recorded before and after each cycle. The results of calorimetric annealing showed
that all crystal phases, except for phase A, at heating to a temperature of 640 K
undergo a polymorphic transformation into the structure of a monomere or are
transformed into less dense phases at a gradual annealing to lower temperatures.
The structure of phase A remained stable even at the maximal temperature of heat-
ing. Superhard amorphous states of C60 proved to be stable too; their diffractograms
did not change after repeated annealing to maximal temperatures.

Depolymerization of superhard phase B is accompanied by the exothermal
evolution of heat. During the heating of a sample of phase B up to the maximal
temperature the reverse transformation into the molecular phase occured already
in the first DSC cycle, and was accompanied by an exothermal peak with the
maximum at 477 K (Figure 16.12) on the curve of the dependence of the specific
heat capacity on temperature. The occurrence of an exothermal peak at ∼480 K
characterizes the rupture of (3 + 3) bonds, the thermal effect of this process
is ∼60 J/g.

The structural transformations observed during the annealing and depolymer-
ization (Figure 16.13) in high-pressure metastable phases of C60 are in full con-
formity with structural transformations during the polymerization (Figure 16.3),
but in reverse sequence, passing the same stages with gradual weakening of poly-
merization.

16.4. Hardness

Hardness is the most important characteristic of superhard materials. It indicates
the potential of the cutting tool: this is the field of application where superhard
materials are used the most. Cutting (or scratching) is the basis of the first primitive
Mohs hardness scale. Hardness is defined as the load on an indenter divided by the
projected area. Several hardness measurement methods are used in practice, the
major ones being indentation and sclerometry (scratch at a constant indenter load).
A detailed comparison of the indentation and sclerometry methods is given in [15].
These methods conform well with each other. Sclerometry implies a greater plastic
deformation as compared with indentation [15].
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Obviously, the hardness of the indenter should exceed that of the material tested.
For decades, this was the major obstacle for hardness measurements of diamond.
Numerous papers discuss diamond hardness measurements [16–23]. The range
of reported hardness values is 56–257 GPa. For comparison, the hardness of cBN is
from 60 to 72 GPa depending on the so-called hardness anisotropy [15,18,22] (for a
single crystal, hardness depends on the tested face orientation and the orientation of
the indenter). The value of uncertainty of the diamond hardness covered the entire
superhard hardness range. The problem was eventually solved when ultrahard
fullerite C60 (U–C60) was used as the indenter material [16–18]. It became possible
to study the hardness of major types of diamond. Thus, in [18] it was found that
synthetic diamond with nitrogen concentration of 0.3 ppm exceeds other diamond
types by hardness and wear resistance and reveals a hardness anisotropy different
from other diamond types. For this diamond type, the hardness varies from 139
to 175 GPa depending on the hardness anisotropy, whereas for diamond with a
nitrogen concentration of 200 ppm it ranges from 115 to 151 GPa depending on
hardness anisotropy.

The nanosclerometry hardness measurement procedure described in [16–18] is,
possibly, a unique reliable procedure for hardness measurements within the dia-
mond and hyperdiamond hardness range, so we discuss it in more detail. Hardness
measurements are performed in this procedure using the NanoScan (NS) mea-
surement system based upon the principles of scanning probe microscopy. The
sclerometry method (scratch at a constant indenter load) was used for hardness
measurements using the NS. As mentioned above, the sclerometry and indenta-
tion methods conform well to each other. According to the sclerometry method
the hardness value H is calculated as

H = k P/b2, (16.1)

where k is a coefficient of the tip shape, P is the indenter load, and b is the
scratch width.

The shape of the indenter is a very important parameter for submicron hardness
tests, but in practice it is difficult to make indenters with reproducible geometry.
A special procedure was used in this study to calibrate the indenter. In accordance
with the standard method of sclerometry, at a designated P the scratch width b
is measured. In the proposed procedure b is a constant (in [16–18] it was about
0.6 μm), Pm is measured, and the hardness Hm is proportional to Pm according to
(16.1). Thus, it is necessary to calibrate the tip with respect to a primary standard
with the known hardness Hs in order to determine the load Ps at which the scratch
with b = 0.6 μm is made.

According to (16.1), if b2 and k are constant, we have:

Hm/Hs = Pm/Ps and Hm = Hs(Pm/Ps). (16.2)

The primary standard for this procedure must have mechanical properties close to
those of the material tested. Sapphire was used as the standard.
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Figure 16.14. Scratching of the (111) diamond face with the diamond indenter is accom-

panied by the appearance of numerous cracks. The vertical scale (the difference between

the highest and lowest parts of the relief in the z-direction) of (a) is 15 nm; at least two types

of cracks are present in (a): macroscopic linear and microscopic hexagonal ring cracks. The

vertical scale of (b) is 2 nm; only linear cracks are visible [16,17].

This new procedure illustrates the nature of uncertainty of the diamond hardness
measurement using the diamond indenter [16–18]. The scratching of the diamond
face with a diamond indenter is accompanied by the appearance of numerous
cracks (Figure 16.14) (as shown in [16], cracks lead to a wrong hardness value),
whereas the scratching with the U–C60 tip causes the plastic deformation of dia-
mond without fracture (Figure 16.15). This depends upon the fact that the hardness
of U–C60 is enough to create a sufficient pressure at the contact point for the plastic
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(a) (b)

μm

nm

5 5

1

2

0

10

Figure 16.15. Scratches on the (111) diamond face made by U–C60 indenter at room

temperature. The scratching of diamond with the U–C60 tip causes plastic deformation of

diamond without fracture. The vertical scale of (a) is 90 nm (the difference between the

highest and lowest parts of the relief in the z-direction) [16,17].



P1: OTE/SPH P2: OTE

SVNY320-Mansoori November 15, 2006 21:46

16. Synthesis of Carbon Nanostructured Superhard Materials 411

5 micron

(a) (b)

Figure 16.16. NS images of the indentations on the (111) diamond face. The indenter

loads were 200 g (a) and 300 g (b); the vertical scale (the difference between the highest

and lowest parts of the relief in the z-direction) was 50 nm.

flow of diamond at room temperature and the hardness of U–C60 exceeds that of
diamond.

Interesting microscopic hexagonal ring cracks are visible in Figure 16.14a along
with macroscopic linear cracks.

Using a U–C60 Vickers-type indenter, it is possible to perform the hardness
measurements of diamond at the indenter load up to 1.3 kg. The hardness of the
(111) diamond face obtained under these “macroscopic” conditions, 167 ± 7 GPa,
corresponds to that measured at the indenter load of about 10 g.

The study using NS revealed unusual indentations on the (111) diamond face
(while under load the indenter edges and the indentation were visible). The in-
dentation after 300 g load is a wavy plate and a square cavity (in accordance with
the indenter orientation) 50 nm deep (Figure 16.16). Small cracks are observed
in the corners of the indentations. This feature of the diamond face indentation
conforms with the phenomenon described in [18]. In some experiments using the
indenter load below 10 g, the indented part of a diamond surface heaved after the
scratching instead of forming the scratched cavity. In the present case, the wavy
plate is formed at higher loads instead of the pyramidlike indentation visible under
load. The sclerometry method used for hardness measurements implies a larger
plastic deformation in comparison with the indentation method. As the result, the
scratch profile is more significant than the indentation profile.

The hardness of U–C60 and other superhard fullerites was measured using the
nanosclerometry hardness measurement procedure in comparison with diamond,
cBN, and other hard materials [16,17,24]. It increases the validity of the data. The
results of the hardness tests for fullerite C60 samples reported in [17] are presented
in Figure 16.17. The hardness values versus synthesis temperature are plotted.
The specimens were synthesized at nonhydrostatic pressures of 9.5 and 13 GPa as
discussed in Section 16.2. The hardness levels of sapphire, cBN, and diamond are
plotted for comparison.
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Figure 16.17. Hardness of fullerites versus synthesis temperature. The samples were syn-

thesized at nonhydrostatic pressures of 9.5 and 13 GPa. The hardness levels of sapphire,

cBN, and diamond are plotted for comparison [17].

16.5. Elastic Properties of C60-Based Polymerized Fullerites

The unique method for studies of the elastic properties of small specimens is
known as acoustic microscopy [25]. It allows not only to “screen” the sample and
thereby to control the presence of defects but also to follow the mapping of local
elastic properties. Because the elastic properties are specified by the intermolecular
bonding and nanostructural organization of a substance their determination can
provide the designation of specimen’s microstructure.

The density of the specimens was measured by the flotation method using mix-
tures of diiodmethane and acetone liquids of different concentrations. The bulk
densities ρ of the specimens were determined to an accuracy of ±0.05 g/cm3. They
varied within the range of 1.75–3.28 g/cm3 (Tables 16.2–16.5).

A wide-field pulse scanning acoustic microscope (WFPAM) was used in the
reflection mode at the driving frequencies of f = 25 − 50 − 100 MHz to measure
the local values of ultrasonic velocities and elastic moduli (the microacoustic tech-
nique) and to visualize the bulk microstructure of a specimen (scanning acoustic
microscopy). The method makes it possible to measure the elastic characteristics
of small specimens and inclusions [26, 27].

Local and averaging elastic moduli were calculated to an accuracy of ±5÷25%
on the basis of the measured velocities and densities of the polymerized fullerite
samples.
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Table 16.2 C60 synthesized at P = 8 GPa.a

ρ VL Vt K E G
T , K g/mm km/s km/s GPa GPa GPa σ

500 1.75 6.0±0.3 3.7±0.1 30±5 57±14 24±2 0.19±0.05

7.4±0.4 4.8±0.2 40±6 90±20 40±4 0.14±0.04

900 1.90 6.8±0.3 4.1±0.2 45±5 80±20 30±3 0.20±0.03

7.4±0.4 4.5±0.2 50±7 90±20 40±5 0.20±0.04

1650 2.22 8.6±0.6 4.3±0.2 110±20 110±30 40±5 0.33±0.08

15.2±1.0 5.6±0.2 420±60 200±50 70±5 0.42±0.08

a The averaging values of density ρ, longitudinal VL and shear Vt ultrasonic wave velocities, bulk

modulus K , shear modulus G, Young’s modulus E , and Poisson’s ratio σ as a function of synthesis

temperature T .

Table 16.3 C60 synthesized at P = 9.5 GPa.a

T , K ρ, g/mm VL, km/s Vt, km/s K , GPa E , GPa G, GPa σ

700 2.30 12.0 7.8 160 320 140 0.13

770 2.35 12.5 6.8 220 280 110 0.29

970 2.62 18.5 11.4 450 800 340 0.20

1070 2.30 18.5 11.4 420 690 280 0.22

1150 2.26 16.0 8.25 370 400 150 0.32

1400 2.32 18.0 12.0 310 700 330 0.10

1500 2.27 18.0 11.0 370 660 275 0.20

a Notations are identical to those for Table 16.2.

Table 16.4 C60 synthesized at P = 11, 12.5, and 13.5 GPa.a

P/T ρ

GPa/K g/mm VL, km/s Vt, km/s K , GPa E , GPa G, GPa σ

11/1450 2.25 11.7 6.7 170 250 100 0.26

12.5/1000 3.10 17.0 9.4 540 660 280 0.28

13/1670 3.10 17.0 7.2 690 450 160 0.39

13/1770 3.30 18.4 8.7 790 680 250 0.36

13/1870b 3.15 26 9.7 1700 850 300 0.42

a Notations are identical to those for Table 16.2
b See [10] for details.

Table 16.5 C60 synthesized at P = 15 GPa.a

T , K ρ, g/mm VL, km/s Vt, km/s K , GPa E , GPa G, GPa σ

670 2.55 14.6 8.1 320 430 170 0.28

820 2.72

1120 3.02 20.5 10.6 820 900 340 0.32

1470 3.27 19.5 10.9 730 990 390 0.27

1820 3.28 17.0 10.8 440 890 380 0.16

a Notations are identical to those for Table 16.2.
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Together with the recording of oscillograms of echo signals, the acoustic mi-
croscope WFPAM was also used in B- and C-scanning modes. The acoustic mi-
croscopy images reflecting the microstructure of fullerite specimens were obtained.
The regular acoustic images (C-scans) were used for visualization of the specimen
surface and selecting spots for measurements on it.

Then from these data the elastic moduli, such as the bulk modulus K , shear
modulus G, and Young’s modulus E were calculated.

Some C60 samples have the value of local bulk and Young’s moduli much higher
than those of diamond.

The values in these tables represent the mean values of the samples’ elastic
parameters. However, we observed a large sound velocity variance along the line
of scan direction. As this takes place, the sound velocity has the highest value
near the specimen periphery and the lowest one at the central part (Table 16.2). It
should be noted that the radial variation of sound velocity was not symmetric in
each B scans, and varied at the angular variation of the scanning line.

16.6. Electrical Conductivity of 3-D-Polymerized Fullerites
C60 Obtained by HPHT Treatment

The initial fullerite C60 has band-gap of 1.7 eV and possesses a high degree of
localization of charge carriers on molecules due to the van der Waals character of
intermolecular interaction in crystals.

In polymerization of pure fullerenes σ -orbitals are partially overlapped and
strong cage nanostructures are synthesized based on molecules and clusters formed
between molecules. Linear and planar polymers of fullerites obtained at a pressure
of up to 8 GPa possess a strong anisotropy of electrical properties due to the
presence of covalent interatomic bonds in the chains and planes of the polymer
and van der Waals bonds between chains (planes) [28].

At pressures of 9.5–13 GPa and temperatures of synthesis Ts within the range of
300–800 K, 3-D-polymerized crystalline structures with densities within the range
of 2.2–2.6 g/cm3 were obtained as described in Section 16.3. At higher tempera-
tures there occurs a disordering of the polymer to form new cluster structures with
the maximal density within the range of 2.7–3.3 g/cm3, depending on the actual
values of pressure and temperature. All these structures have mixed interatomic
bonds of sp2 and sp3 type.

Studies of the temperature dependence of the electrical resistance of 3-D-
polymerized fullerites with various structures within the range of 2.5–300 K allow
one to determine the activation energy of charge carriers and to draw conclusions on
the degree of ordering of the structure. Measurements of the dependence of the elec-
trical resistance on temperature were carried out by a four-contact method in a he-
lium cryostat Oxford Instruments MagLab 2000 Cryostat System [29]. The results
of measurements are shown in Figures 16.18 and 16.19 in Arrhenius coordinates
and as power-law dependences. The characteristic values of conductivity at room
temperature and activation energy of charge carriers are presented in Table 16.6.
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Table 16.1.

Electrical conductivity of 3-D-polymerized fullerenes C60 strongly decreases at
low temperatures which indicates its semiconductor character.

The characteristic Boltzmann exponential dependence of conductivity on tem-
perature was observed only on samples with crystal 3-D-polymerized structure as,
for example, in sample No. 2 (Figure 16.18a). As seen in Figure 16.18a, the curve
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Figure 16.19. Power-law temperature dependences of the conductance of C60 samples

with crystal and disordered 3-D-polymerized structures obtained at P = 11.5-15 GPa and

various temperatures of synthesis.
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Table 16.6 The values of specific electrical resistance ρ300K and charge-carrier activation

energy Ea at room temperature of 3-D-polymerized specimens of C60, obtained at

pressures of 11.5–12.5 GPa and temperatures of 820–1500 K.

No. P , GPa Tsynthesis, K n, g cm−3 ρ300K, 	cm Ea , eV

1 12.5 820 2.55 102 0.2

2 11.5 850 2.45 103 0.18

3 12 1000 2.7 103 0.2

4 11.5 1300 2.5 0.1 0.06

5 12.5 1500 3.05 104 0.18

of ln R(T −1) has two well-defined linear regions, giving two different values Ea

of the activation energy of charge carriers. At T > 130 K Ea ≈ 0.18 eV, and at
T < 130 K Ea = 2.3 meV. The value of 0.18 eV can correspond to the band-gap
width, as interatomic bonds in the model of this structure are mainly of sp2 type as
in graphite. This suggests that the band-gap in this intrinsic carbon semiconductor
should not be large.

The dependences of ln R(T −1) for samples with disordered structure have al-
most no linear regions. The deviations from the Boltzmann law of activation of
charge carriers in semiconductors are observed in the presence of a complex en-
ergy spectrum of carriers with various energy levels, in the presence of various
types of doping impurities, and also due to various dimensional effects, such as
quasi-1-D or 2-D conductivity channels. At low temperatures the conductivity is
provided due to shallow impurity levels and defect states. With the rise in temper-
ature the charge carriers occupying deeper energy levels become more active. In
most samples at temperatures lower than 100 K the dependence of the resistance
on temperature is proportional to exp(T0/T )1/4, which testifies to the localization
of charge carriers in the approximation of the 3-D system of charge carriers.

At the same time it was found that the dependences of conductivity on tem-
perature had a clearcut power character. For the chosen samples 4 and 1,3,5 the
conductivity was proportional to T 3/2 and T 4, respectively (Figure 16.19).

The experimentally observed dependence (σ ∼ T 3/2) in a wide temperature
range (4–300 K) may indicate that the temperature dependence of mobility is of
exponential character and compensates the Boltzmann exponential component. It
is known, for example, that in diamonds the mobility of holes depends as T −s

on temperature, where the parameter s smoothly changes from 1.5 below 400 K
up to 3 above 400 K. In the assumption of two types of charge carriers the total
conductivity is their superposition:

1

σ
= 1

σ1

+ 1

σ2

, σ1,2 = eμ1,2(T )No1,2T 3/2 exp(−Ea1,2/2kT ) ,

where e is the charge of electron, μ1,2(T ) is the Hall mobility of respective charge
carriers as a function of temperature, and No1,2 is the density of states in a valent
zone.
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Figure 16.19b is a plot of the dependence of electrical conductivity of
samples 1, 3, 5 with activation energy of 0.17–0.2 eV, showing the linear depen-
dence on T 4 in a broad range of temperatures. This regularity represents a certain
system and is characteristic of the samples obtained both from C60 and from C70.
Further studies are required to explain such power-law dependence of electrical
conductivity on temperature at higher temperatures.

In fact, 3-D-polymerized fullerites are new unique intrinsic carbon semicon-
ductors. Their uniqueness is that unlike initial fullerite C60 which is also a
semiconductor, 3-D polymers are a covalent crystal, not a van der Waals crystal, as
the initial C60. This is the basic difference for applications of these new materials
in solid-state electronics.

In general, crystalline 3-D polymerized fullerites are a new type of intrinsic
carbon semiconductor and can be used for development of novel semiconductor
devices.

16.7. Conclusion

The method of high-pressure treatment is an effective tool for development of
new materials. In combination with high temperatures and large deformations
it is possible to obtain really unique new structures of solids, unknown earlier
in nature and possessing novel physical and chemical properties. The discovery
of novel carbon forms—fullerenes—allowed the use of these nanostructures as
initial materials for synthesis of novel superhard nanostructured allotropic forms
of carbon: 3-D polymers of C60. The basic types of their crystaline and disordered
structures were established and the (P, T ) diagram of synthesis was constructed. A
distinctive feature of these polymers is extremely high values of hardness and the
bulk module of elasticity, close to corresponding values for diamond and exceeding
them. At the same time, the value of the shear modulus and Young’s modulus are
lower than the values for diamond. It is the basic difference from the structure of
diamond. Three-dimensional polymers of C60 are more isotropic as compared with
diamond. The presence of mixed sp2 and sp3 types of bonds results in a significant
difference of band structure of charge carriers both from diamond (broadband
semiconductor) and from graphite (semimetal). The width of the band gap in
crystalline 3-D polymers is 0.2–0.5 eV.

Ultrahard fullerites with disordered structure and hardness of more than 200 GPa
are already used as material for heavy-duty probes of scanning atomic force
microscopes-nanoindenters. In combination with electrically conducting proper-
ties it enables one to investigate not only the mechanical properties of solid bodies
by the AFM method, but also the electrical properties. Application of an ultrahard
fullerite as an indentor material has allowed one to measure correctly for the first
time the hardness of diamond at room temperature.

As a whole, 3-D-polymerized fullerites represent a new class of superhard ma-
terials that can find wide areas of applications as various functional materials and
also as components of various composite, construction, and tool materials.
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CVD. See chemical vapor deposition

Cyclobisamides, 60

Cyclodepsipeptides, 60, 63

Cyclodextrins (CDs), 63–65
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D
3-D island growth, 132. See also Sb clusters

(Sbn)

Deformation potential of Ge QDs, 285

Derivatives of diamondoids, chirality in, 49

Detonation diamonds, 31, 42

Detonation synthesis, 30, 31, 42

Diamantane (C14H20), 12, 47

Diameter classification of nanofibers, 213–15

Diamond anvil cell (DAC), 275–77

Diamond nanopowder

synthesis techniques, 29–33

fields of application, 35–42

purification method, 31–32

types of, 31

fillers, 37

Diamondoid enhancement factors, 13–14

Diamondoid hydrocarbons

thermodynamic properties of, 7–12

physical and chemical properties of,

46–50

derivatization capability of, 49–50

host–guest chemistry, 60–65

Diamondoids

solubility in supercritical solvents, 12–16

in liquid organic solvents, 20

as MBBs, 52–55

Diamondoids, synthesis of, 50–51

diamantane-based polymers, 53

molecular manufacturing, 66–67

Dicarba-closo-boranes, 259–60

Dielectrophoresis, 215

Dielectrophoretic classification of nanofibers,

215–17

Differential mobility analyzer(DMA), 222–23,

225, 228

Dipole-allowed transitions, 249–50

Dissociation energy, 252–53

DMA size classification, 229–31

DNA grooves binding, 56

DNA sequences, 58, 59

DNA, 362, 363

DNA-adamantane-amino acid nanostructures,

57–60

E
ECM protein (s), 73, 87

Elasticity modulus, 37–40

Electric conductivity of 3-D polarized fullerites

activation energy dependence, 417

temperature dependence, 414–16

Electrical mobility, 217–228

Electrochemical biosensors, 377–79, 386

Electrochemical chromium-based coatings,

35–36

Electrochemical sensing techniques, 377–79

Electron field emitters, 200–201

Electron-hole pairs, 201, 275

Electrophoretic classification of nanofibers,

217–23

Electrospinning technique, 76, 77, 86, 87,

383

polymer solutions, applications in 73,

76–77

nonwoven PET nanofiber mesh, application

in, 72, 86–87, 383

comparison with particle coagulation

spinnings, 381

Electrospun polymeric fibers, 74, 88–89

Electrostatic adsorption, application in

nanoparticle self-assembly, 363–64

Electrostatic binding, 363

Electrostatic sampler, 228

Energy dispersion, 157

Energy gap, 100, 157, 159, 161, 163

Epitaxial film or island growth, 119

Equations of state, 14–20

Equivalent charge diameter, 218

Excited-state potential(s), 249–50

Excitonic laser action, 92

Experimental solubility of diamondoids,

12–13

Experimental uncertainty, 15

F
Fabrication of diamonds, 30

Field amplification effect, 200

Field emission measurement, 102–104

Field enhancement factor, 103, 104

First pressure upstroke, 292, 294

5-hydroxytryptamine (5-HT3) receptors, 52

Floating catalyst method, 191–92

on 3D substrates, 194

Fluorescence, 379

Fluorescent in situ hybridization (FISH), 54

Fowler–Nordheim (FN) equation, 103

Free molecular theory, 220

Free radicals, 82, 84, 85, 88

Freestanding macroscopic tubes, 195–97

Fugacity approach, 16, 19, 20

Fullerenes, 393, 415

electrical conductivity activation energy

relationship in, 415–16

Fullerites

elastic properties, 412–14

hardness measurements, 411–12



P1: OTE/SPH P2: OTE

SVNY320-Mansoori January 20, 2007 19:11

422 Index

G
γ -aminobutyric acid (GABA) receptors, 52

Gas phase nanofibers, online size classification

of, 213–23

Ge band structure, 275–76

Ge mode shifts, 287, 292

Ge quantum dots (QDs), 277–85

Germanium nanostructures on graphite, 136–39

Germenium (Ge) nanocrystals (NCs), 285–297

Globular protein mimics, 59–60

Glucose oxidase, 385

Glucose sensor, 384–89

measurement for classification of, 385

principle, 387–88

Graft polymerization, 79–87

advantages and disadvantages of, 87–88

Growth mechanism of ZnO nanorods, 111

H
HA. See hydroxyapatite

Heat pulse propagation in SWNT, 178–85

Hexamantane, 47, 49

Hexogen, 31

Hg-linked carborane building blocks, 269

Highly oriented pyrolytic graphite, 120–145

ultrahigh vacuum, 120–23, 132–33

High-pressure phase behavior of the binary

systems

equilibria for binary systems, 20–26

High-pressure Raman spectra, 279–84

HiPCO process, 190, 224

HOPG. See highly oriented pyrolytic graphite

HTlc. See hydrotalcitelike zinc aluminum

carbonate hydroxide hydrate

Hydrophobic surfactant molecules, 356

Hydrotalcite (HTlc) sheets, 97, 114

Hydrothermal reaction, 318

Hydrothermal synthesis, 94–97. See also ZnO

on GaN, epitaxial growth of

Hydroxyapatite. See also nanocrystallized HA

chemical composition of, 314

clinical uses, 314, 325

critical properties, 312–13

crystal structure of, 313–14

Hydrotalcitelike zinc aluminum carbonate

hydroxide hydrate, 97–100

Heat capacity 7–8, 159–161, 407–08

I
Immobilized polyacrolein microspheres, 360–61

Immunoglobulin G (IgG), 78

Immunosensors, 380–81

Inert substrates, 118

Inertial impactors, 213–14

Interface strain between Ge NCs and Si O2

matrix, 286–89

Interface strain, 285–86

Intermolecular interaction(s), 247, 414

Intramolecular interaction(s), 247

Ion concentration, 219, 220

Ionization sensors, 201

Isothermal-isobar hydrothermal processing, 96

Isotropic elastic continua, 288, 292

K
Kinetic energy, 170, 171, 182

Kinetic temperature, 180–82, 185

L
Lamellar bone, types of, 305

Laser excitation energies, 276, 281, 297

Lattice mismatch, 97, 275, 280, 281, 283

Lattice structure, 125, 128, 130

Length classification of nanofibers, 215–223

Linear pressure coefficient, 283

Liquid-phase purification, 32

M
Macrocyclic peptides, 60–65

Materials, computational design of, 271–72

MBBs. See molecular building blocks

Mechanochemical route, 318–19

MEH-PEV, 383

Memantine, 51, 55

Membrane filters, 201–03

Metallacarborane clusters

structural and electronic properties of,

260–62

Metallacarborane-based rotor, 265–66

Microbrushes, 197–98

Microsphere lithography method, 104, 105

Microwave treatment, 319–20

Mobility separator(s), 220–22

Modification methods of polymer nanofiber,

76–77

Molar thermodynamic functions of adamantane,

8

Molecular building blocks, 44–46, 65

structure formation with multiple linking

groups, 45

Molecular dynamics method, 168–73. See also
thermal conductivity of carbon nanotubes

Molecular orbital (MO) theory, 258

Molecular recognition, application in

nanoparticle self-assembly, 361–62

Molecular wires, 266
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Molecular-scale machines, 265–66

Morphology of ZnO nanorods, 108–109

effect on growth temperature, 112–14

Multiconfiguration self-consistent field

(MCSCF), 249

Multiwall nanotubes (MWNT), 188, 190–91,

193–94, 196, 204

as electron field emission sources, 199–200

N
N -methyl-D-aspartate (NMDA) receptors, 52

Nanocomposite(s), 203–06

definition of, 326–27, 343

self-assembly of, 329

Nanocrystallized HA. See also hydroxyapatite

advantages over conventional micro HA,

315

methods for synthesis of, 315–320

Nanodiamond powder, 29, 32, 33, 34, 35–43

Nanodiamonds, characteristics of, 32

Nanoelectronics, 266–68

Nanofiber biosensor configurations, 382–89

Nanofiber mesh, 74, 77, 78, 87

Nanofibers, 212

Nanomedicine, 264–65

Nanoparticle self-assembly on solid substrates,

364–66

Nanoparticles, 353, 365

application in biosensors, 386–87

electrostatic assembly of, 363–64

as fabrication templates for porous materials,

366–68

self assembly of, 361–66

surface modification of, 355–57

synthesis, 354–55

Nanoscan measurement system, 409–412

Nanosclerometry hardness measurement

procedure, 409–12

Nanosize building blocks, 45

Nanostructure assembly on graphite, 124–41

Nanostructure conformation, 58–59

Nanostructured material design, 271–72

Nanostructured materials, 268–71

Nanostructures

geometry and surface structures, 118–121

surface passivation layer, 119, 130

experimental procedures, 121–24

size categorization by microscopy, 235–39

Nanotube alignment and dispersion, 203–204

Nanotube block(s), 193

Nanotube brush, 197

Nanotube charging, semi-empirical estimate of,

227–28

Nanotube composites, damping behavior of,

204–206

Nanotube discontinuity, 174–75

Nanotube filters, 201–203

Nanowire photoconductors, 93

NFM. See nanofiber mesh

nido-carborane anion (s), 261, 262

Noble prize winners in Chemistry, 257

Nonwoven polymeric nanofibers, 74

NS. See nanoscan measurement system

Nucleation

of 3-D structures, 131–32

of apatite phase onto collagen matrix, 330–31

of biominerals, 306

of germanium, 136–38, 143–45

in isothermal-isobar hydrothermal processing,

95–97

on nanostructures, 118–121

on silicon nitride, 139–141

of ultrafine apatite growth, 326

of ZnO, 104–05

Nucleation density, 94, 124, 139–141

Nucleic acid sequences, 59

O
Objective function (OF), 15

o-carborane clusters, 270

1-adamantyl moiety, 55

One-dimensional semiconductor nanostructures,

92

Optical phonon frequency, 283

Optical sensors, 379

Optimal protective cloth, 74

Osteoconduction, 311, 322, 343

Osteoconductive bone grafts, 311–23, 313

Osteogenic bone grafts, 313, 323–24

P
Parameter mixing rule (s), 15

Pentamantanes, 47

Peptidic sequences, 55, 66

Periodic boundary conditions, 169–71.

pH shockwave method, 319

Phase diagrams of adamantine, 10–11

Phase transfer using amphiphilic molecules, 357

Phase transitions of adamantine, 9

Phonon modes, 154, 160, 184

excitation of , 177, 178

quantization of transport, 159

in Y-junction tubes, 175

heat pulse simulations, 179

Phonon–phonon scattering, 173

Piezoelectric effect, 380
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Plasma-induced graft co-polymerization

plasma subdivisions, 84

advantages of, 84–85, 87–88

applications of, 86–87

Plastic crystals, 246

Poly ethyladamantyl β-malate, 56–57

Poly β-malic acid-co-ethyladamantyl β-malate,

57

Poly(L-lactic acid)-co-poly(ε-caprolactone)

PLLA-co-PCL nanofibers, 76

Polyamides, 53–54

Polyamine adamantane derivative (s), 56

Polyfunctionalized borane clusters (closomers),

259, 263

Polyhedral heteroboranes, structural and

electronic properties of, 257–62

Polymer nanofiber films, 381

applications in biosensors, 381–82

Polymer nanofibers as affinity membranes,

72–73

Polymer surface modification, 74–76

factors for consideration, 75

oxidizing and nonoxidizing conditions, 83

Polymeric nanofibers, 78–79

Polymers, crosslinking with CNT, 177

Polymethyl-methacrylate (PMMA),

203–204

Polystyrene materials, 360–61, 366–67

Polysulphone (PSU) fiber mesh, 86–87

Potential surfaces, 248, 249

Protective clothes, 73–74

Protein coating, 358

Protein folding, 58, 62

Proteins, 359, 360, 365

micropatterning of, 365–66

pT-range, 16

pVT-behavior in the critical region, 17

Q
Quantum confinement effect

surface atomic configuration, 120

germanium (Ge) nanostructures, strain effects

in, 275

Quantum dots, 355–57

Quenching mechanism, 53, 54, 79

R
Radiation-induced graft co-polymerization

UV radiation, 79–80

radiation chemistry of polymers, 81

applications of, 83–84

Raman peak assignments, 278–79

Raman scattering, 33, 275–76, 284–97

Raman spectra of Ge/SiO2/Si nanosystem,

289–97

Relaxation time, 160

Resonance Raman scattering via high pressure,

284–85

Respirocyte, 45–46

Rhodopsin, retinal molecules in, 248–51

Rhombic 3-D structure, 398

Rimantadine 51

RS. See Raman scattering

Russian Federal Nuclear Center–Zababakhin

All-Russian Research Institute of

Technical Physics (RFNC–VNIITF), 29,

34

S
SAN. See styrene acrylonitrile copolymer

Saturation pressure, 19, 20

Sb clusters (Sbn), 124. See also 3-D island

growth

Sb nanostructures, growth of, 130–32

Sb nanostructures, types of, 125–30

SBA-15 silica, 383

Scaffold, 336–37, 344, 361

Scanning tunneling microscopy (STM),

199

Self-assembly of ZnO nanorods on any

substrate, 97–102. See also ZnO

nanorods, selective assembly of

Semiclassical mechanical simulations, 247–48

Silicon and germanium nanostructures on silicon

nitride, 139–41

Silicon nitride (SiNx), 120–24, 139–146

Single-wall nanotube, 3, 173–74

thermal conductivity of, 169–70

SiO2 matrix layer thickness, 296–97

Site-selective immobilization, 57

Size characterization, 212

Size classification, 229–31

Slip correction factor, 214, 225–26

Solid-state reaction, 315–316

Solubility of diamondoids, 12–20

Specific heat

of MWNT, 161, 162

of SWNT, 162

of carbon nantoubes, 175

Spindt-type metal microtip(s), 200

STM images, 122–29, 137–38, 142–44

Structures grown via CVD, process of, 189–91

carbon nanotube(s), 192–94

Styrene acrylonitrile copolymer, characteristics

of, 38, 39, 41

Substrate selectivity, 192, 193
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Substrate temperature, 130–32, 145

Superhard materials, hardness of, 407,

409–12

Supramolecular structure (RULBIJ), 269–70

Surface atomic configuration, 120, 130

Surface modification techniques, 75–76

advantages and disadvantages of, 87–88

SWNT. See single-wall nanotube

Synthetic bone grafts, 310–11, 328, 339.

See also bone grafts

Synthetic thiocholine iodide, 363

T
Teflon liner, 95

Temperature gradients, 168, 169, 172, 173

Thermal conductance, 163–64, 167, 176–78

Thermal conductivity of carbon nanotubes

159–67. See also molecular dynamics

method

of MWNT bundles, 165–67

of SWNT mat, 163–64, 167, 173–74

Thermal flux, 171

Thermal properties of carbon nanotubes,

154–55

Thermal transport, 154

in nanotubes, 159, 168

in SWNTs, 173

in Y-junction nanotubes, 175

Thiacalix[4]arene, 60–61

Tissue-engineered biomimetic nanocomposite

bone grafts, design strategy, 337–338

Tissue engineering scaffold, 73, 87, 89

Tobacco mosaic virus, 364

“top-down” approach vs. “bottom-up” approach,

44, 256

TOPO ligands, 356–57

trans ↔ cisisomerization, 250

Transmission electron microscopy (TEM),

235–37

Triamantane (C18H24), 47

Triangular islands, 133–34

Trinitrotoluene, 31

Trinitrotoluene–hexogen mixture, 31

Tumor necrosis factor-α (TNF-α), 51

Two-dimensional (2-D) graphite, 157

U
UDD samples, chemical composition of, 34

UDD structure-forming mechanism, 34

UDD. See ultradisperse diamonds

UHV. See ultrahigh vacuum

Ultradisperse detonation diamonds, 42–43

Ultradisperse diamond/graphite (UDDG), 42

Ultradisperse diamonds (detonation diamonds),

31, 42

application as lubricants, 42

as sorbents, 42–43

x-ray patterns of, 34

density of the types, 34

Ultrahard fullerite C60 (U-C60), 409–11

Ultrahigh vacuum, 120–22, 132–33

Unipolar diffusion charging, 219–23

Urea detection technologies, 383–84

V
Vapor–liquid–solid (VLS) mechanism, 92, 94

W
Wave packet(s), 179, 181–85

Wet-chemical Method, 316–17

Wet-chemical oxidation treatments, 78

Wet-chemistry method, 94, 108

Wide-field pulse scanning acoustic microscope,

412, 414

Wittig, Georg, 257

X
X-ray photoelectron spectroscopy (XPS), 76

Xenografting, 309–10, 344

Y
Y-branched pores, 198

Y-junction carbon nanotube, 156, 158–59,

175

Y-Junction nanotubes, thermal conductivity of,

174–76

Z
Zeolites, 51

Zigzag nanotubes, 156, 179, 185

Zinc oxide (ZnO), 92–94

chemical aspects of, 96

crystal structure of, 98

free-standing bundles, 102

nanorods, 98–100, 104–05

nucleation of, 105

oriental assembly of, 105–08

synthesis of, 95, 97

technological applications of, 92,

thermal equilibrium of ZnO-H2O system,

111

Zn(II)-porphyrins, 264–65

ZnO on curved surfaces, oriented assembly of,

105–108. See also continuous

polycrystalline Si film

photoexcitation, 107
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ZnO on GaN surfaces, epitaxial growth of, 108.

See also hydrothermal synthesis

ZnO nanorod array synthesis. 94–108

ZnO nanorods, 92–93

crystalline & optical properties of, 109–11

ZnO nanorods, selective assembly of, 104–105.

See also self-assembly of ZnO nanorods

on any substrate

ZnO nanostructures, properties of, 92–94

ZnO nanowire, 93–94
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