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PREFACE

The world of materials science is witnessing a revolution in the exploration of matter at the
small scale. Sub-atomic particles have been a fascination since the first half of the 20t century.
High-energy accelerators allow us now to penetrate the constituents of sub-atomic particles.
This is an ongoing quest. New and improved properties of materials whose constituting units
are nanosized objects make one explore these objects in further detail. When matter at nanoscales
can perform functions hitherto done by bulk materials and their assemblies, many things
inconceivable in the past can be achieved. Imagine devices such as moving bodies 1000 times
smaller than a bacterium. Imagine complex machines as small as a virus. In fact the virus itself
is such a machine, created by nature.

Obviously reducing dimension and consequent exploration of properties has no limit.
This takes one to the famous, oft-repeated statement of Feynman, “there is plenty of room at
the bottom.” One can start arranging molecules to achieve the functions of a complex machine.
A future with controlled molecular assemblies of this kind, the molecular nanotechnology,
will revolutionize everything—from food to thought will change with this newly acquired
power.

Atoms and typical molecules are a few angstroms long. That is 10 m or 10 billionth of a
meter. Numbers of this kind are very hard to comprehend as they are not in everyday use.
This length is as small as a millimeter if one were to take a wire stretched between Chennai and
Kanyakumari, the southern tip of India. In order to understand 1071, it is useful to imagine 10,
a number which is astronomically big. The distance of 10" m is 10 million kilometers or it is
26 times the distance between the earth and the moon. Obviously no one, except astronauts,
travel that kind of distances. In day-to-day life we feel distances of the order of meters and
centimeters, the smallest distance one can see without instruments is 0.1 mm, or the thickness
of a cotton fiber. This is 10 m. The distance of 10™° m is a million times smaller, or it is about
1 mm if the cotton fiber were to be expanded to appear like a 100 m wide highway. We are
talking about very small things, and consequently we need the right tools to see these objects.

In order to get a nano object to function, it is necessary to assemble the constituent atoms
or molecules, perhaps into a large single molecule such as a protein. These objects are of the
size of a nanometer (10~ m). The science of nanometer scale objects is nanoscience. The resulting
technology is called nanotechnology. Nanotechnology involves achieving the capability to
manipulate matter in a desired fashion, atom by atom. At this scale, the constituents of matter
do functions, which are different from those of the constituents or bulk materials. While
molecular properties bridge material functions at this interface, a wide gap opens up in our
understanding of properties in this size domain. This makes it necessary to do additional
investigation. Obviously there are many surprises in such studies which make this area
scientifically fascinating.

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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The advances in this area will result in newer technologies: nanoscience and nanotechnology
market in 2015 is predicted to be worth 350 billion dollars. That consequently calls for new
investments in human resource development. These people must have strong foundation in
nanoscience and technology with a fair background in chemistry, physics, mathematics and
biology as well as in electrical, mechanical and chemical engineering. While the basic science
and engineering degrees are absolutely essential, training in nano related areas with a desire
to constantly update their knowledge will be necessary to launch them into the demands of
the world. It is not possible to bridge the gap within the undergraduate curriculum alone by
offering a few additional courses. Postgraduate programmes may have to be thought of in
nanoscience and technology.

Such programmes must provide sufficient information on experimental methodologies
with necessary theoretical background. Current undergraduate curriculum does not provide
an introduction to the modern experimental tools, at least in India, where the author has first
hand knowledge. It is also impossible to expect it at this level, considering the time available
and the advances in the respective fields. Therefore, any programme directed towards
nanoscience and technology has to be done at the postgraduate or graduate level. While a
devoted postgraduate course in the area may be useful, this has to be done with sufficient
practical exposure to all the areas and experimental methodologies. This calls for large scale
investment on infrastructure, especially in countries such as India, as most universities are ill
equipped to meet the demands in instrumentation intensive areas. The few who have the
necessary competence both in terms of the infrastructure and human resource may initiate
such programmes. Courses at the graduate level are certainly useful, but considering the
selected few that one takes during the graduate programme, this may not provide an overall
perspective of the area, unless one is pursuing research in it.

This book has been written to provide an overall appreciation of the area, starting from
the basics. The subject matter can be easily comprehended by an undergraduate student in
science or engineering. Certain details are omitted deliberately, but sufficient directions are
given to both students and teachers who require detailed understanding in any specific area.
For the benefit of those interested in further exploration, a brief summary of the discoveries in
the area is given at the end of the book with original references. This may be useful for a
person completing a master’s degree yet unsure of the area in which he would like to specialize.
A glossary of nano terms is also included.

The entire material can be structured as a one semester course, with about 36 lectures, the
suggested number of lecture hours is only a guideline. Lectures may also be added to bring
more quantitative aspects into the classroom, especially in specific areas such as self assembled
monolayers (e.g. experimental structure of monolayers), metal nanoparticles (e.g. electronic
absorption spectrum) and quantum dots (e.g. size effects). This may be done in several different
ways. An example would be 20-25 classroom lectures followed by student presentations, which
can include additional material from current research or cited references. The summary of
discoveries in the area may be used to pick topics for presentations. It is also possible to cover
selected areas using this book while a course on a more focused subject is presented.

Subject matter of the kind discussed in this book is rapidly evolving. Therefore, any book
of this kind has to be updated at periodic intervals. Science at the nano-bio-mechanical-electrical
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interfaces is opening up newer disciplines. Advanced technology is rapidly changing
instrumentation, which in turn makes it possible to explore newer things. The problems and
the way they are looked at are changing. All of these would suggest a more frequent revision
of the book than would be necessary in more traditional areas.

This book has also been written in view of specific demands of our times. There is a
realization that nano is the direction to go in the years to come. This has come to the minds of
educationists, planners and administrators alike—thanks to the media. As a result of this,
several institutions are planning to establish courses and programmes in the area. This book
may be used at least as a pointer while designing the course content and structure of such
programmes. The present book along with the suggested references will be adequate for an
elective course. A more detailed textbook with lot more material covering additional subject
areas such as nanotechnology will be necessary for a specialized degree programme on nano.

The author is always receptive to constructive criticism and can be contacted at
pradeep@iitm.ac.in.

T. PRADEEP
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Chapter |

INTRODUCTION—THE CANVAS OF NANO

Nanoscience and nanotechnology refer to the control and manipulation of matter at nanometer dimensions. This control
has made it possible to have life, which is a collection of most efficient nanoscale processes. The best eco-friendly and
efficient processes must learn from nature.When we explore life around us, it is found that organization of nanomaterials
is central to biology. Architectures made by organisms are all based on nanoassemblies. Today we know that it is possible
to use biological processes to make artificial nanostructures. Chemically synthesized nanostructures have been used at
various stages of civilization.

Learning Objectives

e Why nanotechnology?
e What are the connections between nanotechnology and biology?
e What are wet and dry nanotechnologies?

e What are the historical landmarks in this area?

1.1 Nano and Nature

This chapter should begin with an apology. In it, you will find a popular science introduction to nano, not
the one commonly found in textbooks. Yet, this needs to be done as science at the nanoscale has larger
implications and needs to be understood from diverse viewpoints.

Man has learnt a lot from nature.Yet his manufacturing practices are primitive. Everyone knows that
a lot more needs to be done to get closer to nature. For example, no one has reached the efficiency of
photosynthesis in storing energy. No one can facilitate energy transfer (or electron transfer) as efficiently
as biomolecules. No factory does water purification and storage as efficiently as coconut trees or water
melons.The brain of one person can, in principle, store and process more information than today’s computer.
It is unlikely for any movie camera to capture visuals more vividly than the human eye. The olfactory
receptors of the dog are much more sensitive than the sensors we have developed, though single molecule
detectors have been reported. Most early warning systems are primitive when compared to the sixth sense

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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of animals. Well, all these functions are performed in nature without any fanfare; this has been happening
since time immemorial and with precision each time.

Conventional wisdom says that what happens in a factory is high-tech. Technology converts primitive,
unusable materials into modern, useful materials. But technology has a much greater impact on nature
especially as the complexity of the technology increases. The impact of the wheel is not as significant as
that of the automobile.When spaced in time, the impact of technology increases along with the progress
of civilization. The chisel symbolized the highest technology of the Neolithic era. The man who could
make his chisels better would get a greater share of food. The best or most high-tech product today would
be the super chips used in the fastest computers. These, in the course of production from sand to wafers
and then to integrated circuits, have caused severe damage to the environment, even as they contribute to
the information explosion. The impact of modern technology is evident on all natural resources—water,
air and everything around us. Of course, what we have developed is not high-tech in totality.

The use of conventional technology has not ensured optimum efficiency in energy conversion. Our
best photovoltaic devices convert light with only 16 per cent efficiency. Our best internal combustion
engines work at around 52 per cent efficiency. While cooking, we use 38 per cent (at best) of the thermal
energy produced by gas. But our body utilizes almost the entire chemical energy it produces. Plants utilize
this energy much better, as do bacteria. If we were to be as inefficient as an electric motor we would be
consuming several times more food than we do today and there would not be enough food for all of us!
It is therefore clear that ultimate efficiency or value for money is achieved only if we traverse nature’s way.

Nature as a whole fixes about 110120 billion tonnes of carbon per annum through photosynthesis.
We humans emit only 0.65 billion tonnes of carbon dioxide through respiration. But carbon emissions
due to human activity constitute about 8 billion tonnes, 77.5 per cent of which is due to the burning of
fossil fuels alone. During this process, we produce a lot of other wastes such as smoke, complex organic
compounds and oxides of nitrogen. Obviously, the technologies we have developed are much less
efficient than those operating in nature. But most importantly, the benefits accruing from the processes
and machines developed by us are incongruent with the huge amounts of resources we utilize for these
developments.

Eric Drexler (Ref. 1) has suggested an alternate way of producing things, by assembling things from
the bottom, which can be called molecular nanotechnology. This is akin to the humble way in which
plants take carbon dioxide and water from the environment to produce organic compounds like
carbohydrates in the presence of sunlight. A vast majority of living beings on this planet subsist on these
carbohydrates, excepting a few organisms, which abstract other forms of chemical energy. In fact, one
carbon CO, is assembled by a series of chemical processes to yield complex structures. This one-by-one
assembly has facilitated functions with single molecules. Examples of this include molecular motors, muscle
fibres, enzymes, etc., each of which is designed to perform a specific activity. The complexity of this molecular
architecture is such that one molecule can communicate precisely with another so that the structure, as a
whole, achieves unusually complex functions, that are necessary to sustain life. Nature has taken a long
time to master this complexity. Maybe, that is the path one must pursue if one has to look toward the
future.
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Any production achieved through biological processes is extremely complex, but very cheap in real
terms. The constitution of a water melon is more complex than the most complex integrated circuit, yet
it costs far less. On the other hand, the power to manipulate atoms and arrange them in the way we please
can facilitate the creation of complex inorganic structures merely at the price of vegetables. This power
can, in fact, facilitate the creation of all man-made products. That is nanotechnology. In many ways, this is
the wet side of nanotechnology (Ref. 2). There is a corresponding dry side wherein the ability to organize
things atom by atom would make it possible to have structures and devices with functions. That would not
only make computers smaller, and surgical procedures feasible without blood loss, but also help harness
solar energy efficiently so that we can avoid climate changes. The organisation of the molecules is such
that they can communicate with one another. Such an arrangement enables the execution of usually
complex functions necessary to sustain life.

1.2 Qur Technologies and the World We Live in

Implementing Nature’s ways would imply a thorough understanding of molecular machinery. This
knowledge, if applied to inorganic matter, results in functional materials. Through these, a superstructure
may be built, which has functions similar to those encountered in biology. Think of molecules transferring
matter from one end to the other. Think of molecules, which bend, stretch or curl in response to external
stimulus such as temperature and come back to their original shape when the stimulus is reversed. Consider
chemical reactions which can be turned on and off by light. Think of molecules converting one chemical
into another without using anything else in the medium and assume that such transformation occurs with
precision and within the shortest time.These kinds of functions and indeed many more have already been
achieved and there is much greater scope for such achievements in the future.

In the course of the evolution of mankind, technologies have come and gone. One large difference
between today’s technology and that of the past lies in the time taken to perfect technology. The agrarian
era, driven by the associated technologies of irrigation, tools, fertilizers, etc., took a few thousand years to
evolve, with the time period varying depending on the location. The Industrial Age, which came just after
the agrarian era, starting around the 1800s, took about 150 years in evolution. Then came the Information
Age, starting from the 1950s and in many projections, it is said to have evolved, to a great extent. The
impact of that evolution may not have been felt in many societies, as technologies are absorbed differently
(see Chapter 16),but in the developed countries of the West can be said to be technologically fully evolved.
The next age, at the threshold of which we stand today, is expected to evolve within a generation. But the
way in which that technology is absorbed will be vastly different from the absorption of earlier technologies.

A partial list of technologies developed in the 1900s, along with the year of invention and names of
the people who invented them, is given in Table 1.1.

It is important to note that many technologies took a long time to reach the marketplace, but the
most recent technologies are already in the marketplace (see those of the 1990s).



Table 1.1: Details of technological inventions of the 20th Century

Year

1920s:
1924
1926
1926
1928
1930

1930s:
1930
1932
1934
1937

1937
1940s:
1940
1946
1947
1947

1949
1950s:
1951
1952
1954

1955
1956
1958
1958

1959

Technology

Frozen foods
Rocket engine
Television
Penicillin

Synthetic rubber

Jet engine
Automatic transmission
Nylon

Pulse code modulation to convert
voice signals into electronic pulses

Xerography or Xerox machines

Radar
Microwave oven
Cellular phone (conceptually)

Transistor

Magnetic core memory

The pill
Thorazine

Fortran, the first high-level
programming language

Polio vaccine
Disk drive
Implantable pacemaker

Lasers

Integrated circuit

Inventor

Clarence Birdseye
Robert Goddard
John Logie Baird
Alexander Fleming

Julius Nieuwland

Frank Whittle and Hans Von Ohain
Richard Spikes

Wallace Hume Carothers

Alec Reeves

Chester Floyd Carlson

Robert Watson—Watt
Percy Spencer
D.H. Ring

Nillian Shockley, John Bardeen,
and Walter Brattain

An Wang and then Jay Forrester

Gregory Pincus
Henri Laborit
Griffith John Backus

Jonas Salk
Reynold B. Johnson
Wilson Greatbatch

Schnwlow, Towens Basov, and
Prokhorov

Robert Noyce, Jack Kilby
Contd.
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Table 1.1 Contd.

Year

1960s:
1962
1968
1968
1969
1969

1970s:
1970
1970
1971
1972
1972
1972

1974

1975

1979
1980s:

1986

1987
1987
1989
1990s:
1994

1996

Technology

Modem

Automated teller machines (ATMs)
Mouse

Charge-coupled devices

The Internet

Compact disc (CD)

Liquid crystal displays
Microprocessor

Computed tomography imaging
Ethernet

E-entertainment and precursor
to video games

Catalytic converter

Recombinant DNA
Spreadsheet

Automated DNA sequencing machines

Mevacor to reduce cholesterol
Prozac to reduce depression

World wide web

Viagra

Protease inhibitors for patients
suffering from HIV

Inventor

US Airforce, AT&T

Don Wetzel

Douglas Engelbart

George E. Smith, Williard S. Boyle
UCLA, Stanford, among others

James T. Russell

James Fergason

Intel, Busicom

Godfrey Housnfield, Allan Cormack
Robert Metcalfe

Nolan Bushnell

Rodney Bagley, Irwin Lachman,
Ronald Lewis
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Although technologies have come and gone, it is important to assess what they have given us. The
industrial age of the 1900s gave us advanced agricultural practices like the use of chemical fertilizers, radio,

TV, air conditioning, car, jet planes, modern medicines, fabrics, etc. which can help the rich live like the
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kings of the past, and also enable paupers to become kings if they have an appropriate understanding of
the markets. The Industrial Age removed the distinction between the king and the commonman. The
Information Age has given us mobile phones, Internet, cable TV, email, ATMs, administrative reforms, and
reduced distances, among other things, which have transformed our neighbourhood completely. It has
eliminated distances (and distinctions) of all sorts. The next era may remove the barrier between humans
and their surroundings in every possible way; life may acquire a seamless link with nature. A prophetic
statement indeed!

This change in our lives has occurred due to science. Chemistry has been the driving force in the
front, which made major changes possible in the 19th and 20th centuries. The large production of ammonia,
sulphuric acid, cement, iron, aluminum, drugs, fibres, dyes, polymers, plastics, petroleum products, etc. has
changed the world. What the world of chemistry has produced drives society. Chemistry contributes to
more than half the global production, including that of computers. Chemicals drive several economies.
While this growth of chemistry was continuing, a major change occurred in 1947 with the discovery of
the transistor. In the 1950s and beyond, the advent of semiconductor devices facilitated the development
of consumer electronics. Everything that one purchases today has an integrated circuit in it. Gadgets from
toys to cars function with these circuits. This, along with computers, helped build an era of physics. Many
predict that the next era would be that of biology and materials. In that era, it is highly likely that the
interfaces between disciplines rather than the disciplines themselves would contribute largely to
developments.

The manner in which this change has occurred has left many distinct marks on society. The
typewriter, which was a prized possession till recently, has disappeared completely. Electronic typewriters—
manufactured in the era between typewriters and word processors—have also disappeared. The ‘typist’ has
become non-existent in many institutions and there is no more recruitment under this category. Factories
producing goods related to the typewriter have vanished before our eyes, in the recent past. This may be
contrasted with the disappearance of the blacksmith from Indian villages. The blacksmith, a reminder of
the agrarian era disappeared slowly as a result of the advent of new factory-made agricultural implements.
‘While the former development took place over a few decades, the latter has taken centuries. As a result of
the changing times, it became necessary to develop several other skills. Programming skills, which were
expected to be specialized, became a part of the established set of skills. Today, computer knowledge is no
longer considered special, but is expected to be part of the school training.

In spite of the large economic boom that has resulted from the developments in various fields, many
problems remain. Poverty is widespread and several communities in the world still suffer from starvation.
Clean drinking water is inadequate and many still have no access to it. In India, around 15 per cent of the
population has no access to clean drinking water. The global estimate of power requirement for 2050 is
30PWh (P = peta, 10"). Radically new forms of technology will be needed to harness that power.
Maintaining a clean environment will be the biggest challenge that humanity will face in the years to
come. The alarming depletion of non-renewable resources, forest areas and wetlands, the extinction of
animal and plant species, and the deterioration in air and water quality are gigantic problems. These issues
are of larger importance to marginalized societies where life is inexorably interlinked with nature. These
and the associated problems of healthcare, education and housing are astronomical even with a nominal
population growth rate of 1.14 per cent (2004 estimate), which would make us a country of 10 billion
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people by 2050. Note that it was just 1 billion in 1820, 2 billion in 1930, 3 billion in 1960, 4 billion in
1974, 5 billion in 1988, and 6 billion in 2000; in other words we have grown six times in just 180 years.
The way in which we manage our lives has created widespread problems of over-population, industrial
disasters, pollution (air, water, acid rain, toxic substances), loss of vegetation (over-grazing, deforestation,
desertification), loss of wildlife, and degradation, depletion and erosion of the soil. Obviously with national
boundaries and with each nation having its own problems and priorities, these issues will never be solved
to the satisfaction of all. There is a larger problem of the distribution of wealth. The per capita gross
domestic product (GDP) of the United States is $37800, 13 times higher than that of India on a purchasing
power parity basis (2004 estimate). What this obviously means is that a lot needs to be done to achieve a
comparable quality of life for everyone. Achieving this goal would necessitate a completely new kind of
technological initiative. Agriculture, which currently contributes 23.6 per cent to the GDP in India, will
not be in a position to contribute further. Globally, it contributes only 4 per cent to the GDP. In the US,
its contribution is only 1.4 per cent. Obviously, people don’t live on food alone these days. Money is made
largely by industries and services, but the new industry must not only be kind towards nature but also as
efficient as the latter. Where can one look for solutions? Nanotechnology does offer solutions to some of
these issues though it is not a savior for all.

1.3 Nano—The Beginning

‘What are the historical milestones in the saga of nano? Many nano forms of matter exist around us. One of
the earliest nano-sized objects known to us was made of gold. Faraday prepared colloidal gold in 1856 and
called it ‘divided metals’. In his diary dated 2 April 1856, Faraday called the particles he made the ‘divided
state of gold’ (http://personal.bgsu.edu/~nberg/faraday /diary2.htm). The solutions he prepared are preserved
in the Royal Institution, see Fig. 1.1 (Plate 1).

Metallic gold, when divided into fine particles ranging from sizes of 10-500 nm particles, can be
suspended in water. In 1890, the German bacteriologist Robert Koch found that compounds made with
gold inhibited the growth of bacteria. He won the Nobel prize for medicine in 1905.The use of gold in
medicinal preparations is not new. In the Indian medical system called Ayurveda, gold is used in several
preparations. One popular preparation is called ‘Saraswatharishtam’, prescribed for memory enhancement.
Gold is also added in certain medicinal preparations for babies, in order to enhance their mental capability.
All these preparations use finely ground gold. The metal was also used for medical purposes in ancient
Egypt. Over 5,000 years ago, the Egyptians used gold in dentistry. In Alexandria, alchemists developed a
powerful colloidal elixir known as ‘liquid gold’, a preparation that was meant to restore youth. The great
alchemist and founder of modern medicine, Paracelsus, developed many highly successful treatments
from metallic minerals including gold. In China, people cook their rice with a gold coin in order to help
replenish gold in their bodies. Colloidal gold has been incorporated in glasses and vases to give them colour.
The oldest of these is the fourth Century Ap Lycurgus cup made by the Romans, see Fig. 1.2 (Plate 1). The
cup appears red in transmitted light (if a light source is kept within the cup) and appears green in reflected
light (if the light source is outside). Modern chemical analysis shows that the glass is not much different
from that used today. The compositions are given in Table 1.2.
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Table 1.2: Compositions of Lycurgus cup and modern glass

Constituent Lycurgus Cup Modern Glass
Silicon dioxide 73% 70%
Sodium oxide 14% 15%
Calcium oxide 7% 10%

So what helps to impart colour to the glass? It contains very small amounts of gold (about 40 parts per
million) and silver (about 300 parts per million) in the form of nanoparticles. A review of the historical
developments in the area of gold colloids can be found in Ref. 3.

Nature makes nano objects of varying kind. Magnetite (Fe,O,) particles of nanometer size are made
by the bacteria, Magnetosperillum magnetotacticum. These bacteria make particles of specific morphology.
For a bacterium, the magnetism caused by the particles helps in finding a direction favourable for its
growth. There are several bacteria like the familiar Lactobacillus which can take up metal ions added into
buttermilk, and reduce them inside the cell and make nanoparticles. In Fig. 1.3, we see the transmission
electron microscopic picture of a single Lactobacillus bacterium after incubation with gold ions for several
hours. Fungi and viruses are known to make nanoparticles.

However, the science of nanometer scale objects was not discussed until much later. On December
29, 1959, the Nobel prize winning physicist, Richard Feynman gave a talk at the annual meeting of the
American Physical Society entitled “There’s
plenty of room at the bottom’. In this talk,
he stated, “The principles of physics, as far as

I can see, do not speak against the possibility
of maneuvering things atom by atom.” He,
in a way, suggested the bottom up approach,
“...it is interesting that it would be, in
principle, possible (I think) for a physicist to
synthesize any chemical substance that the
chemist writes down. Give the orders and
the physicist synthesizes it. How? Put the
atoms down where the chemist says, and so
you make the substance. The problems of

chemistry and biology can be greatly helped
if our ability to see what we are doing, and

to do things on an atomic level, is ultimatel .
& . = Fig. 1.3: Gold nanoparticles within the Lactobacillus
developed—a development which I think _9° 7" ) o ) .
b ded” (Ref 4). H h contour. This transmission electron microscopic
cannot be avoide (Ref. . )- However, the image shows large particles of more than 200 nm
world had to wait a long time to put down diameter. However, smaller particles are also made

atoms at the required place. In 1981, the (from the Author’s work).
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scanning tunneling microscope was made and later a number of tools collectively called scanning probe
microscopes were developed. The team associated with these developments got the 1986 Nobel prize for
physics. The tools they developed can help see and place atoms and molecules wherever needed. An
exhaustive summary of the historical development in the area of nanoscience and technology is listed
separately.

The current growth of technology suggests that reductions are needed in the dimensions of devices
and active materials. This is evident in the case of computer technology. The number of transistors used in
an integrated circuit has increased phenomenally in the past 40 years. In 1965, Gordon Moore, the co-
founder of Intel, observed that the number of transistors per square inch on integrated circuits doubled
every year since the integrated circuit was invented. Moore predicted that this trend would continue in
the foreseeable future. In the subsequent years, this pace slowed down, but the data density doubled
approximately every 18 months. This is the current definition of Moore’s Law. Most experts, including
Moore himself, expect Moore’s Law to hold for some more time. For this to happen the device dimension
must shrink, touching the nanometer regime very soon. The Pentium 4 of 2000 (see Table 1.3), used a
130 nm technology, i.e. the device structure drawn on silicon was as small as this dimension. In 2004, the
technology graduated to 90 nm, well into the nanotechnology domain (under 100 nm) and 45 nm
technology is being discussed currently.

Table 1.3: The complexity of integrated circuits as seen in the evolution of Intel microprocessors

Name Year Transistors Microns Clock speed
8080 1974 6,000 6 2 MHz
8088 1979 29,000 3 5 MHz
80286 1982 134,000 1.5 6 MHz
80386 1985 275,000 1.5 16 MHz
80486 1989 1,200,000 1 25 MHz
Pentium 1993 3,100,000 0.8 60 MHz
Pentium I 1997 7,500,000 0.35 233 MHz
Pentium III 1999 9,500,000 0.25 450 MHz
Pentium 4 2000 42,000,000 0.18 1.5 GHz

Pentium 4 “Prescott” 2004 125,000,000 0.09 3.6 GHz

Obviously, with all these developments, new nanotech products will indeed reach the marketplace in
the immediate future. However, the answer to when this need will be felt by the people varies. Many believe
that there will be nanotech laws in the near future as there can be economic, social, health and security
implications related to nanotechnology which would be of concern to many nations. The implications of
nanotechnology for society may be significant enough for nations to discuss it as part of their election



campaigns. A detailed discussion of such aspects is given in the last chapter. In between the first and the last
chapters, we have highlighted the various aspects of this rapidly emerging and fascinating science.

Review Questions

‘What is nanoscience?
What is nanotechnology?
What are nanomaterials?

‘Why nanotechnology now? Why we did not hear about it in the past?

ok L=

Is there a systematic evolution of nanotechnology from microtechnology? Will there be
picotechnology?

o

Are there nano objects around you? Are there such objects in your body? Name a few.

7. Have a look at natural objects such as sea shells, wood, bone, etc. Is there any nanotechnology in
them?

8. If nature is full of nano, what limits us from making nanomaterials or nanodevices?

9. What are the likely impacts of nanotechnology?
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Chapter 2

INVESTIGATING AND VIANIPULATING
MATERIALS IN THE NANOSCALE

The observation of materials in the nanoscale can be done using electrons, photons, scanning probes, ions, atoms, etc. A
wide range of techniques is available in each of these areas and a systematic application of several tools leads to a
complete understanding of the system. In addition, in-situ nano measurements become a reality with these tools. The

properties of individual nano objects can be studied with precision and some examples of this are illustrated. It is also
possible to adapt the techniques mentioned for nanomanipulation, which becomes the basis of nanotechnology.

Learning Objectives

e What are the principal properties used to explore nanomaterials?
e What are the differences between photon, electron, and scanning probe techniques?
e What are the modern advances in these techniques?

e How do we manipulate objects in the nano dimension?

2.1 Introduction

Observation is the key to making new discoveries, and this is especially true in the nanoscale. In fact, as far
as nano objects are concerned, one cannot proceed further with the investigations without observing
these objects. Observation is done with a probe which may consist of photons, electrons, neutrons, atoms,
ions or even an atomically sharp pin. For nanomaterials, the probing light or particle often has varying
frequencies, ranging from gamma to infrared rays or beyond in the case of photons or hyper thermal
(<100 eV) to relativistic energies in the case of particles. The resulting information can be processed to
yield images or spectra which reveal the topographic, geometric, structural, chemical or physical details of
the material. Several techniques are available under the broad umbrella of characterization of materials,
which may be used to study nanomaterials in one way or the other. A partial list of these techniques is

Copyright © 2007 by T. Pradeep. Click here for terms of use.



given in Table 2.1. Some of these techniques may be used in a spatially resolved fashion. In this chapter, we
look at some of the more important tools used in the context of nanoscience and technology.

Table 2.1: Common analytical tools used for characterization of materials

AES Atiger Electron Spectroscopy*

AFM Atomic Force Microscopy*

APECS Atiger Photoelectron Coincidence Spectroscopy

APFIM Atom Probe Field Ion Microscopy*

APS Appearance Potential Spectroscopy

ARPES Angle Resolved Photoelectron Spectroscopy*

ARUPS Angle Resolved Ultraviolet Photoelectron Spectroscopy*

ATR Attenuated Total Reflection

BEEM Ballistic Electron Emission Microscopy*

BIS Bremsstrahlung Isochromat Spectroscopy

CFM Chemical Force Microscopy*

CM Confocal Microscopy (especially with fluorescence and Raman detection)*

DRIFTS Diftuse Reflectance Infra-Red Fourier Transform Spectroscopy

EDX Energy Dispersive X-ray Analysis

EELS Electron Energy Loss Spectroscopy*
Ellipsometry, see RDS

EMS Electron Momentum Spectroscopy

EPMA Electron Probe Micro-analysis*

ESCA Electron Spectroscopy for Chemical Analysis, also XPS
(X-ray photoemission spectroscopy)*

ESD Electron Stimulated Desorption

ESDIAD Electron Stimulated Desorption Ion Angle Distributions

EXAFS Extended X-ray Absorption Fine Structure

FEM Field Emission Microscopy*

FIM Field Ion Microscopy*

FRET Fluorescence Resonance Energy Transfer*

FTIR Fourier Transform Infra-red Spectroscopy*

FT RA-IR Fourier Transform Reflectance-Absorption Infra-red

Contd.



Table 2.1 Contd.

HAS
HEIS
HREELS
IETS
KRIPES
ILS
INS
IPES
IRAS
ISS
LEED
LEEM
LEIS
LFM
MBS
MCXD
MEIS
MFM
MIES
MIR
NEXAEFS
NSOM
PAES
PEEM
PED
PIXE
PSD
RAIRS
RAS
RBS
RDS
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Helium Atom Scattering

High Energy Ion Scattering

High Resolution Electron Energy Loss Spectroscopy
Inelastic Electron Tunneling Spectroscopy
k-Resolved Inverse Photoemission Spectroscopy
Ionization Loss Spectroscopy

Ion Neutralization Spectroscopy

Inverse Photoemission Spectroscopy

Infra-red Absorption Spectroscopy

Ion Scattering Spectroscopy

Low Energy Electron Diffraction*

Low Energy Electron Microscopy*

Low Energy Ion Scattering

Lateral Force Microscopy*

Molecular Beam Scattering

Magnetic Circular X-ray Dichroism

Medium Energy Ion Scattering

Magnetic Force Microscopy*

Metastable Impact Electron Spectroscopy
Multiple Internal Reflection

Near-Edge X-ray Absorption Fine Structure
Near Field Scanning Optical Microscopy*
Positron Annihilation Atiger Electron Spectroscopy
Photoemission Electron Microscopy*
Photoelectron Diffraction

Proton Induced X-ray Emission

Photon Stimulated Desorption

Reflection Absorption Infra-red Spectroscopy
Reflectance Anisotropy Spectroscopy
Rutherford Back Scattering

Reflectance Difference Spectroscopy

Contd.
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REFLEXAES
RHEED
RIfS
SAM
SCM
SEM
SEMPA
SERS
SEXAFS
SFS
SHG
SH-MOKE
SIM
SIMS
SKS
SLM
SMOKE
SNMS
SNOM
SPIPES
SPEELS
SPLEED
SPM
SPR.
SPUPS
SPXPS
STM
SXAPS
SXRD
TDS
TEAS
TIRF
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Reflection Extended X-ray Absorption Fine Structure
Reflection High Energy Electron Diffraction*
Reflectometric Interference Spectroscopy

Scanning Atiger Microscopy* also Scanning Acoustical Microscope*
Scanning Confocal Microscope* also CM

Scanning Electron Microscopy*

Scanning Electron Microscopy with Polarization Analysis*
Surface Enhanced Raman Scattering*

Surface Extended X-ray Absorption Spectroscopy
Sum Frequency Spectroscopy

Second Harmonic Generation

Second Harmonic Magneto-optic Kerr Eftect
Scanning Ion Microscope*

Secondary Ion Mass Spectrometry*

Scanning Kinetic Spectroscopy

Scanning Light Microscope*

Surface Magneto-optic Kerr Effect

Sputtered Neutral Mass Spectrometry

Scanning Near Field Optical Microscopy*

Spin Polarized Inverse Photoemission Spectroscopy*
Spin Polarized Electron Energy Loss Spectroscopy
Spin Polarized Low Energy Electron Diffraction*
Scanning Probe Microscopy*

Surface Plasmon Resonance

Spin Polarized Ultraviolet Photoelectron Spectroscopy
Spin Polarized X-ray Photoelectron Spectroscopy
Scanning Tunneling Microscopy*

Soft X-ray Appearance Potential Spectroscopy

Surface X-ray Diffraction

Thermal Desorption Spectroscopy

Thermal Energy Atom Scattering

Total Internal R eflectance Fluorescence

Contd.
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Table 2.1 Contd.

TPD Temperature Programmed Desorption

TPRS Temperature Programmed Reaction Spectroscopy
TXRF Total Reflection X-ray Fluorescence

UPS Ultraviolet Photoemission Spectroscopy*
XANES X-ray Absorption Near-Edge Structure

XPD X-ray Photoelectron Diffraction*

XPS X-ray Photoemission Spectroscopy*

XRR X-ray Reflectometry

XSW X-ray Standing Wave

*Tools which are either microscopy or with which microscopy is possible.

We use microscopy in order to see objects in more detail. The best distance that one can resolve with
optical instruments, disregarding all aberrations, is about 0.5 A, or of the order of 250 nm with visible
radiation. All forms of microscopy are aimed at improving our capacity to see. Under ideal conditions, the
smallest object that the eye can resolve is about 0.07 mm. This limit is related to the size of the receptors
in the retina of the eye. Any microscope is designed to magnify the image falling on the retina. The
advantage of a microscope is that it effectively brings the object closer to the eye. This allows us to see a
magnified image with greater details.

Several forms of microscopy are available for studying nanomaterials. These can be broadly grouped
under the following categories:
Optical microscopes
Electron microscopes
Scanning probe microscopes
Others

sl S

‘While the first three categories are more common, others are also used for nano measurements. A few
of the techniques which are also useful as spectroscopies, are also discussed. In this chapter, we review all
these forms of microscopic tools in detail. The discussion, however, does not include the theoretical
aspects in such detail. The texts listed in the bibliography contain in-depth discussions of each technique.
Every topic, however, may not be discussed to the same extent.

A microscope is an instrument used to form enlarged images. The word ‘microscope’is derived from
two Greek words, “micros” meaning ‘small’; and “skopos” meaning ‘to look at’. Microscopes developed by
Antoni van Leeuwenhoek (1632—1723) were the state-of-the-art for about 200 years. These single lens
microscopes had to be held against the eyeball because of their short focal lengths. They helped in the
discovery of bacteria. As his research was not appreciated, van Leeuwenhoek destroyed most of his 500 odd



microscopes before his death at the age of 91. Only two or three microscopes developed by Leeuwenhoek
are known to exist today.

The following definitions must be listed before we discuss microscopies.

Resolution: A measure of the capacity of the instrument to distinguish two closely spaced points as separate
points, given in terms of distance.

Resolving power: The resolution achieved by a particular instrument under optimum conditions. While
resolving power is a property of the instrument and is a quantity that may be estimated, resolution is equal
to or poorer than the resolving power and has to be determined for the instrument.

The following two kinds of microscopes exist:

1. Tiansmitting—The probe beam passed through the specimen is differentially refracted and absorbed.

2. Scanning—The probe beam is scanned over the surface. The image is created point-by-point.
There are several kinds of scanning microscopes. These are listed below.

1. Scanning Electron Microscope (SEM)—In this, a monochromatic electron beam is passed over the
surface of the specimen which induces various changes in the sample. The resulting particles
from the sample are used to create an image of the specimen. The information is derived from
the surface of the sample. The most important advantage of SEM is its large depth of field.
Although the images appear to be three-dimensional, a true three-dimensional image is obtained
only by using a combination of two pictures.

2. Scanning lon Microscope (SIM)—In this, charged ions are used to obtain the image and the process
etches away the top surface.

3. Scanning Acoustical Microscope (SAM)—This uses ultrasonic waves to form images. The best
resolution achieved is of the order of 2.5 microns, which is limited by the wavelength of sound.
Its advantage is that it allows one to look at live biological materials.

4. Scanning Light Microscope (SLM)—In this, a fine beam of visible light is passed over the surface to
build up the image point-by-point. It facilitates increased depth of field and colour enhancement.

5. Scanning Confocal Microscope (SCM)—In this, a finely focused beam of white or monochromatic
light is used to scan a specimen. It allows one to optically section through a sample. This technique
is more commonly referred to as confocal microscopy.

2.2 Electron Microscopies

Microscopes consist of an illumination source, a condenser lens to converge the beam on to the sample, an
objective lens to magnify the image, and a projector lens to project the image onto an image plane which
can be photographed or stored. In electron microscopes, the wave nature of the electron is used to obtain
an image. There are two important forms of electron microscopy, namely scanning electron microscopy



Investigating and Manipulating Materials in the Nanoscale % 21

and transmission electron microscopy. Both these utilize electrons as the source for illuminating the
sample. The use of optical analogy makes it easier to understand the functioning of a microscope. Both the
tools use similar illumination sources, but they differ in a number of other aspects. The lenses used in
electron microscopes are electromagnetic lenses, which are widely different from glass lenses, though
similar principles apply in both cases.

Due to its simplicity, scanning electron microscopy (SEM) will be discussed before transmission
electron microscopy (TEM). The discussion of TEM will be brief because even though TEM is more
complex in usage, an understanding of SEM makes it easier to use TEM. Several other modifications to
each of these techniques are possible and we will highlight these advanced tools at the appropriate places.

2.2.1 Scanning Electron Microscopy

Basics

The de Broglie wave equation relates the velocity of the electron with its wavelength, A = h/mv (h is
Planck’s constant, m is the rest mass of electron and v is its velocity). An electron of charge e (1.6 X 107"
coulomb), and mass m (9.11 X 107® gm), when passing through a potential difference of I/ volts (expressed
in joules/coulomb), acquires a kinetic energy of 1/2mv” = eV. This will give: v =,/(2¢V/m) and
A = /(h*/2meV). Substituting (with conversion factors, 1 joule = 107 dyne.cm = 10" cm®.gm/sec?), A
(in nm) = 1.23/\/; . When V= 60,000 volts, A = 0.005 nm.This shows that the velocity of electrons will

reach the speed of light in vacuum (¢ = 3.10"’ cm/sec) at high extraction potentials. The electron velocities
at various acceleration voltages are given in Table 2.2.

Table 2.2: Electron velocities at different acceleration voltages

4 A(nm) v(* 10" cm/sec) vlc
50,000 0.0055 1.326 0.442
100,000 0.0039 1.875 0.625
1,000,000 0.0012 5.930 1.977

However, the equation breaks down when the electron velocity approaches the speed of light as mass
increases. At such velocities, one needs to do relativistic correction to the mass so that it becomes

m = m, /A[[1 = (* /*)]. This makes A = 1.23/(V + 10°V?) nm.
After including the relativity effects, the velocities and the wavelengths achieved are as shown in
Table. 2.3.



Table 2.3: Voltage and velocity after inclusion of relativity effects

4 v(% 10" am/seq) vlc
50,000 1.283 0.414
100,000 1.699 0.548

1,000,000 2.917 0.941

Resolving Power

1. Abbe criterion: In 1893, Abbe showed that the smallest resolvable distance between objects is about half
the wavelength of the light used. What does this mean for magnification? The maximum magnification
that can be used is equal to the resolving power of the eye divided by the resolving power of the microscope.
In the case of light microscopes, the resolving power is about 250 nm. What we can see with our naked
eye without difficulty is about 250 um. So the useful magnification is 250/0.25 = 1000X (X means
diameter). A magnification higher than this has no value as it represents empty magnification, the effect of
which is only a magnified blur. The resolving power of an electron microscope would be 0.0027 nm for
an electron energy of 50,000 1. This means that one can obtain a magnification of the order of 100,000,000.
However, this is not achieved due to aberrations of the electron lenses and the complex nature of electron—
sample interactions. It is important to know that we have achieved the theoretical limit of resolution as far
as optical microscopes are concerned as the various aberrations have been resolved.

2. Rayleigh criterion: An ideal lens projects a point on the object as a point on the image. But a real object
presents a point as a disk in the image plane. This disk is called the Airy disk named after George Airy
(Fig. 2.1). The diameter of the disk depends on the angular aperture of the lens. If two points are placed
close to each other, the closest distance at which they appear to be separated in the image is about half the
width of the disks. This separation (shown in the arrow) can be given as: d = 0.61 A/n -sin 6, where n
is the refractive index of the medium and @ is the semi-angular aperture of the lens. 71 - sin 0 is the
numerical aperture (NA) of the lens.

In order to maximize resolving power, | must be decreased, and n or @ increased. Recall that at the
moment, we are concerned with an aberration-free optical system. In the case of light microscopes,
with oil immersion optics (n = 1.5), sin@ = 0.87 and A = 400 nm (for the blue end of the visible spectrum),
the limit is d = 0.2 um. In the case of TEM, n = 1 (vacuum), sin@ = 1072 and ) is of the order of
0.005 nm and d = 0.3 nm.

(lassical vs. Electron Optics

Light is refracted by lenses. This is the property used for magnifying or demagnifying an object. At the lens
surface, the refractive index changes abruptly and remains constant between the surfaces. Imaging lenses
are constructed by using the principles of refraction. Glass surfaces of the lenses are shaped in order to
obtain the desired results. In electron optics, the trajectory of the electrons is changed by applying electric
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or magnetic fields. This change is continuous depending on the electric and magnetic fields. Electromagnetic
lenses, which have fewer aberrations than electrostatic lenses, are used in electron microscopy.

(@)

"
(b)

Fig. 2.1: (a) Intensity distribution at the image plane forming an Airy disk. The points are considered resolved
if the intensity maxima are separated at half the height. (b) Rayleigh criterion of resolution.

What does an SEM contain?

The principal elements of an SEM are discussed below.

1. Electron gun: The electron gun provides a stable beam of electrons. The most common form of an
electron gun is a thermionic emitter, wherein the work function of the metal is overcome by the surface
temperature of the filament. Typically a hairpin filament made of a tungsten wire of 100 Hm, with a tip
radius of 100 Hm, is used to generate electrons. The filament is held at a negative potential and heated to
about 2000-2700 K by resistive heating. The electrons are confined and focused by a grid cap (Wehnelt
cap) held at a slightly higher negative potential than the filament. The confined beam is accelerated to the
anode held at the ground potential and a portion of the beam is passed through a hole. The beam current
measured at the anode is used to regulate the power supply which drives the electron gun for the desired
current. The tungsten wire gradually evaporates due to the high operating temperature, its resistance
decreases and finally it becomes so thin that it breaks. Higher temperature (higher operating current)
increases the evaporation rate and reduces the filament life.

The filament characteristic is given in terms of brightness which is given as current/area.solid angle.
The brightness is of the order of 10° (A/cm? st) for the tungsten filament. An order of magnitude increased
brightness is possible in the case of lanthanum hexaboride (LaB)-based guns and a still larger brightness
is possible in the case of field emission guns. This is achieved by reducing the emission area, which results
in significant reduction in the demagnification required in the operation.
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LaB has greater brightness and a longer lifetime as compared to tungsten. The emitter is a single
crystal of LaB, of 10 Um diameter with 500 4m length.The tip is ground to a sharp point of 10 Um and
the crystal is mounted on a rhenium or graphitic carbon base.The base is resistively heated so that the tip
emits electrons. The gun requires a better vacuum than that needed for a tungsten filament as the tip can
be contaminated easily. The filament lifetime is of the order of 1000 h and the increased brightness
justifies an order of magnitude increase in cost.

Variable filament power supply
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Fig. 2.2: Schematic of an electron gun. The gun is normally operated at a constant emission current, which
implies regulation of the current supplied to the filament. Adapted from J.I. Goldstein, et al. (2003)
(Ref. 1).

Field emission is another way of making electrons. This kind of source has a high brightness. In field
emission, the field at the tip of the emitter reaches a magnitude of 10 V/nm, and the potential barrier for
electron emission gets reduced and becomes narrower so that electron can tunnel and escape the cathode.
Two kinds of field emission sources are commonly used, i.e. the cold field emitter (CFE) and the Schottky
field emitter (SFE). In CFE, a sharp single crystal of <310> tungsten tip is spot-welded on a tungsten wire.
The tip is made of tungsten as it has the strength required to withstand the mechanical stress produced at
the tip. The tip itself is mounted in a triode configuration so that the potential difference between the tip
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and the first electrode is of the order of 35 kV to produce 10 4A emission. The potential difference
between the second electrode and the tip determines the beam energy. Field emission is sensitive to
adsorbed gases and the surface can be cleaned by flashing the tip to a temperature of 2500 K. After flashing,
the emission is high but soon it reduces and stabilizes as the surface is covered. The tip has to be re-flashed
to get a clean surface again after several hours of operation. In each flashing, the tip gets more blunt and
after several thousands of flashes, the tip is rendered unfit for use and it has to be changed. This occurs only
after several years as one flashing is enough for a day.

SFEs are operated at high temperatures. They are self-cleaning and their tips sharpen in the extraction
field. In SFEs, the field at the tip is used to reduce the work function barrier. The tip is held at a high
temperature. In order to achieve better reduction of the work function, the surface is coated with ZrO,
from a dispenser. The SFE gun is run continuously even when no current is drawn. This keeps the system
clean. However, as the ZrO, reservoir is finite, the lifetime is finite and a replacement is needed every year.

2. Electron lenses: An electromagnetic lens used in electron microscopy is shown in Fig. 2.3(a). This
consists of a coil of wire generating a magnetic field enclosed in an iron casing. A magnetic field is
generated between the polepieces by applying a current through the coils. The electron in a magnetic
field undergoes rotation. As the radial component of the magnetic field reverses after the center of the
lens, the rotation in the first half of the lens is reversed. The electron leaves the lens without any net change
in the angular momentum, but it undergoes deflection towards the axis. Since the radial force is directed
toward the axis, the magnetic lens is always convergent. An electron travelling off-axis to the beam path
will spiral through the lens towards the optic axis. The point from which the beam starts bending to the
point where it crosses the lens axis is called the focal length. The focal length can be varied by changing
the current in the coils and this is a difference from the optical lenses where the focal length is fixed.
Referring to Fig. 2.3(b), the focal length can be given as f= 1/p + 1/q. From this, one can calculate the
magnification, M = ¢/p and demagnification, m = p/q, where p is the distance from the object to the
centre of the lens and q is the distance from the image to the centre of the lens.

An electron microscope contains two kinds of lenses. The condenser lens has a large bore giving a
long focal length, while the objective lens has a strong field of short axial extent giving a short focal length,
resulting in high magnification. In an electromagnetic lens, an electric current passing through a conductor
gives rise to a magnetic field. If the conducting wire forms a solenoid (several turns around a cylinder),
each turn contributes to the induced magnetic field at the centre. The flux density at the center is:
B = u(NI/l), where U is the permeability of the surrounding material, N is the number of turns, I is the
current flowing through the coil and [ is the length of the solenoid. H = NI/I and so by substituting,
B = uH. So, 1 is the flux density per unit field. For air and non-magnetic materials, 4 = 1.0 and B= H.
The permeability of iron is field-dependent and it is unity at high field and so, B = H. At high magnetic
fields, iron reaches magnetic saturation and that is the reason why p = 1. Due to the hysteresis of iron, the
extent of current used to energize a magnetic lens cannot be used to get the lens characteristics such as
focal length. Hysteresis has to be kept small and soft iron is used for this reason. The current results in the
heating and cooling by water is needed to keep the system cool. The system is shielded from external
magnetic fields. For this, a high permeability material is used (M metal is one such material).



When the solenoid is encased in a case of soft iron, the magnetic field along the axis is increased. If the
entire coil except at a narrow annular gap is made of soft iron, a greater concentration of the magnetic
field along a short axial distance occurs. The polepieces are these annular rings which focus the magnetic
field at a given location. The field strength used is below 20,000 gauss in typical instruments.
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Fig. 2.3: (a) Schematic of an electromagnetic electron lens. The magnetic field lines are shown. (b) lllustration
of the concept of magnification.

The focal length is given by f = Kv/(NI)* where K is a constant; v, the relativistically corrected
accelerating voltage; and NI, the number of turns of the coils. Focusing is achieved by varying the current
through the coils. It is important to note that the focal length is not linearly related to current. The focal
length of the lens is directly proportional to the accelerating voltage. So the image quality is affected by
varying the electron velocity.

Lens aberrations:  Electron optics sufters from aberrations. But unlike in light optics, there is no way to
solve these aberrations. All that can be done is to reduce them through proper design considerations.

Spherical aberration:  Electrons in far away trajectories from the optic axis are bent more strongly. As a
result, the electron beam entering the lens near the edge of the lens, is brought to focus at a different spot
than the spots closer to the centre. This is schematically illustrated in Fig. 2.4(a). The error in the image
due to this becomes more pronounced as the beam is moved further away from the optical axis of the lens.
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Differential focusing causes the image at the perimeter to get smeared instead of at the centre. As a result
of this, the image appears as a disk and not as a point. The smallest disk is called the spherical aberration
disk of least confusion, d, =1/2 C.o> where C, is the spherical aberration coefficient and ¢ is the angle
of the outer ray through the lens. C_is typically a few mm for lenses with short focal lengths. The spherical
aberration can be minimized by removing the outer edge of the beam.This is achieved by placing a small-
holed aperture at the centre of the magnetic field or immediately below it. However, a smaller diameter
reduces the beam current and also leads to aperture diffraction.

Chromatic aberration: ~ This aberration is due to the energy spread of the electrons. When light of different
energies enters a converging lens at the same point, the extent of deflection will depend on the energy. In
light optics, radiation of a shorter wavelength is deflected more strongly than that of a longer wavelength.
In electron optics, the reverse happens, i.e. a shorter wavelength is deflected less strongly. This is due to the
fact that electrons are subjected to lesser deflection when the beam energy is high. As a result, the beams
of two different energies form images at different points as illustrated in Fig. 2.4(b). Due to this aberration,
instead of a point, a disk results and the diameter of the disk of least confusion can be given as,
d. = C o (AE/E,), where C_ is the chromic aberration coefficient, E, is the beam energy and AE is the
energy spread. The fractional variation in beam energy is the significant factor.

Chromatic aberration can be reduced by stabilizing the energy of the electron beam. Stabilized
acceleration voltage and improved gun design ensure the stability of the beam. The effect of chromatic
aberration is pronounced near the perimeter of a converging lens and an aperture can be used to eliminate
these electrons.

Aperture diffraction: The wave nature of electrons causes the beam to diffract upon passing through a
narrow slit. Each beam passing through the slit sets up its own waves. These will interact to give a bright
spot in the middle and a set of concentric rings in the image plane called the ‘Airy disk’. If the intensity
distribution is plotted in one dimension, it looks like that one shown in Fig. 2.4(c). The contribution to
the spot size due to diffraction is given as the half diameter of the Airy disk, d, = 0.61 A/, where 4 is
the wavelength of the beam and ¢ is the aperture half angle. In order to reduce the effects of diftraction,
it is necessary to have as great an angle as possible between the optical axis and the lens perimeter. That
would amount to having no aperture at all. But a smaller aperture is needed to reduce the effects of
spherical aberration and chromatic aberration, which would cause diftraction problems.Thus an optimum
aperture size must be chosen.

Astigmatism:  Astigmatism refers to the improper shape of the beam. A point object is focused to two-
line foci at the image plane and instead of a point, an ellipse appears. The two-line foci may be forced to
coincide for correcting this defect. Astigmatism occurs due to defects in the focusing fields, which could
be due to several aspects related to electromagnetic lenses, apertures and other column components.
Imperfection in machining can cause astigmatism. Astigmatism is corrected by a set of magnets called
‘stigmators’, which are placed around the circumference of the column. These are adjusted according to
strength and position in an effort to induce an equal and opposite effect on the beam.

The eftect of lens aberrations is important for the objective lens as the effects caused to the beam
would be small in comparison to the diameter at other lenses. Typical spherical aberration can be corrected
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Fig. 2.4: Various aberrations of electromagnetic lenses. (a) Spherical aberration, (b) chromic aberration,
(c) aperture diffraction, and (d) astigmatism. Adapted from Goldstein, et al. 2003 (Ref. 1).

completely. But the correction leads to aperture diffraction and therefore these two should be controlled
properly. Chromatic aberration is significant below an accelerating voltage of 10 kV.

3. Scan coils:  The next part of the SEM consists of the scan coils. In SEM, the scanned image is formed
point by point and the scan is achieved by the scan coils. There are two pairs of coils, one each for the X
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and Yaxes (Fig.2.5).The scan coils lie within the column and move the electron beam as per the requirement
across the specimen. They are electromagnetic coils and are energized by the scan generator. The scan
generator is connected to other components such as the cathode ray tube (CRT) and the magnification
module.

The scan is made as follows. The electron beam is swept across the sample. The pattern over the
sample is synchronous with that observed in the CRT. The secondary electrons produced by the sample
are detected. The intensity of the signal at the CRT is proportional to the secondary electrons. An intense
signal can illuminate several dots on the screen, while a weak signal would mean that no dots will be
illuminated by the electron gun. The detector therefore gives the intensity of the signal, while the raster
pattern gives the location of the signal. In this way, the image on the CRT is built up point by point to
match what is happening on the surface of the sample.

This manner in which an image is formed is the essential difference between the transmission and
scanning types of microscopes. A couple of important observations need to be made in this type of image
formation. Firstly, the focus is dependent upon the size of the electron beam spot. The smaller the spot on
the sample, the better is the focus. Secondly, magnification is not produced by a magnification or enlarging

lens but rather by taking advantage of the differential between the size of the scan pattern on the sample
and the size of the CRT.

The size of the CRT is fixed. The size of the scan pattern on the sample is variable and is determined
by the magnification module. By narrowing the size of the area which is scanned and conveying that to
the CRT, we can increase the magnification of the image. The smaller the area scanned, the lesser is the
distance between the raster points, and the smaller is the amount of current needed to shift the beam from
point to point. The greater the area scanned, the lower is the magnification, while the greater the distance
between the raster points, the greater is the amount of current needed to shift the beam from point to
point. In this way, when we operate the SEM at relatively low magnifications, we actually push the scan
coils to their extremes.

The scan generator changes the step current to the scan coils. This current is then multiplied by a
constant by the magnification module and sent to the scan coils. The higher the total magnification, the
lower is the multiplier constant.

4. Electron detector: There are two kinds of electrons coming out from the sample in an SEM; the
backscattered electrons, with high energies being larger or lower than the primary beam energy, and the
secondary electrons which have energies of a few eV, or less than a few tens of eV. The most common kind
of detector used in SEM is the Everhart-Thornley (E-T) detector (Fig. 2.5). In this, a scintillator material
is exposed to the electrons. Energetic electrons, upon impact with the material result in photon emission.
The photons are transmitted through a light pipe. This is a glass rod or a piece of plastic. At the other end
of the light pipe, a photomultiplier is placed, which converts the photons to electrons through photoemission.
The electrons can be made to undergo a series of collisions on surfaces producing a cascade of electrons
and a gain of 10° can be achieved this way. The detector has a high bandwidth, which means it responds
to a rapidly varying signal. This would be the case when the primary beam is scanned over the sample at
high speeds.
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Schematic of an SEM. The electron beam is scanned by a set of scan coils and the secondary electrons

are detected by the detector. By applying a negative potential to the Faraday cage, the secondary
electrons are rejected completely. Adapted from Goldstein, et al. 2003 (Ref. 1).

In the practical operation of the detector, a thin metal coating is applied on the surface of the scintillator.
A high positive potential is applied to the metal surface so that all electrons, including the low energy
secondary electrons, are accelerated to it so as to generate photons. The high voltage should not affect the

primary beam and for this reason, a Faraday cage is kept over the scintillator, which is electrically insulated.
By applying a desired potential in the range of =50 to +250V to the Faraday cage, a complete rejection or
collection of secondary electrons becomes possible.

For collecting backscattered electrons, a separate detector can be employed. Several kinds of detectors
are used and one of the more popular ones is the solid state diode detector. This works on the principle

that in a semiconductor, the electron impact can produce electron-hole pairs if the electron energy is
above a threshold value, which is of the order of a few eV.Thus, when a high energy electron falls on it,

several thousands of electron-hole pairs are formed. The charges can be swept in opposite directions if a
bias is applied. The charge collected can be amplified and detected.

In low voltage SEM, the common electron detector is the channel plate. Here primary electrons
make secondaries in a channel, and a cascade of secondary electrons is produced. Several such channels are
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made on a disk which is a few cm in diameter, and the electrons coming out at the other side are collected
and amplified. As the secondary electron yield increases in the low keV range, channel plate works
well for low energy operation. Low energy secondary electrons require acceleration for detection by a
channel plate.

SEM: Modern Advances

SEM is the most widely used electron microscopic technique. This is largely because of its versatility, its
various modes of imaging, ease of sample preparation, possibility of spectroscopy and diffraction, as well as
easy interpretation of the images. The method has high throughput making it an accessible facility. A very
wide range of magnification is available which facilitates the visualization of virtually every detail. Best
SEMs can obtain image resolutions in the range of 0.5 nm and for this, the sample need not be specially
prepared. Sample size is not a limitation in SEM and samples as large 6” silicon wafers can be put directly
in a2 modern machine.

Modern advanced SEMs utilize field emission sources. There have been numerous advances in various
aspects of the hardware such as lenses, detectors and digital image acquisition. These advances in hardware,
coupled with advances in other areas of instrumentation such as power supplies, high vacuum
instrumentation have now made it possible to acquire SEM images from almost anything, including wet
biological samples.

Low voltage SEM is another new development. The extreme surface sensitivity of this technique is a
result of the reduced interaction volume. This allows the measurement of images with nanometer scale
resolution with under 1 kV acceleration. At these low energies, charging is not an issue and it is possible
to measure images without conductive coatings. The electron energy can be reduced further by applying
a negative potential on the sample and in this way, the beam energy can be reduced to below 100 eV. It
also makes ultra low voltage SEM (ULV-SEM) possible, which is extremely surface-sensitive and avoids
beam-induced damage at surfaces.

When an electron beam interacts with matter, several processes occur. These result in particle or
photon emission processes which are summarized in Fig. 2.6. The electron emission processes include
elastic and inelastic scattering, and the emission of secondary electrons and Aiiger electrons. Inelastic
scattering occurs as the beam interacts with the sample and electronic excitations of the constituent atoms
can occur. These excitations can lead to valence and core electron excitations and emission. The core hole
thus created may get filled by electron de-excitation resulting in X-rays. The de-excitation can also result
in electron ejection, called Atiger emission. In addition, collision of the primary beam can also lead to
excitations of lattice vibrations. All these electrons can be used to gather microscopic information of the
sample. In addition, they can also be used to obtain chemical or compositional information as in the case
of Atiger electrons or structural information as in the case of backscattered electrons. In a normal SEM
image, only secondary electrons are detected. Emissions of characteristic X-rays as well as continuous
X-rays occur. The characteristic X-rays are used for qualitative and quantitative information. In addition
to these, electron-induced desorption, ion ejection, etc., also occur.

High resolution SEM is now a routine analytical tool. In nanoscience and technology, this becomes
an important high throughput characterization tool. It is important to know the dimensions of the structures



fabricated and the materials prepared when characterizing device structures. Thus SEM becomes an
indispensable tool in nanometrology (a branch involving nanoscale calibration).
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Fig. 2.6: Electron beam-induced processes in the sample.

Microanalysis

In both SEM and TEM, high spatial resolution microanalysis of materials is possible. The spatial resolution
of the analysis is made possible by the small dimension of the excitation beam, which is of the order of a
few nanometers in state-of-the-art instruments. The electron beam causes various excitations in the
sample, which are characteristic of the elements present in the material. Characteristic X-rays emitted by
the sample as a result of core hole decay can be used for elemental identification. The intensity of the
signal can be used for quantitative analysis.

Microanalysis is done in two ways. One corresponds to the energy analysis called ‘energy dispersive
spectrometry’ (EDS), while the other corresponds to wavelength analysis called ‘wavelength dispersive
spectrometry’ (WDS). While improved energy resolution is possible in WDS, it is more cumbersome and
time-consuming than EDS. In EDS, a signal from the detector is proportional to both the energy and
intensity of the X-rays. In WDS, the wavelength and intensity of the X-ray are determined separately.

When an electron approaches the atom, it gets decelerated due to the coulombic field. This results in
a loss of energy for the electron and that energy appears as photon, referred to as bremsstrahlung or
‘breaking radiation’. This radiation contains photons of all energies till the energy of the original electron,
as an electron can lose any energy, from zero to the energy of the primary electrons. The characteristic X-
rays emitted by the atoms will appear as spikes on this large, smoothly varying photon intensity. There are
several characteristic X-ray lines with which an atom can be identified. The intensities of these lines can
be related to the concentrations of the emitting species in the sample, though various parameters determine
the intensities. The important aspects related to X-ray emission intensity are, inner shell ionization cross
section, X-ray absorption cross section of materials and X-ray production range.
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In EDS, all photons emitted by the sample are collected and measured simultaneously by a solid state
X-ray detector. The common EDS detector is lithium-drifted silicon, Si(Li). Intrinsic or high purity Ge
(HPGe) s also used, which is more common in the case of TEM instruments due to their higher collection
efficiency. When an X-ray photon falls on an intrinsic semiconductor (having no charge carriers), due to
photoabsorption, charge carriers (electrons and holes) are created. These are swept by an applied bias
forming a charge pulse. This charge pulse is then converted into a voltage signal. Intrinsic condition is hard
to achieve and detector crystals are made to behave like intrinsic silicon. This is made by applying Li on
p-type Si, thereby forming a p-n junction.The junction region will behave like an intrinsic semiconductor.
The width of this region can be expanded by applying an electric field at elevated temperatures. The
removal of most of the p-type Si region makes a detector (which is the Si left behind). However, the Li
present is mobile at room temperature and it is necessary to cool down the detector to 77 K in order to
operate the detector under bias.

The intrinsic silicon active layer is covered on the front side with p-type Si and in the back with n-
type Si.The front is also coated with a thin gold layer for electrical contact. The device is kept behind a Be
window which blocks visible light. Also, it mechanically seals the detector assembly from the vacuum
chamber, thereby avoiding contamination. When an energetic photon strikes the detector, charge carriers
are created. The detector is reverse-biased, i.e. p-type is connected to negative potential. This means that
when the charge carriers are created, the holes move to the p-side while the electrons move to the n-side,
thus creating a pulse of electrons at the n-side, which can be amplified. In order to reduce noise and also
Li mobility, to maintain the intrinsic condition, the detector is cooled. When photons of high energy
above the Si K shell binding energy (1.84 keV) fall on it, photoelectron emission takes place. The
photoelectron loses energy inelastically, thus exciting electron-hole pairs. The core hole produced may be
filled by photoemission or Aliger emission. The photon may be reabsorbed resulting in photoemission, or
it may undergo inelastic scattering. Thus, all the energy of the initial photon is used in generating electrons.
In favourable conditions, the number of charges created in the detector per photon is equal to photon
energy/energy required for the creation of an electron-hole pair (€). For a 5000 eV photon, this works
out to 5000/3.86 or 1295 electrons (& at 77 K is 3.86 eV for Si). However, this number is very small, and
generates a very small charge pulse of 2 X 107'° C. Each charge pulse, converted to voltage, represents the
energy of the photons. The resolution of the photon energy, distinguishable by solid state detectors of this
kind, is 130 eV at MnKa (5890 eV).The detector resolution is a function of X-ray energy and it is about
65 eV at 282 eV.There are several advanced detectors such as the silicon drift dectector, which works at
250 K, having the same resolution but an increased sampling rate. A microcalorimeter EDS works by
measuring the temperature difference caused by the absorption of X-rays. With this, an increased energy
resolution is possible, which is about 4.5 eV at MnKor.

Wavelength dispersive spectrometers work on the principle of Bragg diffraction, nd = 2dsin6, where
A is the wavelength of the X-ray and @ is the angle of incidence. Therefore, at various angles of incidence,
it is possible to scatter rays of different wavelengths to the detector.As sin@ cannot be larger than one, the
longest wavelength diftracted is 2d, therefore the crystal puts a limit on the range of elements covered.
There are also other limitations of the hardware. When 0 1is 90°, the detector has to sit at the X-ray
source; when sin6 is close to zero, the movement of the crystal near the specimen is a problem. In order
to diffract the low energy X-rays emitted by Be, B, C and N, it is necessary to use crystals of large d values.



This is made possible by Langmuir—Blodgett films (see the chapter on Self-assembled Monolayers) whose
interlayer spacing can be tuned by varying the chain length of the monolayer. Most of the measurements
of long wavelength X-rays are done by layered synthetic microstructures. This contains evaporated alternate
layers of heavy and light elements. The thickness of the layers can be easily controlled.

The detector commonly employed is a gas proportional counter. This has a gas mixture (typically
90 per cent argon, 10 per cent methane). The detector assembly has a thin window through which the
X-ray photon falls in. It causes the ejection of a photoelectron, which is accelerated by the high voltage
applied on the collector. The electron causes subsequent ionization in the gas and as a result, a gain factor
of the order of 10° is achieved. There have been numerous improvements in gas-filled detectors involving
the use of improved windows, other gases, etc.

The spatial resolution of SEM is affected by the beam size as mentioned before. But the beam causes
interaction with the sample and the region of interaction exceeds the physical dimension of the beam
itself. The spatial extent increases laterally as well as depth-wise, and this interaction volume depends on
the material and also on the beam energy. At large energies, the beam interacts to a greater extent, while
the depth of interaction decreases with a decrease in electron energy till about 100 eV and at very low
energies of the order of a few eV, it increases again. The range of interaction is decided by the electron
attenuation length. The universal electron attenuation length of materials is given in Fig. 2.7. As seen in
the figure, the attenuation length increases with electron energy and has a minimum at a few hundred eV.
This makes it possible to design highly surface-sensitive SEMs by reducing the beam energy. This
development is discussed in low energy SEM.

2.2.2 Transmission Electron Microscopy

In TEM, the transmitted electrons are used to create an image of the sample. Scattering occurs when the
electron beam interacts with matter. Scattering can be elastic (no energy change) or inelastic (energy
change). Elastic scattering can be both coherent and incoherent (with and without phase relationship).
Elastic scattering occurring from well-ordered arrangements of atoms as in a crystal, results in coherent
scattering, giving spot patterns. This can be in the form of rings in the case of a polycrystalline material.
However, inelastic scattering also occurs, which also gives regular patterns as in the case of Kikuchi
patterns. Inelastic processes give characteristic absorption or emission, specific to the compound or element
or chemical structure. Because of all these diverse processes, a transmission electron microscope is akin to
a complete laboratory.

There are two main mechanisms of contrast in an image. The transmitted and scattered beams can be
recombined at the image plane, thus preserving their amplitudes and phases. This results in the phase
contrast image of the object. An amplitude contrast image can be obtained by eliminating the diffracted
beams. This is achieved by placing suitable apertures below the back focal plane of the objective lens. This
image is called the bright field image. One can also exclude all other beams except the particular diftracted
beam of interest. The image using this is called the dark field image (Fig. 2.8).

TEM:s with resolving powers in the vicinity of 1A are now common. As a result, HRTEM is one of
the most essential tools of nanoscience. Interaction of the electrons with the sample produces elastic and
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Fig. 2.7: Universal attenuation length data of materials as a function of electron kinetic energy. At low kinetic
energies, the electrons are sensitive to only a few monolayers of the material. The data points correspond
to the experimental data from a number of materials and the line is an approximate fit.

inelastic scattering. Most of the studies are done with the elastically scattered electrons which form the
bright field image. The inelastically scattered electrons are used for electron energy loss spectroscopy as
well as for energy filtered imaging. Electrons emerging from the sample, after a series of interactions with
the atoms of the target material, have to be transferred to the viewing screen to form an image. This is
greatly influenced by the transfer characteristics of the objective lens. A parameter which can be used to
understand the transfer properties is the phase contrast transfer function (CTF). This function modulates
the amplitudes and phases of the electron diffraction pattern formed in the back focal plane of the
objective lens. The function is given as:

T(k) = —sin[%CS Ak + n'AfMeZ:l,

where, C._ is the spherical aberration coefficient, A, the wavelength of the beam, A f, the defocus value
and k, is the spatial frequency. Defocus setting (with reference to the Gaussian focus) in the electron
microscope determines the shape of the CTE This is given in Angstrom units. In the electron optical
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Fig. 2.8: Two kinds of image collection: (a) bright field, and (b) dark field. In bright field, the transmitted beam

— isused forimaging. In dark field, the diffracted beam is used for imaging. The diffracted beam can be
used for imaging either by using a movable aperture or by shifting the incident beam, keeping the
aperture constant. Adapted from Thomas and Goringe, 1979 (Ref. 2).

convention, over-focus implies negative defocus values, while under-focus (the only useful range) implies
positive defocus values. The CTF of a 200 keV microscope will look like the one shown in Fig. 2.9.

The general characteristic to be noted is its oscillatory nature. When it is negative, we have a positive
phase contrast and atoms will appear dark on a bright background. When it is positive, a negative phase
contrast occurs, and atoms will appear bright on a dark background. When it is equal to zero, there is no
contrast or information transfer. CTF can continue forever but it is modified by functions known as
‘envelope functions’ and eventually dies off.

In any instrument, the most important aspect is the resolution. This is the ability of the instrument to
discriminate between two closely lying objects. As the wavelength of electrons is in the picometer range,
it is only natural to expect a resolution of that order. However, this is not the case. This is because of the
fact that electron lenses have aberrations and also due to the fact that it is impossible to get a coherent

electron beam. We can express the resolution as, d o C_: A
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Fig. 2.9: A contrast transfer function.

The interpretable resolution, or the structural or point resolution is the first zero crossover of the
CTF at the optimum defocus. This can be given as § ~ 0.66(C,A°)'"*. C, increases with electron beam
energy, but the point resolution improves with acceleration voltage as A is reduced. C, ranges from
0.3 mm for 100 keV to 1.5 mm for 1 MeV.The resolution changes from 0.25 to 0.12 nm. In view of the
increasing cost of the instrument at larger acceleration voltages and irradiation damages at larger acceleration
voltages, it is more advisable to use intermediate energy ranges. The instrumental resolution is lesser than
this value, but if one knows the defocus and C, accurately, one can obtain improved images by subsequent
processing. The lattice resolution refers to the finest lattice spacings observable in images. The lattice
images may not provide better information about the sample in several cases as far as the local atomic
environment is concerned. Interpretable and instrumental resolutions are important in assessing the
performance of the instrument.

2.2.3 STEM

STEM is a hybrid instrument with the features of both SEM and TEM.The same probe beam in TEM can
be demagnified and used as a probe beam, which can be scanned over the sample. The probe beam has to
be small and bright and therefore, field emission sources are needed to obtain beam dimensions that are
smaller than a nanometer. The principal components of STEM are shown in Fig. 2.10. The beam coming
off the gun is demagnified by the objective lens. A set of condenser lenses is placed above the objective
lens to add flexibility to the beam parameters. The scanning coils are incorporated into the objective lens
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itself. The beam falling on the sample produces a diffraction pattern. The pattern is a convergent beam
electron diffraction and is also called electron nano diffraction. The beam size is close to the resolution
limit of the instrument. The observation screen may have an aperture and some part of the transmitted
beam is used for electron energy loss spectroscopy (EELS, see below). This analysis is usually done with the
central part of the beam (Fig. 2.10(a), bright field), but can also be done with any of the diffracted spots
(Figs 2.10(b) and (c)). That is, the dark field images may be formed either by the deflection of the
diffracted beam into a centrally placed objective aperture, or by the displacement of the aperture which
allows only a specific diffracted beam to pass through. The measurement may correspond to either the
EEL spectrum or an image using electrons with characteristic energy loss. The normal bright field image
is made with no-loss electrons from the central beam. Dark field images are made with electrons deflected
from the beam axis with or without energy loss. Deflection coils placed after the sample are used to direct
the chosen part of the diffraction pattern to the entrance aperture of the spectrometer. Common dark
field STEM images are collected by imaging part of the diffraction pattern outside the central beam spot.
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Fig. 2.10: Schematic of a STEM instrument and various ways of operation of the same. Adapted from Thomas
and Goringe, 1979 (Ref. 2).

Detectors can be placed around the sample to detect the secondary radiations coming out from the
sample. X-rays, secondary electrons and Atiger electrons can be analyzed, with the last two normally being
used for imaging purposes and the first one for microanalysis. In microanalysis, the important aspect to be
noted is that since the sample thickness is small in STEM, the interaction volume is very small. The
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chemical analysis of small volumes is limited only by the quality of the signal obtained as far as an X-ray
is concerned. A combination of ELS and X-ray analysis may be used in most cases.

There are numerous areas where STEM can be of use in nanotechnology.With the current instrumental
resolution of the order of 0.1 nm, complete characterization of materials up to 1 nm is possible. Diftraction
of objects at 1 nm is possible. All kinds of materials such as crystalline, amorphous and biological materials
have been investigated. With a growing need to know everything about a nanostructure, applications of
STEM are also likely to increase.

2.2.4 Image Collection in Electron Microscopes

In SEM, the image is collected in a video monitor (CRT), which is captured by a camera or a computer.
In TEM, the image is formed when transmitted electrons fall on a phosphor screen. The image formed
can be photographed. Photography is a result of a series of chemical reactions. This uses the light sensitivity
of silver halides. While silver bromide is commonly used, iodide and chloride are also used. When the
grains of silver salt present in a gelatinous film are impinged with photons, they reach an activated state,
which get reduced by a reducing agent (developer).The reduction will ultimately happen on all the silver
halide grains, including those which are not exposed to photons. As a result, one needs to stop the process
of reduction. This is done by putting the film in water. The remaining silver grains can still get reduced
later on. In order to avoid this, these grains have to be removed by a process called fixation for which
thiosulphate is used. After the process of development and fixation, the film is dried and stored.

Basically two types of emulsions are used in photographic films. The classification is based on light
energy. Panchromatic emulsions are sensitive to all wavelengths and are therefore handled in total darkness
till fixation. Orthochromatic emulsions are sensitive to certain wavelengths only. There is a safe light in
which it can be handled. The film has two characteristics. Light sensitivity, which decides the length of the
exposure time and grain size, which determines the extent to which one can enlarge the image. The
extent to which the film is darkened depends on the light intensity and duration of exposure. These
parameters have to be optimized for a given film.

Digital Imaging in TEM

In digital TEM imaging, the image formed by the electron beam is captured by a charge-coupled device
(CCD). CCD is an image sensing device, in which an array of light sensitive capacitors is connected on an
integrated circuit. By external control, the charge at one of the capacitors can be transferred to another.
Depending on how the CCD is implemented, there are three common kinds of architectures. In the ‘full-
frame’ CCD, the charge is collected on all the available area of the CCD and the information is read out
by placing a mechanical shutter over the sensor. In the ‘frame-transter’ CCD, half of the image area is
covered with an opaque mask and the image collected is transferred immediately to the opaque area and
read out slowly. As double the area (sensor and intermediate storage) is needed, this adds to cost. But quick
accumulation of image becomes possible by this way. In the ‘interline’ architecture, every other column of
the sensor is masked and the image is shifted only one pixel after collection. This adds to a fast shutter
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speed and smearing of the data is less, but only half the area is effectively used and so the fill-factor is only
half. There are ways to improve this, however.

In the CCD detectors used in TEM, the photons have to be generated first. For this a scintillator plate
is used. The electrons fall on this and photons are generated. The photons are transferred to the CCD by
fiber-optics. At the CCD photons generate charges and they are read out, pixel by pixel. CCDs are
generally cooled to reduce the noise (dark current).

Electrons
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Fiber optics p» ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

< cop
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Scheme 2.1: Schematic of a CCD detector used for TEM.

2.2.5 Environmental Transmission Electron Microscopy (ETEM)

Science at the nanoscale is concerned with the variation of properties with size and shape. Structural and
morphological changes occur in these materials with minor changes in temperature and other parameters
such as atmosphere. Because of these reasons, nanomaterials have to be studied at higher pressures and
temperatures. Such studies have been important in areas such as catalysis. Gas—solid interactions, in general,
have been of interest in areas such as corrosion, oxidation, etc. Biological materials need to be investigated
close to their natural environments. All these requirements have necessitated the modification of conventional
TEMs to work at modified conditions. These microscopes are called environmental transmission electron
microscopes. They facilitate the investigation of structural and chemical changes on materials upon gas—
solid and liquid—solid interactions at varying temperatures.

In ETEM, the sample is confined in a high pressure region, as high as 150 torr, in such a way that the
column vacuum does not deteriorate significantly. The key instrumental feature is an environmental cell
in which the pressure—temperature conditions are regulated. This can be done by using two kinds of
approaches: 1. using electron transparent windows to confine the system under investigation, and 2. using
differential pumping to confine the system.The window method has an advantage in that it makes higher
pressures possible, but it is difficult to get high resolution due to the additional scattering as a result of the
window material. Due to the space requirements of such a cell, these kinds of cells have been used only in



Investigating and Manipulating Materials in the Nanoscale 41

high energy instruments because of their larger pole-piece gaps. The medium energy TEMs today have
pole-piece gaps of 7-9 mm, large enough to accommodate a cell. Differentially pumped cells are used
nowadays.

Such instruments are used for the in-situ synthesis of nanoparticles, the study of carbon nanotube
growth, in-situ chemical transformations of nanoparticles, etc. Combining diffraction, microscopy and
elemental analysis in ETEM facilitates complete investigations as a process occurs. It is possible to make
nanolithographic structures in such an instrument.

2.2.6 Electron Energy Loss Spectroscopy at the Nanometer Scale

The characterization of materials at the nanometer scale is central to nanoscience and technology. With
improvements in electron sources and optics, it is possible to generate beams of sub-nanometer spatial
spread, which can probe into the chemical and structural aspects of the sample. In electron energy loss
spectroscopy, one is interested in the inelastic energy losses suffered by the primary beam as a result of
scattering. The energy changes may be due to the collective electron oscillations or inter-band transitions
of the sample or the characteristic energy losses occurring due to core electron excitations resulting in
characteristic edges superposed on a monotonically decaying background. While the former occur in the
range of 5-50 eV, the other occurs within about a few thousand eV.The collective electron oscillations or
inter-band transitions may not have much elemental or material significance as the energies of these
transitions change with size at the nanometer level. At extremely low energies, these transitions may
disappear altogether as well. The core electron excitations are characteristic of the element. Thus a qualitative
analysis of the material is possible in terms of the characteristic energy losses obtained. An energy loss at
284 eV is characteristic of carbon and that at 530 eV is due to oxygen. The intensity at this energy loss
after subtracting the background suitably is related to the concentration of the atom. Thus quantitative
analysis is possible. The position and shape of the energy loss are characteristic of the chemical environment
of the sample. Because of all these, electron energy loss spectroscopy at the nanometer scale is a unique
probe.

We can calculate core level excitation spectra. In this, the approach will be to calculate the inelastic
scattering cross section. The essential aspect of these computations will be to evaluate the probability of
electronic transitions between two orbitals as a result of a perturbing electric field. Atomic orbitals of the
initial states and molecular orbitals of the final states can be used for such computations. By performing
refined calculations, it is possible to obtain a positive agreement between theory and the fine structures
seen experimentally.

The energy loss information can be collected as a function of space. This can be done in two different
modes, either as a spectrum image wherein at each point defined on the sample, one collects a complete
spectrum or the spectrum in an energy window AE is collected for a two-dimensional space called
‘image-spectrum’. Both the methods have their own advantages and disadvantages. The former is collected
in the STEM and is superior in the sense that all spectral channels are collected parallely as a function of
space. A post-column energy analyzer does the energy analysis of the electrons. In the image-spectrum
mode, an energy filter is used. An imaging stage which converts the spectrum into an image is put after the



filter. The filter fixes the energy of the electrons to be transmitted and the slit at the exit plane of the filter
decides the energy width.

EELS has been used for elemental mapping of materials at the nanometer range. Elemental mapping
of doped elements in singe-walled carbon nanotubes, nanobubbles in alloy matrices, segregation of atoms
in ultra-thin films, etc. have been performed with EELS. Mapping of individual atoms in nanostructures
has been demonstrated. Apart from elemental mapping, the distribution of the bonding characteristics of
an element within a material at the nanometer level can be investigated. Measuring atomic properties of
nanometer sized objects is a distinct reality with EELS.

2.2.1 [n-situ Nano Measurements

Properties of individual nano objects have to be understood in a number of cases. This has a bearing on
the properties of the bulk systems. For example, how would one measure Young’s modulus of a single
carbon nanotube? There are several methods one can use for this, but it is important to make the
measurement with an instrument wherein the nano object is seen while the measurement is performed.
There are several instances of this kind such as the measurement of electrical conductivity, thermal
conductivity, temperature stability, melting point, chemical reactivity, etc. of single nano objects. All these
are possible in the transmission electron microscope. Of course for each of these measurements, the TEM
has to be modified significantly. It is also necessary to invent new methods and appropriate theory for the
nano measurements.

One of the easier kinds of in-situ measurements in TEM (as well as in other cases) is temperature
dependence. This measurement entails varying the sample temperature in the rage of liquid helium (or
more generally liquid nitrogen) to 1200 K. The phase or morphology change of the material is investigated
with specific reference to a single nano object. This kind of investigations reveal that different morphologies
have different stability. For example, among a group of particles with cubic and tetrahedral shapes, the
cubic one is found to change into a spherical structure at a lower temperature than the tetrahedral one.
This is attributed to the lower surface energy of the [111] planes present in a tetrahedral structure than the
[100] present on cubes.

One of the ways of measuring Young’s modulus of a nanotube is to investigate the blurring contrast
due to the thermal vibration of the tip of a carbon nanotube image. This is shown in Fig. 2.11. Some of
the nanotubes, shown with arrows, show a blurring contrast. The blurring amplitude, u# can be related
to the vibration energy, which is related to Young’s modulus. By measuring the blurring contrast as a
function of temperature, Young’s modulus of a multi-walled carbon nanotube is calculated to be in the
range of 1 TPa (Ref. 3).

Numerous different kinds of measurements have been demonstrated which include in-situ transport
measurements in a nanotube, mapping the electrostatic potential at the tips, work function measurements
of individual nano objects, field emission from nanotubes and applications of single nanotubes as balances.
In several cases, it is necessary to develop new methods and appropriate theory. It is very clear that
numerous kinds of nano measurements are possible in TEM with appropriate modifications of the
equipment.
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Fig. 2.11: Low magnification TEM images of carbon nanotubes grown by the arc-discharge method. The tips
of the nanotubes are blurred due to thermal vibrations. The amplitude of the vibrations increase
with temperature. From Treacy, et al. 1996. Copyright Nature Publishing Group, used with permission

from the author.

2.3 Scanning Probe Microscopies

There are broadly two kinds of SPM techniques, namely scanning tunneling microscopy (STM) and
atomic force microscopy (AFM). Numerous variations of these techniques exist. The objective of this
section 1s to review some of the most prominent of these techniques so as to give a flavour of them.
Those interested in additional details may consult original papers and books, some of which are listed in
the references.

In a scanning probe technique, a probe of nanometer dimensions is used to investigate a material. The
investigation is conducted on the surface of the material. This is done by keeping the tip stationary and
moving the sample or vice versa. The information that is collected by moving the sample can be of several
kinds which differ from technique to technique.The collected data and its variation across the sample are
used to create an image of the sample. The resolution of such an image depends on the sample, the control
that one has on the movement on the tip/sample, and the inherent nature of the data.
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2.3.1 Scanning Tunneling Microscopy

STM was developed (Ref. 4) in 1982 and the inventors were awarded the Nobel Prize for Physics in 1986.
In STM, the phenomenon of electron tunneling is used to obtain an image of the topography of the
surface. This utilizes the principle of vacuum tunneling. Here two surfaces, a tunneling probe and a surface
are brought near contact, at a small bias voltage. If two conductors are held close together, their wavefunctions
can overlap. The electron wavefunctions at the Femi level have a characteristic exponential inverse decay

length, K which can be given as, K = \/(8m@)/h, where m is mass of electron, and @ is the local tunneling
barrier height or the average work function of the tip and sample. When a small bias voltage, 17 is applied
between the tip and the sample, the overlapped electron wavefunction permits quantum mechanical
tunneling and a current, I to flow through. The tunneling current, I decays exponentially with a distance
of separation as TorVe V®""2! " \where d is the distance between the tip and the sample and @ is the
work function of the tip. The tunneling current is a result of the overlap of electronic wave functions of
the tip and the sample. By considering the actual values of the electron work functions of most materials
(typically about 4 eV), we find that the tunneling current drops by an order of magnitude for every 1A of
distance. The important aspect is that the tunneling current itself is very small and in addition, it is strongly
distance-dependent. As a result, the direct measurement of vacuum tunneling was not observed till 1970s.
Tunneling, however, was observed and was limited to tunneling through a barrier.
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Fig. 2.12: Electron energy states of the sample and the tip before the bias. When a sample and a tip are held
close together there is a possibility of their electronic wave functions overlapping. ¢, and ¢, are
the workfunctions of the tip and the sample, respectively.

The basic principles of such a device are simple and are illustrated in Figures 2.12 and 2.13. In this, a
tip is brought close to the sample so that the electrons can tunnel through the vacuum barrier. The
position of the tip is adjusted by two piezoelectric scanners, with x and y control. The z-axis position is
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continuously adjusted, taking feedback from the tunneling current so that a constant tunneling current
is maintained. The position of the z-axis piezo therefore reproduces the surface of the material. The
position of the piezo is directly related to the voltage supplied to the piezoelectric drives. Scanning is
possible in the constant height mode as well, but this is done only on extremely flat surfaces so that the tip
does not crash by accident. The other mode of imaging is by modulating the tip at some frequency and
measuring the resulting current modulation. This helps in understanding the compositional variation

across the sample.
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Fig. 2.13: Electronic wavefunctions overlap at lower separations and a tunneling current is observed.

Tunneling happens through a few atoms and it is believed that the STM images occur as a result of
tunneling to a single atom or to a few atoms. The tip manufacturing process does not make one atomically
sharp tip alone. However, what is apparently happening is that electron tunneling takes place to whichever
atomically sharp tip which is closer to the surface.

STM has been used to understand numerous processes but a review of these is out of place here. Most
of these studies relate to understanding various surface processes. The techniques available earlier for these
studies before the arrival of STM, are low energy electron diffraction (LEED), reflected high energy
electron diffraction (RHEED), X-ray diftraction and variations of these techniques. Instead of probing
the average structure of the surface, as is possible with these techniques, STM allowed the investigation of
local structures. These studies focused on surface reconstruction, adsorption, chemical transformations,
etc. on metal, semiconductor and even on insulating surfaces (under appropriate conditions to observe
tunneling current). In the brief discussion below, we shall illustrate a few of the experiments of relevance

to nanoscience and technology.



STM provides information on the local density of states. The Density of States (DoS) represents the
quantity of electrons existing at specific values of energy in a material. Keeping the distance between the
sample and the tip constant,a measure of the current change with respect to the bias voltage can probe the
local DoS (LDoS) of the sample. A plot of dI/d1” as a function of I represents the LDoS. This is called
scanning tunneling spectroscopy (STS). An average of the density of states mapped by using STM is
comparable to the results from ultraviolet photoelectron spectroscopy and inverse photoemission
spectroscopy (as discussed below). Such comparisons have been done in a few cases and the results indicate
that the tip effects are unimportant. The important aspect is that such mapping of density of states is
possible with spatial specificity.

Electrons can only tunnel to states which are present in the sample or tip. When the tip is negatively
biased, electrons from the tip tunnel from the occupied states of the tip to the unoccupied states of the
sample. If it is the other way, electrons tunnel from the occupied states of the sample to the unoccupied
states of the tip. Thus a change in polarity makes it possible to probe the occupied or unoccupied states of
the sample as illustrated in Fig. 2.14.
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Fig. 2.14: Depending on the sample bias, one can probe various kinds of states of the sample.

STM has revolutionized a number of areas of fundamental science. Among the advantages of STM
are its capability to analyze samples with atomic resolution, to see processes as they are occurring and to
perform all these while the sample is in atmospheric conditions. In nanoscience and technology the uses
of STM are manifold. An example is given here for the benefit of the reader. STM has been used in
different ways to understand the electronic structure and properties of carbon nanotubes. An atomically
resolved image (Ref. 5) of a single-walled carbon nanotube is shown in the Fig. 2.15. The arrangement of
the hexagons is seen. One has to remember that the graphitic sheet has been folded so that the hexagons
are not planar. From this, we can determine the tube axis and the chiral angle. The chiral angle is 7° for this
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tube and the tube diameter is 1.3 nm. The STS measurements give the band gap and local electronic
structure of the tubes.

Fig. 2.15: Atomically resolved STM images of an individual single-walled carbon nanotube. The lattice on the

— surface of the cylinders allows a clear identification of the tube chirality. Dashed arrow represents
the tube axis T and the solid arrow indicates the direction of nearest-neighbour hexagon rows H.
The tube has a chiral angle ¢ = 7° and a diameter d = 1.3 nm, which corresponds to the (11,7) type
tube. See the chapter on carbon nanotubes. From Wildoer, et al., 1998 (Ref. 5). Copyright Nature
Publishing Group.

2.3.2 STM-based Atomic Manipulations

In a normal STM imaging process, the tip-sample interaction is kept small. This makes the analysis non-
destructive. However, if the interaction is made big and as a result, the tip can move atoms on the substrate,
there is a distinct possibility of writing atomic structures by using STM.This was done in 1990 by Eigler.
When he manipulated Xe atoms on the surface of Ni(110) in a low temperature ultra high vacuum
(UHV) STM instrument, a new branch of science was born (Ref. 6). The process of manipulating atoms
is technically simple. This is schematically illustrated in Fig. 2.16. The STM scanning process is stopped
and the tip is brought just above the sample atom. The tip is then lowered to increase the interaction
between the tip and the atom. This is done by increasing the tunneling current (to the tune of ~30 nA).
Note that the typical tunneling current used for imaging is of the order of 1 nA. As a result of this, the tip-
atom interaction is strengthened and the tip can now be moved to the desired location. The interaction
potential between the tip and the atom is strong to enable it to overcome the energy barrier so that the
atom can slide on the surface. It is, however, not transferred to the tip from the substrate. After moving to
the desired location, the tip is withdrawn by reducing the tunneling current. This process can be repeated
to obtain the desired structure, atom by atom. A quantum corral built by arranging 48 Fe atoms on a
Cu(111) surface (Ref.7) is shown in Fig. 2.17 (Plate 2).The electron waves confined in the corral are seen
in this picture. The confinement of electrons comes about as a result of the nano structure constructed. At
such length scales, quantum mechanical phenomena can be observed. By having an elliptical corral of Co
atoms and placing another Co atom at one of its foci, the other focus manifests some of the features of the
atom, wherein no atom exists. When the atom is moved from the focus, the eftect disappears (Ref. 8). This
quantum mirage effect suggests the transportation of data in the quantum mechanical size limit.
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Fig. 2.16: Process of manipulating atoms on the surface. An STM tip at position a is brought to position b by
vertical movement at which point the tunneling current is large. Then the tip is slid over the surface
to the desired location d, and subsequently the tip is brought back to position e.

Numerous other manipulation strategies have been demonstrated. Tunneling current has been used
to break chemical bonds. This has been shown in the case of oxygen and organic molecules. In the case of
organic molecules, the detached fragments have been moved and further recombined in the desired
fashion. Feynman’s prediction of atomically constructed matter has come true.

Numerous modifications of STM are available. A list of variants is reproduced in Reference 9 in the
Reference list. The reader may consult the references and additional reading material listed at the end of
the chapter. The most current developments are in the areas of fast scanning STM, ultra low temperature
STM and spin polarized STM. In the first, the dynamic processes taking place at the surface such as a
chemical reaction are monitored and the images are captured so as to construct a movie. This can be
combined with a solution phase STM so that the reactions in solutions can be investigated. In spin
polarized STM, a magnetic tip is used so that the tunneling current is sensitive to the spin. In ultra low
temperature STM, the measurements are done at the milliKelvin temperature range so that the phenomena
at low temperatures can be probed.

2.3.3 Atomic Force Microscopy

In this technique, the interactions between a sharp probe and a sample are used for imaging. The cantilever
which probes the surface has an atomically sharp tip which is brought into contact with the surface. The
large scale use of AFM today is because of the application of microfabricated tips of Si or Si;N,. The
spring constant of the tip is of the order of 1 N/m and the shortest vertical displacement, d measurable can
be obtained from, <1/2 kd* >~ % kyT.With kT of the order of 4 X 107 J at 298 K, the smallest vertical
displacement observable is 0.5 nm.The extent of interaction between the cantilever and the tip is measured
by cantilever displacements. The interaction between the tip and the sample is of the order of a nano
Newton, which is not directly measured in AFM. The displacement of the cantilever is monitored by the
reflection of a laser from the back of the cantilever, detected on a segmented photodetector. A four-
segment photodiode is used for this purpose. In the very first AFM, the interaction was measured by the
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difference in tunneling current, with the tip being fixed on the back of the cantilever. This allows the
detection of normal and lateral displacements of the cantilever. Optical detection is far superior to other
forms of detection, though there are problems associated with the laser such as the heating of the cantilever
and the sample. The image is generated from the interaction force. In the scan, the interaction force is kept
constant by a feedback control. The increase in the interaction force when the tip approaches an elevated
part is related to the vertical displacement of the scanner needed to eliminate this increase in signal. This
is converted to height. Thus the basic components of the microscope are the cantilever, the detection
system, scanners and the electronics. These components are schematically represented in Fig. 2.18. This
also suggests that depending on the kind of interactions between the cantilever and the surface, various
kinds of microscopies are possible. The probe can be made magnetic to investigate the magnetic interactions
with materials. This results in magnetic force microscopy. The tip can have specific temperature probes or
the tip itself can be made of a thermocouple. This facilitates scanning thermal microscopy (SThM). The
tip may be attached with molecules which are designed to have specific molecular interactions with the
surface. This results in chemical force microscopy. There are several such variations, some of which are
listed under Ref. 9.
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Fig. 2.18: Schematic representation of an atomic force microscope. The sample surface is scanned by the
cantilever, connected to a tubular scanner. The principal functional units in it are three piezoelectric
scanners. The deflections of the cantilever are monitored by the segmented photodiode detector.

Resolution in scanning probe microscopy cannot be defined in the same way as for optical methods,
wherein the diffraction limit determines the resolution that is practically achievable. SPM is a three-
dimensional imaging technique and the resolution is affected by the tip geometry. As would be seen in
Fig. 2.19, improved resolution can be obtained for sharper tips. In practical description of resolution,
especially in the biological context, the width of DINA measured is considered as a measure of resolution.



DNA in its  form is known to have a diameter of 2 nm. Width alone is not enough to describe the
resolution as SPM is a three-dimensional technique and height is important.
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Fig. 2.19: Resolution in SPM depends on the tip details; (a) gives better resolution in comparison to (b).

AFM is commonly operated in two modes, the contact mode and the non-contact or tapping or
intermittent contact mode. In the contact mode, the tip comes into contact with the surface. The force
between the sample and the tip is the product of the displacement of the tip and the force constant of the
cantilever ( f = —kx).The contact with the surface allows an evaluation of the surface friction. When the
interaction is strong, the surface damage can be significant, which makes the contact mode difficult to use
for soft materials.

In the non-contact mode of operation, the tip is oscillated at its resonant frequency by an actuator.
The decrease in the amplitude of the motion when the cantilever comes close to the sample is used to
measure the tip-sample interaction. The drop in the amplitude is set to a pre-determined value. The
intermittent contact that the tip makes is gentle and does not damage the material, though the probes are
generally harder. Since it is a gentle mode of scanning, the non-contact mode is the most often used,
especially in the case of materials with surfaces delicate such as a polished silicon wafer.

Typical AFM images have a resolution of the order of 5 nm. Atomic features have been observed, but
this is not a routine development. In the case of specially fabricated tips, a resolution of 1 nm can be observed.
True atomic features have been demonstrated in specific cases. The best known examples of nanoscale
structures are DNA strands. Images of DNA spread on mica are shown in Fig. 2.20 (Ref. 10). These
images show variations in the shape and width of the curved structures depending on the type of imaging.
The width of the molecule seen in AFM images need not be of the actual width due to several factors.
One of the factors is that it corresponds to the relaxation of the molecule on the substrate on which it is
held for imaging. The other factors has to do with the tip-induced deformation in the sample. On the
contrary, the contour length of the macromolecule is a measure of the molecular weight of the material.
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Fig. 2.20: (a) Height image obtained with a SWNT tip of double-stranded DNA adsorbed on mica. (b) Typical
height cross section from the image in (a). The FWHM is 5.6 nm. (c) Typical height cross section
from an image of the lambda-DNA obtained with a conventional Si tip. The FWHM is 14.4 nm.

Reused with permission from Wong et al. (Ref. 10). Copyright 1998, American Institute of Physics.

Mechanical properties are measured by using AFM. It is important to correlate these properties to the
chemical composition and structure in order to facilitate a complete understanding of the material. This
can be done by combining spectroscopy with imaging. Although a few such tools such as confocal Raman
microscopy and infrared microscopy are available, the spatial resolution is of the order of microns or
hundreds of nanometers. A combination of AFM with spectroscopy will be immensely useful. Scanning
near-field optical microscopy with Raman microscopy could prove to be useful in this regard, but the
current resolution of this is only of the order of 50 nm.

2.34 Scanning Probe Lithography (SPL)

Manipulating objects and the tools associated with such manipulation are the central aspects of the
development of civilizations. The names of various civilizations are coined on the basis of the tools used,
such as the Stone Age, Iron Age, etc. In each of these ages, different kinds of tools were used to manipulate
objects, which were mostly of large or macroscopic dimension. In the nano era, atoms are manipulated.

SPL refers to the use of SPM-based techniques for modifying substrates by the application of various
actions such as scratching, writing, chemistry, photo-irradiation, etc. in a spatially confined manner. The
structures that one can make as a result of these manipulations are of the order of 10-100 nm. These
techniques are summarized in Table 2.4 (Ref. 11).

There are basically three kinds of probes with which SPL can be done. These are STM, AFM and
SNOM, each of which is discussed separately elsewhere in this book. The motivation to use these



Table 2.4: Scanning Probe Lithographic Techniques. Adapted from S. Hong, et al., 2005 (Ref. 11).
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lithographic techniques is to overcome the limit of current technology. The semiconductor industry is
dependent on ultraviolet lithography, which uses ultraviolet rays to pattern surfaces, which are pre-coated
with a photoresist. The chemical reactions on the resist will eventually strengthen or weaken the molecular
bonding in the resist and a pattern can be made by subjecting the modified resist-coated material to a
solvent wash.The pattern thus created can be used in an etching process. The process can be repeated and
a complicated structure can be created on the surface. This process can be undertaken on large sizes of
device structures and a huge number of devices can be made on small areas, which is the basis of
semiconductor technology. The smallest structures that can be created today are of the order of ~90 nm,
using ultraviolet light of ~190 nm wavelength. The lithography technique meets its natural limits as the
size approaches the resolution limit of the optical techniques. This is given by the Rayleigh equation,
resolution = kA/NA where k is a constant and NA is the numerical aperture of the lens system (#sin6,

where 6 is the angle of incidence and n is the refractive index of the medium).The resolution is normally
taken to be approximately A/2. As a result, reduction in the size of structures possible using X-ray
lithography, e-beam lithography and stamping-based methods is being investigated.

Although SPL methods are important tools, they are serial techniques as the probe makes the
transformation in steps. In this they have a distinct disadvantage in comparison to the traditional methods.
However, it is important to note that the transformations carried out by lithographic methods generally
involve higher temperatures of the order of 100°C and at such temperatures, biological materials lose
activity. SPL does not require higher temperature and the methods used are generally delicate. This allows
the use of such techniques for manipulating biological or soft materials. With the bio-nano interface
growing significantly, SPL-based lithography is bound to find newer applications.

2.4 Optical Microscopies for Nanoscience and Technology

The minimum distance that an optical microscope can resolve is: Ax = 0.61 A/nusin@, where A is the
wavelength of the light in vacuum, 6 is the collection angle and # is the index of diffraction. One can
improve the resolution by decreasing the wavelength of illumination, by decreasing n or by increasing 6.
However, irrespective of the various improvements, the fundamental limits imposed by the methodology
cannot be overcome. When it comes to particle beams such as electrons, the image resolution can be
increased as electrons at high energies have very short wavelengths.

Light, especially visible light, enjoys a lot of advantages in the investigation of matter in spite of its
limitations. One advantage is that light at this energy does not modify matter as the energy involved is
small. Light also results in excitations in matter which leads to phenomena such as fluorescence, that can
be used for studying materials with chemical specificity. Light also leads to absorption and inelastic scattering,
both of which can be used for imaging purposes. These are also molecule-specific.

Improved resolution in optical microscopies can broadly be brought about in two different ways. The
first belongs to far field imaging and the second to near field imaging. In the former, the illumination
occurs at a distance several microns away from the object to be imaged and in the latter, it occurs within
distance of a few nanometers from the surface. While the former looks at the bulk features of the sample,
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the latter looks at the surface features. The diffraction limit is valid in the former and therefore the
resolution is limited. In the latter, a resolution of the order of 20 nm has been demonstrated. Obviously,
one may then come to the conclusion that nanoscale objects cannot be imaged by far field techniques.
But this is not true. The way in which imaging nanoscale objects is done is through confocal microscopy.

24.1 Confocal Microscopy

Confocal means ‘having the same focus’. In such a microscope, a point-like light source, generally a laser,
is used. This point source is derived by passing the light through a pinhole, which can be conveniently
achieved by using a fiber-optic connector.This is directed to the specimen through a beam splitter and an
objective, which illuminates a spot. The point of illumination can be moved across the sample by a scanner
and there are several ways by which this can be done. The emitted light from the sample, generally
fluorescence (or less common scattered light, as in the case of Raman spectroscopy), passes through the
detecting pinhole and forms a point-like image on the detector. The light is scanned across the sample to
obtain a two-dimensional image or the depth from which the light is collected is varied by moving either
the objective or the sample thus giving a three-dimensional image of the sample. All these three points,
namely the illumination pinhole, sample spot and the detector pinhole, are optically conjugated together,
thus giving the confocal microscope (Fig. 2.21). The confocal microscope is therefore a confocal scanning
optical microscope.The optical sectioning aspect is the most important advantage of confocal microscope.
The sections can be as thin as the wavelength of light and its spatial resolution of the microscope is the
best that can be achieved by using optical microscopy.

Light source

Detector

Fig. 2.21: Schematic of a confocal microscope. 1 and 3 are confocal pinholes. Light emanating from another
plane of the sample, indicated in dotted line, is not detected. 1, 2 and 3 are optically conjugated in
the arrangement.



Collecting the imaging involves scanning the light. The simplest approach would be to move the
sample as the optical system is optimized. This process is slow as the piezoelectric scanners take time and
real-time observation of processes is impossible. The other approach is to have a set of two mirrors to scan
the laser in the xy plane, by first doing an x-scan and then making a y-shift, then an x-scan again and so on.
The laser beam itself can be split into several smaller beams and all the beams may be simultaneously used
for imaging. In this way, each beam needs to be moved only for a short distance for imaging the entire
sample. This methodology uses a Nipkow disk, in which thousands of microlenses are mounted on a disk
and the light is focused into thousands of pinholes created on another disk. All the beams are focused by
the objective simultaneously and the light coming out from the sample is collected through the pinholes and
microlenses and detected parallely. The holes can be arranged in a spiral fashion so that the entire space
can be scanned by rotating the disk. Increasing the speed of rotation will increase the speed of imaging.

As can be seen in Fig. 2.21, the signal collected from the sample is confined to specific illumination
volume by the use of an aperture. Thus the aperture sits at the same focal point of the objective, rejecting
all light that comes from other regions. This facilitates localization of the illumination volume. Thus an
object whose spatial dimension is smaller than the wavelength of light can be studied by localizing the
illumination volume. In this illumination volume, one can look at the fluorescence of a molecule or a
quantum dot. These can be part of a living cell or a polymeric composite. Thus direct localization of the
illumination volume smaller than the resolution of light microscopy, is possible in the confocal technique.

The principal advantage of confocal microscopy is the image contrast, which is achieved by rejecting
light that comes from other focal planes of the sample. The smaller the slit, larger is the rejection, but the
overall signal quality decreases in this way.

The most important recent development in confocal is 4pi confocal microscopy. In this technique,
two objectives are used to illuminate or collect light from the sample. An interference pattern is created by
using the light from the objectives. This pattern has one major central peak and several side lobes. The
central peak has a reduced axial spread, which is less than the peak that one would get from a pinhole.
Depending on how the interference pattern is created, it is possible to get even an FWHM, which is one-
sixth of the wavelength of illumination. This results in increased resolution images by detecting only the
central peak, and avoiding the side lobes.

The most important application of confocal microscopy in nanoscience is in the investigation of the
interactions of nanosystems with biological components. There are numerous examples of this kind wherein
nanoparticles, nanoshells, nanotubes and such other objects are made to interact with cells, bacteria,
viruses, etc. The interaction takes place within the cell in most cases and confocal microscopy is used to
monitor the processes. For this purpose, a fluorescent tag is often attached to the nanosystem or the

nanosystem itself is fluorescent as in the case of a semiconductor quantum dot. A typical example is shown
in Fig. 2.22 (Plate 2) (Ref. 12).

24.2 Scanning Nearfield Optical Microscopy

The finite resolution of conventional optical microscopy shows that the limit of resolution is approximately
A/2 where A is the wavelength of light used for illumination. In his three papers presented during the
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period 1928-32, E.H. Synge (Ref. 13) has shown that this limit can be overcome if the illumination
volume is reduced to a dimension that is smaller than the wavelength of light. The fundamental aspect is
that the nearfield light intensity decreases rapidly when the aperture dimension is small. This was realized
experimentally in 1983 and 1984 by two independent groups soon after the discovery of STM. In this
method, the light source dimension is reduced by using one of the several tools discussed below. The
probe is a tip which interacts with the sample at a close distance (d < A). The sample-light interaction
is detected by the photodetector placed at a distance away from the sample. The distance between the
sample and the tip is kept very small, by the use of a feedback mechanism which is typically based on the
modulation of the quartz tuning fork. The sample or the tip is scanned so as to construct an image of the
sample. This process is illustrated schematically in Fig. 2.23.

Input light

% Feedback on z

|

Scan (x, y)

| Computer, image

Photodetector

Fig. 2.23: Schematic of a scanning nearfield optical microscope.

There are numerous ways in which probes suitable for SNOM are made. One approach is to make
probes from fibres, with one end tapered. The outer surface of the fibre is coated with a metal film and the
very end of the fibre is exposed. This allows the light to pass through the tip. The standard approach to
make a tapered fibre is the pulling technique in which a fibre is held in a stretched position and the middle
of the stretched region is melted by a CO, laser or a heating filament. This allows both the ends to get
stretched, which creates tapered ends. The other approach is to acid-etch the glass to produce a sharp tip.
The fibre is then coated with a metal film such as aluminium or gold and the coating at the tip is removed.
There are several approaches for making such an opening. The more common approach is the shadowed
evaporation method. Here the metal is evaporated at a titled direction in comparison to the probe axis.
This facilitates evaporation of the metal all over, except at the tip. A uniform coating on all sides is
achieved by rotation. This method makes it possible to batch process tips, but the uniformity of the tips is
a problem, which depends upon the angle of evaporation, rotation, etc. The other methods used are
electro-erosion and ion beam milling. Tips with physical holes are also possible. In this approach, tips
are micro-machined in the same way as AFM tips. Holes are then made on tips by reactive ion etching
or electron beam lithography. With this technique, uniform 50 nm diameter holes have been made on
Si,N, cantilevers.



There are several ways in which SNOM measurements are done. [lluminating the object at farfield
and collecting light at nearfield, nearfield illumination and farfield collection, and illumination and collection
at nearfield are the common approaches. The other approach is by illuminating the object with evanescent
waves and collecting the light with a nearfield probe. In this approach, the sample is transparent and total
internal reflection of the light occurs. The evanescent waves penetrate a few hundred nanometers above
the interface and they propagate into the aperture when it is brought close to the surface.This is sometimes
referred to as scanning tunneling optical microscopy (STOM) or photon scanning tunneling microscopy
(PSTM).While all the above methods use tips with an aperture, apertureless tips are also employed which
utilize the interaction between the tip and the sample to enhance or scatter the nearfield signal. This

depends on the tip—sample interaction. The sample is illuminated at farfield and the collection is also done
at farfield.

The most important application of SNOM is in the study of single molecules. Here the signal, usually
fluorescence, of a single molecule is detected. The dynamics of the molecules, the local environment of
the molecule, the polarization dependence of emission and thereby the orientation of the dipole moment
of the molecule, photobleaching, etc. have been investigated.

The lateral resolution obtained by the technique is given approximately by the diameter of the
aperture. There are practical limitations to the aperture diameter. Penetration of light to the metal coating
of the tip and therefore the thickness of the coating determines the illumination volume. The amount of
light that can be transmitted at farfield is reduced drastically at very small aperture sizes. Increasing the
light output by the sample using the field enhancement of fluorescence, for example, is a way in which
one can increase the signal to noise. Nanoparticles-attached probes can be used to enhance local fluorescence
intensity. Among other approaches, fluorescence resonance energy transfer (FRET) is a promising method
in which the excitation energy of a probe is non-radiatively transferred to an acceptor at a very short
distance. The energy transfer efficiency decreases rapidly with distance and also requires an overlap of the
spectra of the molecules concerned. If one of the molecules involved in FRET is attached to the probe
and the other is in the sample, probing molecular distances becomes feasible. Currently, lateral resolution
of the order of 15 nm has been reported.

Light can be used for vibrational excitations as well. Of all the techniques, Raman microscopy has
been used well with SNOM. However, the main problem in this is the poor Raman intensity that one
gets for normal molecules and materials. The enhancement of Raman by attaching molecules on
nanoparticles of noble metals or rough surfaces, called the surface enhanced Raman effect, has been used
for the detection of Raman signals from single molecules.

A SNOM image of human cells (SiHa) is shown in Fig. 2.24 (Plate 3) (Ref. 14). This image was taken
in the author’s laboratory after the cells were incubated with Au’* ions for 96 hours. The cells were
removed and were embedded in a polymer matrix. Thin slices of 70 nm thickness of the processed
material were taken with an ultramicrotome. The image shows the growth of gold nanoparticles in the
cytoplasm of the cells. There are small nanoparticles in the nucleus of the cells too (as shown by TEM), but
these are not revealed here as the resolution is poor.
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2.5 Other Kinds of Microscopies

2.5.1 Secondary lon Mass Spectrometry (SIMS)

Ion-based tools are important in nanotechnology. Two of the common tools are the focused ion beam-
based lithography and secondary ion mass spectrometry (SIMS). lon lithography can make structures in
the sub 10 nm regime today. In the spatially resolved mode, SIMS can help obtain chemically specific,
isotopically resolved elemental information, at a spatial resolution of 50 nm, which is impossible in the
case of any other technique. As ion ejection is extremely surface-sensitive and surface damage can be
reduced, nanometer thin films grown on surfaces can be analyzed with isotope specificity. This analysis
can be done at trace levels and also quantitatively. These attributes make SIMS imaging extremely important.

In SIMS, one is concerned with the mass spectrometry of ionized particles resulting from the impact
of primary particles on a surface. The surface can be liquid or solid and the primary particles may be
electrons, ions, neutrals or photons. The secondary particles emitted from a surface are electrons, neutral
or ionic atoms or molecules, and neutral or ionic clusters. In SIMS, one is concerned only with the ions.
The neutrals ejected are post-ionized and subjected to mass analysis in some cases (sputtered neutral mass
spectrometry, SNMS).The process of decoupling emission and ionization allows for quantitative elemental
analysis. Most of the current applications are in dynamic SNMS and can be done by using lasers (see
below for an explanation of the term “dynamic”).

Secondary particle emission is referred to as ‘sputtering’. Most of the particles emitted will be neutrals
but a few ions are also emitted. Mass analysis of these ions is carried out in one of several ways, such as
time-of-flight, quadrupole and magnetic sector-based methods.

SIMS can be dated back to 1910 when Sir J.J. Thompson observed the emission of positive ions from
the surface of a discharge tube upon its impact with primary ions. In the present-day instruments, the
principal components are:ion gun which gives ions or atoms of 0.5-50 keV, ion optics to transfer the ions
to a mass spectrometer, followed by the detector.The mass spectrometer can be of the magnetic, quadrupole
or time-of-flight type. A schematic of the instrument is shown in Fig. 2.25.

i UHV |

i lon gun i

i Energy Mass filter lon —i—>

! filter detector| |

: i SIMS
 Sample | spectrum

Fig. 2.25: Schematic diagram of the main components of the SIMS experiment.



In SIMS imaging, the mass spectral intensities collected from a surface are used to construct images.
The spatial resolution of the method depends on the dimension of the sampled area. Thus it is necessary
to have either a highly focused ion beam or a highly focused collection of ions. SIMS imaging is generally
done in two ways. A focused ion beam is rastered across the sample and the spectrum at each point is
collected. This method is called the ‘microprobe mode’ and its lateral resolution is of the order of sub-
micron levels. The other mode is the microscope mode or the direct mode. Here the ions are collected
from specific points on the sample simultaneously by electron lenses and are detected on a position-
sensitive detector. The primary ion beam is not rastered.

The ion beams commonly used are Cs', O," or O™ or Ga'. Although highly pointed beams of Ga"
are possible, the secondary ion emission yield is small and therefore the first two are commonly used today.
While Cs* enhances the negative ions, O," and O~ enhance the positive ions.

SIMS is operated in two modes. The first is the dynamic mode, wherein the primary ion flux is large
and the rate at which the material is removed is high. This allows a fresh surface to get exposed to the
primary beam continuously. In the case of static SIMS, only a small fraction (less than 0.1 per cent) of the
surface is sampled. This results in minimal surface damage. High quality collection is necessary and therefore,
the analyzer used in static SIMS is usually related to time-of-flight (TOF) based methods. As a result, static
SIMS is also called TOF SIMS. In the dynamic SIMS, quadrupole and magnetic sector analyzers are used.

With the current innovations in instrumentation, imaging SIMS can acquire a lateral resolution of
50 nm. Its application areas include metallurgy, heterogeneous catalysis, biology, etc. Selective accumulation
of ions of catalysts, incorporation of specific molecules in cell structures, and the separation of ions at grain
boundaries, etc. are among the interesting problems that one can study. With sub-100 nm resolution, many
of the cell organelles are accessible for high quality chemical imaging.

In the case of an ion or atom bombardment at a surface, the energy of the primary projectile is
transferred through a billiard ball type process. This is followed by a collision cascade between the target
atoms. Some of these collisions return to the surface, resulting in the emission of atoms and clusters, some
of which are ionized in the course of ejection. The major concern in SIMS quantification is that the
ionization coincides with sputtering. This means that calibration is a very important aspect in quantification.
Particle bombardment changes the surface continually and the doses of bombardment have to be kept
low to achieve meaningful surface analysis.

2.5.2 Other Mass Spectrometric Techniques of Interest to Nanoscience

Another method of carrying out SIMS is to use the fission fragments of *>Cf to cause sputtering (plasma

desorption mass spectrometry, PDMS). These fragments have MeV energies and when they collide at the
rear of a thin foil coated with the analyte, molecular ions of high masses can get ejected. High-energy ions
of "'I" from a tandem accelerator have also been used to achieve the same objective. High energy neutral
atoms are also used for sputtering. This form of mass spectrometry, referred to as fast atom bombardment
(FAB) mass spectrometry, is generally practised for organic analytes, with appropriate matrices. This results
in soft ionization of the analyte species. ‘Soft’ implies ionization with lower internal energy for the ion
formed, leading to lower fragmentation. Soft methods are especially important for the analyses of clusters
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as they are bound by lower energy and it is easy to fragment them during ejection to the gas phase. Today,
the analysis of nanoparticles by mass spectrometry is becoming popular and the use of soft ionization
methods is extremely important for achieving this goal. Laser desorption is another soft method used for
desorption ionization. This is done by a technique called matrix-assisted laser desorption ionization mass
spectrometry (MALDI MS), in which a low power ultraviolet laser (generally a 337 nm N, laser) is used
to desorb the analyte. The analyte is mixed with a matrix so that the analyte concentration is small
(typically in a 1:10 ratio). The mass analysis is generally done by the time-of-flight method as the laser is
pulsed to help give a start time for data collection and the ions are collected at a high efficiency. An
additional advantage of time-of-flight analysis 1s that there is no mass limit for the analysis in principle and
the technique is well-suited for large biomolecules. The other soft ionization technique used is electrospray
ionization mass spectrometry (ESI MS) wherein ions are produced from a solution, which is sprayed to
form fine droplets in a high electric field. The solution sent through a fine needle is electrosprayed and the
ions thus produced are generally multiply charged. This facilitates an analysis of large molecules in low
mass range machines as their m/z value is small. Both these techniques are highly sensitive and femtomole
analysis is possible with high resolution.

2.5.3 Focused lon Beam (FIB)

The focused ion beam technique utilizes a liquid metal ion source and the interaction of high energy ion
with the sample is used to investigate or modify the sample. Elastic and inelastic collisions take place when
the ion beam strikes the sample. Elastic collisions lead to the sputtering of atoms and inelastic collisions
yield secondary electrons and X-rays. lons are also ejected. The ions and electrons ejected can be used for
imaging the surface. The ion beam itself can be used for milling applications. In the presence of
organometallic species, the 1on beam can result in the deposition of materials and can be used for material
repair applications. Ion beam milling can be used for sample preparation, especially for TEM.

Ions are particles with a higher momentum in comparison to the electrons used for a given acceleration
energy, though they travel at a lower velocity. This leads to increased sputtering. The ion penetration depth
is much smaller than that of electrons.

In SEM and FIB, the particles to be examined are scanned on the surface. The secondary particles
(ions and electrons) are used for imaging in FIB. As the ions travel at much lower velocities, their Lorentz
force is lower. (Lorentz force is the force exerted on a charged particle in an electromagnetic field. The
particle will experience a force due to electric field gE, and due to the magnetic field, gv X B. When
combined, they give the Lorentz force: F = q(E + v X B), where E is the electric field, B is the magnetic
field, g is the charge of the particle, v is its instantaneous velocity, and X is the cross-product.)

In addition to imaging, FIB is used for ion milling. Selective sputtering can be achieved by a method
known as gas-assisted etching (GAE) in which one of the halogen gases is introduced to the work surface
thus forming a volatile species. The decomposition of an already deposited organometallic molecule on
the surface can lead to the deposition of certain atoms, such as Pt getting deposited from a Pt precursor
molecule in the presence of the ion. The gas phase deposition process can be used to nucleate certain
growth at the surface and the subsequent growth can be achieved by chemical vapor deposition (CVD).
FIB can also be used for implantation.



In addition to single ion beam, an ion beam and an electron beam combination may be used, which
will combine the capabilities of FIB and SEM. This can help achieve lithography, imaging and
characterization together. Such an instrument has several applications in nanotechnology.

2.5.4 Photoelectron Spectroscopy

Photoelectron spectroscopy (PE) is concerned with a broad range of analytical techniques, all of which
are based on Einstein’s photoelectric equation, v = KE + ¢, where hv refers to the photon energy, ¢

refers to the work function and KE refers to the kinetic energy of the ejected electron. Depending on the
type of photon used for photoemission, there are several kinds of photoelectron spectroscopic techniques.
The principal PE techniques are X-ray photoelectron spectroscopy (XPS), which uses X-rays, and ultraviolet
photoelectron spectroscopy (UPS) which uses soft X-rays and ultraviolet radiation for photoelectron
emission. XPS is generally used for the analysis of solids and surfaces whereas UPS is also used for gaseous
samples.

Photoelectron spectroscopy is related to a broader class of techniques referred to as electron spectroscopy.
There are principally five analytical techniques in this branch, all of which deal with the kinetic energy of
electrons ejected or reflected from materials. While photoelectron spectroscopy pertains to electron emission
from materials, there are also electron spectroscopic techniques dealing with inelastically scattered electrons
called electron energy loss spectroscopy (EELS). Kinetic energy analysis of Atliger electrons constitutes
another electron spectroscopic technique, namely Atiger electron spectroscopy (AES). The last technique
is called Bresstrahlung isochromat spectroscopy (BIS). While XPS, UPS and AES are used to investigate
occupied energy states, BIS is used to study unoccupied states. EELS is used for the investigation of
excitation between the occupied and unoccupied states and also for the study of molecular vibrations,
especially when the molecule is adsorbed on a surface. Modern developments in XPS can be largely
attributed to the work of Kai Siegbahn and his colleagues in Uppsala, Sweden. In recognition of his
contributions he was awarded part of the Nobel prize in Physics for the year 1981. His father, Manne, has
also been a Nobel laureate (1924).

There are several variations in each of the spectroscopic techniques mentioned. For example, in
ultraviolet photoelectron spectroscopy depending upon the kind of photon source, different spectroscopic
techniques such as Hel UPS, Hell UPS, laser-induced UPS, etc. exist. Each of these techniques can be
applied for difterent kinds of samples. The instrumentation for these techniques can be different thus
giving different types of information. Single colour spectroscopy can be replaced with multi-colour
spectroscopy, analyzers of one kind can be replaced with others, energy analysis of the electron can be
done near the threshold of ionization and wavelength can be varied over a window thus giving rise to a
range of experimental techniques. Conventional photoelectron spectroscopy on stable gases or solids can
be replaced with that of liquids, high temperature molecules, thin films, adsorbates, single crystals, etc.,
thereby oftering wider sample coverage.

By studying the electron energy of a series of metals as a function of photon energy, Hertz proved the
Einstein relation and determined the values of ‘h’. The early photoelectron spectrometers were made in
the 1950s. In today’s experiment as shown in Fig. 2.26, we have a photon source, which produces
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monochromatic radiation and is falling on a sample, which can be a solid, gas or liquid. The photoelectrons
emitted are analyzed for their kinetic energies by an electron energy analyzer and are detected. The
photoelectron spectrum is a plot of the intensity of the photoelectrons as a function of electron kinetic
energy. The electron kinetic energy can be directly related to the ionization potential or the binding
energy (in the case of a solid) by the expression, Ey; i crergy = i — @ — E,, where ¢ is the work function
as mentioned earlier, E, is the new quantity, which is the binding energy of the photoelectron. Binding
energy refers to the energy of the level from which photoemission occurs, referenced to the Fermi energy,
E,, which is taken as zero in the case of solids. In a general discussion of photoelectron spectroscopy, the
spectrometer and the sample are assumed to be in equilibrium so that their Fermi levels overlap. The
quantity ¢ is the energy which is the difference between the Fermi energy and the vacuum level. The
spectrometer may be used to study various aspects of photoemission such as the emission angle, spin of
photoelectron, etc. In the simplest instrument, only the kinetic energy of the electron is investigated.

UV-source LEED/Auger

Electron gun
with optics

> Electron-
Sample Electron- detector
optics

Fig. 2.26: Schematic of a modern PES instrument. Several techniques are available in one chamber. A surface
science apparatus of this kind has multiple techniques.

In photoelectron spectroscopy, the electron kinetic energy that one normally encounters is of the
order of 10-1000 electron volts. For electrons of this energy, the distance travelled before an inelastic
encounter occurs is of the order of 20-30 A.This distance corresponds to about ten atomic layers of the
material, in most cases. Therefore, while analyzing kinetic energy of electrons, we observe that the electrons
of maximum intensity which do not sufter energy loss due to inelastic collisions, are principally coming
from the very top of the surface and therefore, the technique is extremely surface-sensitive. Thus
photoelectron spectroscopy is inherently sensitive to nanometer thin samples. However, the irradiation
area is generally much larger, of the order of several mm” in typical measurements. This can be reduced to
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facilitate microscopy.The distance just mentioned (the distance in which inelastic collisions do not occur)
is called the inelastic mean free path and this quantity is very difficult to measure. In experimental situations,
what one normally measures is the attenuation length wherein both elastic and inelastic contributions are
included. This has been determined for a large number of materials and the universal attenuation length
is shown in Fig. 2.7.

For the KEs normally encountered in photoelectron spectroscopy, the attenuation length is within
20 A for most materials. Therefore, it can be seen that if a given surface is contaminated to a few tens of
A, it is difficult to obtain a photoemission signal from the underlying material. It may be noted that in
poor vacuum conditions, such as 107 torr, several tens of overlayers of contaminants can be produced in
just a few minutes of exposure of a clean surface into the system.Thus, in order to be surface-sensitive, it
is necessary for the surface to be sufficiently clean and devoid of overlayers. Because of its extreme surface
sensitivity, photoemission spectroscopy is referred to as a surface spectroscopy. Therefore, if one is interested
in the surfaces of materials, photoelectron spectroscopy is done in ultra high vacuum (vacuum better than
10™ torr) where it takes about a few tens of minutes to form a complete overlayer on the surface.

Photoelectron spectroscopy pertains to electronic structure. The ionization potential that one measures
corresponds to the difference between the initial ground state from which photoelectron emission occurs
and the final state produced upon photoemission. To a first approximation, one can assume that the only
difference between the two is that there is one electron less in the latter. This gives the most commonly
used approximation, called the Koopmans’ approximation, stating that IP(k) = —g(k), where £(k) is the
orbital energy of the kth orbital. This assumption disregards the orbital relaxation effects, correlation
effects and relativity effects. Thus the observed ionization potential can be calculated if the other effects
are also included in the calculation such that, IP(k) = — &(k) — o€ + 6¢ + 6¢

relaxation correlation relativistic *
Depending upon the kind of photon used for photoemission, the levels accessed are different. Generally,
the photons used are He I, He II, Al K,, Mg K,, Na K, Si K,, etc. The He I (21.22 V) photon
corresponds to the de-excitation of the 1P0 to 1SO level of He. The same is the case with He II, which
corresponds to the corresponding transition of He' (40.8 eV). The Al K,, 1. » corresponds to the de-
excitation of 2p to 1s (1486.6 eV).The same is the case with Mg K, ; , (1253.6 eV).These X-ray sources
do not penetrate matter too deep and are called soft X-rays. (Note:The K, ; , symbolism is explained in

the section on X-ray diftraction.)

Most of the valence electrons are involved in bonding and it is possible to access these valence levels
by using ultraviolet photons. The core levels, which are not participating in bonding, occur in the range of
a few tens to 100 electron volts and can be accessed by soft X-rays. The deeper core levels of heavy
elements can be accessed by hard X-rays. In photoelectron spectroscopy, one is generally concerned with
energy levels of the order of 1000 eV and below.

The photoelectron spectrum is characterized by specific ionization energy and also by a width. The
width has contributions from the inherent width of the state formed, the line width of the photon source
used and the specific resolution of the analyzer. If all these are favourable, it is possible to measure the fine
structures such as vibrational and rotational features accompanying photoionization in the case of molecules.
In the case of materials and surfaces, vibrational features and other fine structures such as multiplet splitting
and plasmon losses can also be measured.
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Let us look at the spectrum of gaseous nitrogen as an example (Fig. 2.27).The spectrum corresponds
to three different electronic states of ionized nitrogen. The potential energy curves of these ionic states are
shown here with vibrational levels in them. Each band shows vibrational excitations. In fact the photoelectron
spectrum is a reflection of the potential energy curves of the system. Using 21.22 eV photon, it is possible
to access only these three levels. If we used sufficiently energetic photons, it would have been possible to
look at other deeper levels. The photoelectron spectrum also gives an idea about the kind of energy levels
involved in the ionization process. These levels actually correspond to orbitals, which participate in bonding.
Ionization from these levels can give us information about the kind of bonding possible in the system. In
this particular case, the first excitation corresponds to the removal of electron from a non-bonding orbital.
The second corresponds to the removal of an electron from a bonding orbital. The third corresponds to
the removal of an electron from a weakly anti-bonding orbital. Now it is quite clear why vibrational
spacing of the first ionic state is quite similar to that of the ground state. There is no change in the bonding
characteristics when an electron is removed from this level. For the second one, the vibrational spacing is
smaller than that of the ground state. For the third one, the vibrational spacing is larger than that of the
ground state. If an electron is removed from a non-bonding orbital, obviously the bonding characteristics
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Fig. 2.27: Photoelectron spectrum of nitrogen molecule showing that it is a reflection of the potential energy
— curves.



of the molecule are not disturbed. Therefore, the internuclear distance remains unchanged and vibrational
separation is largely the same. If one removes an electron from a bonding orbital, the state that is created
has less bonding character, the internuclear distance can increase and therefore, the vibrational quantum
may be reduced. If one removes an electron from an anti-bonding orbital, the state that is created has more
bonding character and therefore the vibrational quantum is larger. It is also reflected in the equilibrium
internuclear distance, which is unaffected in the first state, is shifted to the right in the second case, and is
shifted to the left in the third case. Thus the photoelectron spectrum gives us a qualitative idea of the kind
of bonding. In addition, the photoelectron spectrum is a mirror image of the electronic states. It is possible
to reconstruct the photoelectron spectrum if one knows the states involved. It is also possible to reconstruct
the states if we know the photoelectron spectrum. However, it has to be remembered that photoelectron
spectroscopy is concerned with electronic transitions and therefore, the Franck-Condon rule is valid here.
Thus the spectrum probes only the region very close to the equilibrium internuclear distance. The potential
energy surfaces span a larger area and photoelectron spectra give very little information on the regions
away from the minimum distance. This is because the molecule is always close to the minimum distance
and the excitation is around it.

The earlier discussion was about ultraviolet photoelectron spectroscopy. In XPS, one is concerned
about the core electrons. The important thing is that the core electron binding energies of atoms are very
specific to them. In fact, the core electron binding energy of an atom can distinguish what that atom is.
Due to this reason, the elemental characterization of a material is possible by photoelectron spectroscopy.
In Fig. 2.28, we show the 1s photoelectron peak of the first row atoms.
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Fig. 2.28: 15 photoelectron feature of the first row atoms.

From lithium to fluorine, it is seen that the 1s binding energy increases systematically. Besides, not
only does the binding energy increase, but the intensity is also different. As can be seen, fluorine 1s is more
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intense than nitrogen 1s,and even if there is less amount of fluorine, it is possible to see it in the photoelectron
spectrum. Not only does each level from a given atom have a specific energy but the level can also have
different energies in different chemical situations. As in NMR spectroscopy, there are chemical shifts in
X-ray photoelectron spectroscopy, which give us information about the kind of chemical environment.
The photoelectron features of the core levels give quantitative information on the amount of that element
present in the sample. Therefore, by using appropriate standards it is possible to obtain quantitative elemental
information.

The photoelectrons emanating from the sample have the following three principal characteristics:

1. The number distribution with kinetic energy: A measurement of the number of photoelectrons with
kinetic energy gives the energy distribution curve, which is normally referred to as the
photoelectron spectrum. In normal photoelectron spectroscopy, the electron emission is performed
at a fixed angle.

2. The distribution of electron intensity as a function of the angle: This measurement involves the study
of intensity distribution of photoelectrons as a function of the electron take-oft angle or photon
propagation direction or with respect to both these parameters.

3. The spin polarization or spin distribution of the photoelectron intensity: This includes the preferential
polarization of the electrons of the sample by an external magnetic field and studying the spin
distribution of the ejected electron intensity. These measurements have not been done to a large
extent, till recently.

In the photoelectron spectrum of solids, additional complications can result from the various inelastic
processes that occur in the sample as the photoelectron leaves the material. This leads to a large background
which may be overlapped with distinct peaks. These features are also informative and are often useful in
providing a more detailed understanding of the electronic structure of the material under study.

X-ray photoelectron spectrum is normally measured with non-monochromatic X-ray sources; the
principal limitation is the natural line width of the K, ; , radiations. The width of this radiation is about
0.7 eV for Mg K, | , andabout 0.8 eV forAl K, ,.
lines has a width of about 0.4 eV. It is also possible to use neon, which has a natural line width of
0.2-0.3 eV and the K, line occurs at 848.6 eV.The principal reason for the reduction in line width is the
reduction in the 2p,,,—2p, ,, spin orbit splitting and the increase in the lifetime of the 1s hole. However,

If one goes up in the periodic table, the Na K, ; ,

neon K, radiation is not generally used in X-ray photoelectron spectroscopy. In special cases, it is possible
to use the K ; , radiation of fluorine in highly ionic compounds and certain studies have been performed
with this radiation.

It is possible to monochromatize the Al Kot or Mg Ko radiations, thereby reducing the half width
considerably. It is possible to achieve a photoelectron peak as narrow as 0.3 or 0.4 eV by using
monochromatized Al Kot or Mg Ko radiation. The consequent reduction in intensity as a result of
monochromatization is overcome by the use of rotating anode X-ray sources as well as by special detection
devices, which enhance sensitivity. In addition to the Ko¢ radiation, it is also possible to use M¢ radiation
due to the 4p, ,, to 3d,,, de-excitation process of elements from yttrium to molybdenum. These X-rays
have energy in the range of 100-200 eV. Although these lines have substantially higher half widths of the



order of 0.8 eV, the energy range is unique and therefore many photoelectron studies have been done
with these. For example, M& radiation of yttrium corresponds to 132.3 eV (FWHM 0.5 eV), and zirconium
to 151.4 eV (FWHM 0.8 eV). One of the problems is that several aspects have to be kept in mind in these
anode designs. One is that the X-rays are soft and they have less ability to penetrate through matter.
Therefore, thin polymeric windows have to be used. It is also necessary to use high excitation energies so
that X-ray emission takes place from the interior of the material where the element has not undergone
chemical changes. In contrast, if the emission takes place from the exterior of the material, there is a
possibility of emission from oxide where the valence levels are broad and the natural line width of the
radiation increases. It is also necessary to use continuous deposition of fresh anode material during the
operation of the apparatus. Sometimes, there are a number of threshold effects when the photon energy
is very close to the ionization energy. For these experiments, it is necessary to either utilize the
Bremsstrahlung radiation of an X-ray spectrum or to go to synchrotron radiation wherein the wavelength
can be tuned. The huge intensity of a synchrotron radiation, the polarization and the pulsed character of
the light are all utilized for many of the measurements.

Ultraviolet photoelectron spectroscopy

Ultraviolet photons from gas discharge sources such as Hel (21.22 ¢V) and Hell (40.82 e¢V) have high
intensity and an inherently small line width. It is also possible to carry out photoelectron spectroscopy
with higher harmonics of several lasers. This facilitates spectroscopy with higher resolution, which is also
achieved with other kinds of analyzers such as time-of-flight and magnetic bottle, which have a higher
resolution. In general, the resolution that one can achieve in UPS is limited only by the analyzer. The best
instrumental resolution, under 2 meV, has been reported with the common hemispherical analyzer (which
is also used for XPS). UPS is an important tool used for understanding the changes in the electronic
structure of materials when adsorption occurs. Changes in the work function and chemical properties of
the material are captured very well by UPS.

The spectra from solids is normally referenced with respect to the Fermi energy. A binding energy of
zero refers to the Fermi level. This kind of a reference scheme works well as the sample and the spectrometer
are in electrical equilibrium when the measurement is done, that is to say that the sample is electrically
connected to the spectrometer so that their Fermi surfaces overlap. It is important to note that this kind
of a description is valid only in the case of a metallic sample connected to a metallic spectrometer. The
energy level diagram of the sample and the spectrometer are shown in Fig. 2.29. The electron kinetic
energy in the spectrometer is modified as the electron comes into the spectrometer. In the case shown in
the figure, a deceleration is observed. This is because the work function of the spectrometer is higher than
that of the sample. In general, the Kinetic energy in the spectrometer, KE = hv — Eg(k) — @eciromerer
where hv is the energy of the excitation source, KE and E(k) are the kinetic energy of the electron and
the Fermi referenced binding energy of the kth level of the sample and @ omerer 15 the spectrometer
work function. In general, the electron suffers a deceleration amounting to Ppectrometer — Pample -
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Fig. 2.29: Schematic illustration of the sample and spectrometer energy levels.

Aiiger electron spectroscopy

The other kind of electron spectroscopy one uses is the Aliger electron spectroscopy. This refers to the
energy analysis of the Aliger electron, thus named as the phenomenon was originally described by Atiger
in 1925.The Atiger electron arises as a consequence of photoemission. When the core hole is produced, it
is filled with a higher lying electron and the atom is now in an excited state. The excess energy is dissipated
by the emission of another electron from a higher lying level. The electron kinetic energy is independent
of the excitation energy of the photon used in creating the core hole, which is an important distinction
from photoelectron spectroscopy where the kinetic energy of the electron increases with photon energy.

The Atiger electron ejected is labeled as KL,L, in the case shown in Fig. 2.30. There can be several
other Atiger electrons coming from the sample which can be labeled appropriately. All these Atiger electrons
have characteristic energies, which can be used for identifying the element present in the sample or its
chemical environment. The Atiiger electron can be produced by other excitations also such as the electron
and the ion. The electron excitation is convenient as the electron beam can be brought to a narrow size
and the illumination of a microscopic area becomes possible. This allows for scanning Atiger microscopy,
which analyzes the Aiiger intensity of a peak as the electron beam is scanned to produce an image of the
sample. The Atiger intensity decreases and X-ray fluorescence takes over at larger separations between the
levels, and therefore Atiger is useful only for elements below Z = 30.
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Fig. 2.30: Schematic of the Aliger emission process.

Surface enhancement

There are several ways to enhance the surface features in photoelectron spectroscopy. One of them is by
varying the electron take-off angle (the angle between the sample plane and the electron direction). As the
electron take-off angle varies, the depth of material sampled also varies as the electron attenuation length
in a sample is a constant. In order to see truly surface signals, the spectrum has to be acquired at a very low
take-off angle, of the order of a few degrees. The intensity enhancement of surface features is observable with
reduced photon incident angles also. However, in order to observe the features, the angles have to be close
to zero. Experimental limitations come into the picture when studies are done at low take-off angles.

Improved surface sensitivity can be achieved with lower photon energy as well. As photon energy is
reduced, the kinetic energy of the electron is reduced, thereby reducing the electron attenuation length.
Apart from the variation in the electron take-oft angle, a change in photon energy also causes a variation
in the ionization cross sections. The enhancement of these cross sections makes it possible to observe the
chemical signatures accompanying the surface processes.

Complications

The photoelectron spectrum is complicated with several effects which accompany photoemission. They
can be grossly categorized as multiplet splitting, multielectron excitation and other many body eftects.
Multiplet effects occur upon electron emission from a filled level of a material containing unpaired spins.
There can be more than two distinct signatures in the photoelectron spectrum of one level due to the
coupling of spin and orbital angular momenta. These will give several multiplet features which may not be
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properly observable due to reduced intensities or reduced separation. In addition to multiplet splitting,
photoelectron spectrum can be complicated due to multielectron effects such as shake-up, shake-down
and shake-off. In these phenomena, photoelectron ejection accompanies electron excitation involving
other orbitals. In most such cases, electronic excitation occurs by reducing the electron energy (shake-up).
De-excitation processes can also take place, thus increasing the electron energy (shake-down). Excitation
can also lead to complete electron removal (shake-off). Apart from these discrete excitations, there can also
be many electron eftects accompanying photoemission. In addition, plasmons in metals can also be excited
with photoelectrons. These excitations may occur during the creation of photoelectron or upon the travel
of photoelectron through the material. These are called intrinsic and extrinsic excitations, respectively. It
is difficult to classify whether an event is intrinsic or extrinsic through an experiment. Several other
processes of importance accompany photoemission.

Photoelectron ejection can also accompany ligand to metal charge transfer transitions. This is observable
in a number of cases, with the most well-known being the ligand to metal transitions in Cu”" systems.

The photoelectron spectrum can also lead to vibrational excitations due to low energy of the vibrational
transitions. These features are not clearly observed in the case of many materials. However, when the
vibrational energies are large (molecules of lower atomic number), vibrational excitations accompanying
photoelectron ejection can be resolved.

Labeling in photoelectron spectroscopy

Photoelectron spectra are labeled as per the electronic state produced by photoionzation. In the case of
molecules, the molecular electronic state formed is used to assign the peak as seen in the spectrum of
nitrogen. In the case of complex molecules, the orbital from which photoionization occurs is used to label
the peaks (using Koopmans’ approximation, which states that the ionization potential is the negative of
the orbital energy from which ionization occurs). In the case of XPS, note that each electronic state with
I > 0 with one unpaired electron is split into two doublet states with j = [ + 1/2.Two conventions are
followed in naming the states. The first uses nL; symbolism, where n is the principal quantum number and
L=s,p,d.f,...corresponding to [ = 0,1, 2,3, ... This would make 2p, , and 2p, , states upon photoemission
from Ne. In the alternate method, these are labeled as L2 and L3, corresponding to [ = 1 and j = 1/2 and
3/2. In this, the shell notations, K, L, M, N, ... are used for n = 1,2, 3, 4, ... and subscript 1, 2, 3, 4 ... for
lowest (1, j) to highest (I, j). The former is more commonly used.

Photoelectron microscopy

Photoelectrons can also be used for spatial information. There are several ways in which this can be done.
In the first approach, a narrow probe beam (electrons or photons) is rastered over the sample. All the
photoelectrons from the irradiated zone are collected as a function on the probe position. In the second
approach, the whole sample is illuminated, but electrons from a smaller area are collected by a suitable
aperture. The location of the sample from which data are collected is moved and an image is constructed.
The third approach involves the illumination of the whole area and collection of the image with a
position sensitive detector. The two kinds of images that are possible are spectromicroscopy and



microspectroscopy. In spectromicroscopy, electrons of a specific energy range are collected. This implies
energy resolved imaging used for compositional mapping. Microspectroscopy is a collection of spectral
data as a function of the spatial location of the sample. The electronic structure of materials of smaller
dimensions can be measured this way.

Focusing X-rays to narrow regions is difficult due to the difficulties involved in X-ray optics. It is
possible to achieve photoelectron spectroscopy with 50 #m spatial resolution in this way. Imaging detectors
can achieve a resolution of the order of 10 4m. However, with electrons one can get spatial resolution of
the order of tens of nanometers. Scanning Atiger Microscopy (SAM) is carried out in this way. If sputtering
is accompanied by SAM, three-dimensional imaging of the material composition is possible.

Another way of carrying out microscopy is through photoemission electron microscopy (PEEM). In
normal photoelectron spectroscopy, the photon energy is much higher than the work function of the
material. However, in the case of localized surface changes such as adsorption, only the local work function,
near the area of adsorption is changed. If the sample is illuminated with a higher energy photon and the
data are collected over a large area, only average effects will be seen. If, on the contrary, a low energy
photon just enough to cause photoemission from the clean surface along with a higher resolution instrument
is used, the region of higher work function such as an oxygen-adsorbed region will appear with a different
contrast. Currently, this technique is being used to obtain sub-micron resolution in favourable cases.

2.5.5 Vibrational Spectroscopies

Vibrational spectra are characteristic of the material and are specific to the chemical bonds. Changes in
the chemical characteristics of matter are reflected in the vibrational spectra. Vibrational energies are
much smaller as compared to the chemical bond energies and even minute changes in the local atmosphere
of a sample are reflected in the spectra. Spectroscopic information of this kind is commonly derived from
infrared (IR) spectroscopy, Raman spectroscopy and electron energy loss spectroscopy (EELS). However,
there are a few other less common techniques such as inelastic electron and neutron tunneling, helium
scattering and sum frequency spectroscopy which may be used to obtain information on vibrations. All
these are more involved techniques in terms of both money and effort. The first three techniques are more
common and are used in various ways to analyse nanomaterials.

Vibrational spectroscopy is used to derive information on the vibrational excitation of molecules.
Most of the time, the excitation is limited to the fundamental vibrational frequency. As the molecule is
normally at the lowest vibrational level, namely v = 0, the harmonic oscillator approximation is a sufficient
representation of the vibrational transitions. The transition frequency measured corresponds to the

fundamental vibrational frequency, v = 1/27/(k/ut), where k is the force constant of the bond and M is
the reduced mass of the system.There are several fundamental vibrational modes in the system depending
on the symmetry. Several of these will be observed in the infrared and Raman spectroscopies. Altogether
there are 3N-6 vibrational modes in a N atom containing non-linear molecule and 3N-5 modes in a
linear molecule. The 6 and 5 correspond to the other degrees of freedom (translational + rotational)
present in the molecule. The number of modes observed in Raman and IR depend on the symmetry of
the system.
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IR spectroscopy is possible only if the vibration changes the dipole moment of the molecule. The
probability of a transition is proportional to the square of the transition dipole moment.

M, =" y)u w(')dr, where Y(v) and y(v') are vibrational wavefunctions of states v and v* and U
is the dipole moment of the bond undergoing vibration. The value of the integral makes a vibration active
or inactive in the IR.The symmetries of the molecule and the vibration decide this. The vibrational band
intensity is a function of the intensity of the electric field of the radiation and its orientation with respect
to the transition dipole. A study of the variation of infrared features as a function of the polarization of the

light can be used to study the orientation of the dipole in a condensed system.

Electron energy loss spectroscopy is based on the inelastic collisions of a monochromatic beam of
electrons and the study of the kinetic energy of the electrons. The energy loss of the sample corresponds
to excitations in the sample. Electronic, vibrational and rotational excitations of the sample can be studied
in EELS. Electronic excitations can be of the core levels or of the valence levels. While the former is
referred to as inner shell EELS (ISEELS), the latter is referred to as EELS. The spectroscopy used in the
study of vibrations is called high resolution electron energy loss spectroscopy (HREELS) and is generally
used for the study of adsorbates. Due to experimental problems, it is not possible to observe all the
excitations in one kind of spectrometer. Rotational spectra are not studied with EELS as electron energy
analysis is not possible at the resolution required for rotational spectroscopy in most cases. The principal
aspect of the spectrometer which limits resolution, is the electron energy analysis and the analyzer limits
the instrumental performance.The analyzer performance is given in terms of the full width at half maximum
(FWHM) which is generally of the order of a few meV in HREELS. A typical vibrational frequency
occurs at 100 meV (806.5 cm_1).

EELS involves three kinds of excitation mechanisms. The first is dipole excitation and the interaction
between an electron and molecule is similar to light and matter. This leads to transitions similar to that
observed in optical spectroscopy. This leads to specular scattering. The other kind of transition is impact-
driven in which the electron behaves like a particle. The angular distribution is complex and non-allowed
transitions can be excited in this process. The next kind is resonance excitation wherein the electron
undergoes exchange with the sample. This results in isotropic scattering. Here again, the transitions which
are not allowed can be excited. Thus a proper application of EELS can provide additional information
which is not possible in the case of optical spectroscopy.

The infrared spectrum is measured by illuminating the sample with a polychromatic infrared light
and by measuring the absorption of the sample. Two kinds of methodologies are normally used, one by a
dispersive infrared spectrometer and another by using the Fourier transformation of the interferogram
resulting from the interference of two light beams with different path lengths. The latter technique called
FT-IR is the most common analytical method used these days. The Raman spectrum is measured by
analyzing the scattered light coming from the sample. The illuminating light is generally in the visible
region of the electromagnetic spectrum, which allows for focusing to a few hundreds of nanometers. If
the light is focused on a sample using a SNOM aperture, it is possible to illuminate a single nano object
and the Raman spectral measurement of this object becomes possible. The other illumination source used
for vibrational spectroscopy, namely electrons, can be focused on the sample at smaller areas, as in the case
of transmission electron microscopy. However, this beam is inherently of large energy and concomitantly



of poor resolution, and therefore vibrational spectroscopy is impossible. At the same time, though poor in
resolution, the features of inner shell excitation are useful in identifying the elemental constituents and
nature of binding of materials at the nanometer regime. At lower excitation energies of the order of a few
eV, the electron beam has a very narrow energy width, of the order of 1 meV or less, which allows the use
of vibrational spectroscopy. This is normally performed on adsorbate molecules which are present on the
surface at monolayer coverages. Because of this fact and also due to the fact that electrons are used,
HREELS is done in ultra high vacuum. Due to the extreme surface sensitivity of the low energy electrons,
the technique looks at the top monolayer only. In HREELS, one can observe low energy vibrational
excitations, such as those representing the adsorbate-surface interactions. These are necessarily low energy
vibrations as their force constants are small and the mass of the surface atom is large. It is not possible to see
these low energy motions in infrared as far infrared spectroscopy is rather difficult at surfaces. These may be
possible to observe in Raman, but regular Raman becomes difficult due to a poor scattering cross section.

Imaging materials with vibrational spectroscopies provides complete information about the sample.
This is done in IR and Raman spectroscopies, and the instruments are called IR and Raman microscopes,
respectively. Just as in XPS, in vibrational spectroscopy too, there is microspectroscopy and spectromicroscopy.
The IR images of samples reveal the chemical details of the sample. Peak intensities, shifts, widths, etc. can
be used for imaging. Figure 2.31 (Plate 3) shows a Raman image of a chemical vapor-deposited diamond.
The spectrum of the sample is shown on the right side. Different regions of the sample give slightly
different spectra with a distinguishable shift. These shifts correspond to the strain in the sample. The shift
can be used to obtain a strain distribution in the sample. This is possible with a spatial resolution of the
illumination source (of the order of A/2). Sub-micron particles have been imaged by Raman spectroscopy
using the vibrational band intensity. Using confocal techniques, it is possible to confine the scattering
molecule within the interaction volume and to measure spectra from single molecules. This is possible
only when the spectra can be enhanced, as in the case of surface-enhanced Raman spectroscopy.

2.5.6 Dynamic Light Scattering

Dynamic light scattering (DLS) is also called quasi-elastic light scattering (QELS) or photon correlation
spectroscopy. This is one of the foremost techniques used to measure the radius of a particle in a medium.
The motion of particles of micron or lower size is uncorrelated, i.e. they are random. As light scatters from
such particles, there will be a shift in the phase of the scattered light which is random and as a result, when
the scattered light rays from several particles are added together, constructive or destructive interference
occurs. What we get is time-dependent fluctuation in the intensity of the scattered light. The scattering of
light from particles undergoing Brownian motion also leads to a Doppler shift of the radiation, modifying
the wavelength of the light. In a set-up, a laser light beam is sent through a sample containing particles. The
sample has to be inhomogeneous in one of the several ways (such as due to the presence of particles,
micelles, proteins, acoustic waves, etc.). The scattered light is received by a fast detector. If the intensity of
the light is measured as a function of the scattered direction, we undertake what is called the static light
scattering experiment. If the correlation of light intensity is measured as a function of time, we undertake
a dynamic light scattering experiment.



Investigating and Manipulating Materials in the Nanoscale % 75

The summary of the theory is that when the electric field of the light interacts with the molecules in
the medium, an oscillating electric field is induced. The interaction leads to a shift in the frequency of the
light and angular distribution of the scattered light, both of which are related to the size. If one assumes
that the particles are in Brownian motion, one can apply the Stokes-Einstein equation and get the radii of
the suspended particles; a = k, T/6mnD, where k, is be Boltzmann constant, D is the diffusion coefficient,
1 is the viscosity and T'is the absolute temperature.

In a QELS measurement, the time-dependent fluctuations in the scattered light are measured. A
quantitative measure of the fluctuation is the correlation function. A second order correlation function
can be given as: ¢°(T) = < I()I(t + T)>/< I(t*) >, where I(f) is the intensity at time ¢ and I(t + T) is the
intensity at an incremental increase in time ¢ + 7. Brackets correspond to averaging over t.The correlation
function can be analyzed to yield a decay rate T" by using the equation, ¢*(7) = B + Bexp(=2I'7), where
B is the baseline at infinite decay and S is the amplitude at zero decay. The diffusion constant can be
evaluated from D = F/qz, where ¢ is the magnitude of the scattering vector (47n,/A)sin(0/2) where n,
is the solvent index of refraction. Now the Stokes-Einstein equation can get the radii of the suspended
particles.

In a typical experiment, only the wavelength and one scattering angle are used. In principle, the
technique can distinguish the nature of particles, separated or aggregated, over a range of particle sizes.
Typical measurements are done in the nanometer to one micrometer size regime.

2.6 X-Ray Diffraction

The genesis of XRD can be traced to the suggestion of Max von Laue in 1912 that a crystal can be
considered as a three-dimensional diffraction grating. The suggestion was based on a Ph.D. thesis of Paul
Ewald who considered a crystal as a three-dimensional array of oscillators separated at a distance. Experiments
proved the suggestion of Laue. Methodologies of powder X-ray diffraction were developed independently
in Germany and in the United States. Single crystal diffractometers were developed in the early 1950s.
Although the method of X-ray diffraction is quantitative, in general, it is used for qualitative analysis. This
form of analysis extends to all crystalline solids including ceramics, metals, insulators, organics, polymers,
thin films, powers, etc. X-ray diffractometers can be used either for single crystals or for powders, with
both using significantly different infrastructure. While single crystal diffractometers are used for the study
of molecular structure, powder diffracrometers are used for the analysis of phases, though the latter can
also be used to derive molecular information.

X-rays corresponds to electromagnetic radiation in the wavelength range of 1 A. The wavelength
range is below that of ultraviolet light and above that of gamma rays. This radiation is produced when
charged particles are decelerated by metals, thus producing a continuum called Bremsstrauhlung radiation.
X-rays are generally produced when electrons of several thousands of electron volts are decelerated or
stopped by metals. This will produce a white radiation up to a threshold frequency corresponding to the
kinetic energy of the particle. This threshold corresponds to a wavelength (in angstroms), A = 12399/V
where V is the accelerating voltage of the electrons.



When particles such as electrons fall on matter with high energy, electrons can be ejected from
various energy levels. Electron ejection from the core orbital is also accompanied by the emission of
characteristic X-rays. In the case of electron from the 1s orbital an outer electron from the 2p or 3p orbital
can fall down to occupy the vacant 1s orbital. This 2p — 1s transitions leads to the emission of K|,
radiation. A similar transition is possible from the 3p level resultingin Kjz. The K, isa doublet with K,
and K,, corresponding to electronic transition from the two possible spin states of the 2p electron
(2p5,, and 2p, ,, respectively). In most of the diffraction experiments K, and K, are not separated and
the statistically weighted average of the two wavelengths is taken. The wavelength of a given X-ray line
depends on the atomic number.

The emission spectrum of a metal is shown in Fig. 2.32. Characteristic radiations are overlapped with
the Bremsstruhlung. Various kinds of filter materials are used to avoid unwanted radiations.
Monochromatization by diffraction can also be done to improve the optical purity of the radiation. In a
typical X-ray tube used to generate X-rays, high energy electrons are accelerated to a target in an evacuated
tube. Only a fraction of the incident electron energy is converted into X-rays. Most of it is converted to
heat and efficient cooling of the anode is necessary to avoid it from melting. X-rays come out of the tube
through a window made of small atomic number materials such as beryllium.

K,
Intensity *

A =0.154 nm

A =0.139 nm
Kp

Wavelength

Fig. 2.32: X-ray emission spectrum from copper. Copper K, corresponds to 1.54 A.

Diffraction of light by crystals can be understood with the help of an optical grating consisting of
several parallel lines drawn on a glass plate. As light is incident on the grating, each group will act as a line
source and light will be radiated in all directions. Interference occurs between the waves and in a certain
direction, constructive interference occurs. In Fig. 2.33, constructive interference is shown to occur in
two directions, marked by lines. In the direction represented by the bottom arrow, the waves are in phase
though each wave is shifted by one wavelength from the other. Between these two directions, in all the
other directions interference occurs reducing the intensity. In the case of several line sources, as would be
present in the case of a grating, interference occurs over several waves and no intensity can be seen
between the directions shown. In the case of a grating, the condition of constructive interference is that
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the path length between the beams should be an integral multiple of the wavelength. This can be written
as nAd = dsin@, where d is the distance between the grooves and is @ the angle of observation. For the
first order diffraction, A = dsin@. As the maximum value of sin@ =1 and @ = 9(0°, the first order diffraction
will be observed at this angle. In general, the angle will be lower than 90° and for d less than A only zero
order direct beams will be observed. If d is much larger than A, individual diffracted beams of different
orders will be closed to each other and we get a diffraction continuum. In the case of visible light (4000
to 7000 A wavelength), a grating spacing of 10000 to 20000 A is used to observe diffraction.

Fig. 2.33: The conventional derivation of Bragg law. Between the directions shown, the path difference is a
multiple of the wavelength and as a result, the intensity will be the maximum at the outward direction.
The path length between the two lines, AB + BC = 2d sin 6 (as shown in the inset).

X-Ray Diffraction  Three kinds of radiations are generally used for diffraction: X-rays, electrons and neutrons.
Commonly, the characteristic X-ray used for diffraction is the copper Kor radiation at 1.5418 A wavelength.
Two approaches are generally used for the analysis of X-ray diffraction data. These are the Laue equations
and the Bragg’s law. In the Laue equations, diffraction from a one-dimensional crystal may be treated in
the same way as the diffraction by an optical grating. Upon projection, the grating is like an array of points
similar to a crystal. The diffraction condition is again, yA = dsin@. In a crystal arrangement of atoms is
periodic in all the three directions and three independent Laue equations can be written. The three
equations have to be satisfied simultaneously for diffraction to occur.

In Bragg’s law, a crystal is viewed as a plane containing several lattice points. The reflection of X-rays
will take place from these planes with the angle of reflection being equal to the angle of incidence as



shown in Fig. 2.33. The reflected beams are in phase when the path length between the beams is an
integral multiple of the wavelength. The planes of light travelling after reflection will be in phase only
when this condition is satisfied. This would mean that the distance, ABC = nA or 24 sinf = nA (shown
in the inset). For all angles other than 0, destructive interference will occur leading to cancellation of the
intensity. For crystals containing thousands of such planes, Bragg’s law imposes severe restrictions on 6
and the cancellation of intensities is usually complete. However, in cases where the number of diffracting
planes is limited, the diftraction peak will broaden. In fact, this effect can be used to measure the particle
size which is the basis of the Scherrer formula.

One should remember that the interaction of X-rays by atoms is a rather complex event involving
electrons of the scattering centres. However, a simplistic picture of reflection is adequate to explain the
observed phenomena.

The diffraction of X-rays is generally analyzed in terms of the experimental lattice of the crystal
depicted in terms of the lattice vectors. There are relations between observed reflections and (hkl) values.
The lowest d spacing observable is d = A/2 since the maximum value of sin@ = 1. Although it appears
that the number of lines observable is infinite, the possible number of planes is finite. The Miller indices
used for calculating the d spacing can only have integral values. The largest d spacing corresponds to Miller
indices such as (100), (010), etc. If the unit cell dimensions are known, the d spacing can be calculated by
using the appropriate formula. There are relations such as 1/d> = hi*/a* + k*/b> + 1’/¢ for orthogonal
crystals (¢ = B =¥ =90°). For tetragonal crystals (¢ = b), the equation is further simplified. For cubic
crystals (a = b = ¢), the relation 1s 1/ & =+ k¥ + P)/a’. Several possible (hkl) combinations and their d
spacings can be calculated. Depending upon the structure of the unit cell, several diftfraction peaks may be
absent in the diffraction patterns. Several diffractions are absent as a result of the symmetry such as non-
primitive lattice type or certain elements of space symmetry. Consider the bec lattice type. The (100)
reflection has 0 intensity in the pattern.This is because at the Bragg angle for these planes, the body centre
atoms diftract X-rays at 180° out of phase relative to the atoms in the corners. As the number of atoms in
the corners is equal to those at the centre, the diffracted intensity gets completely cancelled. For a body-
centred cell, all reflections for (h + k + [) is odd are absent.

The X-ray diffraction experiment requires the following: a radiation, a sample and a detector for the
reflected radiation. In each of these cases, there can be several variations. For example, the radiation can be
of many kinds, a single monochromatic source or of variable frequency. The sample can be powder, single
crystal, solid piece or a thin film.The detector can be of several kinds, ranging from a simple photographic
plate to a sophisticated counter or an area detector. In a powder diftraction experiment, there are crystals
arranged in all possible orientations in a finely powdered sample. The various lattice planes are also
arranged in all possible orientations. For each crystal plane, there will be a number of orientations. The
reflected X-rays may be collected on a photographic plate or by using a counter that is suitably connected
to a recorder.

In the Debye-Scherrer method of diffraction, we use a monochromatic X-ray and a power sample
with every possible set of lattice planes exposed to the radiation (Fig. 2.34). The diffracted radiation gives
rise to a cone. The condition of diffraction is that the radiation is at an angle 8 to the incident beam.The
cone arises because there are several angular positions of the crystals. The cone is a result of several closely
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separated spots (inset). In the case of a finely ground sample, the spots will be replaced by a continuous
line. Each (hkl) results in one core. The detector is moved in a circle to collect all the reflections corresponding
to various (hkl).

Focusing circle

Diffractometer
circle

Fig. 2.34: The Debye-Scherrer method of powder diffraction. S and F are source and detector, respectively.
— Two microcrystallites of different orientation with respect to the incident beam give diffracted rays
that lie in a cone. The diffraction pattern is due to all the (hkl).

In the modern diffraction method called diffractometry, a convergent beam strikes the sample and the
intensity as a function of diffraction angle is measured. The position of the diffraction peak and the
intensity at this point are the two factors used in the determination. Both these can be measured accurately
and compared with standards in the literature. In fact, this is what one normally does in the phase
identification work.

2.6.1 Intensities in X-ray Scattering

Intensities are important in X-ray analysis for determining unknown crystal structures and quantitative
phase analysis. X-rays are electromagnetic waves and can interact with electrons, thus making them vibrate.
The vibrating charge will emit electromagnetic radiation which is in phase (coherent) with the incident
X-ray. Coherent scattering is similar to elastic collision and the wavelength of the X-ray is not changed.
The intensity of the radiation scattered can be given by the Thomson equation, I, or 1/2(1 + cos” 20),
where I is the scattered beam intensity at point p, and 20 is the angle between the incident and the



scattered beams. X-rays can also interact with matter and get inelastically scattered thus giving rise to
Compton scattering. Loosely bound electrons are more involved with this and are responsible for the
background in the diffraction measurements.

Scattering can be considered to occur from each electron. The total scattered intensity will be a sum
of all the scattered intensities due to individual electrons. Thus the scattering factor or the form factor
is proportional to the atomic number. The scattering factors of atoms of similar atomic numbers are
close and therefore it becomes difficult to identify similar atoms. This becomes a problem in the single
crystal diffraction of organic compounds containing C, N and O.This is also a problem in aluminosilicates
due to the similarity of Si and Al. It is difficult to determine hydrogen in the presence of heavy elements. This
is not a problem with neutrons as the scattering factors are not the functions of atomic numbers alone.

The structure factor or structure amplitude for each (hkl) can be defined and calculated from the
measured intensities. This can be used to define a residual factor or R factor. The quality of the structure
determination is understood in terms of the magnitude of the R factor, the lower the better. Generally it
is in the range of .1 to .2. While solving the structure, one often determines the electron density maps.
These maps are instructive for understanding bonding.

The most commonly used X-ray instrument is the powder diffractometer. It has a scintillation or
Geiger counter. The detector spans a range of scattering angles. Generally it is a practice to mention 20,
not 0, as the scattering angle. A 20 range of 10 to 80 degrees is adequate for covering the most useful
part of the pattern.

The d values can be readily calculated from the graph. The intensities are generally taken as peak
heights unless an intensity analysis is performed where the peak area is taken. The peak of maximum
height is taken as 100 and all the other peaks are scaled accordingly. A set of peaks and their heights is
generally adequate for phase identification. In several cases, an accurate measurement of peak positions is
needed. Preferred orientations exist for a number of materials and it is likely that only these peaks are
manifested. In order to make all crystal planes observable (within the crystal system), it is important that
the sample is finely ground. Several sample preparation methodologies are employed.

The convergent beam of X-ray is important for improved sensitivity and resolution. This is achieved
by placing the source and detector at the circumference of a circle.

In focusing geometry, the configuration of the diffractometer is different. Here the source and the
detector will form the circumference of a circle called the diffractometer circle and the surface of the sample
must lie tangential to the focusing circle. While the detector has an angular speed of 20 deg min ', the

sample rotates in the same direction at an angular speed of  deg min™".

2.6.2 Particle Size Effects

The normal diffraction line is of a finite width due to several factors such as the finite line width of the
excitation source and the imperfections in the focusing geometry. The Bragg condition occurs when each
plane in a crystal diffracts exactly one wavelength later than the previous plane. Constructive interference
occurs due to this condition. When the incident ray at a larger angle, 61 than the diffraction angle, 0
strikes the crystal plane, the phase lag is greater than the wavelength, A to become A + dA. As the
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number of planes becomes j + 1, the cumulative phase lag, > 84 could increase to become A i.e.,
j 64 = A/2. For the ray incident at the larger angle 01, the diffracted rays from plane 1 and plane, j + 1
are 180° out of phase. As a result, there is no net intensity for the diffracted ray at this angle. Now let us
understand that we have several planes in the crystallite and the rays diffracted from the set of planes, 1
through j are exactly cancelled by the planes j + 1 through 2j, if there are 2j planes present in the crystallite.
‘What this means is that the intensity of the diffracted beam will fall to zero at a finite angle, with a peak
maximum as a result of this effect. One should note that there is also a phase difference, A — 64 which
occurs for an angle 02, smaller than §. The width of the diffraction peak is therefore determined by the
number of planes present in the crystallite. For large crystallite, j is large, 6A is small and the width is
negligible. The particle size effects seen as broadening of the diffracted lines is given by the Scherrer
formula, t = 0.9 A/(Bcos@), where ¢ is the thickness of the crystallite in (angstroms) and 6 is the Bragg
angle. B is the line broadening, indicating the extra peak width of the sample in comparison to the
standard, derived using the Warren formula, B> = B§4 — BS2 , where M and S refer to specimen and standard.
B’s are measured in radians at half height. The sample and standard should have peaks close to each other.

Particle sizes up to 200 nm can be measured by using the Scherrer formula. In the range of 5-50 nm,
the broadening is easy to determine. At larger particle sizes, the difference between the sample and the
standard is small and at small particle sizes, the peak is difficult to distinguish from the background. For
smaller particle sizes, low angle peaks are used for size determination as they are less broad as compared to
large angle peaks.

In passing, it may be mentioned that the powder pattern may be shifted or broadened as a result of
stresses present in the material. Due to uniform compressive stress, the d spacing may reduce and the peak
may shift to larger angles. If the stress is non-uniform throughout the crystallite, broadening will occur. A
composite of these effects is generally observed.

2.7 Associated Techniques

In addition to the above, various analytical techniques are also used for nano measurements. Broadly, any
technique used for material characterization can be applied in this area too. Several of these techniques
such as zeta potential will be discussed at appropriate places in the text where a discussion on these relates
to the subject matter. Such studies imply that almost every tool is adaptable for nanomaterial investigations.

Review Questions

1. Why objects in the nanoscale cannot be seen by visible light? How do we see them?
2. What are the principal differences between electron and scanning probe microscopies?

3. Why is it not possible to image nano objects with infrared or X-rays? What are the current capabilities
with these techniques? What are their specific advantages?
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‘What are the characteristic properties of objects in the nanoscale? Which of those properties we
use to examine them?

Every property possessed by bulk materials is also possessed by nano objects. So, how can one study
nano objects uniquely?

How do we study properties of single nano objects?
‘What are such properties being investigated? Describe them with an example.
Propose an experiment to study the strength of a single chemical bond.

Single molecules are governed by laws of quantum mechanics. So their position will be uncertain
if we examine them. Then how is it possible to observe and manipulate them?

How will nanotechnology work if positioned atoms and molecules do not stay at the specific
location?

Are there properties which we cannot measure with the techniques described?

Are there other techniques, other than those described here, to study nano objects? Propose a new
technique or modify a technique known to you for this study.
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FULLERENES

The science of fullerenes is rather old, but its understanding is important as it has, in many ways, heralded giant leaps
in nanoscience. The discovery of these molecules in 1985 opened up a new area of science. Fullerenes are molecular forms
of carbon, which are distinctly different from the extended carbon forms known for millennia. There are numerous
molecular forms, all of which are spheroidal in structure. We sketch here the fascinating area of this new allotrope of
carbon, which may be the only allotrope of any element discovered in the 20th Century, focusing primarily on C . The
early history, synthesis and characterization, mass spectrometry, derivatization, orientational ordering, pressure effects,
superconductivity, magnetism and photophysical properties of fullerenes and fullerene-based compounds are discussed in

this chapter. The latest discoveries in this area are delineated at the end.

Learning Objectives

e What are fullerenes and what are their properties?
o How is the discovery of fullerenes related to the development of nanoscience and technology?
e What are the unusual properties of fullerenes?

e How can gas phase spectroscopy be used to study condensed phase properties?

3.1 Introduction

The role of serendipity in scientific discoveries is widely recognized. The story of buckministerfullerene
(Ref. 1), C,, and of fullerenes, in general, is no exception. In their eagerness to understand the chemistry
of interstellar molecules, scientists hit upon an unusual and extraordinary discovery in the history of
chemistry. The molecule they discovered had sixty equivalent carbon atoms, which formed the pattern of’
a football that gave it the highest symmetry. Theoretical predictions (Ref. 2) of such structures were
known since 1970. In chemistry, there is no other molecule formed by the same atom, which is as big as
buckministerfullerene. For millennia, elemental carbon has been known to occur in two polymorphic
forms, graphite and diamond. Graphite has two-dimensional layers of sp” hybridized carbon atoms
interlinked by weak van der Waals forces. Since its interlayer interaction is weak, graphite is used as a

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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lubricant. Diamond, however, is one of the hardest materials known to man. This property arises from the
strong three-dimensional bonding in diamond in which each sp” hybridized carbon atom is bonded to
four other similar atoms. Fullerenes constitute another allotrope of carbon, which is probably the first
allotrope of any element discovered in recent times. Figure 3.1 shows the structures of graphite, diamond
and Cg. There also exist other all-carbon molecules similar to C, with cage structure, collectively called
‘fullerenes’ in honour of the famous American architect Buckminister Fuller whose geodesic domes are
landmarks of 20th Century architecture. Other forms of carbon such as carbon rings (Ref. 3) are also
receiving considerable attention.

Diamond

Fullerenes

Graphite

Fig. 3.1: A schematic representation of the structures of graphite, diamond and fullerenes. While the two-
— dimensional sheets formed by hexagons are packed one over another in graphite, the diamond structure
is three-dimensional. Only two fullerenes are shown. The smaller one is buckminsterfullerene, C,,.
The bonds between the hexagons are more like double bonds showing the corannulene-type sub-
structure. The double bonds are localized exocyclic to the pentagons giving [5]radialene character to

the pentagons and cyclohexa-1,3,5-triene character to the hexagons.

It is only natural for a molecule of such immense beauty to attract the entire scientific community
(Refs 4, 5).The structure, spectroscopy, chemistry, materials science and applications of this molecule have
been intensely investigated. Buckministerfullerene thus became the subject matter of nine out of ten of
the most cited papers in chemistry in 1991. In 1992, it scored a perfect ten by becoming the subject of ten
out of ten papers. According to statistics (Ref. 1), one paper per week got published in this area from 1985
to 1990. After 1990, the figure has risen to one paper per day. In 1995, it was slightly less than two per day.
The statistics of the recent years show that this subject continues to attract intense interest. According to
webofscience (www.webofscience.com), the number of papers on the subject for the years, 2000, 2001,
2002, 2003, 2004 and 2005 are, 1255, 1350, 1254, 1334, 1313 and 1578, respectively.
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Molecules with 70, 76, 82 and other numbers of carbon atoms were soon characterized. The
developments in 1991 showed that these molecules are found only with tens and hundreds of atoms but
also with thousands of atoms. These giant molecules of carbon occur as nanometer size tubes and balls
which are called carbon nanotubes and onions, (Ref. 6), respectively. There is another chapter on this
topic in this book itself. This chapter, gives an account of the chemistry, physics and materials science of
this new form of carbon in a rather illustrative fashion. Numerous conferences have been held on
the subject of fullerenes and even on specialized topics of fullerene chemistry and physics over the
years. Several books (Refs 4, 5) have appeared on fullerenes and a comprehensive review of these is
impossible here.

3.2 Discovery and Early Years

As noted earlier, the search for certain linear molecules of carbon normally found in the interstellar region
called cyanopolyynes, was the starting point of this search (Ref. 7). Some of these molecules of the type
H-C=C-C=C-C=N or HC,N, have been synthesized in the laboratory. These molecules contain
seven, nine, eleven and even up to 33 carbon atoms. This was the time when Prof. Smalley and his co-
workers in Houston were working with a newly developed cluster source (Ref. 8), which used lasers for
evaporation, supersonic molecular beam expansion for clustering, and photoionization mass spectrometry
for detecting the products. Similar studies were also conducted by Dr. Kaldor and Dr. Cox in Exxon
(Ref. 9). Their studies on graphite, which were preceded by those of Smalley and his colleagues, showed
the presence of carbon clusters heavier than C,;, but interestingly no odd number cluster was seen. Soon
after the beginning of these measurements, it was observed that species such as HC,N and HC,N are
formed in the reaction of C,(n < 30) with H, and N,. However, the major discovery was not the detection
of cyanoplyynes, but of the unusually abundant species C,,, which dominated the mass spectrum under
certain clustering conditions (Ref. 10). There were other heavier clusters too. It was found that these
clusters were particularly unreactive as compared to the lower clusters. Reeactivity and photofragmentation
studies showed that the 60 atom cluster is extremely stable. The observed chemistry can be explained if
one assumes that the graphitic sheets transform into a hollow chicken-wire cage similar to the domes of
Buckminister Fuller (Ref. 11). Such a closed cage requires that(Ref. 12) 12 =3 n; + 2 n,+ 1 n; + 0 n, —
1 n,— 2 ng — ..., where n, represents the number of k-sided faces. For carbon, only values of k are 5 and 6,
though 7 is also possible which has been detected in carbon nanotubes (Ref. 13). This means that there
should be 12 pentagonal faces and the number of hexagonal faces is arbitrary. In C there are 12 pentagonal
faces and 20 hexagonal faces. Fullerenes, belonging to a class of closed cage molecules, have the general
formula C,,,, . Cy,has only one chemically distinct carbon atom. However, in C,, there are five distinct
carbon atoms. In larger fullerenes, there is the possibility of isomers and some fullerenes are also chiral. It
is seen that fullerenes have many more isomers than was previously believed of (Ref. 14). However,
because of the isolated pentagon rule (observed generally), in which pentagons are separated by hexagons,
the number of isomers is limited.
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Fig. 3.2: The experimental set-up used to discover C . The graphite disk is evaporated with a Nd:YAG laser
— and the evaporated carbon plasma is cooled by a stream of helium coming from a pulsed valve. The
clusters of carbon are produced in the integration cup and are expanded into vacuum. The ions are

detected by time of flight mass spectrometry.

The experimental apparatus used in the discovery of C, is shown in Fig. 3.2. This set-up is now
commercially available for the study of a variety of clusters. A rotating disk of graphite is irradiated with a
powerful laser to evaporate carbon. As the laser falls on the disk, a stream of helium gas is passed over the
disk by releasing a valve. The gas carries the evaporated carbon species with it and during its passage to the
nozzle, the species in the vapor undergoes clustering. The cluster beam emanating from the nozzle is
selected by a skimmer. The clusters are then subjected to mass analysis by time of flight mass spectrometry.
Under certain experimental conditions, the mass spectrum was very similar to that reported previously,
showing a distribution of even-numbered species. But a variation in the experimental conditions, especially
the introduction of the integration cup (see Fig. 3.2), increased the intensity of the sixty atom cluster to
such a point that in some experiments, only Cy, and C,, were seen (Fig. 3.3).

At the same time, experiments were also done using a Fourier transform ion-cyclotron resonance
(FT-ICR) apparatus. In these set of experiments, mass selected cluster ions were subjected to reactions
with a variety of gases. C;, was extremely unreactive to gases such as O,, NH; and NO. On the contrary,
a cluster of other elements such as Si showed high reactivity. In fact, there was no evidence to show that
Sig, was special. A body of other experimental data was accumulated by the Houston group on the
photophysics, photodetachment and optical spectrum of C,,. None of these studies, however, contradicted
the proposed structure.

For nearly five years, Cy, was truly a playground for chemical physicists. A large number of theoretical
papers got published on the electronic structure (Ref. 15), reactivity (Ref. 16), magnetism (Ref. 17) and a
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Fig. 3.3: The mass spectrum of the carbon clusters under various experimental conditions. Under certain
conditions, only C, and C, are seen (Adapted from, Ref. 1).

number of other properties of Cg . The studies were simplified by the very high symmetry of the proposed
structure. In fact, a close similarity between the observed peaks in the IR spectrum of an evaporated
carbon soot and the theoretical frequencies (Ref. 18) made Kratschmer and his colleagues (Ref. 19) look
for C, in the soot. They were working on laboratory-produced carbon soot in order to understand the
interstellar spectrum of carbonaceous materials. The soot they obtained after evaporating graphite resistively
in an atmosphere of helium contained four bands in the infrared region. The absorption frequencies
correlated well the proposed bands of C,. The application of solvent extraction yielded significant quantities
of fullerenes (Ref. 20) from the soot and a host of techniques were applied to the characterization of this
newly made form of carbon.



3.3 Synthesis and Purification of Fullerenes

For a synthesis of fullerenes, all that is needed is a welding transformer, a chamber connected to a vacuum
pump (even a single stage oil sealed rotary pump is adequate) and some graphite rods. The graphite
electrodes are brought into close contact with each other and an arc is struck in an atmosphere of 100—
200 Torr of helium or argon. To sustain the arc, a voltage of 20 V (ac or dc) may be necessary. For a graphite
rod of 6 mm in diameter, about 50-200 A current may be consumed. Generally, spectroscopically pure
graphite of high porosity is used in order to achieve a high evaporation rate. The soot generated is
collected on water-cooled surfaces which could even be the inner walls of the vacuum chamber. After
sustaining the arc for several minutes, the vacuum is broken and the soot is collected and soxhlet extracted
for about 5—6 hours in toluene or benzene, resulting in a dark reddish-brown solution which is a mixture
of fullerenes. Of the entire soot collected in this manner, 20-30 per cent is soluble. This soluble material
is subjected to chromatographic separation (Ref. 21). Over the years, several simple methods avoiding
time consuming chromatography have been discovered including a filtration technique over an activated
charcoal-silica gel column (Ref. 22). About 80 per cent of the soluble material is C,, which can be collected
in one pass using toluene as the mobile phase. C,, can be separated by using toluene/o-dichlorobenzene
mixture as the eluant. Repeated chromatography may be necessary to get pure C,,. Cq, solution is violet
in colour while that of C, is reddish-brown. Higher fullerenes such as C,, C, Cs,, etc., require HPLC
for purification (Ref. 23). The spectroscopic properties of several of these fullerenes are now known.
Normally, the preparation of a gram of C, from graphite requires about five hours of work. But it may
take as much as 250 hours to make 1 mg in the case the higher fullerenes. Cy, and C,, are now commercially
available from several sources. C, costs about $25 a gram but C, is not yet affordable for synthetic
chemists. Therefore, a majority of the studies reported are carried out on Cg,. Fullerenes crystallized from
saturated solutions retain solvent molecules, removing which may require long hours of vacuum drying.
Crystal growth by vapor transport is an excellent method of growing millimeter-sized crystals devoid of
solvent for sensitive measurements. For solid state spectroscopic measurements, it is better to use evaporated
fullerene films in high or ultrahigh vacuum to avoid solvent contamination. Evaporation is also used as a
method of purification as there are substantial differences in the onset of evaporation between C, and
C,,. Calixarenes (bowl-shaped macrocycles with hydrophobic cavities) have been used (Ref. 24) in
the purification of fullerenes. See Fig. 3.4 for a schematic procedure of the synthesis and purification
and fullerenes.

Arc evaporation is not a unique way of making Cg. Fullerenes have been found in flames (Refs 25,
26), upon chemical vapor deposition used to produce diamond (Ref. 27),1in a 1.85 billion year old bolide
impact crater (Ref. 28) as well from spacecrafts (Ref. 29). They have also been made from diamond
(Ref. 30). However, no one has made them through chemical reactions though such a possibility has
excited many organic chemists (Ref. 31). They have also been synthesized from camphor (Ref. 32). Mass
spectrometry has shown that higher clusters of carbons can be formed through the laser evaporation of
polymers (Ref. 33). Upon laser evaporation (Ref. 34), highly unsaturated carbonaceous ring systems
produce Cg,. There are several other exotic means of producing C,. However, the total synthesis would
indeed be a landmark in chemistry though approaches to this have been suggested (Ref. 35).
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Fig. 3.4: Schematic illustration of the processes involved in the synthesis and purification of fullerenes. Graphite
—_ rodsare evaporated in an arc, under He atmosphere. The soot collected is extracted with toluene and
subjected to chromatography.

Synthesis and purification were followed by the characterization of fullerenes in term of a variety of
spectroscopic techniques.The pivotal role played by mass spectrometry in characterizing fullerenes cannot
be over-emphasized. Other techniques such as NMR showing a single line corresponding to the equivalence
of the carbon atoms (Ref. 22), single crystal X-ray structure resolving the atomic positions (Ref. 36),
characterization by UV\VIS (Refs 22, 37), IR and Raman (Ref. 38) spectroscopies, etc. soon followed.
The predicted electronic structure was confirmed by Hel and Hell photoelectron spectroscopies (Ref. 39).

34 Mass Spectrometry and Ion/Molecule Reactions

Soon after a method of macroscopic synthesis of C,, was used, several ion/molecule reaction studies were
carried out (Ref. 40). In the early days, fullerenes were expensive and a mass spectrometer was the ideal
reaction vessel. C, ) and C,H" were produced by chemical ionization (CI) with methane (Ref. 41). It
was shown that C., was 15 times more abundant than C,H", consistent with its high electron affinity.
The methane CI spectrum showed protonated fullerenes and adducts of fullerenes with C,H. Collision



induced dissociation (CID) of C;, in the keV range with helium showed the expected fragments of
Ci,, Ci, etc., just as in the earlier photofragmentation study. CID is a method of activating the ion by
collisions with atoms or molecules. The fragmentation of Cég yielded only Ci*
polycyclic aromatic hydrocarbons (PAHs), which undergo charge separation reactions. In addition to
CID, surface-induced dissociation (Ref. 42) was also performed. This involves the collision of the ion with

El

not C' in contrast to

another surface for imparting energy transfer, which is higher in efficiency than CID. Collisions on both
silicon and graphite surfaces showed that C, does not dissociate appreciably at collision energies in the
range of 200-300 eV. A number of studies have confirmed this unusual stability of C,,, which has been
attributed to the ‘resilience’ of the molecule. Similar properties have been predicted for its hydrides also
(Ref. 43).C, collision also leads to delayed ionization and thermionic emission (Ref. 44). Surface collision
experiments have been reported on higher fullerenes and metallofullerenes as well (Ref. 45). Mass
spectrometry has also been used to study the thermodynamic properties of fullerenes (Ref. 46).

In addition to fragmentation, endohedral complex formation was also observed when high energy
collisions were performed (Ref. 47). Eight keV collision of helium with C;;, produced a number of C,,
mass peaks. When the collision gas was changed to *He, the peaks shifted by one mass unit showing that
the peak was due to the addition of helium atoms to C,. Other scientists conducted experiments in
different types of hybrid tandem mass spectrometers and confirmed the results. Ion kinetic energy and
CID measurements showed unambiguously that C,,@He" (the @ symbolism implies that the species
prior to @ is within the cage of the fullerene after the symbol) is an endohedral complex. Similar
measurements were repeated with C7 and C)t. CJ and Cj, were also shown to form endohedrals.
CGO@Ne+ and CGO@Ar+ are hard to observe in conventional spectrometers due to large energy losses, but

they have been seen in specially designed instruments (see also Section 3.6 on endohedral complexes).

In addition to the work on pure C,, mass spectrometry has been extensively used to characterize the
derivatives of C,, formed by reactions (Ref. 48).The identification of Birch reduction products of C, was
done with electron impact (EI) mass spectrometry. The products of C,, were also studied with the help of
EI Reaction products with fluorine showed mass peaks at C F;; and C,,F,,. These products fragmented
with the elimination of F CF; and C,F,. Methylated C, showed products with 1 to 24 methyl groups. C
and C,, were found to add to aromatic molecules such as benzene, toluene, xylene, anisole and
bromobenzene (Ref. 49).

3.5 Chemistry of Fullerenes in the Condensed Phase

Originally it was thought that C is an aromatic molecule because it has about 12,500 possible resonance
structures. However, it should be remembered that in systems where pentagons are near hexagons, the
system avoids double bonds in pentagons. The presence of double bonds in pentagons reduces the bond
distances, thereby increasing the strain. In the case of C, there is only one structure which avoids double
bonds in pentagons. This means that the delocalization of electrons is poor and C, is poorly aromatic
(Ref. 50). This ‘poorly aromatic’ classification immediately suggests a certain type of chemistry. C, can be
visualized in terms of corannulene subunits with two distinct chemical bonds. The 60 6—6 bonds (between
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hexagons) with a bond length of ca. 1.38 A, have more double bond character than the 60 65 bonds
(between pentagons and hexagons) of bond length ca. 1.45 A, which are more like single bonds. This
means that the pentagonal rings are extremely strained and the insertion of a double bond in the 6-5 ring
can cause instability to the tune of 8.5 kcal/mol (Ref. 51). However, a description of its chemistry in
terms of sub-structures such as radialene and paracyclene (see Fig. 3.1) does not reflect the chemical
reality fully since these sub-structures are planar while fullerenes are spherical. Fullerenes are strained and
continuous, and describing their chemistry in terms of a strained weakly aromatic molecule may be more

appropriate (Ref. 52).

Since fullerenes have only carbon atoms, they cannot be used to achieve substitution reactions. However,
such reactions can be achieved on their derivatives. The cage consists of sp> hybridized carbon atoms
which have —I inductive eftect. Therefore, fullerenes strongly attract electrons and react readily with
nucleophiles. These reactions are similar to those of poorly conjugated alkenes. A major problem concerns
the number of additional products created by each reagent. A given product can also have a large number
of structural isomers. In addition, they may have very little solubility in organic solvents. Many of them do
not have high stability due to the strain caused by the addition of other products, and therefore, they may
revert to the parent fullerenes under mass spectrometric examination. Only a few of them crystallize easily
to facilitate single crystal examination. Besides, the study has to be performed with a very small quantity
of material, often measured in milligrams, though the situation has improved substantially in recent years.
Sometimes, the purification procedures leave only tiny quantities of pure compound at the end. Many a
time the purification of isomers becomes very difficult which makes a complete understanding of the
chemistry extremely time-consuming, and often impossible. Therefore, a large number of reactions have
still not been fully studied. However, there are certain investigations which stand out and have resulted in
the creation of unique products. Because of its comparatively easy availability and its unique symmetry,
C,, has been subjected to more detailed examinations.

Early electrochemical studies have suggested that fullerene C,, undergoes six reversible reductions
(Ref. 53) corresponding to the complete filling of the t;,, LUMO. The early C,, chemistry revolved
around this high electron affinity of the cage. Adducts of C,, with radicals, nucleophiles, carbenes and
dienophiles have been reported. In organometallic chemistry functionalization leading to 1> complexes
of transition metals (Refs 36, 54) was reported early. The alkylation of C,, leading to methanofullerenes
(Ref. 55) is being intensely pursued by the groups of Wudl, Rubin and Diederich. A detailed account of
this can be found in a book by Hirsch (Ref. 4). These reactions have been shown to result in fullerene
polymers (Ref. 56), fullerene dendrimers (Ref. 57) (see Fig. 3.5), fullerene-based HIV protease inhibitors
(Ref. 58), fullerene nucleotide conjugates (Ref. 59) and a number of other potentially useful materials.
The electrochemical and photophysical characteristics of fullerene adducts can be technologically interesting.
Although the chemistry of C,, has been intensely investigated, that of higher fullerenes is beginning to
attract attention. The product distribution is more complex because of the presence of a large number of
non-equivalent bonds.

The fullerene cage itself could include other elements such as boron (Ref. 60) and nitrogen (Ref. 61).
The evaporation of boron nitride doped graphite disk produced boron doped fullerenes (Ref. 60) such as
Cyo., B, with n = 0 to 6. Photodissociation showed that these species are resistant to fragmentation, but
reactions with ammonia showed the acidic behavior of boron atoms. Species such as C, B, (NH,),



Fig. 3.5: Schematic showing the synthesis of dendritic methanofullerene, using the established dentritic growth
procedures. Reprinted with permission from Wooley, et al. (Ref. 51). Copyright (1993) American
Chemical Society.

were observed showing that boron has been incorporated into the cage. Substituted fullerenes such as
C.,NH are now prepared by synthetic chemistry (Ref. 62).

Photoionization time of flight mass spectrometry has been used to show that clusters of C,, are
indeed formed during vaporization (Ref. 63). Intensity anomalies in the mass spectrum have been detected
corresponding to (C()O): where n = 13,19, 23, 35, 39, 43, 46 and 55.The numbers suggest that the closed
shell clusters n = 13 and 55 are probably icosahedra. The magic numbers are similar to the clusters of Xe
and Ar.

Fullerenes undergo coalescence reactions in the gas phase. In laser evaporation of fullerene films, it
was found that the mass spectra show peaks at very high masses above m/z 720 with enhanced intensities
in the range of (C,); (Fig. 3.7) (Ref. 64). This proposes the fusion of C,, cages to form larger cage
structures. The identities of the products were also studied by surface-induced dissociation which showed
that the clusters are hard to dissociate and no parent fullerene is formed. This excludes the interpretation
that the peaks could be due to difullerene-like structures. The reaction is supposed to be taking place in
the excited dense plasma. Similar coalescence reactions have been reported by others also. Another type of
reaction which has not been observed before has been the addition of C,, and C, in the gas phase
(Ref. 65). In this study, a C, film was bombarded by high energy ions. The mass spectrum of the produced

ions shows peaks at C, C( 5, Cyiy ete. all the way up to C, g, with the mass limit of the instrument as
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shown in Fig. 3.6.This suggests that the C, fragments add back to C in the plasma region immediately
above the condensed phase where ion/molecule reactions occur. In fact such addition reactions are known
to occur without any activation barrier (Ref. 66).

3.6 Endohedral Chemistry of Fullerenes

The cavity in the 7 A diameter buckministerfullerene molecule has intrigued chemists ever since the
discovery of fullerenes. Later, Smalley and his colleagues (Ref. 67) showed that laser evaporation of graphite
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Fig. 3.6: (Bottom) Mass spectrum of a laser evaporated C,, film showing coalescence of fullerenes. Mass peaks

— areseenat (C,) (Ref. 64). (Top) Collision of high energy ions on C,, results in the addition of C,s to
C,,» The mass spectrum here shows the addition of a number of such species (Ref. 65). Combined
figure originally published in, T. Pradeep, Current Science, 72 (1997) 124.



impregnated with La,O, can give La@C;, and the product can be extracted in toluene. The molecule was
shown to be a radical exhibiting EPR hyperfine structure (Ref. 68). Mass spectral evidence for other
endohedrals was soon available. High energy collision experiments involving fullerene ions and noble
gases were shown to result in noble gas encapsulated fullerenes (Ref. 47). For a substantial period of time,
the characteristic mass spectral fragmentation pattern was the only experimental evidence for the existence
of endohedral fullerenes. The fact that He could be put into the cage prompted Saunders to probe the
chemistry of endohedrals through "He NMR_ (Ref. 69). Rg@C,, (Rg = rare gas) molecules have been
synthesized by a high temperature—high pressure method (Ref. 70). Studies showed the high diamagnetic
shielding of the inner C, surface indicating the existence of a high degree of aromaticity (Ref. 71). The
’He endohedral chemistry has been extended to the study of derivatives of C, (Refs 71,72) and isomers
of higher fullerenes (Ref. 15). Results show that there are at least eight C,q isomers and nine Cg, isomers,
which is much higher than the number originally suggested. La@Csg,, La@Cyg, La@C,, and a number of
Y, Sc and Mn endohedrals have been prepared and purified. The electrochemical, electronic and magnetic
properties of these materials have been investigated (Refs 73, 74). GA@Cy, is paramagnetic down to 3 K
(Ref. 75).There are theoretical predictions about the various electronic properties of endohedrals but the
experimental confirmation of these predictions is awaited. Another development in the endohedral
chemistry is the preparation of Li@C,, by low energy ion-beam collision of Li" on a C,, film (Ref. 76).

3.7 Orientational Ordering

As regards the several properties of fullerenes, a widely investigated aspect is their orientational ordering.
Generally molecules of a high point group symmetry crystallize with a certain degree of orientational
disorder. Some lower fullerenes are highly spherical and are held together by weak van der Waals forces,
and their molecular orientations need not be ordered as in the case of an ordered crystal. This high
asymmetry is proved by the fact that large thermal parameters are required to fit the observed diffraction
patterns. This asymmetry is the reason why Cg, had to be fixed with a molecular handle by complexation
to refine the atomic positions as was done by Hawkins (Ref. 36).

In the pure form, C, rotates freely in the lattice because of its high symmetry and weak intermolecular
interactions. This may lead to interesting properties such as the unusual flow of liquids over C film
(Ref. 77). This rotation can be frozen at low temperatures, resulting in an orientational ordering. Upon
reaction or by co-crystallization, which inhibits the free rotation of Cy, molecules, the atomic positions
have been studied. At room temperature, Cg, gives a sharp NMR signal at 143 ppm and the signal
broadens at low temperatures as a result of chemical shift anisotropy (Ref. 78). This is due to the dynamic
nature of the disorder, and the orientational correlation times are of the order of 16 picoseconds. The
orientationally disordered face centred cubic (fcc) phase undergoes a transition to a simple cubic (sc)
phase at 248 K (Ref. 79). In Fig. 3.7, a differential scanning calorimetric trace of the transition is shown.
In the sc phase, the rotation exists only along the preferred axis. NMR studies have shown that below the
ordering temperature, the molecules jump between preferred orientations over a barrier of 3000 K (Ref. 78).
Phase transitions can be modeled which show that simple Lennard—Jones (L—J) potentials reproduce
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experimental behavior. Charge-transfer effects are, however, important (Ref. 80). Neutron diftraction
studies indeed strongly support this suggestion in which it is found that the electron rich bonds of
one molecule are located close to the electron poor pentagon rings of the adjacent molecule (Ref. 81).
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Fig. 3.7: Results of a different scanning calorimetric measurement of a powder sample of C,, The arrow
indicates that the data were taken upon warming. Reprinted with permission from Heiney, et al.
(Ref. 79). Copyright (1991) by the American Physical Society.

Orientational ordering results can be seen in IR and Raman spectroscopies also (Ref. 82). A glassy
phase has been observed around 80 K when molecular rotations are completely frozen (Ref. 83). It may
be mentioned that many of the derivatives of C, are also spherical and phase transitions of this type may
be observed in them. We have (Ref. 84) observed such a transition in CyBr,,.

C,, undergoes two-phase transitions at 337 and 276 K, and these transitions have been studied by IR
and Raman spectroscopies (Ref. 85). Diffraction studies suggest a monoclinic structure for the lowest
temperature phase and a rhombohedral or hexagonal structure for the in-between phase (Ref.86). Complete
orientational freezing occurs only at 130 K. Upon phase transition, the intramolecular phonons undergo
hardening, a general feature observed for both Cy and C,,. Resistivity measurements have proved that
there are two phase transitions in C, and three in C, (Ref. 87).

3.8 Pressure Effects

Both C,, and C,, are soft solids and their compressibilities are comparable to the c-axis compressibility of
60 70 p p p
graphite. Upon the application of pressure, the orientational ordering temperature increases at a rate of
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10 K/kbar (Ref. 88). Around 20 Gpa, Cy, undergoes a transition to a lower symmetry structure (Ref. 89).
Above 22 Gpa, the material undergoes amorphization and the phase shows evidence of sp” hybridized
carbon. In C,;, amorphization take place around 12Gpa and only sp” hybridized carbon is seen (Ref. 99).
This suggests that while polymerization via Diels-Alder addition might be taking place in Cg, no such
reaction occurs in C,,. Polymerization upon light irradiation has been observed in C, (Ref. 91). Under
extremely high pressures, it is possible to convert C, to diamond at low temperatures (Ref. 92). Such a
conversion is seen in C, also.

At fairly low pressures below the amorphization pressure, the photoluminescence band originally at
1.6 eV undergoes a redshift (Ref. 93). At a pressure of 3.2 Gpa, the band merges with the background
corresponding to the collapse of the photoluminescent gap. This arises due to the broadening of the
HOMO and LUMO which is a result of shortening of the inter-molecular distance and a concomitant
increase in the inter-ball hopping integral. This study has repercussions for the low temperature electrical
properties found in doped fullerenes.

39 Conductivity and Superconductivity in Doped Fullerenes

Doping with potassium, corresponding to the stoichiometry K;C, produces a superconductor with a
transition temperature of 19.8 K (Ref. 94, 95) (Fig. 3.8). The K _C phase was earlier found to be metallic
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Fig. 3.8: Normalized DC electrical resistivity p(T) of a K,C,, single crystal. The T_observed is 19.8K. p, is the
resistivity at T = 280 K. Reprinted with permission from Xiang, et al. (Ref. 95). Copyright (1992) AAAS.
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(Ref. 96). It is interesting to note that doping graphite with potassium also results in superconductivity,
but at extremely low temperatures. However, the doping of Na and Li does not result in superconductivity,
but other alkali metals do produce superconductors with a high transition temperature (T ). The mixture
of metals also shows the same phenomenon. Since the t;, LUMO is triply degenerate, six electrons can be
pumped into C,. Six more can be placed in the t;,, LUMO.These electrons can be easily transferred from
metal atoms placed in the tetrahedral and octahedral voids of fcc C(,. The highest T organic superconductor,
Rb,CsCy,hasaT_of 31 K (Ref. 97).A B, (bcc) and A,Cy (bet) phases are non-superconducting (Ref. 98).
Electron spectroscopy shows that the continuous filling of the LUMO takes place upon doping but on
prolonged exposure, the LUMO band is shifted below E, making it an insulator (Ref. 99). Upon exposure
to transition-metals, the d states grow near E; and incomplete metal to C,, charge—transfer is observed
(Ref. 100). Studies show that T_is a function of inter-ball separation. Thus, intramolecular phonons are
responsible for the superconducting ground states in these materials. Superconductivity in A,Cg, has been
treated as a special case of the BCS theory with intermediate electron-phonon coupling (Ref. 101).
Ca,Cq, (Ref. 102), Ba,Cy, (Ref. 103) and Sm,;C,, (Ref. 104) are superconducting. Superconductivity in
higher fullerenes has not been reported probably due to lower symmetry.

3.10 Ferromagnetism in C.,.TDAE

Another important property which arises as a result of charge—transfer is ferromagnetism. Organic
ferromagnetism is a rare phenomenon and is proved conclusively only in a few systems. So far there is only
one donor that is known to produce ferromagnetism as a result of complexation with C, which is TDAE,
tetrakisdimethylaminoethylene (Ref. 105). The T observed is 16.1 K, which is the highest T found for an
organic material. The material belongs to the monoclinic system with short C,~C, contact along the ¢
axis (Ref. 106). The quasi one-dimensional behavior has been suggested by susceptibility measurements
also (Ref. 107). Single electron transfer has been confirmed by EPR (Refs 107, 108) and Raman studies
(Ref. 109). The magnetic and electrical transport properties of Cy,. TDAE have been reported on single
crystals also (Ref. 110).A number of organic donors have been investigated for potential organic magnetism.
Although all of them show pronounced magnetic correlation, no ferromagnetism has been reported
(Ref. 111).In C(,. TDAE spontaneous magnetization has been verified by the zero-field muon relaxation
technique as well (Ref. 112).

3.11 Optical Properties

Cy, trapped in molecular sieves gives intense red light (Ref. 113). The light-transmitting properties of Cg,
embedded silica films have been investigated (Ref. 114). C,, is found to be an interesting material for
non-linear optics, especially for third harmonic generation (Ref. 115). It would also be interesting to
study C,, derivatives in this regard. The third harmonic generation optical susceptibility of C, film is
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interpreted in terms of the totally symmetric ground state along with two excited states: a one-photon
state and a two-photon state (Ref. 116). Photoconduction and photoinduced electron transfer, optical
switching properties and second harmonic generation are also thoroughly investigated. Several conferences
have devoted exclusive sessions on the subject of photophysics of fullerenes (Ref. 117).

3.12 Some Unusual Properties

In this section, are briefly summarized some of the fascinating discoveries in this area.

Cq, shows anomalous solubility behavior. Normal solutes show a linear temperature dependence of
solubility. In most cases, the solubility increases upon warming. In inorganic systems, unusual phenomena
are seen due to solute-solvent interactions. Studies of solubility of C, studied in a number of solvents,
indicate that there is a solubility maximum at near room temperature (Ref. 118) (280 K), dissolution is
endothermic below room temperature and exothermic above the latter. The results have been interpreted
as occurring due to a phase change in solid C,, modified by wetting due to the solvent. The solubility
maximum in organic materials is unprecedented.

Ordinarily materials have a critical point above which the distinction between liquid and solid disappears.
The liquid is not seen below the triple point where solid and vapor co-exist. C,, is one substance in which
no liquid phase exists according to theoretical investigations of the phase diagram (Ref. 119), though the
question is has still not been resolved (Ref. 120). If at all such a liquid phase does exist, it will be only at
high temperatures above 1800 K where the molecules may not be stable.

The functionalization of C,, makes it soluble in water and the interaction of organofullerenes with
DNA, proteins, and living cells, has been investigated. The interesting biological activity of organofullerenes
is due to their photochemistry, radical quenching, and hydrophobicity to form one- to three-dimensional
supramolecular complexes (Ref. 121). The cytotoxicity of water-soluble fullerene species is sensitive to
surface derivatization. The lethal dose of fullerene changed over seven orders of magnitude with relatively
minor alterations in fullerene structure. Under ambient conditions in water, fullerenes can generate
superoxide anions and it has been suggested that these oxygen radicals are responsible for membrane
damage and subsequent cell death (Ref. 122).

Several new forms of fullerenes have been made. The simplest dimer of C, 120, linked by a
cyclobutane ring alone, has been synthesized by the solid-state mechanochemical reaction of Cg, with
potassium cyanide (Ref. 123). X-ray structural analysis shows that the C, ring connecting the cages is

square rather than rectangular. The dimer dissociates cleanly into two C,, molecules on heating, but in the

namely C

gas phase, during mass-spectrometric measurements, it undergoes a successive loss of C, units, shrinking
to even-numbered fullerenes such as C,,4 and C,;, in a sequence similar to that of other fullerenes. The
smallest possible fullerene is C,,, which consists solely of pentagons. But the extreme curvature and
reactivity of this structure make it unstable. While a few isomeric structures, namely bowl and ring, have
been identified, no cage structure is known so far. The cage-structured fullerene C,; can be produced
from its perhydrogenated form (dodecahedrane C,,H,,) by replacing the hydrogen atoms with bromine
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atoms, followed by gas phase debromination (Ref. 124).The gas phase C, clusters have been characterized
by using mass-selective anion photoelectron spectroscopy.

Most of the metallofullerenes prepared so far have been based on Cg,, and have incorporated most of
the lanthanide elements, but there has been some debate about the endohedral nature of these compounds.
Various observations such as scanning tunneling microscopy, extended X-ray absorption fine structure,
transmission electron micrscopy and electron spin resonance, have strongly suggested that the metal atoms
are indeed inside the fullerene cages. There are also theoretical suggestions that endohedrals do exist.
However, no structural model has confirmed the endohedral nature of metallofullerenes. The endohedral

nature of the metal atom has been proved through the use of synchrotron X-ray powder diffraction of
Y@C,, (Ref. 125).

Several advances have been made in the synthesis of endohedral fullerenes. One of the most recent
ones is the synthesis of C, with molecular hydrogen inside. This has been done by a four-step reaction
completely closing an open cage fullerene (Ref. 126).

Notable quantities of Cg, have been synthesized in 12 steps from commercially available starting
materials by using rational chemical methods (Ref. 127).A molecular polycyclic aromatic precursor bearing
chlorine substituents at key positions forms Cy, when subjected to flash vacuum pyrolysis at 1100°C. No
other fullerenes are formed as by-products.

Review Questions

‘What made the discovery of fullerenes possible?
‘What are the principal properties of Cg?
‘What is the condition for a geometrical structure to be closed-caged?

Due to sphericity, are there specific properties possible with Cg?

ik e

Is it possible to understand the chemistry of C, starting from that of ethylene? If so, what are the
differences between the two?

Why C,, chemistry is investigated in the gas phase?

Are the molecules similar to C,, formed by other elements?

60°
‘What are the principal challenges in understanding the chemistry of fullerenes?

© @ N o

Are there other closed cage objects formed by carbon? Can one propose a few chemically consistent
structures?

10. Why only cages? How about rings and boxes? Are such structures possible and what would be
their properties?
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Chapter 4

CARBON NANOTUBES

Carbon nanotubes are among the most extensively researched materials today. Research in this area is throwing up
numerous surprises. This is the most versatile material, with the properties ranging from optical absorption and emission
on one hand to the mechanical properties of bulk materials such as Young’s modulus, on the other. The various aspects
of science such as chemistry, physics, biology and material science are creating numerous possibilities for application. An
overview of carbon nanotubes and their applications is presented here.

Learning Objectives

e What are carbon nanotubes?

e How do you make them?

e What are their properties?

e Can you fill the nanotube?

e What do you use carbon nanotubes for?

e Do carbon nanotubes have industrially relevant applications?

4.1 Introduction

Carbon is responsible for creating the most diverse variety of compounds. It has more allotropes than any
other element. The most recent additions to this list are fullerenes and nanotubes. The sp hybridized state
of carbon makes two-dimensional structures and the most studied of them is its allotrope, graphite. The
other well-known allotrope, diamond has sp” hybridized atoms. The two-dimensional sheets made of sp
hybridized carbon can curl, just like a piece of paper, and make cylinders. By using hexagons alone, carbon
cannot yield closed three-dimensional structures. The inclusion of pentagons results in a closed-cage
structure; at least six pentagons are needed on each sides of the cylinder, thereby making a closed pipe. This
is called a carbon nanotube as the diameter of such a tube is typically in the nanometer range. The tube
can be closed or open and the length can be several hundred times the width. The aspect ratio typically
encountered is of the order of 100. The longest nanotubes can have lengths of the order of micrometers.

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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A single sheet of graphite is called graphene. A carbon nanotube is produced by curling a graphene
sheet. Just like a sheet of paper, planar carbon sheets can also curl in a number of ways. This makes the
carbon sheet helical around the tube axis. If we fold the graphene symmetrically as shown in Fig. 4.1, the
hexagons in the resulting tube will be neatly arranged side to side as shown by the arrow. Imagine that the
graphene is folded differently, at an angle. This results in a tube in which the hexagons form a coil around
the tube axis. One can see that there are infinite ways of folding the graphene sheet, thereby resulting in
tubes of different helicities. All these are difterent kinds of tubes. Since the extent of helicity varies, numerous
tube structures are possible, which results in both variety and diversity in the properties of the tubes. The
electronic structure of the tube also varies as the helicity changes.

Fig. 4.1: A part of the nanotube. The tube is highly symmetrical and is made from a graphene sheet.

The structure of a cylindrical tube is best described in terms of a tubule diameter d and a chiral angle
0 as shown in Fig. 4.2.The chiral vector C = na, + ma, along with the two parameters d and 6 define the
tube. The unit vectors a, and a, define the graphene sheet. In a planar sheet of graphene (a single sheet of
graphite), carbon atoms are arranged in a hexagonal structure, with each atom being connected to three
neighbours. In Fig. 4.2, each vertex corresponds to a carbon atom. The vector C connects two
crystallographically equivalent points. The angle 6 is with respect to the zigzag axis, and it is 30° for the
armchair tube. If we roll over from one end of the tube to the other end, we obtain a cylinder. The rolling
can be done in several ways. The bond angles of the hexagons are not distorted while making the cylinder.
The properties of the tube get modified depending on the chiral angle 6 and the diameter d.

The tubes are characterized by the (n, m) notation, with the tube constructed in Fig. 4.2 being (4, 2).
Here the vector C = 4a, + 2a,. It is made by making four translations along the zigzag direction and two
translations at 120° from the zigzag axis, as shown in Fig. 4.2. There are numerous ways in which the tubes
can be rolled. While the (n, 0) tubes are called ‘zigzag tubes’ where 6 1is zero, the (n, ) tubes are called
‘armchair tubes’ where 0 is 30°. These two types of tubes have high symmetry and a plane of symmetry
perpendicular to the tube axis. Any other tube (n, m) is a chiral tube, which can be either left-handed
or right-handed. The tubes will be optically active to circularly polarized light, circulating along the
tube axis.



The two important tube parameters, d and @ can be found from n and m.

d=C/m = \/grc_c m*> +mn+n*)?/r and 6 = tan”’ [\/gm/(m + 2n)], where rC-C is the C-C
distance of the graphene layer (1.421 A) and C is the length of the chiral vector. Due to the symmetry of
the graphene layer, several tubes, although having different (1, m) notations are indeed the same. A tube of
(0, n) is the same as (n, 0). The tube diameter will increase with an increase in n and m.

C =may + nas 7.7) e .

6 — Helical angle @ —metal @ — semiconductor Armchair

Fig. 4.2: Illustration of the notations used in understanding carbon nanotubes and the indexing scheme used

in carbon nanotubes.

Hitherto the discussion was confined to single nanotubes, which are called single-walled nanotubes.
However, the experimentally observed tubes are also multiwalled, i.e. several tubes are stacked one within
the other. In the nanotube assemblies of this kind, there is no three-dimensional order between the
graphite layers as in the case of bulk graphite. This is due to the rotational freedom existing between the
tubes which is called turbostratic constraint. This lack of three-dimensional order within a multiwalled
nanotube (MWNT) has been found in atomically resolved STM measurements. It is not possible to fit
any arbitrary tube in a given tube due to lack of space. For a tube to fit into another, there must be a gap
of at least 3.44 A between the layers.We can fit a (10, 0) tube in a (19, 0) tube, but not in a (18, 0) tube. This
is because in order to insert a 7.94 A diameter tube, the larger diameter tube has to have a diameter of
14.82 A or larger [(7.94) + 2(3.44) A].The diameters of (19, 0) and (18, 0) tubes are 15.09 A and 14.29 A,
respectively.
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4.2 Synthesis and Purification

Carbon nanotubes were first noticed in the graphitic soot deposited on the negatively charged electrode
used in the arc—discharge synthesis of fullerenes. In the Kratschmer-Huffman procedure (Ref. 1), the
graphite rods are evaporated in a dynamic atmosphere of helium (helium is leaked in while the vacuum
system is pumped). Typically a pressure of 130 torr of helium is used and the arc is run at 30V dc with
current being maintained at ~180 A.The carbon deposited on the cathode has a soft inner core and a hard
outer cover. The core containing MWNTs is extracted and suspended in suitable solvents. The tubes are
seen as empty cylinders lying perpendicular to the electron beam along with amorphous carbon material.
The interlayer gap is 0.34 nm, close to the spacing found in graphite. The very first images taken by Iijima
(Ref. 2) are shown in Fig. 4.3 along with the imaging geometry. The tube’ inner diameter, interlayer
spacing, length as also chiral angle 6 can be determined from the TEM images. While the first three are
straightforward from a high resolution image, the determination of the chiral angle necessitates measurement
of the interference pattern of the parallel planes and is usually not done during the routine TEM examination
of nanotubes.

Fig. 4.3: Multiwalled carbon nanotubes of various diameters observed by lijima (Ref. 2). Cross-sectional view
of the tube is also shown. Copyright Nature.
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Nanotubes are mostly found with closed ends on either side, though open tubes are also seen. Thus
these are three-dimensional closed-cage objects, and may be considered as elongated fullerenes. In order
to make a closed-cage structure, there must be at least 12 pentagons according to the Euler’s theorem,
considering only pentagons and hexagons. The hexagons make the elongated body of the tube and the
ends contain both hexagons and pentagons, with a minimum of six pentagons on each face. However, the
tube body and the ends can have defects. While pentagons result in positive curvature, heptagonal defects
result in negative curvature. Both these types of defects have been observed. The former makes a larger
tube smaller while the latter can remove this curvature.Various kinds of end tube morphologies have been
found, which are illustrated in Fig. 4.4.

Fig. 4.4: Transmission electron microscopic images of multiwalled tubes showing the various tip morphologies
(Ref. 3). Defects incorporating pentagons (marked 5) and heptagons (marked 7) are shown. While a
pentagon gives positive curvature, a heptagon gives negative curvature. Reprinted from Ajayan and

Ebessen (Ref. 3). Used with permission from IOP publishing.

Various modifications to the arc—discharge process are reported in the literature for the synthesis of
nanotubes. In the process a smaller diameter (typically 3 mm) anode evaporates on the face of a larger
diameter (6 mm) cathode in a direct current arc—discharge apparatus. The bowl that grows on the cathode
contains multiwalled tubes. The bowl can be broken and ground, and the nanotubes may be suspended in
a suitable solvent and deposited on the TEM grids for examination.

The incorporation of transition metals in catalytic amounts results in the formation of single-walled
nanotubes. The catalytic metal is added into the anode. The most common metals used are iron and nickel,
but it is better to use a mixture of transition metals. Several bimetallic systems such as Co—Ni, Co—Pt and
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Ni—Y have been tried for this purpose. Web-like deposits are found around the cathode or the cooler
regions of the reaction vessel. These materials contain significant quantities of single-walled nanotubes.
These are seen in the form of ropes containing 5-100 individual SWNTs with amorphous carbon and
nanoparticles of the metal/metal-carbon compounds. Optimized synthesis utilizes an Ni—Y catalyst in
the atomic ratio of 4:1 and several grams of SWNT containing material can be prepared.

Laser evaporation is another way in which a large yield of SWNTSs can be produced (Ref. 4). It is
possible of synthesize SWMTs by heating a mixture of graphite with Fe and Ni catalysts at a temperature
of 1200°C and irradiating the material with laser. The yield of the nanotubes is about 50-70 per cent of
the product. Nanotubes thus synthesized are found to form ropes in which individual tubes organize into
a hexagonal assembly. This clearly shows the homogeneity of the tubes synthesized.

Chemical vapour deposition is another useful way in which the synthesis of SWNTs and MWNTs
can be achieved (Ref. 5). Here, an organometallic precursor is mixed with a carbon containing feed gas, it
is pyrolyzed in a quartz tube and the nanotubes are collected from the cooler end of the reaction vessel.
The feed gas may contain several species and is often mixed with an inert gas. Nanotubes are also grown
on solid catalytic substrates such as SiO,, quartz, alumina, etc., which contain transition metal precursors.
Such approaches are important for making supported MWNT assemblies for specific applications. By
feeding suitable precursor species, it is possible to incorporate other atoms such as nitrogen into the
nanotube structure, by substitution. It is also possible to change the morphology of the tubes by changing
the precursors.

Both MWNTs and SWNTSs are formed with significant quantities of carbonaceous material. One
way of separating the tubes from the carbon mass is to heat-treat the product. Although all the carbon
forms react with oxygen, they do so at different rates. All the amorphous carbon materials can be burnt off
by heating the soot at 750°C for half an hour (Ref. 6). At the end of this process, only less than 1 per cent
of the original material is left, but the product thus obtained is essentially a mixture of nanotubes. The
existence of a large number of defects in amorphous carbon make it react at a higher rate, in comparison
to nanotubes. Acid-based cleaning procedures can also be used.

In a number of applications, it is important to have aligned nanotubes oriented perpendicular to the
surface. One of the approaches that has received significant attention in recent times is the synthesis of
aligned nanotube bundles on substrates (Ref. 7). Here a two-furnace approach is used along with
metallocenes and organic precursors. Compact aligned nanotube bundles can be obtained by introducing
acetylene during the sublimation of ferrocene. Such assemblies grown on substrates, especially in a patterned
fashion, have important applications such as field emission displays, see Fig. 4.6 (Plate 4).

4.3 Filling of Nanotubes

The nanotubes obtained directly from the synthetic processes are closed on both the ends. The ends
can be opened by suitable chemistry. One of the methods used is acid treatment which oxidizes the
ends and leaves behind the oxide containing functionalities. The common functional groups are —COOH
and —OH. These may be removed by heating the tubes at 600°C in flowing Ar. Other methods such as
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treating with liquid bromine followed by heat treatment, are also used. There are several ways to fill the
open tubes with materials. In one, the nanotubes are soaked in a concentrated solution of the desired
metal salt, dried and fired in a reducing atmosphere at high temperatures to form metals in the nano form
(Ref. 8).This has been done with metals such as Au and Ag. Filling can also be done from the melt of the
filling material, if the surface tension is less than 100—200 nN/m. This leads to long crystals of the filled
material, filling uniformly inside the tube. A number of different materials are found to be stuck into the
nanotube cavity.

There are also other ways of filling nanotubes (Ref. 9). The simplest one is to use the arc evaporation
process with graphite anodes filled with appropriate metals. This produces metals or metal carbides inside the
tubes. Pyrolysis of organic molecules over metals can also produce MWNT's with metals or metal carbides.
In most of such pyrolytic efforts, the objective is to make pure nanotubes by using catalytic processes.

Filled SWNTs have also been made. The general protocol for these is the same as that for MWNTs,
with the opening followed by filling with suitable precursor species and firing at the appropriate temperature
in a suitable atmosphere. Most of the time, such filling leads to coverage of the filled material both inside
as well as over the surface of the nanotube. A selective purification method is thus required to remove the
filled material from the outer surface of the nanotube.

Nanotubes may be used as templates to fill materials. In such strategies, the tubes are fired after filling
so as to burn off the carbon and obtain nanorods or tubes of the required materials (Ref. 10).

44 Mechanism of Growth

The process of nanotube growth has still not been fully understood. The presence of MWNTSs and
SWNTs in uncatalyzed and catalyzed conditions, respectively, indicate that two different growth mechanisms
may be operative. In an open-end mechanism, in which atoms are continuously added to the growing
end, the dangling bond energy is stabilized by interaction between the adjacent layers. The bond may be
breaking and forming at the periphery of an open-ended tube. In the case of SWNTs, catalysts are
important and it appears that catalyst atoms decorate the growing end, which absorb and incorporate the
incoming carbon atoms into the nanotube structure. The most recent suggestion (Ref. 11) pertaining to
this mechanism is that carbon fibres grow on nickel nanocrystals through reaction-induced reshaping of
the particles. The nucleation and growth of the graphene layers occur along with the dynamic formation
and restructuring of mono-atomic step edges at the nickel surface. The surface diffusion of carbon and
nickel atoms takes place during the growth of the nanotubes.

4.5 Electronic Structure

Nanotubes can have distinctly different electronic properties depending on the chirality. Early calculations
predicted that they can be semiconducting or metallic depending on the type of structure. While armchair
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tubes are always metallic, others can be semiconducting or metallic. Obviously as the diameter increases,
tubes resemble graphite, which can be metallic. The curling of the graphite layers and a decrease in the
number of layers cause changes in the electronic structure of the metallic tubes, as compared to those of
graphite. The presence of defects on the body of the tube can alter the electronic structure and can make
regions of specific electronic properties, such as metallic and semiconducting. This would help one make
nanoscopic device structures within one tube itself. During one such attempt, a single tube was seen to
possess a y-junction. Each arm of this tube can have different electrical transport properties, thereby
making a transistor possible within one tube (Ref. 12).

Early theoretical studies predicted drastic change in the properties with change in the tube indices. In
the figure below (Fig. 4.5) the electronic density of states of (12, 8) and (10, 10) tubes are presented. The
density of states shows a distinct gap in the (10, 0) tube, while no gap exists in the (12, 8) tube. Gapless
conduction is thus possible in this tube, making it metallic. The (10, 10) tube is semi-conducting and in
general, the band gap varies depending on the tube indices.

Density of states

Energy (eV)

Fig. 4.5: Calculated electronic density of states for two SWNTs (Ref. 13). The tubes corresponding to the
indices (10, 10) and (12, 8) are shown. Used with permission from the author.

The electronic structure of the tubes has to be probed with tools in order to ensure that nothing else
is sampled. This is indeed a difficult task as probes such as photons are typically larger in dimension than
the nanotubes. Electron energy loss spectroscopy is thus superior to photon based techniques as the
incident electron beam is comparable to the dimensions of the nanotube. In addition to the graphite-like
plasmon features at 7 and 25 eV, nanotubes also show features in the range of 10-16 eV.This is attributed
to the low dimensionality of the tubes and also to the dimensional cross-over from one to three dimensions.



The 1s resonance in the inner shell electron energy loss spectrum shows features at 285 and 291 eV, due
to Is =7 * and 1s — 0 * resonances.These are similar to graphite in MWNTs but are distinctly different
in SWNTs (Ref. 14).

Raman scattering is found to be highly diameter-dependent (Ref. 15). There are specific vibrations in
the 100-1600 cm™' region which are strongly diameter dependent. The features of specific tubes can be
enhanced at specific excitation energies in resonance Raman experiments. This is a manifestation of one
dimensionally confined electronic structure. Raman spectroscopy can be used to determine many properties
of nanotubes such as tube diameter due to its extreme sensitivity to various tube parameters.

In a synthesis both metallic and semiconducting SWNTSs are formed simultaneously. It has been shown
recently that chemical processes can be used to separate metallic SWINTSs from the others (Ref. 16).

4.6 Transport Properties

Scanning tunneling spectroscopy has shown that the band gaps of the nanotubes vary from 0.2 to 1.2 eV
(Ref. 17).The gap varies along the tube body and reaches a minimum value at the tube ends. This is due
to the presence of localized defects at the ends due to the extra states. The measurements on SWNTs
show the helicity and size-dependent changes in the electronic structure.

The transport properties of MWNTs and NWNTs have been measured (Ref. 18). However, the
principal problem in these measurements relates to the need for making proper contacts. Due to large
contact resistances, it is not possible to obtain meaningful information without four probe measurements.
The conductive behaviour of MWNTSs was consistent with the weak two-dimensional localization of the
carriers. The inelastic scattering of carriers from lattice defects is more significant than carrier—carrier or
carrier—phonon scattering. In SWNTSs, conduction occurs through discrete electronic states that are coherent
between the electrical contacts (hundreds of nanometers). This means that nanotubes can be treated as
quantum wires, at least at very low temperatures.

4.7 Mechanical Properties

The strength of the carbon—carbon bond is among the highest and as a result, any structure based on
aligned carbon—carbon bonds will have the ultimate strength. Nanotubes are therefore the ultimate high-
strength carbon fibres. The measurement of Young’s modulus gave a value of 1.8 TPa (Ref. 19). The
theoretical prediction is in the range of 1-5 TPa, which may be compared to the in-plane graphite value
of 1 TPa. It is difficult to carry out measurements on individual nanotubes. The problem with MWNTSs
is that the individual cylinder can slide away thus giving a lower estimate for Young’s modulus. It is also
possible for individual SWNTS to slip from a bundle, thereby again reducing the experimentally measured
Young’s modulus. Measurements based on vibration spectroscopy, AFM and transmission electron
microscopy can be used in determining estimates, and all of them come up with nearly the same numbers

(see Chapter 2).
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One of the important properties of nanotubes is their ability to withstand extreme strain in tension
(up to 40 per cent). The tubes can recover from severe structural distortions. The resilience of a graphite
sheet is manifested in this property, which is due to the ability of carbon atoms to rehybridize. Any
distortion of a tube will change the bonding of the nearby carbon atoms and in order to come back to the
planar structure, the atoms have to reverse to sp hybridization. If the tube is subjected to elastic stretching
beyond a limit, some bonds are broken. The defect is then redistributed along the tube surface.

4.8 Physical Properties

Nanotubes have a high strength-to-weight ratio (density of 1.8 g/cm’ for MWNTs and 0.8 g/cm’
for SWNTs). This 1s indeed useful for lightweight applications. This value is about 100 times that of steel
and over twice that of conventional carbon fibres. Nanotubes are highly resistant to chemical attack. It is
difficult to oxidize them and the onset of oxidation in nanotubes is 100°C higher than that of carbon
fibres. As a result, temperature is not a limitation in practical applications of nanotubes.

The surface area of nanotubes is of the order of 10-20 m”/g, which is higher than that of graphite

but lower than that of mesoporous carbon used as catalytic supports where the value is of the order of
1000 m*/g.

Nanotubes are expected to have a high thermal conductivity and the value increases with decrease in
diameter (Ref. 20).The thermal conductivity of single nanotubes were shown to be comparable to diamond
and in-plane graphite (Ref. 21).

4.9 Applications

The use of nanotubes as electrical conductors is an exciting possibility. A nanotube-based single molecule
field eftect transistor has already been built (Ref. 22).The performance of this device is comparable to that
of semiconductor-based devices, but the integration of this into circuits will require a lot of effort. One of
the problems associated with such devices is the need to make contacts and adopt newer kinds of approaches.
It has been seen that it is possible to fabricate-nanotube-based connectors. Such interconnectors between
structures patterned on substrates have also been made (Ref. 23).

It is possible to construct a heterojunction by having a junction between nanotubes of different
helicities. This approach facilitates the creation of a device with one molecule. An approach for making
devices of this kind has been developed in Bangalore. The pyrolysis of a mixture of metallocenes with
thiophene yields excellent quality junction nanotubes (Ref. 24). Various metallocenes such as ferrocene,
cobaltocene and nickelocene have also been tried. The interesting aspect is that the three arms of the
Yjunction can have different helicities thus yielding a molecular transistor. Although plenty of ‘y’ type
junctions are synthesized, the transistor action was demonstrated only recently (Ref. 25).
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One of the areas of immediate commercial application of nanotubes is CNT-based field emission
displays. Here CNTs act as electron emitters at lower turn on voltages and high emissivity. The turn on
voltage on a practical device developed by Samsung is 1 V/micrometer and the brightness measured is of
the order of 1800 candela/m” at 4V/micrometer (Ref. 26). With the addressing of individual pixels, the
method will soon be ready for commercial exploitation. An image of a running video on a 5-inch diagonal
display is shown in Fig. 4.6 (Plate 4). The emission is due to patterned SWNTs. One of the things
needed in the process of commercial application is the capability to make aligned CNTSs on substrates,
which is possible with CVD-based methods. Field emission is stable in air, and electron emission is stable
for several hours. Therefore, there is no practical limitation in CNTs for this application.

Nanotube tips can be used as nanoprobes. The possibility using AFM and STM tips has also been
demonstrated. The functionalization of tips can be used in chemical force microscopy wherein a chemical
functionality interacts with an appropriate one on the substrate. Such studies help one deduce information
such as the strength of a chemical bond. Being flexible, the probes are not susceptible to frequent crashes,
unlike in the case of normal STM tips. The tubes can also penetrate into crevices, which facilitates sub-
surface imaging.

Research is also being carried out to assess the ability of carbon nanotubes to store hydrogen (Ref. 27).
The storage occurs both in between and inside the nanotube bundles. Research has shown that the
amount of hydrogen stored is comparable to that in the best storage materials such as metal hydrides. The
application of this kind of storage will be important for fuel cell applications for automobiles where the
storage of hydrogen is one of the critical factors. However, in order to make this feasible, it is important to
store hydrogen to the extent of 5 per cent of the nanotube mass. Achieving this quantity appears to be a
problem, though the intake and release are feasible.

A flow sensor using nanotubes has also been demonstrated (Ref. 28). In this device, liquids flow
through aligned single-walled nanotubes supported on a substrate. The flow generates an electrical potential
of the order of a few millivolts. The potential is sensitive both to the flow velocity as well as the dipole
moment of the analyte. Gas flow sensors have also been developed along similar lines. Nanotube-based gas
sensors have also been developed which utilize the narrow channels of the tubes that are of a comparable
dimension to molecules (Ref. 29). Nanotube-based filters have also been demonstrated (Ref. 30). Here a
liquid containing a mixture of molecules such as petroleum is separated into the components by filtration.
Such an approach makes it possible to filter out bacteria, viruses and chemicals from water. The most
important aspect in the development of such a filter is the fabrication of a mechanically stable filter with
aligned carbon nanotubes.

4.10 Nanotubes of Other Materials

In principle, any planar structure should be able to curl and make a tubular structure. Certain clays such as
christolite and imogolite are found in tubular form.The structural characteristics of CNTs such as helicity
and rotational disorder, are found in these clays too.The first nanotube structure found with inorganics has
been reported with WS, and MoS,. These structures consist of alternating layers of W /Mo and S. They
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have an excellent lubricating property, and they roll on the substrate. Nanotubes have been made with BN
and BCN as well as with B.C\N,.

Fig. 4.7: Electron micrograph of part of a WS, based nanotube (Ref. 30). The tube is assumed to be hollow.
— The contrast within the tube is attributed to the outer wall, perpendicular to the tube. The scale bar is
10 nm. Copyright Nature. Used with permission from the author.

A variety of polyhedral and tubular structures of WS, have been obtained by heating a thin tungsten
film in H,S (Ref. 31).The tubes observed are hollow and are closed at ends. An image of a tube is shown
in Fig. 4.7.The curling of a graphite-like sheet of WS, leads to the creation of defects. Such defects can be
nucleated by high temperature treatment. Structures other than tubes, such as onions, have also been
made in this way. These are, in general, called inorganic fullerenes. The properties of inorganic fullerenes
and inorganic nanotubes have been thoroughly researched. Analogous to carbon nanotubes, several properties
of these systems have also been studied.

Review Questions

How would one classify carbon nanotubes? What are the various kinds of carbon nanotubes?
How would one get the (n,m) indices from the diameter?

‘What are the diameter-dependent properties of nanotubes?

‘Why is it not possible to inset an arbitrary tube into a given tube?

What are the other materials which can form nanotubes?

A S i

Are there specific properties of nanotubes which will be different in multiwalled and single-walled
nanotubes?

7. What are the unique properties of nanotubes and how would one study those?



10.

Can one extend the knowledge of the chemistry of fullerenes into carbon nanotubes? What are
such properties?

How can be the properties of ‘tubes’ of cylinders used in the case of nanotubes?

From the everyday examples of macroscopic objects similar to tubes, such as iron pipes, suggest a
few properties of nanotubes which could be investigated.
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SELF-ASSEMBLED MONOLAYERS

Self-assembled monolayers are important nanostructured systems which are two-dimensional nano assemblies. The
structure of this assembly is such that it facilitates precise control of molecules. Various spectroscopic, scattering and imaging
techniques have been used to understand the structure of self-assembled monolayers in detail. These assemblies have been
used in a number of applications, mostly in the area of sensors. A protoptypical molecular nanomachine has been by built
by using SAMs. The diversity of SAMs allows almost anything to be grown on them through appropriate chemistry.

Learning Objectives

e What are the various kinds of monolayers?
e What are self~assembled monolayers? What are their properties?
e What are their applications?

o How can one use them for nanotechnology?

5.1 Introduction

The bottom-up approach of manufacturing nano devices has been demonstrated very well. The most
celebrated example is the iron corrals and the molecular abacus made by IBM researchers (Ref. 1).
However, the use of such an approach to make devices,i.e. placing atoms one at a time to form a functional
structure, cannot have a high throughput. The alternate approaches for making functional nanostructures
must involve self-assembly. In this approach, once the process begins, structures are formed without external
intervention. The structure organizes itself, on the basis of external conditions. The information required
to form the structure is contained in the molecules themselves. The structure is organized by utilizing
weak interactions such as hydrogen bonding, and van der Waals interactions, and there are numerous
interactions of this kind in a structure which makes it stable. These are the interactions which make and
sustain life, and there are numerous examples of such interactions in the world around us.

Monolayers are single-molecule thin layers prepared on surfaces. They can be assumed to be molecularly
thin sheets of infinite dimension, just like ultra thin foils. They are among the simplest chemical systems

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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on which nanotechnological approaches can be practised. This feasibility of using monolayers arises from
the simplicity of their design and molecular structure and from the user’s ability to manipulate them at
ease. The possibility of bringing about patterns of nanometer spatial resolution allows one to incorporate
multiple functions within a small area.

The concept of monolayers was first introduced by Irving Langmuir in 1917, during his study of
amphiphiles in water (Ref. 2). While spreading the amphiphiles on water, he found that the film formed
had the thickness of one molecule. Later Katherine Blodgett was able to transfer the monolayer onto a
solid support (Ref. 3). The spontaneous formation of a monolayer was first reported by Zisman, et al.
in 1946 (Ref. 4). They observed the spontaneous monolayer formation of alkyl amines on a platinum
surface. The field observed a tremendous growth when in 1983 Nuzzo and Allara found that ordered
monolayer of thiols can be prepared on a gold surface by the adsorption of di-n-alkyl disulfides from
dilute solutions (Ref. 5).

The name self-assembled monolayers (SAMs) indicates that their formation does not require the
application of external pressure. The study of SAMs generates both fundamental as well as technological
interest. Nature uses the same process of self-assembly to produce complex architectures. One such example
is the formation of the cell membrane from lipid molecules through self-assembly. SAMs are ideal systems
which can answer fundamental questions related to interfacial properties like friction, adhesion and wetting.
They have been used to alter the wetting behavior of the condenser plates in steam engines. This is
because the drop-wise condensation of steam enhances the efficiency of the engine as compared to the
film-like condensation. In the latter case, the film acts as an insulator between the metal plate and steam.
The two approaches used to make a monolayer of a molecule on a metal surface are discussed as follows.

yA ”8[3[]{[]]”1)’—5/04&,’” ]ét’lflll'qlle The Langmuir film is prepared by spreading amphiphilic molecules
on a liquid surface. Considerable order can be achieved in these films by applying pressure. The film is

then transferred to a solid substrate. The various steps involved during the preparation of Langmuir—
Blodgett (L-B) films are shown in Fig. 5.1.

2 Se/ﬁassemb/y As mentioned earlier, the formation of a self-assembled monolayer does not require the
help of an external driving force. Such a monolayer is formed when the metal (or any other substrate)
surface is exposed to a solution containing the surfactant (Fig. 5.2).

5.2 Monolayers on Gold

Alkanethiolate monolayers (Ref. 6) grown on coinage metals (Au, Ag, Pt)—the molecular sheet is made
of thiolate species (with long alkyl chains) and the substrate is one of the above metals—are structurally
simple and easy to construct, which is why a larger number of studies have been conducted on them. It is
important to mention that there are several other kinds of monolayers and a review of these is available in
(Ref. 7).
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Fig. 5.1: Langmuir-Blodgett methodology. (a) Surfactant in water. The black dot represents the head and the
— line represents the tail. The molecules are disordered. (b) Partially compressed monolayer by the
pushing of a barrier across the film surface. (c) Ordered monolayer by the application of pressure.
(d) Immersion of the substrate in an ordered film. (e) Transfer of the monolayer onto the substrate.

(f) Densely packed monolayer on the substrate.
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Fig. 5.2: Schematic showing the basic structure of 2D SAMs.

Gold has been the preferred substrate for a number of reasons. It is easy to make a thin gold film by
thermal evaporation, and almost all kinds of supports can be used for film growth in the case of gold. For
gold, there is no stable oxide at room temperature, though Au,O, can be made by ozone exposure to Au
films at room temperature. None of the commonly present gases of the atmosphere undergoes chemisorption
on gold surfaces. Repeated solvent washes are adequate to make a gold surface atomically clean in most
cases. The removal of carbonaceous deposits on gold can also be done by oxidizing them with a ‘piranha’
solution. This is a 1:3 mixture of 30 per cent H,O, and concentrated H,SO, at 100°C. The solution is,
however, highly reactive and should be handled cautiously. It is known to be an explosive mixture when
kept in closed containers. Another way of cleaning a gold surface is by repeated cycling between
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—0.3 and +1.5V versus Ag/AgCl in a voltammetric cell. During the positive potential sweep, the surface
is oxidized and in the negative sweep, the oxide is reductively removed. Cyclic voltammetric measurements
carried out in this way facilitate the calculation of the effective surface area from the peak area.

5.2.1 Preparation

SAMs are prepared by dipping substrates such as evaporated gold films into a millimolar solution of the
surfactant. The gold films of 500-2000 A thickness are made on substrates. The solution is normally made
in hexane for long-chain surfactants and in ethanol for short chain surfactants. The process of assembly of
monolayers on the surface involves two stages. During the first stage, the surfactants are rapidly pinned on
the surface, followed by a slow reorganization step, during the second stage, extending over several hours
(Ref. 8). The exact kinetics of both these steps depend on parameters such as the concentration of the
solution, length of the alkyl chain, etc. It is a standard practice to leave the substrate in the solution, face up
(‘face’ refers to the gold coating), for periods ranging from 12—24 hours for complete self-assembly. Before
being used, the monolayer surfaces are washed and blown dry with nitrogen.The kinetics of initial pinning
can be monitored by a quartz crystal microbalance whereas the extent of organization can be studied
through infrared spectroscopy. A monolayer of a mixture of alkane thiols can be prepared starting with a
mixed solution of the concerned thiols. A mixed thiol monolayer can also be formed through a ligand
place exchange reaction in which one surfactant molecule replaces another that is already present on the
surface. Monolayers can be formed by microcontact printing wherein the thiol solution is used as ink on
a stamp that is prepared from a polymer. This approach is especially useful in preparing patterned surfaces
(see Section 5.5). Other methods that have been used to make SAMs include vapour phase deposition on
molecules, LB methodology and potential-assisted deposition.

5.2.2 Structure

Two types of sites are available for the thiol chemisorption on the Au(111) surface, the on-top site and the
hollow site. Ab-Initio calculations have shown that the charge of sulphur at the hollow site is —0.7e and that
at the on-top site 1s —0.4e. Hence the hollow site is the energetically favorable one from the point of view
of charge-transfer. Thiolate can migrate between the two adjacent hollow sites. This can happen either
through the on-top site or through the bridge site. In both cases, the excited state will be polar. The
excited state during such migration will then be stabilized by polar solvents. This is confirmed by the fact
that ordered SAMs are formed in ethanol. Figure 5.3 shows the overlayer structure of the monolayer with
sulphur atoms occupying alternative hollow sites above the Au(111) layer, giving a hexagonal (\/5 x /3 )
R30° unit cell (the symbolism refers to the crystallographic structure of an overlayer).

In this assembly, alkyl chains are in close contact with each other and the chains are fully stretched to
form a zig-zag assembly. As a result of this close contact and due to the large distance between the sulphur
atoms, the chains tilt. The tilt angle is 34° in the case of Au(111), but it is 5° in Au(100). The chains have
rotational freedom at room temperature, which means there is no three-dimensional order in the
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arrangement of different chains. The adjacent chains are rotationally disordered and this persists at a low
temperature. In fact, the freezing of the rotational disorder can be seen in low temperature infrared
spectroscopy (Ref. 9). The presence of very bulky groups at the tail end can affect this order, as molecules
may not get attached to all the available surface sites. The structure of alkane thiol monolayers on Au(111)
is shown schematically in Fig. 5.3.

(b)

Fig. 5.3: Schematic structure of a monolayer of alkanethiol on Au(111). (a) Layer of hexagonally arranged gold

—  atoms (dotted hexagon). Each corner of this dotted hexagon corresponds to the center of the gold
atom. On top of this surface, the alkanethiol molecules chemisorb. The structure of the sulphur atoms
is also hexagonal (solid hexagon), as indicated. These atoms sit on three-fold sites created by the
gold atoms. (b) Assembly of thiolate chains. This will form a two-dimensional sheet on the surface.
(c) Extended chain. It shows a zig-zag assembly. The tilt angle is shown. It is also shown that the
chains have rotational freedom. X is a functional group.
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As mentioned above, this structure is present for several hundreds of angstrom square area. The
underlying surface itself is not ordered over an extended area and the typical grain size (within this region,
the surface structure is uniform) is of the above dimension. This limits the growth of an ordered SAM over
the entire area of the substrate. At the edges of the grain, the monolayer structure is not ordered due to
defects in the structure of the gold. There are ways to increase the area of the ordered region such as high
temperature annealing.

SAMs can be formed on other surfaces such as Cu, Ag, Pt, GaAs, etc. The coverage of molecules on
these surfaces is in the order Cu>Ag>Pt>Au>GaAs, which is a direct consequence of the adsorbate
structure. On Ag(111), the overlayer structure is the same as that of gold, but the tilt angle is only 12° and
not 34°. This reduced tilt angle reduces the contact distance between the chains (4.1 A and not 4.95 A).
On a GaAs(100) surface, a large tilt angle of 57° is reported (Ref. 10).

The chain length affects the order of the alkyl chain assembly. In the case of chains of longer thiols,
the van der Waals interaction between the chains is large to enable all the chains to stand up.This makes
the carbon chain assembly all-trans and reduces the number of defects. ‘All-trans’ means that the carbon
atoms on either end of a C—C bond are trans to each other. This makes the alkyl chain appear like a zig-
zag ladder-like structure. However, as the chain length decreases, the van der Waals interaction becomes
weak and defects occur. These defects imply the incorporation of gauche conformations. The extent of
order in the alkyl chain assembly manifested depends on the technique used for its investigation. The best
tool to see the order is surface infrared spectroscopy, which shows a red shift in the methylene C-H
stretches as a function of order. Peaks at 2918 and 2846 c¢m™' are characteristic of ordered alkyl chain
assembly. Decreased order is observed when the chain length is less than 11, and when the length is less
than 6, the assembly is assumed to be disordered. When the groups at the chain ends have a smaller cross-
sectional area than that of the alkyl chain (20 A), the hydrocarbon chain assembly is the same as that of the
alkyl thiol. This is the case with all monolayers with chain ends such as -OH, -NH,, -CONH,, -CO,H,
—CO,CH, in addition to simple ~CH,. However, in the case of larger end groups, the chains cannot pack
as efficiently as in the case of simple thiols.

The structure of the monolayer varies with the structure of the gold below it. Au(111) is
thermodynamically the most stable surface due to the largest surface density of gold atoms. Therefore, in
the case of evaporated or annealed gold, the surface is principally Au(111). A film of this kind can be
grown on mica wherein the surface will be atomically flat. An atomic force microscopic image of
octadecanethiolate monolayer grown on this Au(111) film is presented in Fig. 5.4. The image scale is
3.02 X 3.02 nm.The nearest neighbor is located at a distance of 0.52 X 0.03 nm (a) while the next nearest
neighbor is located at a distance of 0.90 £ 0.04 nm (b) (Ref. 11).

Two binding modes of alkanethiol on a hollow site have been observed—one with the Au-S-C bond
angle of 180° called the sp mode, and the other with Au-S-C bond angle 104° (sp3 mode) (see Fig. 5.5).
The energy difference between the two modes is 2.5 kcal mol . Thus the thiolate can change from one
mode to the other without much difficulty.

The overlayer structure of thiols on Ag(111) shows different types of lattice as shown in Fig. 5.6.The
overlayer is of (ﬁ X7 ) R10.9° structure. The tilt angle in the case of thiols on Ag(111) surface is small
as compared to gold. The observed value is about 5°. In some cases, the values were even close to zero
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indicating that the chains are almost perpendicular to the surface. Also, the S-S distance in the case of
SAM:s on Ag(111) is close to 4.41 A.Thus the van der Waals forces will be stronger in the case of silver.

Fig. 5.4: AFM image of octadecanethiolate on Au(111) (Ref. 11). Reprinted with permission from Alves, et al.
(Ref. 11). Copyright (1992) American Chemical Society.

Fig. 5.5:  Nine molecule section of full coverage C,,H,,SH monolayer on Au(111) based on molecular mechanics
energy minimization calculation showing the tilted chains. Reprinted with permission from Ulman
(Ref. 7). Copyright (1996) American Chemical Society.
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Fig. 5.6: Overlayer structure of thiol on Ag(111). The open circles represent the silver atoms. The grey and

black circles represent the sulphur at the hollow site and on-top site, respectively. Reprinted with
permission from Ulman (Ref. 7). Copyright (1996) American Chemical Society.
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Another interesting result was observed in the case of the adsorption of fatty acids on metal oxide
surfaces. The carboxylate group adsorbed symmetrically on the surface of silver oxide whereas in the case
of aluminium oxide, the fatty acid molecules adsorbed asymmetrically with the tilt angle close to zero (see

Fig. 5.7).
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Fig. 5.7: Orientation of alkyl chains on AgO and Al,O, surfaces. In the case of AgO, the chains are tilted
— whereas in Al,O,, the chain is perpendicular to the surface. Reprinted with permission from Ulman

(Ref. 7). Copyright (1996) American Chemical Society.

The mechanism of thiol adsorption onto a gold surface is still not clear. One possibility is to treat it as
an oxidative addition of R-S-H to the metal surface followed by the reductive elimination of the H,
molecule from the metal surface. In an experiment, we have detected the evolution of hydrogen upon
thiol chemisorption on gold surfaces.



R-S-H + Au, — R-S-Au" + Au, _, + 1/2H,

The energy of adsorption calculated from the RS-H (87 kcal mol™), H-H (104 kcal mol™") and
the Au-SR bond energy (40 kcal mol™') taking the homolytic Au-SR bond strength is
—5 kcal mol ™. This value is in close agreement with the adsorption energy that Schlenoff calculated by
using electrochemical data. This suggests that the value of 40 kcal mol™ for the Au-S bond is probably
correct.

Piezoelectric oscillators such as quartz crystal microbalance (QCM) can detect mass changes of the
order of nanograms. This has been used to study the kinetics of monolayer adsorption. QCM is also used
to detect the mass changes during the binding of monolayers with other molecules (for the basic principles
of QCM, see Chapter 15).

Reflection-absorption infrared spectroscopy (RAIRS) can be used to derive useful information
regarding the orientation of the alkyl chains on a metal surface. The spectrum is accumulated in the
grazing reflection mode. In this mode, the incoming plane polarized laser light strikes the metal surface at
a large angle of incidence. Only transition dipoles having a component perpendicular to the metal surface
will be IR-active. If the chains are perpendicular to the metal surface, then v,(CH,) and v (CH,)
vibrations would be parallel to the plane of the surface and will be absent in RAIRS. In experiments,
we see methylene vibrations indicating that the chains are tilted by a certain angle with respect to the
normal surface.

The thickness of the monolayer is estimated by using ellipsometry. In this technique, a plane polarized
laser light is used to probe the thickness. The plane polarized light reflected by a metal surface suffers both
a phase change (A) as well as an amplitude change (W). By comparing the covered and uncovered metal
surfaces, one can find out the thickness as well as the refractive index of the monolayer. Porter, ef al.
(Ref. 11) studied a series of alkanethiols with n = 1, 3,5,7,9, 11 and 21 to check the dependence of
n (chain length) on the thickness of the monolayer. They found that for chains with n > 7, the measured
thickness was less than the expected value. This indicates that the short chain members behave like a liquid
with considerable disorder. Hence the values are less when compared to a chain in the all-trans configuration.

Angle dependent reflection of the P polarized light is used in surface plasmon resonance to study the
thickness of the monolayer. At a certain angle of incidence called ‘plasmon angle’, laser light selectively
excites the surface plasmon oscillations of the metal. This results in the absorption of light and a decrease
in reflectance. The plasmon angle is very sensitive to the changes in the refractive index near the metal
surface. This helps one detect the thickness of the monolayer on a metal surface.

It is essential to have an idea about the physisorption and chemisorption energetics for an understanding
of the growth of the monolayer on a surface. The desorption of various thiols on Au(111) has been
investigated by using specular helium scattering in combination with temperature-programmed desorption.
In this technique, a helium beam reflected from the Au(111) plane is fed into a mass spectrometer tuned
to m/z 4. A clean gold surface is able to reflect up to 30 per cent of the impinging helium beam. The
adsorption of molecules onto the gold surface causes an increase in the diftuse scattering of the helium
beam, consequently decreasing the specular intensity. When the molecules start desorbing, a greater part
of the gold surface will be exposed to the helium beam, which increases the specular reflection. The
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intensity of the specular signal will be maximum at the point of maximum desorption. The enthalpy of
desorption can be calculated by using the Redhead equation from the value of temperature of maximum
desorption (T,.) and heating rate, 8, obtained from the temperature ramp experiment. From this,
Ey =R, T4 [In(vT, /B) — 3.64]. |. R, is the gas constant. V is the pre-exponential factor in the Arrhenius

expression. The typical value is 1 X 10" S™'. Two peaks were observed in the temperature-programmed
desorption (TPD) of thiols on Au(111).The first peak occurring at a lower temperature in Fig. 5.8 is due
to physisorption, while the second corresponds to chemisorption. The value for chemisorption was the
same for most of the alkanethiols except for compounds wherein the steric effect can affect the bonding
between the adsorbate and the substrate. Also the dialkyl sulphides do not show the chemisorption peak.
This indicates that the dialkyl sulphides only physisorb on the surface. As the chain length increases, the
van der Waals interaction increases and the contribution due to physisorption increases. For chains with #
= 14, the two peak areas are comparable. For higher chain lengths, the van der Waals contribution becomes
higher than that due to chemisorption. Since a long chain molecule is held on a surface by physisorption
for a sufficiently long time, it has a greater chance of crossing the chemisorption energy barrier and thus
of getting chemisorbed.
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Fig. 5.8: TPD spectrum derived from helium atom reflectivity signal as a function of temperature for hexanethiol
— onAu(111). Low temperature peak, which changes with the chain length, corresponds to physisorption
and the high temperature peak, which is unaffected by the chain length variation, corresponds to the
chemisorbed state. Reprinted with permission from Schreiber, et al. (Ref. 12). Copyright (1998) American

Physical Society.

In STM, the tunneling of the electron between the tip and the surface is used to image the surface. In
AFM, the image is due to the force acting between the tip and the substrate. Both these techniques give
atomic resolution. STM has been used to study the overlayer structure of adsorbates on metal surfaces
(see Fig. 5.9).
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In XPS, X-ray is used to knock out the core electrons. Deep core electrons do not participate in
bonding. Their energies are characteristic of the atoms from which they originate. Hence XPS has been
used to find the elemental composition of the monolayer. At lower take-off angles, the ejection of
photoelectrons from the atoms at the top layer will be much more as compared to those from the deeper
layers. Hence angle-dependent XPS can be used to find the composition of the monolayer.

The capacitive charging current in an inert electrolyte can be used to measure the thickness of the
monolayer by the equation C,, = ¢€.€,/d, where d is the thickness of the monolayer and C,, is the
capacitance of the electrode covered with a monolayer. g, is the permittivity of the free space and g, is
the dielectric constant of the separating material. By adding a redox couple, one can observe the Faradaic
current. This gives the number of defects in the monolayer.
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Fig. 5.9: STM image of octanethiol on Au(111). Fig. 5.9(b) is the plot of the cross section labeled B in Fig. 5.9(a)

—__ running along the Au nearest neighbour direction. C and D are cross-sectional plots of Fig. 5.9(a)
along the Au next-nearest-neighbour directions. Reprinted with permission from Poirier (Ref. 13).
Copyright (1994) American Chemical Society.

5.3 Growth Process

5.3.1 Growth from the Solution Phase

Various steps in the growth of monolayers are shown in Fig. 5.10.

The growth of the monolayer can be explained by using the Langmuir growth law. The rate of growth
is proportional to the number of available sites given by the equation, df/dt = k(1 — 8), where 0 is the
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Fig. 5.10: (a) Various steps during the formation of self-assembly. Gold coated glass slide is dipped in an

—— ethanolic solution of thiol. The initial chemisorption process is very fast. This is followed by a slow
step during which organization happens which takes several hours. (b) Structure of organized
monolayer using a space filling model.

fraction of sites occupied and k is the rate constant. Sum frequency generation (SFG) studies show three
distinct steps during the growth of the monolayer. The first step corresponds to the chemisorption of the
head group onto the metal surface and takes place very fast. Then the alkane chains start ordering into all-
trans configuration, which is slower than the first process. During this straightening of the alkyl chain, the
signal due to the d_mode (antisymmetric CH, vibration) decreases in intensity. The gradual reorientation
of the terminal methyl group during the final step is indicated by the slow evolution of ' mode (symmetric
CH,). The evolution of different modes is shown in Fig. 5.11.

5.3.2 Growth from the Gas Phase

The growth of monolayer from the gas phase in UHV allows one to study the process by using various in-
situ measurements. The study by low energy electron diffraction (LEED) shows that the first phase, occurring
immediately after dosing with the adsorbent molecule, is the stripped phase. On continued deposition,
the structure changes to the standing phase with C (4X2) lattice.

The growth of mercaptohexanol monolayer on a gold surface has been investigated by using STM
(see Fig. 5.12). Exposing the surface to low concentration of mercaptohexanol gives strips as shown in
Fig. 5.12 (pointing finger, Fig. 5.12(b)). In these strips, the sulphur atoms will be sitting in the next-
nearest-neighbour three-fold hollow sites and the alkane chain will be parallel to the substrate. On increasing
the dosing, this stripe starts growing and covers the whole surface (Fig. 5.12(c) and Fig. 5.12(d)). Towards
the end of saturation, a new feature called ‘islands’ starts appearing (pointing finger, Fig. 5.12(e)). From this
point onwards, the growth starts taking place in the perpendicular direction and the alkane chain will be
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Fig. 5.11: Intensities of the various modes upon the a adsorption of docosanethiol on Au(111).The three regions

—_ indicate the three steps during the growth process. Intensity of the features is plotted as a function of
immersion time. Reprinted with permission from Schreiber F. (Ref. 14). Copyright (2000), with
permission from Elsevier.

perpendicular to the substrate in these islands. The Au vacancies will appear as deep pits after the island
formation (Fig. 5.12(f)).

Even though the stripped phase with the alkane chain parallel to the surface, and the standing up
phase with the alkane chain perpendicular to the surface, are the two important phases during the growth
of the monolayer, metastable phases exist between the two extremes. This has been shown in Fig. 5.13.

5.3.3 Stability and Surface Dynamics

The thermal stability of SAMs depends on: (1) the strength of surface binding, and (2) the strength of
lateral interaction. For alkanethiols on gold the thermal stability increases as a function of the chain length.
‘While butanethiol monolayers desorb starting from a temperature of 75°C, octadecane monolayers desorb
at temperatures ranging from 170-230°C (Ref. 15). Increasing the lateral 7 — 7 interaction increases the
thermal stability. Electrochemically the stability range of —0.1 to +0.1V is very high, providing a large
electrochemical window for most applications. This implies that a number of electrochemical processes
can be conducted without monolayer desorption. The exposure of shorter chain thiols in solution can
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Fig. 5.12: Constant current STM topographs showing the growth of mercaptohexanol monolayer from gas

T phaseon Au (111) surface. (a) Clean Au (111) surface. (b) Stripped phase islands. (c) Striped phase
growth. (d) Stripped phase growth showing Au vacancies. (e) Growth of standing up phase at the
cost of the stripped phase. (f) Standing up phase growth at saturation limit. Reprinted with permission
from Schreiber F. (Ref. 14). Copyright (2000) with permission from Elsevier.

lead to the removal of defects on the SAM surface. This occurs by the exchange of monolayers at the grain
boundaries, called ‘ligand place exchange’ and the diffusion of the monolayers, which occurs over a time
window of several hours. The exposure of reactive gases such as ozone can affect the stability of the
monolayer as the thiolate group can be oxidized (Ref. 16).

5.4 Phase Transitions

As a result of the van der Waals interaction, alkane thiol monolayers form crystalline phases on the metal
surface. But as the temperature of the system increases, the orientational disorder increases. This weakens
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Fig. 5.13: Various phases that can exist on a metal surface. The corresponding lattice structure, area per molecule
and surface coverage have also been given. Reprinted with permission from Schreiber F. (Ref. 14).
Copyright (2000) with permission from Elsevier.

the van der Waals interactions, which give rise to liquid-like phases. Reflection absorption IR spectroscopy
(RAIRS) has been used to study the phase transitions in planar SAMS. The position of the symmetric and
anti-symmetric stretching mode of the methylene mode is indicative of the crystallinity of the alkane
chains.The phase transitions in HS-(CH,),,CH;/Au have been studied in detail by Bensebaa, ef al. (Ref. 17).
When the temperature was increased, the peak corresponding to d, showed broadening as well as a
decrease in intensity. The same trend was shown by the d_ mode also. The melting is complete at 411 K.
The position of the d, and d_ bands at this point exactly matches with that of the liquid alkanethiol
confirming the liquid-like isotropic phase at this temperature.

5.5 Patterning Monolayers

SAMs are ideal templates for surface modifications. With appropriate modifications, patterned surfaces
can be produced. Several methods are used for the patterning of monolayers. These belong to two kinds
of routes: (1) decomposition, and (2) composition.

5.5.1 Decomposition

In this case, an already formed monolayer is given a desired pattern by decomposing a part of it. Patterning
of the surface with a desired functionality in a specific area is important for molecular recognition. Among
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the several applications, one of particular importance is biorecognition wherein a biologically important
material is anchored to the surface. This can be used for DNA recognition, as for instance, the binding of
a DNA strand on the surface can be used to recognize the complementary strand in the solution. A
change in the property of the monolayer or the substrate can be used to identify the presence of the
analyte. In one of the approaches used, a mixed monolayer with mercaptopropionic acid (MPA) and
mercaptohexanoic acid (MHA) was prepared first. The resultant monolayer formed segregated regions.
The electrochemical potential for reductive desorption for MPA is lower than that of MHA and as a
result, MPA can be selectively desorbed from the surface. By exposing a thiolated DNA, it can be bound
to the region vacated by MPA (Ref. 18).

Lithography is another means of achieving patterned monolayers. The traditional lithography pathway
is to expose the surface to be patterned to ultraviolet (UV) light at specific locations. On a SAM surface,
UV exposure in the presence of oxygen leads to an oxidized SAM and this region can be removed by
washing, thus exposing the bare metal surface. The exposed areas can be deposited with a new monolayer
or can be etched away by an etchant. This process has been demonstrated on SAMs with patterns as small
as 100 nm (Ref. 19). However, the problem with such methods is that the wavelength of light and patterns
cannot be drawn beyond the resolution of the light used. If one wants to go to lower limits, wavelength of
light has to be reduced, but in the X-ray regime, it is difficult to obtain reliable optics for manipulating
light. This problem also aftects the semiconductor industry.

Another lithographic method involves the use of particle beams. In this method, neutral atoms, ions
or electrons are used to remove part of the surface. Patterns as small as 100 nm have been drawn with
neutral Cs and Ar beams (Ref. 20).

In another method called ‘nanoshaving’, the adsorbate is removed physically (Ref. 21). This is achieved
by scanning an atomic force microscope (AFM) tip at a load that is higher than the displacement threshold.
The features can be as small as 20 nm. By conducting the shaving in a solution of another thiol, the second
thiol can be deposited in regions vacated by the first, and a pattern can be created. The process is called
‘nanografting’. A similar methodology can be used with scanning tunneling microscopy (STM) where the
tip potential is kept high to cause thiol desorption.

5.5.2 Composition

In this case, a monolayer is made in a controlled fashion. Two kinds of approaches are used in composition.
In the first called ‘microcontact printing’ (Ref. 22), a mask is generated on a polymer from the master. The
mask is then inked with a thiol. Upon contact with the surface, the mask transfers the ink to specific areas
of the surface. The exposed metal surface can be deposited with another thiol or the exposed material can
be etched away by an etchant. Unlike in the case of beam lithography methods, microcontact printing has
been used to make patterns on non-planar surfaces. The principal problem in this case, however, appears
to be one of finding ways to reduce the dimension of the patterns.

The second approach is called ‘dip-pen lithography’ (Ref. 23). Here an AFM tip coated with a surfactant
(ink) is drawn over a wet surface. The water meniscus touching the tip travels with it and solubilizes some



of the molecules. In this approach, the ink can be made of a variety of materials including nanoparticles.
The approach need not necessarily make a monolayer.

If the substrate can be controlled in such a way that deposition occurs only in the selected areas,
patterns can be drawn. In one such approach, the potential was controlled on an array of electrodes. If this
is done on selected areas of an already coated electrode, a part of the monolayers can be desorbed and
another monolayer can be coated on such locations. It is also possible to control the potential on specific
areas of an uncoated electrode to accelerate or decelerate deposition. Both these approaches have been
used to make patterned monolayers.

5.6 Mixed Monolayers

One can obtain a mixed monolayer by mixing two monolayer forming species in an appropriate ratio. If
the chemical constitutions of the two monolayer-forming entities are similar in terms of the alkyl chain
length and the functionality, the mixed monolayer is similar to a two-dimensional alloy (two-dimensional
in the sense that the film is planar, while the thickness is molecular). However, chemical differences
between the species can lead to the segregation of one entity. If the two chemical constituents are separated,
it is possible to anchor two different kinds of materials at these locations by using selective molecular
chemistry.

5.7 SAMS and Applications
5.7.1 Sensors

The interest generated by the study of SAMs has shifted from fundamental studies to technology. The
potential applications of SAMs include molecular recognition and wetting control. The chemical properties

of the monolayers can be used for sensing applications. There are two important elements in a sensor, of
which the first is the chemically selective recognition layer, while the second is the signal transducer
which provides a signal that can be monitored. A number of approaches have been used to make selective
recognition layers, which depends on the species to be detected. The fact that several of these sensing
elements can be located on a given area provides the capability to sense several species simultaneously (see
Chapter 12).

A variety of metal ion sensors can be made by functionalizing the metal surface with a ligand with
high specificity to a particular ion. Sensors selective to Cu®* were made by functionalizing the gold
surface with 2,2’-thiobisethyl acetoacetate. The selective detection of perchloroethylene in the presence
of other molecules such as trichloroethylene, tetrachloromethane, chloroform, and toluene was achieved
by using modified resorcin(4)arene as the monolayer (see Fig.5.14). The incorporation of perchloroethlelene
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into the receptor site results in mass changes in terms of nanograms, which are detected with the help of
a quartz microbalance oscillator.

Molecule CI/ \CI al C'\C4 —cl
in the \C
gas Cl—= ~Cl cl
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1 Resorcin
[4]-arene

Fig. 5.14: Molecular recognition by a monolayer of resorcinol on Au (111) surface. The receptor site showed
high selectivity to perchloroethylene when dosed with a mixture of halocarbons. Reprinted with
permission from Schierbaum, et al. (Ref. 24). Copyright (1994) AAAS.

Among the most common examples of SAM-based sensors are enzyme biosensors. As enzymes are
catalytic in action, they are also called catalytic biosensors. Here an enzyme acts as the recognition element.
The signal is transduced by detecting either the molecule consumed or that generated. An example of this
kind of sensor is the glucose biosensor which uses glucose oxidase (GOD), to oxidize glucose to
gluconolactone. In this process, the enzyme is reduced and a mediator used in the process gets the enzyme
back to the original state. In nature, O, is the oxidizer and H,O, is produced in the process. The mediators
used typically in experiments are ferrocene and ferricyanide,and their change is monitored electrochemically.
The reduced form of the mediator gets oxidized at the electrochemical surface and the current generated
is proportional to the amount of glucose oxidized. The immobilization of the enzyme is more controlled
when it takes place on a SAM surface.

Enzyme immobilization on the monolayer surface can be achieved by several means. One method
is to covalently modify the SAM by selected reactions. An approach used for this is described below.
Here a mercaptopropionic acid monolayer is made on Au. The monolayer is activated by reacting with
1-ethyl-3(3-dimethylaminopropyl)carbodiimide hydrochloride (EDC) and N-hydroxysuccinamide (INHS).
This process makes a succinamide ester on the monolayer surface, helping amine groups of the enzyme to
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bind to the surface, thereby forming an amide linkage. There are other approaches such as the use of
electrostatic interactions. The approach mentioned here is illustrated in Fig. 5.15. An excellent review is
available on the preparation of sensors on monolayers (Ref. 25).
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Fig. 5.15: An approach used to achieve enzyme immobilization. E is an enzyme.

5.7.2 Affimity Biosensors

In these sensors, a biorecognition molecule is the sensor element, which is specific to the analyte molecule.
Depending on the sensor molecule, which can be in the form of antibodies, proteins, DNAs, etc. various
analyte species can be detected. The recognition event needs to be sensed. The most common approaches
for sensing are surface plasmon resonance and quartz crystal microbalance (QCM). In the former, the
change in the surface plasmon resonance of a thin film of gold as a result of the biorecognition event
is used to sense the event. In the QCM method, the change in the oscillation frequency of a quartz
crystal as a result of the mass accumulation on a gold film deposited on its surface, is used to sense the
biorecognition event.

The biorecognition molecule must be immobilized on the surface. One protocol used for this purpose
is to thiolate the biomolecule. In the case of a DNA the 5’ end can be thiolated by a mercaptohexyl unit
and a solution of the DNA upon exposure to the gold surface forms a monolayer. However, the single-
stranded DNA (ssDNA) lies on the gold surface and as a result, the hydridization efficiency is reduced to
10 per cent. By exposing the thiolated DNA surface to mercaptohexane (MCH), the locations wherein
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the DNA is not pinned, are occupied by the monolayer, which makes the DNA stand up. This facilitates
specific binding and the hybridization efficiency is enhanced to 100 per cent (Ref. 26).

The immobilization of biomolecules can be used for various applications. By immobilizing an antibody
specific to a bacterial strain, the sensor can detect that specific bacterium. This has been demonstrated
(Ref. 27) for salmonella paratyphi with specificity to other serogroups of salmonella and the detection limit
found was 1.7 X 10° cells/mL.Various kinds of species can be detected on the basis of the immobilized
biomolecule.

An affinity biosensor can behave like a nanomachine. This has been demonstrated with an ion channel
biosensor. Here a gramicidin ion channel has been used as a sensor and the transduction is achieved by
measuring the conductivity (Ref. 28). Gramicidin is an example of a channel found in cell walls. It is an
unusual peptide, having alternating D and L amino acids. In lipid bilayer membranes, as in the case of a cell
wall, gramicidin dimerizes and folds as a right handed B helix. The dimer just spans the bilayer. In the
mechanism of ion transport through membranes, it has been found that the ion transport rate depends on
gramicidin because the gramicidin channel functions when the proteins reversibly dimerize on the
membrane, thereby opening up a channel. This is illustrated in Fig. 5.16.

Proposed mechanism
of gramicidin gating

<— g — >
Membrane
<— g —>

Open Closed

Fig. 5.16: Mechanism of opening and closing of ion channels by gramicidin. Gramicidin (shaded) moves on
the membrane and locking of two units opens the ion channel.

In the sensor, the gramicidin (IG) is thiolated and immobilized on the surface. It is separated with
thiols which act as spacers (ST). A lipid bilayer is anchored onto the SAM through tethered lipids (TL),
which penetrate into the lower half of the bilayer. The upper half of the bilayer has mobile gramicidines
(MG) with pendent biotin groups. Membrane spanning lipids (MSL) are also anchored to biotin groups.
Antibody fragments (Fab) are linked to MG and MSL units through streptavidin (S) using biotin. In the
open state, the MG units are mobile and as a result, MG and IG get linked, thereby opening up the ion
channel. This leads to a large increase in conductivity. When analyte molecules (A) are present, MG cannot
diffuse freely, as these molecules are locked in position. Depending on the antibody fragments used, this
sensor can work for different analytes. Its use has been demonstrated in the case of hormones, bacteria and
certain sequences of DNA (Ref. 29). The working principle of the sensor is illustrated in Fig. 5.17.
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Fig. 5.17: Schematic illustration of the ion channel based bio sensor (Ref. 28). When MG and IG coincide, a

— large increase in ionic conductivity is observed as gramicidin ion channel opens up (a). When the
analyte blocks the antibody fragments, the movement of gramacidins become impossible, reducing
the ionic conductivity (b). Adapted from Ref. 28. Copyright Nature.
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5.7.3 Chemical Sensors

Depending on the kind of recognition element, a sensor may be biochemical or chemical. In the chemical
category, the recognition element is non-biological in origin and is synthesized in the laboratory.
There are several chemical sensors which use SAMs and utilize a variety of properties. Electrochemical,
capacitance, plasmon resonance and mass are the most common properties utilized for transduction of the
recognition event.

One of the most common sensing events is the quantitative detection of transition metal ions, especially
in presence of other ions. The detection of Cu(Il) in presence of Fe(III) is an example. The four-coordination
preference of Cu®" can be provided by attaching a tetradentate ligand and the other end of the molecule
can be anchored onto the gold surface. The sensor sites can be kept separated by preparing a mixed SAM.
The presence of other ions does not influence the detection as they do not get attached to the electrode
surface. A variety of ligands and metal ions can be used to implement this approach.

Molecular imprinting is another approach that has been developed for sensing. Here the shape of a
molecule is imprinted on the monolayer surface and when the location is occupied by the analyte molecule,
it is recognized as a sensing event. In one of the approaches demonstrated, a mould for the analyte
barbituric acid, in the form of thiobarbituric acid, is made to bind the surface. The shape is imprinted on
the surface by co-adsorbing another monolayer forming thiols. When the analyte molecule is exposed to
the surface, it can bind to the cavities imprinted on the surface. This binding event changes the capacitance
of the surface. Several molecules such as cholesterol, barburates, quinines, etc. have been detected in this
way (Ref. 30).

5.74 pH Sensing is lon Sensing

SAMs have been used for pH sensing by several investigators. The general approach is to have two
electroactive species on the monolayer surface. While one is pH-sensitive, the other is insensitive and acts
as a reference. This is seen in the case of quinine and ferrocene, both of which are immobilized on the
monolayer surface. While in the first, the oxidation and reduction shift linearly with pH, the second does
not show any response to pH. It is also possible to make the pH-independent electrochemistry of ferrocene
pH-dependent by having a bifunctional molecule. In one of the approaches used, a ferrocene carboxylic
acid is linked to the surface through a —S linkage. The oxidized state of ferrocene is stabilized by the
deprotonation of the carboxylic acid group, which makes the redox chemistry of ferrocene pH-dependent.

5.7.5 Corrosion Prevention

When used as coatings, SAMs offer corrosion resistance. In this regard, several monolayers have been
made on surfaces such as Au, Cu, Fe, etc. The chain length of the molecule has to be long enough to offer
effective protection. The monolayer coating is inadequate in offering complete protection against ion
penetration. The permeability of ions through the assembly poses a serious problem, thereby necessitating
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an additional coating on the monolayer. An approach that has been tried to resolve this problem is to make
a siloxane polymer of the SAM.

5.7.6 Other Areas

Self-assembled monolayers on a gold surface constitute an ideal system for practising fundamental studies
related to the electron transfer process. The electrode surface used for this purpose is modified with
electoactive monolayers through self-assembly. The attachment of thiols with the active terminal group
allows further derivatization through classical organic reactions. In one attempt, cycloaddition was also
used to derivatize a surface modified with thiol containing azide at the termini (Fig. 5.18).
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Fig. 5.18: Electrode surface before and after cycloaddition. Reprinted with permission from Collman, et al.
(Ref 31). Copyright (2004) American Chemical Society.

Chemical force microscopy (CFM) combined with chiral discrimination by a molecule can be used
to distinguish different chiral forms of the same molecule. In this technique, an AFM tip is functionalized
with a chiral molecule. This chiral probe is then used to discriminate between the two chiral forms of the
same molecule on a surface. The gold-coated AFM tip is functionalized with a chiral probe by using
acylated phenyl glycine modified with alkanethiol. The changes in the friction or adhesion forces are used
to distinguish between the two enantiomers of mandelic acid.

5.7.7 Wetting Control

The wetting properties of a surface can be modified, to a great extent, by coating it with a monolayer of
molecules. This is one of the important applications of SAMs. A low coverage surface is made intentionally
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by the self-assembly of alkanethiol with a bulky end group on an Au(111) surface. The end group is then
hydrolyzed to form a carboxy terminated monolayer with low surface coverage. The carboxylate groups
generated by the hydrolysis can be attracted to the gold surface by applying an electric field. Thus the
surface can now be made hydrophilic or hydrophobic by changing the electrochemical potential. The
working of the sensor is schematically shown in Fig. 5.19 (Plate 4).

5.7.8 Molecular Electronics

SAMs are also used to make electrical contacts. By using a self-assembled monolayer of dithiol on gold,
one can make a surface with pendent thiol groups and can also attach a gold nanoparticle. This attachment
with a covalent linkage showed four orders of magnitude higher current than when the nanoparticle was
physisorbed on the SAM surface at the same tip bias voltage. This showed that monolayer-based electrical
contacts are feasible. In various studies, different kinds of interactions such as van der Waals, hydrogen
bonding and covalent interactions have been made between monolayers attached to metallic surfaces such
as gold and mercury. These studies have shown that the electron transfer rates increased in the order, van
der Waals > hydrogen bonding < covalent.

In all these experiments, it is necessary to make a contact. This is done through monolayers. The
experimental protocol is illustrated in Fig. 5.20. In the experiment, a nanoparticle solution is exposed to
a monolayer making nanoparticles sit on the monolayer. The current flowing between the tip and the
surface is measured at a bias voltage.

Conducting AFM

Current meter
Nanoparticle

_— R —

Surface

Fig. 5.20: Experimental approach for making electrical contact to a nanoparticle.

5.79 Templates

SAMS are excellent templates on which nanofabrication can be done. A given structure can be produced
on the surface by using a number of methodologies.Various nanoscopic objects can be used for producing
a structure. Several of these objects are detailed below.
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/Vallopamb/es Monolayer-protected nanoparticles (see Chapter 8) are new kinds of materials. In this
class of systems, monolayers are grown on the surface of nanoparticles of metals, semiconductors and
insulators. The monolayer protection allows the nanoparticle to preserve its size and shape. Through a
judicious choice of the functionality on the nanoparticle surface, one can bind the material on to an SAM
in a well-defined fashion. The nanoparticle surface can be coated with various molecules having additional
properties. The chemistry discussed on the planar monolayer surface can be eminently done on the
nanoparticle surface as well. One of the important aspects in the use of nanoparticles is that with monolayer
functionalization, nanoparticles can be incorporated in any matrix such as polymers. It is also possible to
attach nanoparticles on solid surfaces through a monolayer anchor. This allows one to produce device
structures with nanoparticles.

Nanotubes By functionalizing carbon nanotubes, one can attach them to SAMs through specific chemistry.
This facilitates the arrangement of aligned nanotubes on monolayer surfaces. In this way, nanotubes can be
made available on stable supports. They can be used as devices for applications such as field emission.

(n }’Sfﬂ/ Growth  As mentioned earlier, SAMs can nucleate crystal growth and such low temperature
chemical routes are important for making ultra-thin layers of materials. By creating a functional molecular
surface at specific locations, it is possible to grow another material at these locations. Several examples of
these are known. The formation of tetragonal zirconia on SAMs has been reported (Ref. 33). In Fig. 5.21
a SEM image of ZrO, crystals grown on a SAM is shown. The crystals are highly faceted, and signify one
of the very early examples of low temperature growth of ordered materials. The SAMs act as templates on
which initial nucleation occurs. There are also examples of this kind of assisted growth on metal nanoparticles,
wherein a ZrO, shell is grown on silver nanoparticles by solution chemistry (Ref. 34).

Fig. 5.21: Scanning electron micrograph of tetragonal ZrO, grown on self-assembled monolayers. From
Bandyopadhyay, et al. (Ref. 33). Used with permission from the author.
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By patterning an SAM with mercaptohexanoic acid (MHA) and the balance with mercaptohexanol
(MCH) it has been shown that calcite crystals are grown selectively at locations of MHA instead of MCH
(Ref. 35). Several other materials have also been grown in this way.

P 01}’1]16’1'5 One can build polymers on an organized structure. The variety in polymeric structures is
diverse so that almost anything can be grown on a SAM surface through an appropriate choice of precursors.

€0IIlp/€X Molecules  One can also think of placing biological molecules at specific locations just as in
materials chemistry. The most common biomaterials are proteins and placing them on metal surfaces is
important. However, proteins placed directly on surfaces get denatured, which is why placing them on
SAMs is a feasible alternative. The problem, however, is that SAMs have a non-specific affinity for proteins,
which needs to be controlled. Ethylene glycol units on the surface prevent non-specific protein adsorption
and SAMs with 4 to 7 poly(ethyleneglycol) units are used for this purpose. Specific thiolated monolayers
can be grown on surfaces and the protein can have a biorecognition function. Such an approach can be
used to adhere cells onto monolayers. This is mediated by proteins of the extracellular matrix (ECM) such
as fibronectin and collagen. These proteins can be anchored to surfaces by using patterned monolayers. All
the unpatterned region of the SAM is covered with poly(ethylenegycol) monolayer so that no protein
adsorption occurs. Cells can then be attached to the protein modified sites. The size of the islands affects
the cell growth. This kind of capability, along with the spatial control that is possible in monolayer growth,
will make it possible to have lab on a chip.

lz?}’ff-b}’-b]ﬂf-‘yfl'lldllft’ SAMs involve growing layers. If such monolayers can be grown one over the
other, step by step, microscopic thickness can be generated. For achieving this, it is important to have the
link the monolayers through covalent chemistry. In one such approach, a benzenedimethane thiol BDMT)

monolayer was linked to another thiol through the covalent chemistry of the pendent thiol group of the
BDMT monolayer (Ref. 36).

Review Questions

1. Why are these monolayers referred to as, ‘self-assembled’? Are there ‘force-assembled’ monolayers?

2. What are the various aspects which determine the stability of a monolayer?

bl

Why self assembled monolayers are ideal systems for probing fundamental phenomena? State a
few such phenomena not described here.

Why SAMs are difficult to study?
Propose a few other monolayer systems other than alkane thiols on gold.

How do we study the kinetics of self organization by experimental means?

N ook

Monolayers are crystalline assemblies. How does one study the changes in the crystalline order,
especially as a function of temperature?



8.
9.
10.

Suggest a few uses of monolayers not described in this chapter.
Are there day to day examples of monolayers?

Suggest a method to study the strength of single chemical bonds using monolayers.
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(AS PrASE CLUSTERS

Clusters belong to a new class of systems and are studied to understand several aspects related to the science of
nanomaterials. Nanoparticles are nucleated at the cluster stage and it is important to understand these systems in the
naked state using mass spectrometry in order to know the origin of molecular and electronic structure in bulk systems.
Almost everything forms clusters and the diversity in cluster systems is vast. The methods of preparation of clusters and
their diverse variety are discussed in this chapter. While exploring clusters, scientists have discovered new molecules such
as Cy,. The chemistry of clusters in the gas phase still constitutes an active area of investigation.

Learning Objectives

e Why do you study clusters?

e How do you make them and study them?

e What are the commonly found cluster types?

e What are the basic techniques of gas phase cluster spectroscopy?

o How can one understand the properties of clusters?

6.1 Introduction

Clusters belong to a new category of materials; in size they fall between bulk materials and their atomic
or molecular constituents. Sometimes they are considered to constitute a new form of matter, as their
properties are fundamentally different from those of discrete molecules and bulk solids. They are systems
of bound atoms or molecules, existing as an intermediate form of matter, with properties that lie between
those of atoms (or molecules) and bulk materials. Depending on the kind of constituent units, they are
called either atomic or molecular clusters. The term, ‘molecular clusters’ also implies clusters which behave
like super molecules. Clusters include species existing only in the gas phase or in the condensed phase or
in both. Clusters identified first in the gas phase have been synthesized later in the condensed phase and
vice versa. They can have a net charge (ionic clusters) or no charge (neutral clusters) at all. The finite
aggregates of atoms or molecules constituting clusters are bound by forces which may be metallic, covalent,

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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ionic, hydrogen bonded or van der Waals in character and can contain up to a few thousand atoms (called
the nuclearity of the cluster). As a result, they have regular shapes (such as icosahedra). However, they also
exist in a spherical shape. Usually, one can distinguish between different types of clusters by the nature of
the forces between the atoms, or by the principles of spatial organization within the clusters. Clusters
containing a well-defined number of transition metal atoms have unique chemical, electronic and magnetic
properties, which vary dramatically with the number of constituent atoms, the type of element and the
charge on the cluster. Clusters differ from bulk materials in terms of the presence of a magic number of
atoms or molecules they contain. Magic numbers signify electronic and structural stability. Although this
chapter is written from the perspective of gas phase spectroscopy, the reader may note that clusters are also
made in the condensed phase. Examples of such clusters include molecules containing metal clusters
within, with various kinds of protecting ligands, which are being investigated in several labs including
ours. These studies are even more exciting now as such clusters containing a few atoms of noble metals,
such as Au,, for example, can be made in the laboratory as a bulk powder, stored and investigated over
long periods. In essence, they are similar to many laboratory chemicals.

As shown in Fig. 6.1 clusters can be depicted as a state between isolated atoms or bulk solid. What is
also implied is that it is possible to get them from either side, from atoms or molecules or from both.

Atomic clusters

Atoms

-

Molecules Clusters
./‘ .
L, v

Molecular clusters

Bulk

Fig. 6.1: Schematic representation of cluster placed in between atom, molecule and bulk material. From left to
~ right the dimension of the constituent matter increases. Clusters can be produced from atomic or
molecular constituents or from the bulk material. The variously colored balls are all different kinds of
atoms. In relation to the dimensions of atoms and the cluster shown, the material should be a thousand

times larger than the one depicted.

From a general perspective, there are two broad reasons why we investigate clusters. There are several
associated reasons as well. 1. As clusters bridge the gap between molecules and materials, the evolution in
properties of molecules as they become materials can be understood by investigating clusters. 2. Properties
such as chemical reactivity and catalysis depend strongly on specific geometry, electronic structure, etc., and
clusters help us to understand such fundamental phenomena. Such understanding can make large economic
impact, for example, in terms of making the most appropriate, greener, cleaner and economical catalyst.



One can distinguish the properties of atoms molecules of clusters as listed in Table 6.1.

Table 6.1: Difference between atom, molecule, clusters and bulk materials

Property Atom/Molecule Cluster Bulk material

o

Size of constituting entities Few Angstroms (A) Angstrom A) to Microns to higher
nanometer (nm)

Number of constituents (1) 1 for atom, many 2 to several thousands Infinite
for molecule

Electronic structure Confined (quantized) Confined (quantized) Continuous

Geometric structure Well-defined and Well-defined and Crystal structure
predictable predictable decides

Example Na/NaCl/CH, Cyp» (NaCl), Bulk gold, silver

6.2 History of Cluster Science

The importance of clusters was first proposed by the Irish-born chemist Robert Boyle in his book, The
Sceptical Chymist published in 1661 (Ref. 1). In it Boyle was critical of Aristotle’s four element theory of
matter and proposed that it exists in the form of ‘corpuscles’. He thought about it, “minute masses or
clusters that were not easily dissipable into such particles that composed them.”‘Clusters’ for him were not
collections of atoms or molecules as both were unknown then.

During the last several decades, cluster science has grown to become a field of interdisciplinary study.
Improvement in experimental techniques such as mass spectrometry and advancement in computational
power (and methods) have increased the interest in cluster science. After the discovery of buckminsterfullerene,
Cy, the field of cluster science witnessed an enormous growth. The use of clusters goes back to several
centuries. Examples of application include photography (AgBr clusters in films) and glass works (for
staining); see Chapter 1 for more details. There are several eastern societies which used small particles in
medicines. Rayleigh recognized that colors of stained glasses are due to the scattering of light by small
metal particles, clusters of atoms embedded in the glass.

6.3 Cluster Formation

In any material, there are atoms on the surface. But the number of surface atoms is very small in comparison
to the bulk. If one takes a one cm® metal block, there are about 2 X 10* atoms in it, assuming a radius of
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1 A for the atom. On the surface of this cube, there are only about 1.5 X 10'® atoms. The fraction of
surface atoms is one in a million and therefore they do not make measurable influence in the properties
investigated. However, in the case of a cluster, this fraction can be of the order of one and that makes
significant difference in the properties. Assuming a spherical cluster, the fraction of surface atoms is (number
of atoms on the surface/total number of atoms), F = 4/ nm, where n 1s the total number of atoms. One can
see that, F= 0.3 for n = 1,000, F = 0.2 for n = 10,000 and F = 0.04 for n = 1,000,000. The surface atoms
are unsatisfied in their valencies and they are extremely reactive due to this reason. Therefore, many of the
clusters cannot be kept in the free state. They have to be made in-situ, in experimental apparatus where the
properties are investigated. Therefore, almost all the studies are conducted in vacuum or in presence of
rare gases.

Gas phase clusters are generated in cluster sources. There are many kinds of cluster sources. Some of

them are listed below.

m Laser vaporization-flow condensation source

m Pulsed arc cluster ion source

m Laser ablation cluster source

m Supersonic (free jet) nozzle source

m Knudsen cell (effusive source)

= Jon sputtering source

m Magnetron sputtering source

m Gas aggregation/Smoke source

m Liquid metal ion source

Some of the more common methods are described below. Additional reading material listed at the
end of the chapter may be consulted for more details.

6.3.1 Laser Vaporization

The laser vaporization source is a pulsed cluster source which is used to produce small- and medium-
sized clusters. The resultant cluster may be formed from any element or compound. This method typically
combines laser ablation and supersonic jet expansion. In the laser vaporization source, vapor is generated
by pulsed laser ablation of a rod of the starting material. An intense pulsed Ul laser is used here (typically
third or fourth harmonic of Nd: YAG). Each 10 ns pulse vaporizes 10'*~10" atoms per mm?” of the target.
Since the use of lasers for cluster generation also leads to ionization, this source also generates neutral,
cationic and anionic clusters which can be investigated directly by mass spectrometry, without post-
ionization. In fact what is produced by laser evaporation is a plasma. Pulsing helps in (1) to get an intense
light capable of evaporation of materials directly breaking their bonds in the lattice, (2) produces a pulse
of clusters suitable for time of flight analysis and (3) pulsed laser firing and subsequent expansion of the
evaporated plasma into vacuum is generally done in presence of a carrier gas, which is also pulsed, reducing
the pumping requirements.



6.3.2 Pulsed Arc Cluster Ion Source

Pulsed arc cluster ion sources (PACIS) are related to laser vaporization sources. Instead of the laser here
the cluster precursor is vaporized by an intense electrical discharge. Cluster beams generated in this way
are significantly more intense in comparison to laser vaporization. Nearly 10 per cent of the clusters
formed by using this technique are charged and again, post ionization is not necessary for mass analysis.

6.3.3 Supersonic (Free Jet) Nozzle Sources

Supersonic nozzle sources are of two main types, unseeded and seeded. In the first type, clusters of
inert gases, molecules and low boiling metals (e.g. Hg) are formed. In the other type, the metal is
vaporized (with a vapor pressure of 10—100 mbar) in an oven and the vapor is mixed with (seeded) an
inert carrier gas at a pressure of several atmospheres (10°~10° pa) at a temperature of 77-1500 K. The
metal/carrier gas mixture is then expanded through a nozzle (with diameter of 0.03—0.1 mm) into high
vacuum (107'=107 Pa), which creates a supersonic beam. Nozzles with rectangular opening have been
used to generate two-dimensional cluster beams (normally they have a disk-like cross section), which are
necessary for certain studies. The cluster growth stops at least immediately after the nozzle exit, when the
vapor density reduces drastically. Such sources produce intense continuous cluster beams of narrow energy
spread, suitable for high resolution spectroscopy. Seeding produces large clusters while in the absence of a
carrier gas, smaller clusters (> 10 atoms) are formed. Intensity of the beam and the smaller energy spread
are the significant aspects of this kind of sources.

6.3.4 Gas-Aggregation or Smoke Sources

The source utilizes the property of aggregation of atoms in inert media. The vapors generated by one of
the several means are introduced into a cold inert gas at a high pressure of the order of 1 torr. The species,
originally at a high temperature, are thermalized. The gas phase is supersaturated with the species and they
aggregate. These sources produce continuous beams of clusters of low-to-medium boiling (< 2000 K)
metals. By controlling the kinetics of quenching and aggregation, various cluster sizes can be produced.

6.3.5 Knudsen Cell

The Knudsen cell produces a continuous, low flux beam of clusters. The velocity of the species is low
(subsonic). In the cell having a small aperture, a volatile solid or liquid is heated; the cell itself is held in a
vacuum vessel. In design, this is similar to a smoke source. At the low vapor pressures produced, their mean
free path is greater than the collision diameter of the aperture, as a result of which there are very few
collisions before particles leave the cell. The energy resolution of the cluster beam formed in the effusive
sources is poor. The angular spread is also larger. In these sources, as the aperture is small, the solid-gas
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mixture is nearly at equilibrium.The cluster intensity (I) falls exponentially with an increase in the cluster
nuclearity (N) according to the equation, I(N) = ae "N, where a and b are parameters. The intensities in a
smaller window of masses are related to the stability of the clusters. For example, in antimony, Sb, dominates

than Sb; or Sbs.

6.3.6 Liquid Metal lon Source

These sources are primarily used to produce clusters of multiple charges, with low-melting metals. A
needle held above the melting point of the metal to be studied. The tip of it is wetted with the metal and
it is held at a potential. Very high electric fields at the tip of the needle (due to smaller dimension) cause
the emission of a spray of tiny droplets from it. Similar sources are used as ion sources (Chapter 2). Hot,
multiply charged droplets undergo evaporative cooling and fission to smaller sizes. Fission occurs as Coulomb
repulsion between the charges become larger than the binding energy of the drop itself.

In addition to the above sources sputter sources are used in which a high energy ion beam is used to
sputter atoms, ions and clusters from a surface. A schematic illustration of various cluster sources is given
in Fig. 6.2.

6.4 Cluster Growth

Cluster growth occurs in two stages.

Nucleation The nucleation can be homogeneous or heterogeneous. Heterogeneous implies the nucleation

occurs on foreign objects, dust particles, etc. In it, collision between like or unlike atoms occurs such that
the thermal energy is lower than the binding energy of the species formed. Dimer formation occurs when
the third body involved in the collision removes the excess internal energy as kinetic energy.

A+A+AKE) - A, + A (KE, > KE,)), like molecules
A+ A+ B(KE,) » A, + B(KE, > KE,), un-like molecules

The dimer acts as a seed for further condensation and additional growth occurs.

Growth  1nitial growth occurs by the aggregation of atoms or molecules one at a time. Coalescence of
clusters results in the formation of larger clusters.

Ayt A - Ay

AytAy, —> A

N+M
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6.5 Detection and Analysis of Gas Phase Clusters

The formed clusters can exist as neutrals or ions (both positively and negatively charged). Various mass
spectrometers are used to detect the ionic clusters. The clusters which exist in solid or in liquid state can
be analyzed by several spectroscopic, microscopic or diffraction techniques. Here we will discuss the mass
spectrometric studies on clusters, because we are focusing only on gas phase clusters.

Mass spectrometers are unique devices used to study the exact constitution of the clusters which exist
in the gas phase. From the mass we can easily calculate the empirical formula of the cluster. Wien filter,
time of flight (TOF), quadrupole mass filter (QMF), and ion cyclotron resonance (ICR) are the normal
kinds of mass spectrometric techniques used to study clusters (although magnetic sector instruments can
also be used). These techniques are briefly discussed below.

6.5.1 Wien Filter

This is a low resolution (Am/m ~ 10_2), low mass range (less than m/z 1500) instrument. Here mass
separation is accomplished using crossed homogeneous electric (E) and magnetic (B) fields, perpendicular
to the ionized clusters beam, which travels along the axis of the filter (Fig. 6.3(a)). The net force acting on
a charged cluster with mass M, charge Q, and velocity v vanishes if E = Bv.These cluster ions are accelerated
by a voltage I, so that they have energy Q17 (where Q is the charge). In the filter, clusters with M/ Q =217/
(E/B)* are undeflected, while others with different M/ Z undergo deflection and are lost (Ref. 2). The
undeflected cluster ions are selected and detected, after a slit. As can be seen, the mass resolution of a Wien
filter depends on the velocity spread of cluster ions, the strength of the fields, and the slit width. In order
to obtain high resolution, narrow slits and strong fields are required as also large acceleration potentials,
which reduces the initial velocity spread.

Detector

Resonant ion

=)

Source

(b)

Fig. 6.3: Schematic of (a) Wien filter and (b) quadrupole mass analyzer. lons of one kind only pass through for
a given condition.



6.5.2 Quadrupole Mass Filter (QMF)

The QMEF is the most widely used type of mass spectrometers today because of its ease of use, compactness
and low cost. The principle of QMEF is based on the achievement of a stable trajectory for specific ions in
a hyperbolic electrostatic field. For easiness of manufacture, cylindrical rods are often used (See Fig. 6.3(b)).
An idealized QMF consists of four parallel hyperbolic rods, such filters are also available. To a pair of
diagonally opposite rods, a potential consisting of a dc voltage and a superimposed #f voltage is applied. To
the other pair of rods, a superimposed dc of opposite polarity and an #f voltage of 180° phase shift is
applied. The potential @, applied to opposite pairs of rods is given by:

t¢, =U + 1V cos ot

where Uis a dc voltage and 1 cos @, the time-dependent #f voltage in which Vis the rfamplitude and @,
the 1f frequency. At given values of U, IV and ®, only certain ions can have stable trajectories so as to pass
through and reach the detector. The various m/z values, capable of passing through the mass filter, are
decided by the ratio, U/ V. All the other ions will have unstable trajectories (i.e., they will have large
amplitudes in x- or y-direction) and will be lost. The ion trajectory is decided by the Mathieu equations,
from which Mathieu parameters a,, and g, can de determined.

a, =a, =—a, =4zU/mw zruz 9, =49, =—4q, = 2zV/ma)2ru2

u X

where m/z is the mass-to-charge ratio of the ion and r, half the distance between two opposite rods. Mass
scanning on a QMF means changing U and IV at a constant ratio, a/q = 2U/V, while keeping the #f
frequency, @ fixed.The resolving power of a QMF depends on the number of cycles experienced by an
ion within the rf field (during its flight), which, in turn, depends on the ion velocity. Thus, the resolution
will increase with an increase in mass, as ions of higher mass move with lower velocity. However, ion
transmission will decrease due to the longer time the higher mass ions spend in the quadrupole. Resolution
will decrease when ion is accelerated to a higher potential. The advantages of a QMF are its good transmission,
high scan speed, and wide acceptance angle to facilitate high sensitivity. Due to these, it is coupled to
several instruments such as gas chromatographs.

6.5.3 Time of Flight (TOF) Mass Filter

TOF has emerged as an efficient mass analyzer. There is no mass limit in this instrument. The TOF of an
ion is related to its mass. A set of ions differing in mass, if accelerated through a given extraction voltage,
will have varying flight times (Fig. 6.4(a)). Through the use of fast electronic circuits and by the incorporation
of a reflection electric region (called reflectron) high mass resolution is possible. TOF can be used to study
the dissociation of metastable clusters. A reflectron can also be used to investigate dissociation in the field-
free region so that slower processes exhibited by the ion may be observed. This kind of dissociation in the
field-free region is called, ‘Post Source Dissociation’ (PSD). Here ions are accelerated in an appropriate
electric field of the order of kilovolts, and then the ions enter into the field-free region. These ions get
fragmented in the reflectron region. The parent species with greater kinetic energy have a longer path
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length than that of daughter ions (Fig. 6.4(b)). By subjecting the ions to different potentials, different
fragments may be observed. Finally all the daughter peaks in various regions have to be combined to get
the fragmentation pattern of particular clusters. Recently, many clusters and their fragments have been
studied by the TOF method. This method of fragmentation is applied for the sequencing of DNA, proteins
and larger peptides. Nowadays, with the advancement in electronics, the TOF has an arrangement called
the Nielsen-Bradbury gate (Ref. 3). It can act as a gate which allows only a particular mass into the
detector region. This can be used to study the particular clusters in the presence of many other clusters
from the same source. In Fig. 6.4(b) we present a pictorial representation of the fragmentation which
occurred in the reflectron region. The molecular ion peak MH" gets reflected and focused correctly
towards the detector in the reflector region.

Possible fragmentation channels are,
MH" — AH" + B
MH" — A+ BH'

The fragments BH' and AH" are poorly focused. This happens while we apply the same potential to
both the accelerating plate as well as the reflectron (what is called the mirror ratio of 1). If we change the
potential in the reflectron, leaving the accelerating voltage as such, we can focus the daughter ions, instead
of the parent ions, towards the detector. So by collecting various daughter ions this way, we can easily
study the fragments formed from the parent ion. Combining all the daughter ion spectra we can get a
complete picture of the fragmentation of the parent ion.

lon source mll ;7 AHT
Analyzer Detector et T -

- MH+
> T

J —— MH" (1000) Correctly focused
L AHT (700) Poorly focused
---- BH" (300) Poorly focused

(a) (b)

(<]
[ ]

e ———

Fig. 6.4: (a) Linear TOF mass analyzer and (b) PSD mode analysis of fragments formed in the reflectron region
of TOF. Masses of the ions analyzed and their trajectories are shown.

6.5.4 lon Cyclotron Resonance

Ion cyclotron resonance (ICR) is a unique technique wherein we can, in principle, perform all the mass
spectrometric studies in a single cell. They include, mass analysis, ion selection, ion interaction and product
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ion mass analysis. All these are possible by a sequence of pulses which are used to initiate the various
events. lons are trapped in the cell by a combination of a static quadrupole electric field and a highly
uniform magnetic field for strength, B. Due to the magnetic field, ions move at the cyclotron frequency.
The equations of interest are,

F = zv X B (X refers to a cross product)
w, = 2B/27m,
m/z = B/21w,

where F is the Lorentz Force felt by the ion when entering the magnetic field, v is the incident velocity
of the ion, w, is the induced cyclotron frequency, m is the mass of the ion and z is its charge. A measurement
of cyclotron frequency can be used to determine the mass-to-charge ratio (m/z) of the ions. In the ICR
instrument, the cyclotron resonance frequencies are measured by exciting the ion cloud with an electrical
pulse, applied on the excitation plates (Fig. 6.5). A sensitive parallel plate capacitor then picks up the
electric signal from trapped ions. This signal is accumulated and then Fourier transformed. An analysis of
the frequency components and their amplitudes help determine the masses and relative abundances of the
ions. Unlike the other techniques, the ions are detected non-destructively which facilitate a repetitive
mass analysis of the same collection of charged entities. Methods by which ions can be trapped and
collided with molecules for fragmentation or reaction are also used. By combining various pulse sequences,
it is possible to trap specific ions and study their chemistry. Due to the superior resolution and possibility
of combining with cluster sources, and extreme sensitivity, FI-ICR is the ideal technique for cluster mass
spectroscopy. However, it is highly expensive.

Excitation
plates 1 |nduced alternating current

Detector plates

lons

Trapping plates

[y B Ny B
Endnend PR il ]

Convoluted Deconvoluted Mass
frequency frequency spectrum
spectrum spectrum

Magnetic field B

[RF}
Excitation of one frequency (RF) excites one m/z

Fig. 6.5: A schematic of FT-ICR-MS showing the ion trapping, detection and signal generation.

6.6 Types of Clusters

Most of the elements in the periodic table form clusters. Alkali metal, coinage metal and rare gas clusters
are more thoroughly investigated. Clusters can be classified according to both the type atoms of which
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they are made and the nature of the bonding in these clusters. We can classify the clusters by their
composition; for example, if the clusters are formed from metallic elements they are called metallic clusters.
A summary of the various cluster types and properties are given in Table 6.2.

Table 6.2: Various cluster types and their properties

Type Examples Nature of binding Binding energy/mole

Ionic clusters (NaCl),, (Csl), Ionic bonds ~ 50-100 kcal
(Strong binding)

Covalent clusters Ceo. Si,, Covalent bonding ~ 20-100 kcal
(Strong binding)

Metal clusters Au ,Na ,Ag , ... Metallic bond ~ 10-50 kcal
(Moderate to strong binding)

Molecular clusters (H,0), Molecular interactions, < 10 keal
hydrogen bonding,
van der Waals, etc.

van der Waals clusters Ar,Xe,, ... Polarization eftects < 5 keal
(Weak binding)

These are explained in greater detail below.

6.6.1 Metal Clusters

Metal clusters are formed from alkali metals, alkaline earth metals and transition metals. Metal clusters
may be formed from single metallic element or from more than one metal, giving rise to intermetallic or
nanoalloy clusters. Some of the metal clusters are discussed below.

Neutral sodium clusters are produced in a gas aggregation source. Metallic sodium is heated in an
oven to a temperature of about 400°C.The hot sodium vapor (partial pressure ~ 0.1 mbar) expands into
a low vacuum He-atmosphere (several mbar, T ~ 77 K) where it condenses due to super-saturation.
Clusters are formed and they are directed into a differentially pumped section followed by an interaction
region, with additional differential pumping. The cluster velocity is related to the source conditions and
ranges from 200 to 400 m/s. A typical mass spectrum of Na_ is shown in Fig. 6.6(a) (Ref. 4). As can be
seen, clusters up to about 150 atoms are seen.

Various kinds of metal clusters such as silver, aluminum, copper and nickel are known. Recently
such clusters are made from molecular precursors. High aggregation of silver clusters from silver
trifluoroacetate can be achieved in matrix assisted laser desorption ionization (MALDI) conditions using
2-(4-hydroxyphenylazo) benzoic acid (HABA) as the matrix. MALDI-TOF mass spectrum of silver cluster
is shown in Fig. 6.6(b) (Ref. 5). The clusters formed can also be nanoalloys.
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Fig. 6.6: (a) Mass spectrum of sodium clusters, N = 4-75. Inset shows N = 75-100 region. (b) MALDI spectrum
— Oofsilverclusters produced from silver trifluoroacetate. Reprinted with permission from, (a) W.D. Knight,
K. Clemenger, W.A. de Heer, W.A. Saunders, M.Y. Chou, and M.L. Cohen. (1984) Phys. Rev. Lett.
52, 2141. (b) S. Kéki, L. Szilagyi, J. Torok, G. Deak, and M. Zsuga. (2003) J. Phys. Chem. B, 107,
4818. Copyright (1984 and 2003) by the American Physical Society and American Chemical Society,

respectively.

6.6.2 Semiconductor Clusters

Semiconductor clusters are generated from elements which are semiconductors in nature such as silicon,
carbon and germanium. The discovery of the fullerene, Cy a carbon cluster, stimulated researchers to
explore the possibility of a number of semiconductor clusters. Carbon has the tendency to form a greater
variety of clusters as compared to other elements. The bonding in these clusters is covalent in nature. The
earlier carbon clusters were produced by using an electric discharge between graphite electrodes. The
generated carbon clusters were detected by mass spectrometers (Ref. 6). Cy, was discovered in such
experiments in an FT-ICR, with laser desorption ionization. Fullerenes, discovered in the gas phase were
later made in the condensed phase. This subject is discussed in greater detail in Chapter 3.

Next to carbon, silicon clusters have been studied widely. The first reported silicon clusters were
generated by laser flash evaporation, quenched in a carrier gas and then cooled by supersonic expansion.
Photofragmentation studies on mass selected silicon clusters were conducted.The reactivity of mass selected
silicon clusters has been studied widely by using ion trap mass analyzers (Ref. 7).

Apart from carbon and silicon, other semiconductor elements such as germanium also form clusters.
Both silicon and germanium also form nanoparticles, which are interesting today in view of their
luminescence which can be tuned across a large window of wavelength. These are, however, investigated
in the condensed phase.
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Fig. 6.7: (a) Photoionization (PI)-TOF mass spectrum of carbon clusters. (b) Mass spectrum of silicon clusters.

— Reused with permission from, (a) E.A. Rohlfing, D.M. Cox, A. Kaldor. (1984) J. Chem. Phys., 81,
3322. Copyright 1984, American Institute of Physics. (b) S. Maruyama., M. Kohno, and S. Inoue.
(1999) Thermal Science & Engineering, 7, 69.

Apart from the bare metal clusters, metal oxides (e.g. MoO;, WO,,V,O, FeO, LiO, MgO, PuO), metal
chalcogenides (e.g. MoS,,WS,, TeS, FeS, ZnS, MoTe, Nb,S,,VS,) and metal halides (e.g. NiClZE NaCl), are
also known to produce clusters. The structural changeover from cyclic structure to the cage structure of
MoOj clusters in gas phase has been reported recently (Ref. 8). A recent report shows the formation of
magic number closed-cage clusters, from inorganic materials such as MoS, and WS, (Ref. 9). These
negatively charged clusters, with the formula Mo ,S,;, are likely to be inorganic fullerenes with a cavity
inside and may be formed by the curling of nanoflakes of MoS,.

6.6.3 Metcars

These are closed-cage clusters made of metals and carbon.Various such clusters, such as Mo-C, Ti-C, Hf-
C,V-C, Cr-C, etc. are known. Metcars were discovered by Castleman, ef al. (Ref. 10) by laser vaporization
of titanium metal in the presence of methane gas. The first cluster discovered had a stoichiometry, Ti,C,,.
This discovery has led a number of researchers to investigate analogues clusters. These clusters are called as
‘metallocarbohedrenes’ or met-cars. Photodissociation mass spectra of met-car ions show fragment ions
with the loss of metal atoms. The chemical reactivity of met-car ions was found to be very high towards
polar molecules like H,O, NH,, CH,OH, etc. Several studies have been done on metcars, and the field has
been reviewed recently (Ref. 11). Although the material is yet not synthesized in the laboratory as a bulk
powder, the structure of the molecule is fairly well understood. This has a closed-cage as shown in Fig. 6.9
(Ref. 12).



Nano: The Essentials

T 100' (b)
2 504
60k - <
g oA
— 8
— |
- 2 20k (@)
> c
3 (V]
8 40k~ £ 10k-
>
Z 0
2 2000 2050 2100
2 m/z
_ Mo13S5
Mo13S25 13528
J“-I 1
1500 2250 3000

2

Fig. 6.8: (1) Laser desorption ionization (LDI) mass spectrum of MoS, in the negative mode showing magic
closed cage clusters. Inset: Experimental spectrum (a) shows the expected isotope distribution for
Mo,,S,. (b). (2) Atomic structure of the Mo,.S,. cluster. A cloud in the center clearly showing the

13725

13725

void space enclosed inside the cage-like structure of the Mo, .S, cluster. From the author’s work,

13725
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Fig. 6.9: Optimized tetrahedral structure of the Ti

,C,, metcar. Titanium atoms are shown as dark and carbon

atoms as light spheres. From Joswig, et al. (Ref. 12). Reproduced by permission of the PCCP Owner

Societies.
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6.6.4 Rare Gas or Noble Gas Clusters and Magic Numbers

Rare gas clusters are the earliest clusters detected in molecular beam experiments. Detailed studies were
carried out on these clusters as they were easy to make and their physical properties facilitated easy
investigation. These rare gas elements have fully filled electronic configuration, as a result of which they
are inert. Fig. 6.10 shows the mass spectra of positively charged Ar, Kr and Xe clusters (Ref. 13).
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Fig. 6.10: Mass spectra of positively charged Ar, Kr, Xe clusters. Reused with permission from, W. Miehle,
O. Kandler, T. Leisner, and O. Echt. (1989) J. Chem. Phys., 91, 5940. Copyright 1989, American
Institute of Physics.

In the rare gas clusters spectrum, we see that a few cluster peaks have higher intensity than that of the
nearer clusters. The nuclearities corresponding to those intense peaks are termed as magic numbers. The
magic numbers in the mass spectra may arise due to the size-dependent binding energy of rare gas cations
and the fragmentation processes that occur after ionization. The electronic structure of neutral rare gas
clusters 1s different from that of the charged clusters. When we analyze the mass spectrum, the clusters
with numbers N = 13, 19, 25, 55, 71, 87 and 147 are found to have high intense peaks. These magic-
numbered clusters can be understood in terms of cluster structures consisting of polyhedral shells of atoms



around a central atom. For a geometric cluster composed of K icosahedral shells, the magic number of
atoms is given by,

K
N(K)=1+ Y (10K> +2)
K

=1

Or, upon expansion,

N(K) =1/3(10K” +15K> + 11K + 3)

This equation explains the intense peaks at N =13 (K= 1), N=55 (K= 2) and N = 147 (K = 3),
found in the mass spectrum (Fig. 6.10). The outer shells of these icosohedral clusters are known as Mackay
icosohedra. These magic numbers are consistent with calculations on neutral rare gas clusters, using model
interatomic potentials such as the Lennard-Jones potential, which predict a growth sequence based on
maximizing the number of nearest neighbour contacts, so as to maximize the total cluster geometry.

6.6.5 lonic Clusters

The term ‘ionic clusters’ signifies those clusters derived from ionic solids having large differences in
electronegativity, such as NaCl, CsCl, etc. lonic clusters may exist with positive or negative charge. Ionic
clusters can be generated by methods like heating or laser vaporization of ionic compounds in a stream of
cold inert gas. The studies on ionic clusters have made it possible to determine the size at which ionic
clusters begin to acquire the properties of solids. Figure 6.11 depicts an example of ionic clusters from
CsCl and Csl detected by mass spectrometry (Ref. 14). The size distribution is completely different in this
case. Clusters with larger intensities correspond to the formation of structures similar to bulk solids.

6.7 Properties of Clusters

All properties vary with size, as all of them are dependent on energy. The energy of the system is affected
by the fractional surface atoms and that makes properties change. It was proposed that the variation of
physical and chemical properties can be predicted on the basis of cluster size equations (CSEs) (Ref. 15).
These are of the form, y(n) = y(eo) + An"P where X is a property, which is a function of the number of
atoms, n and A and B are constants (0 < 8 > 1). (o) corresponds to the bulk value. A variation of the
properties can be given as in Fig. 6.12. In the cluster size regime, properties vary discontinuously while in
the larger size regime, there is a smooth variation.

The properties of clusters explain the transition from single atoms to the solid state. This transition
can be carefully examined with clusters. For example, one can ask the question when does a cluster of a
metal indeed become a metal. One can systematically increase the cluster size and find out when specific
features emerge in certain spectroscopic techniques. It is important to remember that such studies can also
be done in the condensed phase with techniques such as STM.
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Fig. 6.11: Mass spectra of (1) CsCl (2) Csl in (a) positive and (b) negative ion modes. Repninted with permission
from, Y.J. Twu, CW.S. Conover, Y.A. Yang, L.A. Bloomfield. (1990) Phys. Rev. B., 42, 5306. Copyright
(1990) by the American Physical Society.
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Fig. 6.12: Variation in properties as predicted by cluster size equations.
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There are numerous properties which make clusters interesting. We will list a few examples. Mercury
clusters show very interesting properties with respect to the size of clusters. They show a transition from
van der Waals to metallic clusters (Ref. 16). We note that such changes are expected in a number of clusters
but only a few are investigated in a large size range.

6.7.1 Mercury Clusters

The clusters are generated by a molecular cluster beam source. A typical mass spectrum of the clusters is
shown in Fig. 6.13(a) (Ref. 16). A monochromatized radiation (typically from a synchrotron) is used to
photoionize the neutral cluster beam. The light coming out from the undulator (one of the insertion
devices in a synchrotron, used for enhanced light intensity) provides more than 10" photons/sec/m rad.
The photoionization efficiency (PIE) curve of each mass selected cluster ion is monitored by the variation
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Fig. 6.13: (a) Typical mass spectrum of mercury, obtained by electron impact ionization. (b) The recorded

—_ photoionization efficiency curves obtained for some mercury clusters. Reprinted with permission
from, C. Bréchignac, M. Broyer, Ph. Cahuzac, G. Delacretaz, P. Labastie, J.P. Wolf, L. Woste. (1988)
Phys. Rev. Lett. 60, 275. Copyright (1988) by the American Physical Society.
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of the photon energy (Fig. 6.13(b)). The PIE curve of the atom is recorded between the ionization
corresponding to the ejection of one s electron or one d electron. For small clusters with Hg (n < 12),
the two autoionization lines are well resolved and appear to shift with respect to the corresponding
atomic transition. For cluster size n = 13, the 1/n dependence is no longer observed in PIE. The gradually
increasing shift for both lines illustrates the deviation from van der Waals bonding in larger cluster size
(in which isolated atomic features are expected). In the size range 13 < n < 20 the lines broaden significantly
and their shifts show a deviation from the linear behavior. The spin-orbit splitting of the 5d levels increases
with an increase in the cluster size. In the larger cluster size regime, n > 20, the spectral line shape is
markedly asymmetric and is indicative of a transition from molecular to bulk metal-like properties.

6.7.2 Optical Properties

Optical properties of isolated clusters in the gas phase are rarely investigated. One can obtain information
on the optical properties from photodetachment spectroscopy (technique by which electron removal of
negatively charged species is investigated, see Chapter 2). From this one learns about the separation of
energy levels of the neutral cluster and thereby get information on the optical absorption properties. It is
also possible to do spectroscopy of isolated clusters (such as fluorescence) to obtain information on optical
transitions. However, most of the optical studies are done in the condensed phase. For metals, the optical
absorption gives beautiful colors, which has been the subject of investigation for a long time. In a metal
cluster, in the metallic regime, there are free electrons which distribute throughout the cluster. As a result
they are susceptible for external electric field. When a cluster is irradiated by light, which has a wavelength
much larger than the cluster size, the electrical field is uniform as far as the cluster is concerned. The field
induces collective oscillations of the electrons in the cluster. This aspect is discussed in greater detail in
Chapter 9.

6.7.2 lonization Potential

This is one of the well-studied properties of clusters. It was with this the shell structure and stability of
clusters were confirmed. Ionization potential and electron affinity have been used to find the origin of
metallicity in clusters (Ref. 17). At a critical size regime, the electron affinity of clusters become similar to
the bulk.This has been investigated in metals such as copper and mercury. In the case of copper, metallicity
was shown to appear in clusters as small as several hundreds of atoms. Origin of metallicity in mercury
clusters has been investigated by photodetachment spectroscopy. By studying Hg (n = 3-250) clusters
(Ref. 18), it has been shown that the s-d excitation band gap decreases with increase in size and by
extrapolation, it was suggested that the band gap goes to zero at n = 400 4+ 30, when the cluster will
behave like a metal. Such studies have been done on other transition metals too.
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6.8 Bonding in Clusters

Here we discuss briefly two theoretical models, which are used to describe the structure and bonding of
clusters. The structure varies between metallic clusters and noble gas clusters even though both have the
same number of atoms. What is the reason for this kind of structural change? One can take for example
the clusters formed from sodium and argon. Computations have been done to predict the structural and
binding properties.

The comparison of these two types of clusters is interesting because their formation and binding are
completely different. Delocalized electrons exist in a metal cluster. The situation is different in the case of
noble gas clusters. All the noble gas atoms have a closed valence electron shell, as a result of which the
valence electrons are localized near the ions, and the binding in these clusters arises due to van der Waals
forces, which act between atoms in the cluster. With advances in computational capabilities many of the
larger clusters are amenable for all-electron calculations. From such studies, total electronic structure and
bonding of several clusters are now understood. The bonding in these systems is distinctly different from
the traditional molecular systems. Often a specific valence state cannot be defined. For examples in the
case of a 25 atom gold cluster stabilized by ligands, the valence state of the atoms involved in binding with
ligand is not what we encounter in gold compounds. Similarly the metal-metal bonds are distinctly
different from that of bulk gold.

Basically, two kinds of theoretical models are applicable for metallic clusters, of the type Na, in order
to predict their various properties. Properties like ionization potential and electron affinity vary with
respect to the size of clusters. The two models are: 1) the Jellium model and 2) the liquid drop model. The
Jellium model was originally developed to explain the structures and stability of atomic nuclei. This model
was used to describe the electronic structure of the atom. The applicability of the Jellium model over a
wide range from an atom to cluster makes it a major unifying concept. It is a quantum mechanical model
with the quantization of electron energy levels arising due to the boundary conditions imposed by the
potential. In this model, the metal cluster is considered as a uniform, positively charged sphere filled with
electron gas. The Schrodinger equation is solved for an electron constrained to move within the cluster sphere
under the influence of an attractive mean field potential due to the nuclei or ionic cores.This is in contrast
to the classical Liquid Drop model, wherein there is no electronic structure.The solutions to the Schrodinger
equation are the energy levels, y, , (r, 0, ¢) = R, ()Y}, (0, ¢) and the energies (symbols have the same
meaning as in the case of hydrogen atom). Therefore, the Jellium model gives rise to an electronic shell
structure for clusters consisting of up to several thousands of atoms.The Jellium potential may be empirical,
or alternatively ab initio effective potentials may be used. The potential may be modified for situations
where spherical symmetry is not observed. Many of the predictions of this model have been verified with
experiments, especially with alkali metal clusters.

A simpler model, the Liquid Drop model (LDM) has also been developed for metal clusters. This is an
electrostatic model, in which the metal cluster is represented as a uniform conducting sphere.Variations of
properties with size can be predicted by developing scaling laws using this model. According to the LDM,
the IP should decrease as the cluster size gets larger (i.e. it requires less energy to remove an electron from
a larger cluster than from a smaller one).
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Review Questions

Ny kA e

®

Are there specific properties we understood with the aid of clusters?

Why clusters are less stable in comparison to bulk materials?

Why do molecules form clusters?

Why clusters are generally investigated in vacuum?

Propose a method to make nanoparticles in bulk starting from gas phase clusters.
‘What are the important methods to make clusters in the gas phase?

Propose a study to understand a property of a bulk material using clusters not discussed in this
volume.

Propose a method to make gas phase clusters, not discussed here.

9. Are there specific properties, other than those described here to study clusters?

10.
11.

List another way of classifying the various clusters, other than that described here.

‘What are the problems in making ternary clusters in the gas phase?
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Semiconpuctor Quantum Dors

Quantum dots are the very first extensively researched nanoparticle systems. We learned many of the properties of
electronically confined systems through such investigations. Their optical, photophysical, photochemical, biological and
catalytic properties have opened up numerous application possibilities. Several of these have been realized such as the
dye sensitized solar cells which utilize the electronic properties of these materials. The applications in biology using these
materials are some of the most extensively researched areas in nanobiology, covered separately in this book. In this
chapter we look at the reasons for the unique properties of nanocrystals, their synthesis, experimental investigations and
applications.

Learning Objectives

e What are quantum dots?

e What is quantum confinement?

e How can one make and study quantum dots?

e What properties of quantum dots have been discovered?

e What are their applications?

7.1 Introduction

Semiconductor quantum dots are signify a class of materials in which quantum confinement effects are
investigated in greater detail. They are also referred to as ‘semiconductor nanocrystals’. In fact these constitute
a sub-class of a broad family of nanoparticles, which include semiconductor, metal, insulator, organic, etc.
particles. ‘Quantum dots’is a term referred only to semiconductor particles, while ‘nanocrystal’ can be any
inorganic entity in which there is a crystalline arrangement of constituent atoms/ions. In a macroscopic
semiconductor crystal, the energy levels form bands. The valence band is filled and the conduction band
is completely empty at 0 K.The bands are separated with a specific energy gap, E,. When an electron gets
excited due to thermal excitations, an electron—hole pair is created. The electron in the conduction band
and the hole in the valence band can be bound when they approach each other at a finite distance. This

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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bound pair is called an ‘exciton’, which is delocalized throughout the crystal. The Bohr radius of the
exciton can be given as: a = h’e/4rt>¢*[1/m, + 1/m,], where € is the dielectric constant of the material,
m, and m, are the effective masses of electron and hole, respectively, and e is the elementary charge.
Quantum size effects are manifested when the length of the nanocrystal made, d, is comparable to the
exciton radius, a. This is ~ 56 A for CdSe. Note that the unit cell dimensions of the semiconductor are
much smaller than the characteristic length. The de Broglie wavelength in materials, A = h/mv, is in the
range of nanometers and strong confinement effects are manifested only when the particle dimension
approaches this value. At this dimension, most materials have structures similar to those of their bulk
counterparts, at least in the core of the particle.

The electronic structure of materials is strongly related to the nature of the material. In a three-
dimensional object of large size, the electronic structure is not restricted by the dimension of the material.
The wavelength of electrons is much smaller than the typical length of the material. When the electronic
motion is confined in one dimension, and it is free in the other two dimensions, it results in the creation
of‘quantum wells’ or ‘quantum films’. The quantum well notation implies that the electrons feel a potential
well as they are trapped in the film. The quantum film notation is self-explanatory. Here the density of
states shows a step-like behaviour. In the case of a one-dimensional system, i.e. when the electrons are free
to move only in one direction, we get a situation wherein the density of states shows a Lorenzian line
shape. Such a situation can be seen in carbon nanotubes. If the electrons are confined to a point, we get a
zero-dimensional system, wherein the electrons are not free to move at all. Here we get states which are
molecular in nature. The situation is schematically depicted in Fig. 7.1. What is shown in Fig. 7.1 is that
while the density of states is smoothly varying in bulk materials, it shows discontinuities in confined
systems. This will lead to steps in two-dimensional confinement, singularities in one-dimensional
confinement and discrete lines in zero-dimensional confinement.

Some of the properties which change drastically as a function of size are the optical properties,
including both the absorption and emission of light, which is evident from Fig. 7.1. Nanocrystals have
discrete orbitals. The energy of the first level will be shifted from the position of the bulk value by
W/ Smea2 where a is the diameter of the particle. Remember that the particle in a box model predicts the
energies of the levels as, n”h*/ 8m, @ (n=1,2,...). The simplest model of a quantum dot would be a particle
in a sphere model, assuming that the nanocrystal is a sphere. This does not make a difference in the energy
level description mentioned above. The energy gap increases with a decrease in a. As a consequence of
this, the CdSe nanocrystals emit light anywhere from 4500 to 6500 A, so that any color from blue to red
is achievable, depending on the size of the particle.

It may be worthwhile to describe the issue of confinement again. These particles are called quantum
dots as their electrons are confined to a point in space. They have no freedom in any dimension and
electrons are said to be localized at a point, implying that a change in all directions changes the properties
(in reality, a dot is a three-dimensional object comprising several hundreds or thousands of atoms, with
finite shape). Compare this tiny unit of matter with semiconductor structures which are grown by thin
film evaporation methods, which facilitate the creation of ultra thin films wherein the thickness is comparable
to a, the diameter mentioned above. Such a material is called a ‘quantum well’, implying that the electron
is confined within a two-dimensional area, which is said to be a 2D confinement. It is important to recall
that the well itself is made by evaporation and the material of interest is confined inside another material



Semiconductor Quantum Dots 181

of larger dielectric constant. Confinement along one direction results in a quantum wire, leaving the
electron free to move only along one direction. This is known as a 1D confinement. In the quantum dot,
there is no freedom along any direction.
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Fig. 7.1:  Quantization of the electronic density of states as a result of variation in the dimensionality of materials.

An ideal quantum dot is realizable only when the electronic states within the dot face a discontinuity
at the edge of the material. Due to this, the electron within the dot feels an insurmountable barrier at the
edge. When a material is truncated at the surface, the surface atoms have unsatisfied valencies. In order to
reduce the surface energy, the surface reconstructs, which leads to energy levels in the forbidden gap of
the semiconductor. The electrical and optical properties of the material are degraded by these traps. In an
ideal semiconductor nanocrystal, the surface atoms are bonded to other materials in such a way as to
remove the defects. This is what is done when a dot is covered with a material of larger band gap. In an
ideal quantum dot, when there are no defect sites for charges to get trapped, the quantum yield of
luminescence will be very high, nearly one. The emission will also be sharp. Better light emission occurs
as the electrons and holes are confined spatially. This is achieved by chemically protecting the surface with
proper protecting molecules called ‘capping agents’. Since the surface of the nanocrystal can be modified
by using various capping molecules, these materials can be adapted to suitable media, including biology.
They are therefore ideal probes in a biological environment.

An important aspect of nanocrystals (NCs) is that they link molecules and bulk materials. The properties
change continuously as a function of size in the regime of NCs. Thus if the diameter is changed from
11.5 nm to 1.2 nm, the band gap of CdSe NCs can be changed from 1.8 eV to 3 eV. This corresponds to
light emission from red to blue.The size regime of nanocrystals is difficult to pinpoint and depends on the
material. In the case of most materials, it lies in the range of 100 to 1,00,000 atoms. The lowest size regime
arises because at this point the structure changes to that of molecules (and consequently the properties).
In the larger size regime, the system is nearly bulk-like as its energy level spacing is comparable to that of
thermal energy.
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7.2 Synthesis of Quantum Dots (QDs)

The kind of method used for the synthesis of quantum dots depends on the properties. Ideally, nanocrystals
should have the following properties:

1. Monodispersity

2. Possibility of further chemical derivatization

3. High degree of crystallinity and specificity (avoiding polymorphic phases)
4. Chemical integrity

5. Lack of defects

There are several methods in literature for the chemical synthesis of nanocrystals. All of them can be
grouped under certain broad classes. It may be noted that there are also other approaches such as ‘biological
synthesis’, which has been receiving some attention recently (Ref. 1).

7.2.1 General Strategies

In the synthetic protocol, two kinds of general approaches are used, the top-down approach and the
bottom-up approach. In the top-down method, the bulk material is brought into a smaller dimension by
various tools. Numerous methods are included in this category such as the various tools of patterning
used to make structures in semiconductor electronics. These include chemical etching, optical lithography,
use of particle beams (such as electron, ion and atom), etc. Apart from these, various methods are used to
create ultra thin films of the material under investigation. These include thin film evaporation, molecular
beam epitaxy, etc. These tools will not be discussed in the context of nanomaterials as it is difficult to
obtain large quantities of materials by using them. However, there are other methods of creating powders
starting from bulk materials. These techniques utilize various methods of milling and grinding, of which
ball milling is the most commonly used one.

In the bottom-up approach, one can use gas phase or liquid state approaches. In the gas phase approach,
the material to be synthesized is mixed in the atomic state in the gas phase itself. For this, the atoms of the
materials are produced in-situ in an evaporation apparatus. This may also involve reacting atoms of one
element with a gas phase species (such as oxygen). The prepared material in the gas phase is condensed to
get the bulk material. At the stage of condensation, stabilizers may be added. Monodisperse metal particles
are made in this way. Bulk powders of several oxides can be conveniently made by this route. This
methodology may also be referred to as top-down as the synthesis starts from the bulk materials, which are
subsequently evaporated.

The principal synthetic strategy used to make nanoparticles in a solution can be classified as ‘arrested
precipitation’. Here at some stage of the growth of the particles, the surface is stabilized and further
growth is arrested. This is commonly done by surfactants which bind to the surface of the growing
nanocrystal. This synthetic approach, which is used for various kinds of materials, is similar to that used for
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metal nanoparticles.Various kinds of surfactants, both ionic and covalent, have been used for this purpose.
Arresting of the growth can be achieved in cavities such as those of micelles, zeolites, membranes, etc.
Arresting can also be brought about by sudden variation in temperature and pressure conditions leading
to quenching.

All the nanoparticles formed are stabilized in the solution by the presence of an electrical double layer
when the protecting agents present are ionic in nature. This is typically seen in the case of metal nanoparticles
such as gold when the reduction is done with sodium citrate. The surface of the nanoparticle is protected
with anions and cations. In the specific case mentioned, the anions are citrate and chloride, while the
cations are sodium and protons (as gold is completely reduced). The electrical potential created by the
double layer is large so that Coulomb repulsion prevents aggregation. On closer contact between the
particles, the interaction potential rises sharply due to charge repulsion. However, there is van der Waals
attraction at larger distances and the net result is that there is a weak potential minimum at a moderate
distance. This stabilizes the nanoparticle dispersion. These dispersions cannot be concentrated beyond a
point as the particles agglomerate. However, in dilute solutions, many colloidal solutions are stable for
extended periods, such as in the case of gold. If they are precipitated, metallic mirrors are obtained. In the
case of semiconductor materials, the bulk material is formed. However, it is possible to change the surface
cover to a covalent one and achieve subsequent purification. In the case of covalently bound ligands, there
is no net charge and the particle behaves like a molecule. These materials can be precipitated, re-dispersed
and stored for extended periods.

Some of the techniques used for synthesis are discussed in more detail in the following sections.

7.2.2 Synthesis in Confined Media

In this approach, nanoparticles are synthesized in a space that is already available. The chemical reaction
occurs inside a reactor, which is prepared by one of the several ways. Among the various confined media,
reverse micelles, Langmuir—Blodgett films, zeolites, porous membranes, clays, etc. are worth mentioning.
They all have spaces of the order of nanometers, in which ions can be put. A proper stoicheometric
mixture can be provided and the reaction conditions can be altered to produce the required nanocrystal.
The chemistry in the solution phase can be conditioned to allow the usage of proper molecules for
surface passivation.

For example, one can conduct the reaction in reverse micelles (water in oil). Here oil is the majority
phase while water is the minority phase, and nanoscopic containers are formed by micelles. One can add
metal ions and organometallic reagents into the nanoreactors, leading to the following reaction:

CdCl, + Se(SiMe;), — CdSe + 2Me,SiCl

The medium can have capping agents as a result of which the surface prepared is passivated. The oil/
water ratio and the temperature conditions can be adjusted to obtain suitable particle dimensions. The
materials can be separated from the solvent system and further annealed by heating in a higher boiling
solvent to improve the crystallinity.



In confined cages such as those of zeolites, the maximum dimension of the particle formed is fixed. In
a typical approach, the exchangeable ions such as Na” in the zeolite are exchanged with Cd*" by washing
the zeolite with a Cd*" solution. The sample is then exposed to H,S. Depending on the extent of cd*
present in the sample, various nanoparticle sizes are obtained. The same method can be used in membranes
such as Nafion® which have empty spaces of the order of nanometers.

7.2.3 Molecular Precursors

In the precursor route, nanorystal seeds are prepared in a medium which can control the growth of the
particles by co-ordinating with it. The solvent universally chosen for this approach is trioctylphosphine
oxide (TOPQ), which has high thermal stability and can co-ordinate with inorganic surfaces. The co-
ordinating TOPO can be exchanged with other ligands after isolation. The nanocrystals prepared this way
can undergo Ostwald ripening (growth of larger particles at the expense of smaller ones) as a result of
which monodisperse particles can be formed. A number of materials have been prepared by using the
TOPO route. In a standard method, the metal ion precursors are added into hot TOPO while stirring
continuously (an injection of the ion precursors is made into a hot solution, as seen in Fig. 7.2). The
difficulty of using pyrophoric compounds at elevated temperatures constitutes a risk and to avoid this, a
single compound delivering both the constituent elements in the semiconductor has been developed.
Cadmium dithiocarbomates (e.g. Cd(S,CNEt,),) can produce CdS nanocrystals. A variation of chemicals
can get other semiconductors. The synthetic protocol can be modified by changing the solvent (using a
mixture of surfactants instead of TOPQO), synthesis parameters such as volume and the number of injections,
etc. These modifications have resulted in the formation of various morphologies, apart from the common
spherical particles. It may be noted that even the spherical particles are faceted.

Inert gas inlet ——=

Solutions to
Temperature be added

Heating
mantle

Stirrer

Fig. 7.2: Typical chemical synthesis approach for making nanoparticles, especially QDs. These are made at
higher temperatures, produced by a heating mantle. The process is carried out in an inert atmosphere.
Solutions may be added simultaneously.
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724 (Chemical Synthesis Using Clusters

Nanocrystals are large molecules. Therefore, it is natural to think of building them starting from atoms.
This atomic building approach has many advantages, one of which is the removal of all possible defects
while the other is the possibility to have truly monodisperse materials. A larger cluster can be constructed
from a smaller one. Using a starting cluster compound, [(NMe,),Cd,,S,(SC(H:),(] the cluster,
Cd,,S,,(SC(Hj),,.4DMF has been prepared (Ref. 2). This is a cluster with a well-defined structure similar
to the structure of bulk CdS.The absorption spectrum of the cluster is blue shifted in comparison to the
bulk CdS (358 nm). More complex structures have been built by using this approach.

It is important to consider the crystalline state of the nanocrystal while deciding its properties. The
effective masses of electrons and holes depend on the crystal structure of the material, as a result of which
all the optical, photophysical and photocatalytic properties will be affected by the structure. In the case of
CdS and ZnS, there are two distinct crystalline forms, cubic (zincblende) and hexagonal (wurtzite) structures.
CdS exists in the bulk in the wurtzite form while ZnS is found in the cubic form.When synthesized, CdS
mostly adopts the cubic form, which is metastable. However, hexagonal CdS can be synthesized in the
nano form. By controlling the surface functionalization, ZnS has been made in different forms. When
protected with compounds such as 1-hexanethiol, 1-decanethiol, benzoic acid, etc., ZnS nanocrystals
exist in the cubic form, while in the unprotected case, they exist in the hexagonal form. When the surface
of the nanocrystal is not bound to the interacting molecules, one gets the metastable hexagonal phase.
Thus it appears that surface stabilization leads to the formation of the cubic phase. Obviously, surface
energy plays a significant role, as the reduction in surface energy by surface stabilization leads to the
formation of the stable phase. It is important to note that the energy difference between the cubic and
hexagonal phases is small (3.2 kcal mol "), which facilitates transformation.

Current wet chemical methodologies can give highly monodisperse particles. High monodispersity
implies a distribution of less than 5 per cent in the particle dimensions. The typical capping agent is
TOPO or trioctylphosphine selenide (TOPSe), in the case of CdS and CdSe particles, respectively. These
groups bind to the surface Cd atoms and the coverage changes, depending on the size of the particle.
‘While almost all the surface Cd atoms are protected in a smaller crystallite, only half of them are covered
in the case of a flat surface. This is because as the size decreases, the surface area increases and molecules get
adequate space to arrange themselves.

7.2.5 Modification of the Surface of Nanocrystals

The surface modification of nanocrystals is important for the following reasons:

1. It removes surface states, thus making near band gap emission possible. Due to the removal of
defects, the emission becomes narrow.

2. It adds chemical versatility to the system allowing it to become part of a larger structure. This is
important in the use of such materials in polymers, inorganic matrices, etc. It is also important in
making the system biocompatible.
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3. Surface passivation and suitable functionalization make the system chemically inert and thermally
stable. In fact, various attributes can be added to the nanocrystal by appropriate modification.
This includes chemical and biological compatibility, hydrophobicity, hydrophylicity, etc.

The most common approach used is that of functionalizing the surface of the nanocrystal with
various molecules, which can be thiols, amines, alkyl or silyl groups, etc. In all these cases, the chemical
functionality of the molecule interacts with the metal atom at the surface of the nanocrystal. The other
approach involves the functionalization of the molecule further. For example, aminopropyltriethoxysilane
coupling agent can be used to functionalize the surface of the nanocrystal. The surface will have ethoxy
groups which can be hydrolyzed. By using a silica forming precursor, one can form a silica shell around
the nanocrystal. The coating of CdS with a thin layer of HgS and further with CdS-yielding CdS/HgS/
CdS structures, has also been reported. This structure would be called a ‘quantum dot—quantum well’
structure in the sense that a quantum dot is covered with a two-dimensional structure with a large
dielectric barrier. This construction becomes possible as cubic CdS has a lattice constant similar to that of
cubic HgS.

One of the important advantages of such a shell structure is the retardation of charge recombination
in semiconductors upon photoexcitation. The electron that is created in the large band gap material upon
photoexcitation can be stabilized in the lower lying conduction band of the other material. The direction
of electron flow can be controlled in this fashion and a rectifying action has been observed (Ref. 3).

7.2.6 InP Nanoparticles

As an example of the preparation of semiconductor nanocrystals, we will discuss the protocol used for InP
quantum dots. This is called a group III-V semiconductor as In belongs to group III and phosphorus to
group V. The indium precursor used is indium oxalate, indium chloride or indium fluoride.
Trimethylsilylphosphine is used as the phosphorus precursor. A mixture of TOPO and trioctyl phosphine
(TOP) is used as the colloidal stabilizer. The precursor species are mixed in an atomic ratio of 1:1 to make
an InP precursor in the presence of the colloidal stabilizer. TOP is used in a ratio that is ten times larger
than that of TOPO.The mixed solution which forms the transparent precursor is heated at 250-300°C for
three days to obtain the colloidal solution. Depending on the size range desired and the extent of crystallinity,
the dispersion can be heated to varying time/temperature. The decomposition temperature of the precursor
is >200°C. The particle size can be modified by controlling the rate of decomposition. The material
synthesized has a monolayer cover of TOPO/TOP.This makes the material disperse in a hexane:butabol
mixture (0.9:0.1 by volume) containing 1 per cent TOPO. Precipitation of the nanocrystals can be achieved
by adding methanol to the dispersion. This process is repeated. Dispersion and precipitation are carried
out to remove unreacted materials or other products. TOPO is added as repeated washing can remove it
from the surface of the nanocrystal and thereby affect colloidal stability. The protective cover can be
replaced with thiols, amines, fatty acids, sulfonic acids, polymers, etc. It is also possible to bind the surface
with proteins. Almost any functionality can be added by suitable chemistry. The material thus prepared can
be precipitated, purified and redispersed as in the case of metal nanoparticles. Depending upon the
functionality they will be dispersable in appropriate solvents; polar or non-polar. The polarity of the
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solution can be changed gradually. This approach helps precipitate particles gradually. The narrower the
distribution of the parent material, the narrower are the precipitated particles as well.

The preparation method can get n-doped, p-doped and undoped particles. N-doping is achieved by
the addition of S, while p—doping is done by adding Zn. These are done by mixing suitable precursors to
the InP precursor-forming solution. Such InP:S and InP:Zn nanoparticles are also stable.

7.3 Electronic Structure of Nanocrystals

The electronic structure of complex systems can be understood on the basis of simpler systems. For
example, graphite can be understood starting from an assembly of benzene fragments, or diamond can be
thought of as an assembly of tetrahedrally connected sp® carbon atoms. Benzene has discrete 77 and 7%
states. As the number of rings increases, the highest occupied molecular orbital moves up in energy while
the lowest unoccupied orbital moves down in energy. As a result, the energy of the transition decreases.
This can be seen from ethylene to polyenes and from benzene to pentacene. The energy difference
between the 7 and 7* levels decreases and eventually it becomes smaller than thermal energy. At this
stage, the levels are considered to be merged to form bands. In the case of an infinite ring containing solid,
as in the case of a single sheet of graphite, the gap reduces to zero and the top of the valence band (the
HOMO) touches the bottom of the conduction band (LUMOQO). This makes it a semimetal. Other similar
situations may be envisaged in the kind of infinite chains such as polyenes and polyynes. When the gap
cannot reduce to zero, we obtain situations categorized as semiconductors or insulators. The reduction in
the energy gap with an increase in the number of electrons is illustrated in Fig. 7.3.

e E—— " Unoccupied levels

—————— —eoo
—eole— 7 —e— ;
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Two electron system —*—
—eo—

Several electron system

Fig. 7.3: The change in the electronic energy levels of the system when the number of structural units increases,

—__  asinthe case of a change from one double bond to many double bonds. The energy gap between the
levels, corresponding to the first excitation energy, AE decreases. When the number of double
bonds increases significantly, the energy levels merge and the gap becomes comparable to that of
thermal energy.

This discussion obviously implies that a material will behave differently when the size regime is
smaller than that required for bulk properties. Although this discussion was in the context of electronic
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properties, every other property will change as most of them are electronic in origin.This variation makes
the question, ‘At what size do properties become bulk-like’, valid. This depends on the material of choice.
In the case of elements such as carbon, with the smaller size regime containing a few tens to hundreds of’
carbon atoms, we have molecules called fullerenes. Their electronic structure is similar to that of the
molecules which we are familiar with. Even in the regime of hundreds of atoms, their bonding and several
other properties bear close similarity with those of bulk materials such as graphite. This is true of many
elements. In the case of silicon, smaller clusters are entirely different and a bulk-like structure is exhibited
only in the larger size regime of 10° atoms. Although the lattice constants may be similar to bulk, the
electronic properties may not reach the bulk limit. In a few cases, this bulk-to-molecular changeover has
been investigated and has been discussed in Chapter 6 on gas phase clusters.

The above discussion suggests that the bulk band gap increases with a decrease in the size of the
material. Electronic transitions across the band gap result in the spectroscopic properties of the system.
The variation in absorption edge can be seen as a function of the particle size. This aspect has been
investigated in detail. In addition to the states which are created outside the band gap, in a real nanocrystal,
there are also states within the band gap, which are created as a result of defects. It is possible to calculate
the diameter of the nanoparticle from the position of the absorption edge. The nanocrystal can be considered
as a three-dimensional box and the energy gap can be related to the diameter of the particle or the width
of the well.

‘While dealing with nanocrystals, one has to distinguish between three different kinds of size regimes.
Various effects in these size regimes have been the subject of investigation, but we will not discuss this in
great detail. The size regimes depend on the nanocrystal radius, r and the bulk exciton radius, a. In the
strong confinement regime, r < q, the Coulombic interaction between the electron and the hole is
much smaller than the confinement energies, and therefore, electron and hole can be considered as
separate particles. A weak confinement regime, r > 4, occurs when the electron and hole motions are
strongly correlated, as electron—hole interactions are significant in comparison to the confinement energies.
In the intermediate regime, r~ a, the electronic structure depends strongly on both quantum confinement
and Coulomb interaction.

The simplest model used to represent the energy states of a nanocrystal is a spherical quantum well,
with an infinite potential barrier. Although the model is simple, if we include the Coulombic interaction
between the electron and the hole, analytical solutions for the Schrodinger equation will not be possible.
Disregarding the e-h interaction is possible in the strong confinement regime, as confinement energies
scale with d (as energy goes as n’/d”) while Coulomb interaction scales with d'. This results in states
with distinct #, [, m quantum numbers referring to various symmetry, orbital angular momentum, its
projection, respectively (similar to electrons in orbitals of an atom). The wave functions are represented as
products of several terms. The energies of the states can be given as:

Ep) =i /8 m, d°

In
where n is a quantum number. The exact nature of the wave function and the quantum number are not
introduced here. The wave functions correspond to the S, P, D, ..., etc. states depending on the orbital
angular momentum, L. There is one more quantum number, m which decides the degeneracy of the states.
A pictorial representation of the energy states is given in Fig. 7.4. The energies are measured from the
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bottom of the conduction (valence) band for electrons (holes). The energy increases as one goes higher in
the quantum number. Since the electron mass is much smaller than that of the hole (1m,/m, ~ 6 in CdSe),
the electron levels are separated more widely than the hole levels.

Conduction band

2S(e)
1D(e)

1P(e)

1S(e)

E4(QD) Eg4(bulk)

Valence band

Fig. 7.4: The electronic states of a nanocrystal. The allowed optical transitions are marked.

Electronic transitions are possible between various energy levels. However, the wave functions
corresponding to different n and/or [ are orthogonal and therefore it is not possible to observe all these
transitions. Optical transitions between states of the same symmetry can, however, be observed. The
intensity of the transition will be related to the degeneracy of the states in question. The transitions
observed are far more complex than those described by the spherical quantum well model. The description
given here is inadequate to describe the hole states. Spin—orbit and Coulomb e- interactions have to be
considered to improve the energy level picture.

One of the important aspects to be considered while interpreting experimental spectra is the size
range of particles prepared in a typical synthesis. Spectroscopic size selection can be done by using techniques
such as fluorescence line narrowing (FLN), spectral hole burning and photoluminescence excitation
(PLE). In these techniques, a narrow energy window is used for excitation (first two) or detection (last).
This makes the technique sensitive only to a specific particle size. Size selection with the red region of the
spectrum is preferable as it helps select the particles of the largest size in the ensemble.

74 How Do We Study Quantum Dots?

A quantum dot material prepared by one of the methods described before will be a powder. One needs
to characterize its physical, structural, electronic and other properties to qualify it as a nanomaterial.



Several of the tools outlined in the earlier chapters may be used in this regard. We shall illustrate the most
essential aspects of the characterization of quantum dots through the use of some of the tools. Several
other tools may also be used for additional information. These methods may be used for any nanomaterial,
irrespective of their nature.

74.1 Absorption and Emission Spectroscopy

Absorption and emission spectroscopy are performed to understand the quantum confinement of the
system. The spectra are measured in absorption and fluorescence spectrometers for absorption and emission,
respectively. For these measurements, one typically uses a solution in an appropriate solvent which does
not have characteristic absorption or emission in the region of interest. Solution phase experiments are
preferred, though it is possible to measure the spectra in other forms such as thin films, powders, etc.

The absortion and emission spectra of InP nanoparticles of 32 A mean diameter are shown in Fig.7.5.
The absorption spectrum shows a characteristic peak at 590 nm, due to the excitonic absorption (formation
of electron—hole pair). The bulk material has an onset of absorption at 918 nm (1.35 eV). The exciton
radius of InP is about 10 nm and the particles presented here show strong confinement, which means that
the absorption spectrum shifts considerably as a function of size. The spectrum shows a characteristic
higher energy transition,above the first excitonic absorption.This indicates the presence of smaller particles,
which show lower wavelength absorption. The extent of shift in the absorption spectrum can be used to
calculate the particle dimension as shown earlier.

Fluorescence (excitation at 500 nm)

Absorbance

Intensity (arb. units)

400 450 500 550 600 650 700 750 800 850
Wavelength (nm)

Fig. 7.5: Absorption and emission spectra of InP nanoparticles. Reused with permission from Mici¢, et al.
(Ref. 4). Copyright 1996, American Institute of Physics.

The photo-luminescence spectrum of the same sample shows two bands when excited at 500 nm.
Two emissions with maxima at 655 nm and above 850 nm are seen. The first one is due to the band gap
emission and the other is attributed to radiative surface states produced by phosphorus vacancies.
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The optical properties of the quantum dots are heavily affected by the surface of the particles. In the
case of such small clusters, the reactivity of the surface atoms will make a thin oxide layer on the surface.
This quenches the light emission. In the case of bulk semiconductors, the surface is cleaned by an acid
etching. A similar process is undertaken for quantum dots too, by using a mild acid solution (e.g. 5 per cent
HE 10 per cent H,O in methanol). This creates a nascent surface which shows an intense band edge
emission. However, the emission deteriorates over a period of time. The surface can be well protected
with ligands which bind strongly such as thiols. In such cases, the material can be stored in air and the
solution shows stable emission even after a month.

Both the absorption and emission spectra shift as a function of size. This is a characteristic feature
evident in all the nanocrystal samples. Emission has been studied in a range of nanocrystal materials such
as ZnO, CdS, CdSe, etc. In the case of CdS, emission occurs in the red region (>600 nm) of the
electromagnetic spectrum. The spectrum is attributed to sulphur vacancies. The excitonic emission occurs
when more charge carriers are created as in the case of a laser excitation. The emission occurs due to
detrapping of electrons. Traps function as charge reservoirs and contribute to an increase in the emission
time scale.

Emission is referred to as ‘global emission” when the excitation energy is much higher than the
absorption maximum of the sample. Note that particles of several diameters are present in the sample and
by choosing an energy that is higher than the absorption maximum, a greater percentage of the samples
can be excited. Both the photoabsorption and luminescence show enormous size dependence. The
linewidths in luminescence can be reduced if the range of particles excited can be reduced. This can be
achieved by reducing the size distribution in the sample. In a given size distribution, if the excitation
energy is reduced, the range of particles excited reduces and the line width narrows. This technique is
called ‘“fluorescence line narrowing’ (FLN).

The PL shows a long lifetime of 28—73 ns at 298 K for 3 nm InP particles. The lifetime increases to
173-590 ns at 13 K. It appears that the emission occurs from a spin-forbidden state.As a result of the larger
electron—hole exchange interaction in the excited state, relative to bulk, the excited state (excitonic in
nature) splits into a triplet and a singlet. The triplet is lower in energy. However, excitation occurs to the
higher lying singlet due to selection rules and relaxation occurs to the triplet from where it emits.

74.2 Life Time and Dynamics of the Excited States

The excited states have to decay eventually. The excited state dynamics (subject dealing with stability and
rate of decay of the excited states) have been investigated in detail. Radiative and non-radiative processes
occur. There can be several ways in which the excited energy can decay and non-radiative processes
dominate in the case of nanocrystals whose surfaces are not passivated. Surface defects reduce the quantum
efficiency of radiative decay. The defects occur in the form of unsatisfied valencies which provide an easy
sink for the charge carriers. In the case of well-passivated nanocrystals, the quantum efficiency can be
close to unity, which means that they are almost like dyes. The excited states can lead to charge separation
and the charge could reside with an adsorbate species. This is the most critical aspect which decides the
photocatalysis of semiconductor nanoparticles.
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74.3 X-ray Diffraction

X-ray diffraction is the principal method used to identify the phases present in a solid state material. In the
case of a nanomaterial, one is making not a new phase, but smaller dimension crystallites of an already
known phase. As the dimension of the crystal reduces, the diffraction peaks broaden and in a very small
crystallite, there may not be enough planes to diftract. The problem is discussed in Chapter 2. This is
shown in the case of InP particles in Fig. 7.6. The extent of broadening can be used to find the diameter
of the particles. Therefore, X-ray diffraction as a function of particle dimension is generally carried out.
The size of the particles can be found by using the Scherer formula. This may be compared with the data
from other techniques such as transmission electron microscopy, scanning electron microscopy, scanning
probe microscopy, neutron scattering, dynamic light scattering, etc. The temperature and pressure dependence
of powder diffraction is also investigated, which is used to identify phase transitions.

Intensity (arbitrary units)
G
-

10 20 30 40 50 60 70

Fig. 7.6: X-ray diffraction patterns of colloidal InP quantum dots as a function of particle size, (a) 2.5 nm,
— (b)3.5nmand (c) 4.5 nm. The data are compared with the data of bulk InP of zincblende structure
(d). While the peak positions and intensities are the same as that of the bulk, the peaks broaden with
a decrease in particle size. Reprinted with permission from Mici¢, et al. (Ref. 5). Copyright (1995)

American Chemical Society.

744 Transmission Electron Microscopy (TEM)

TEM is the most important characterization tool for a nanomaterial, as nothing can be more convincing
than seeing the object. In addition to observing the shape of the object, TEM can reveal the microscopic
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structure and atomic composition by using energy dispersive X-ray analysis. In addition, electron energy
loss spectroscopy and energy-filtered imaging can provide additional information on the atomic constitution
of the materials. These analyses can be done from an area of the order of 1 nm in diameter.

InTEM, it is important to study a large cross section of the sample, not merely one particle. This large
area image, as shown in Fig. 7.7, gives the particle size distribution. Generally, a histogram of particle size
distribution is plotted, which is more representative of the material synthesized. At higher magnifications,
the lattice structure of individual nanoparticles is resolved.

Fig. 7.7: A collection of CdSe nanoparticles synthesized by chemical route. A magnified image of a single

8 P % y 8 g g
particle is shown as the inset. This gives a lattice-resolved image of the particle. Individual lattice
points are observable. Data from the author’s laboratory.

74.5 Ancillary Techniques

Several other techniques are routinely used for the characterization of such materials. They include
thermogravimetry, differential scanning calorimetry, X-ray photoelectron spectroscopy, Raman spectroscopy,
infrared spectroscopy, etc. Thermogravimetry measures the thermal loss/gain of the material when it is
subjected to heating at a constant rate. This gives the kinetics of thermal events such as decomposition,
reaction, etc. This 1s also useful in estimating the extent of surface coverage in nanomaterials as the cover
is lost in most cases before other thermal processes. Differential scanning calorimetry can be used for
evaluating phase changes in the material. Due to the nano dimension, the phase changes occur at a lower
temperature, which has been attributed to an increase in the surface energy of the system, which makes
the phase unstable. Therefore, phase transitions such as melting occur early. X-ray photoelectron spectroscopy
is useful since it provides direct information on the electronic structure. In most of the cases, it is useful in
understanding the valence state of the elements present in the sample. Raman and infrared spectroscpies
are useful in finding the vibrations in the sample, which are characteristic of the molecular and crystal
structures. Thus a combination of techniques is used to characterize the system completely. There are
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several other more refined techniques such as small angle X-ray scattering (SAXS), small angle neutron
scattering (SANS), and dynamic light scattering (DLS), which are useful in understanding the particle size
distribution as well as shape in solutions. X-ray extended absorption fine structure (EXAFS) is used to
study the co-ordination and local structure of materials, especially when they are amorphous in nature
and where X-ray diffraction is not useful.

7.5 Correlation of Properties with Size

The absorption band edge shifts to the blue as a result of a decrease in the size of the particle. This effect
shown in CdS particles is depicted in Fig. 7.8. The eftective band gap increases, which explains this shift.
The bulk bad gap is 2.42 ¢V (512 nm) and for all the particles, the measured band gap is higher than this.
For several other materials, the band gap has been determined. In all the cases, systematic shifts have been
observed. Models have been developed to correlate this shift with the diameter of the particles.

Absorbance

600
Wavelength, nm

Fig. 7.8: Shift in the absorption spectra of CdS measured in solution, as a function of the particle dimension.
The curves, a, b, ¢ and d correspond to particle dimensions, <25, 30, 37 and >42 A, respectively.
Reprinted with permission from Kamat, et al. (Ref. 6). Copyright (1987) American Chemical Society.

The simplest of these approaches is to consider the particle in a box model. For one electron confined
in a three-dimensional box, the energy levels will be:

E, = I /8m,[*(n> + ni +n?)

where
L = Lx = Ly = Lz, the length of the box in three dimensions,
N, = the quantum numbers,

m = electron mass.
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For a spherical semiconductor quantum dot, the energy expression can be derived by using the
confined Wannier exciton Hamiltonian and we get:
E, = E, + n’h’ /8m* R* — ¢* /4me, €R
where;
E, = band gap of the bulk semiconductor,
n = quantum number (1,2, 3 ...),
h = Planck’s constant,
m* = (m, X m)/(m, + m,),

= effective mass of electron, m, = effective mass of hole,

3
I

R = radius of the quantum dots,

= dielectric constant of the semiconductor.

o}
I

For the electronic transition from the valence band to the conduction band (n = 1), we can write
(note that we have only one electron in the system):

E(R) = E, + I*/8R* (1/m, + 1/m,)

&
This neglects the third term.

The increase in the band gap can be given as:

— _ 1.2 2
AE,(R) = E,(R) — E, = > /8R*(I/m, + 1/m,)

As shown here, there will be a 1/R* dependence of the shift in the band gap.

Just like the absorption spectral shift, corresponding shifts are observed in emission too. In the case of
CdS, the red emission seen is a result of the sulphur vacancies. The peak shifts to blue as a result of a
decrease in the particle size. The peak intensity increases and a blue shift occurs as the temperature is
decreased. The emission occurs as the electrons are de-excited from the traps. This results in delayed

emission.

7.6 Uses

Semiconductor nanocrystals find applications in a number of areas. A summary of the various applications
is presented in Fig. 7.9. As can be seen, there are applications in almost every area. Light can be absorbed
by using nanoparticles, especially those with band gaps in the visible region. The absorbed light makes an
electronic excitation possible in the material, leaving the electron free in the conduction band. This free
electron can move throughout the material and can be collected at an electrode. The electron may be put
back into the material by a separate event, which creates a category of solar cells. By using efficient dye
molecules which have LUMO levels placed near the conduction band of the semiconductor, it is possible
to inject the charge from the excited dye molecule into the semiconductor. This has been an active area
for some time and the device is referred to as ‘dye sensitized solar cell’ (Ref. 7).
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Fig. 7.9: Diverse applications of quantum dots.

7.6.1 Chemical Properties

Electron injection into the conduction band can lead to numerous possibilities. The surface of the particles
will be covered with functional groups such as hydroxyls in the case of oxides.The hydroxyl groups take
up the holes and form hydroxyl radicals, which can result in radical mediated oxidation. Pollutants in
water and soil can be efficiently degraded in this way. Photocatalysis can also lead to reduction, using the
electron in the conduction band which generates hydroxyl ions or oxide species. All these can make both
oxidative and reductive processes feasible. Organic synthesis has utilized the power of semiconductor
particles. To quote an example, aromatic ketones and olefins have been converted into alcohols and
corresponding saturated compounds.The available electron can be used to fix gas phase CO, into organic
compounds. In an attempt, CdS nanocrystals have been used to fix CO, into benzophenone, acetophenone
and benzyl halides producing various compounds (Ref. 8).Various other means of photocatalysis such as
the reduction of nitrogen to ammonia, nitrogen oxides to nitrogen, decomposition of pollutants, etc. have
also been attempted. In almost all these cases, TiO, is used as the photocatalyst. The applications in this
field are expanding enormously.

7.6.2 Single Electron Devices

Quantum dots can be used in single electron devices. In order to understand the elementary details of
such a system, we consider the example of an electroneutral dot, so-called because the number of electrons
that it has is the same as the number of holes. In order to put an electron inside, one has to apply a weak
force. Tunneling is the most common means of putting a charge into a device of this kind as the device
most often has an insulating barrier around it. The charge that the dot now possesses, Q = —e, produces an
electric field, € which repels any incoming negative charge. The fundamental charge is only 1.6 X 107"
C, but the field it produces on the surface of a dot can be large, of the order of 140 kV on a 10 nm
diameter particle. A more important parameter in discussing single electron phenomenon has been

recognized as the charging energy, E. = ¢*/C. At smaller dimensions, the electronic energy states in the
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material are quantized. The energy required for the addition (of charge) is a sum of the charging energy
and the electron kinetic energy in the material. In the larger size regime, of the order of 100 nm, the
addition energy is dominated by the charging energy and the energy required for addition is of the order
of tel/. Thus thermal energy is enough to do the job. Therefore, single electron eftects will be manifested
only at lower temperatures when thermal energy is small. However, in the lower size regime of the order
of 10 nm, addition energy will be of the order of mel” and will be dominated by electron kinetic energy
or will become comparable to the charging energy.

Single electron transition and corresponding effects are manifested dramatically in current-voltage
measurements of nanocrystals. Imagine that a device structure is constructed in such a way that a single
nanoparticle is trapped between an electron source and an electrode. As the electrode is separated at a
large distance such that appreciable tunneling does not occur, a potential U is applied. If one measures the
charge of the particle, Q as a function of the ‘external charge’, Q, = CU, we get a step-like function. This
is called the ‘Coulomb staircase’. Q is a step function of U, with the distance between the neighboring
steps = €. AQ =e or AU = ¢/C. However, when thermal energy becomes comparable to the charging
energy, the thermal fluctuations smear out the staircase.

Such a staircase implies that electrons can be transferred one at a time. However, the device by itself
cannot be used for properties such as rectification or memory. These properties can be attained only by
the use of more complicated devices such as single electron transistors, single electron traps, etc. The
fundamental aspect of such device structures is the capability to charge or discharge nanosized regions
selectively.

Review Questions

Can a quantum dot be made with a metallic element?

How is quantum confinement manifested in various measurements?
How would one make and stabilize a quantum dot?

‘What are the difterent types of quantum dots investigated?

‘What makes quantum dot luminescence attractive?

How do we correlate absorption spectra with size of the quantum dot?

Ny kA b=

‘What are the unique chemical properties of quantum dots? Give specific examples and illustrate
how these are possible.

®

Why functionalize these particles?

How do make biocompatible quantum dots?
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MonoLAYER-PROTECTED METAL NANOPARTICLES

The synthesis of redispersible nanomaterials has expanded the scope of colloidal chemistry. They can be treated just as
molecules, which may be stored as powders, dispersed in solvents, reacted with suitable molecules, etc. In effect, they act
as reagents. Such materials can be characterized by spectroscopic and microscopic techniques. Any property can be
incorporated in such materials by functionalizing them with suitable protecting molecules. This creates a lot of possibilities
for the applications of such systems. The assembly of such systems into ordered structures is interesting. Such ordered
arrays are expected to show unusual properties that are entirely different from those of individual nanocrystals.

Learning Objectives

e What are the differences between clusters with and without monolayers?
e How does functionality make a difference?
e What are the applications of clusters?

e What are metal cluster superlattices?

8.1 Introduction

In 1857 Faraday made colloidal gold by reducing the aqueous solution of AuCl, with phosphorusin CS,
(Ref. 1). Since then several methods have become available for the synthesis of colloidal gold particles.
The most popular one is the citrate reduction method of Turkevitch (Ref. 2). Here a solution of the
gold or silver salt (typically 1 mM) is boiled with a higher concentration (typically 1 M) of sodium citrate
for a few minutes. This results in the formation of metal colloids of 10-50 nm diameter, and the size can
be varied by altering synthetic parameters. This colloidal solution is stable for several months (the gold
colloid is much more stable than that of silver). Here the stability is due to an electrical double layer
surrounding the metal surface. This layer is dynamic and the colloid is stable as long as the conditions
are not altered greatly. For example, if we precipitate the colloid, the material cannot be re-dispersed.
Precipitation leads to aggregation as the stabilizing ionic layer is easily disturbed. A stable colloidal particle
which can be precipitated, dried and re-dispersed, or in effect one that has similar characteristics as a
molecule, generated interest for a long time. The 3D monolayers or monolayer-protected metal clusters

Copyright © 2007 by T. Pradeep. Click here for terms of use.



(MPCs) belong to this category of materials. They are molecular materials, wherein the constituting
monolayer-protected clusters or nanoparticles behave like molecules. 3D is to distinguish these from the
corresponding 2D monolayers, which are grown on planar surfaces.

8.2 Method of Preparation

By combining this two-phase method of Faraday and the technique of phase transfer catalysis, Brust, ef al.,
prepared dodecanethiol-protected gold nanoparticles with a core size in the range 1-3 nm (Ref. 3).
AuCl, was transferred to toluene using tetra octyl ammonium bromide as the phase transfer agent. The
phase-transferred Au®" is then reduced in the presence of the surfactant, octadecanethiol using NaBH 48
the reducing agent (see Fig. 8.1).

>

NaBH,
HAUCl,

Fig. 8.1: Schematic showing the Brust method of preparing monolayer-protected clusters.

The overall reaction is:

AuCl} (aq) + N(CgH,,); (toluene) — N(CgH,,); AuCl; (toluene)
mAuCl; (toluene)+nC,,H,;SH(toluene)+3me~ — (Au,,)(C,,H,sS), (toluene) +4mCl ™ (aq)

The material formed is a dark brown powder with a waxy texture. This may be referred to as Au@DDT,
the @ symbolism means that DDT covers Au (DDT is dodecane thiol, C,,H,.SH). The material is
redispersible in common organic solvents and can be purified by gel filtration chromatography with
sepharose 6B/toluene. The size of the gold core can be controlled by varying the metal ion to ligand ratio.
A large thiol/gold ratio leads to the formation of smaller nanoparticles. Various ligands other than thiols
have been used to prepare 3D SAMs.

8.3 Characterization

Various tools have been used to characterize SAMs. These include UV/vis spectroscopy, transmission
electron microscopy, X-ray diffraction, mass spectrometry, infra-red spectroscopy, X-ray photoelectron
spectroscopy, nuclear magnetic resonance spectroscopy and differential scanning calorimetry.
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UV-vis absorption spectroscopy has been used to characterize the core of the material. Noble metal
nanoparticles show surface plasmon resonance due to the coherent oscillation of the conduction band
electrons excited by electromagnetic radiation (Fig. 8.2). This happens when the core size is comparable
to the mean free path of the electron. The frequency of the plasmon absorption band (@,) is related to the
free electron density by the equation a)i = T Ne* /m, where N is the free electron density, e is the electron
charge and m is its effective mass. Mie explained this phenomenon by solving Maxwell’s equations for the
absorption and scattering of the electromagnetic radiation by spherical particles (Ref. 4). More details on
this can be found in the chapter on Core Shell Nanoparticles (Chapter 9).
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Fig. 8.2:  UV-vis spectrum of Au@hexanethiol showing the presence of surface plasmon resonance at 520 nm.
Inset shows the spectrum for sub-nanosized metal clusters for which the plasmon is very weak. From

the author’s work.

The plasmon absorption band is characteristic of the size and shape of nanoclusters. Anisotropic
particles such as metal nanorods show the presence of two plasmon features, namely ‘transverse’, due to
the coherent oscillation along the short axis, and longitudinal’ due to the oscillation along the long axis.
The intensity of the longitudinal plasmon band is large and its position varies with the length of the rod.

Techniques like TEM, XR D, AFM, STM, etc. have been used to derive information on the structure
of the metal core. High resolution transmission electron microscopy at lattice resolution on size-selected
gold nanocrystallites showed FCC packing of atoms in the gold core with a mixture of particle shapes
with predominantly truncated octahedral, cuboctahedral and icosahedral structures. The octahedral core
will have eight (111) planes and the six corners will be truncated by (100) planes. The high radius of
curvature of the core suggests that the monolayer chain density decreases as we move away from the metal
core. Thus the terminal methyl groups have enough orientational freedom.This is again supported by the
fact that the hydrodynamic radius of the metal nanoparticles is lower than that calculated by assuming the
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monolayer to be a straight chain. TEM gives the mean diameter (d) of the particles which can be used to
calculate the mean number of atoms (N) in the core using the relationship, N, = 47(d/2)’ /V,, .

X-Ray photoelectron spectroscopy has been used to find out the oxidation state of gold in the
material. The Au 4f;,, (87.5 eV) and Au 4f, , (83.8 eV) values are characteristic of Au' in the material. This
shows that largely gold is present in the Au’ state in the core. The absence of the Au(I) band at 84.9 eV (for
Au 4f,,) ruled out the possibility of gold sulphide character of the Au-S bond.

IR spectroscopy is a powerful tool used to study the structure of the adsorbate on the metal surface.
An increase in the intensity of the methylene stretching vibrations with an increase in the chain length
indicates that the structural integrity of the alkanethiol was maintained during the cluster formation.The
position of the d, and d methylene bands indicates if the alkane chain is crystalline or not. Thiols with
carbon atoms of less than eight show a liquid-like structure. In the case of longer thiols, the values
2850 cm™' and 2920 cm™ (for d, and d_) are close to the values of crystalline alkanes. The high crystallinity
indicates the all-trans arrangement of the methylene chains. The merging of the r, and r_bands indicates
that the terminal methyl group has enough rotational freedom. The disappearance of S-H stretching
frequency at 2650 cm ™' indicates that the thiols attach to the metal surface as thiolates.

BC NMR spectra of alkane thiol stabilized clusters for three different alkyl chain lengths showed that
the peak narrows down as the distance of the carbon from the gold surface increases. For example, among
Cq, Cy, and C, capped clusters, the line width of the methyl resonance at 14 ppm was minimum for
hexadecane thiol capped gold. "C NMR spectrum of octane thiol capped gold nanoparticles showed
peaks only for carbon beyond C,. The resonances corresponding to the carbons close to the gold surfaces,
namely C,, Cg and C,, did not show up in the spectra. This is because they were flattened into the base
line. The factors which can affect the distance dependent broadening are dependence of spin lattice
relaxation rate on magnetic field anisotropy, chemical shift anisotropy and residual heteronuclear dipolar
interactions. Among these factors, the major contribution was from residual heteronuclear dipolar
interactions.

MPC:s display current due to double layer charging of the metal core. This is due to the extremely
small sub-atto Farad capacitance of MPCs. The double layer charging occurs as a series of one electron,
approximately evenly spaced, current peaks as shown in Fig. 8.3. This results from the single electron
changes in the charge state of the core. For the differential pulse voltammetry of a dilute solution of
MPCs, peaks will be observed for the addition or subtraction of each electron. The space between the
successive peaks in the differential pulse voltammetry is e/ C

L Where e is the electron charge and C, is
the double layer capacitance.

clu

One can charge the core of the MPCs electrochemically in a solvent in the presence of a supporting
electrolyte. The solvent is then removed and the supporting electrolyte is washed away. Such positively or
negatively charged MPCs can act as oxidizing as well as reducing agents. These charged MPCs are reasonably
stable and can be handled like usual compounds. Murray, ef al., (Ref. 6) studied ligand exchange reactions
on electrochemically charged MPCs. They found that the rate as well as the extent of exchange increased
with an increase in the positive charge on the core. Mixing MPCs with different core charges results in
the transfer of electrons between the MPCs resulting in a solution with a potential determined by the
stoichiometry of the mixture and Nernst equation.
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Fig. 8.3: Differential pulse voltammetry of 0.1 mM CMPCs in CH,Cl, measured at a 1.6 mm diameter Pt
working electrode using 50 mM Bu,NCIO, as the supporting electrolyte. Reprinted with permission
from Song, et al. (Ref. 5). Copyright (2002) American Chemical Society.

The DSC of the alkanethiol-capped gold nanoparticles with alkane thiols with chain lengths varying
from C,, to C,, are shown in Fig. 8.4. The broad endotherm is caused by the order—disorder transition
associated with the hydrocarbon chain. The transition temperature as well as the transition enthalpy
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Fig. 8.4: Differential scanning calorimetry of alkanethiol capped gold clusters showing the peak corresponding

— tothealkyl chain melting. The melting temperature as well as the transition enthalpy increase with an
increase in the chain length of the thiol. Reprinted with permission from Templeton, et al. (Ref. 6).
Copyright (2000) American Chemical Society.



increase with the chain length.Alkyl chains below 12 carbons do not show the melting of the hydrocarbon
chain. Apart from this, another melting is observed above 100°C. This is due to the small fraction of the
superlattice (see later) present in the sample.

The enthalpy of the superlattice melting can be very high due to the high cohesive energy of such
systems. As one can see from the cartoon structure of the superlattice in Fig. 8.5, the ordered portion of
the alkyl chain can be either at the end or in between the two clusters.

Fig. 8.5: Cartoon of thiol protected gold clusters showing the possible regions of crystallinity. Circle shows the
region of crystallinity because of the interdigitation of alkyl chains and square shows the possibility of
interstitial folding.

8.4 Functionalized Metal Nanoparticles

The synthesis of functionalized nanomaterials has been receiving considerable attention during the past
few years. Functionalization can be either through a ligand exchange reaction or using modified thiol as
the capping agent in the Brust method.Various photoactive molecules have been attached to the surface
of gold using the thiol end group and such structures are shown in Fig. 8.6. These include derivatives of
porphyrenes (Ref. 7), fullerenes (Ref. 8), pyrenes (Ref. 9), stilbenes (Ref. 10), fluorenes (Ref. 11)
resorcinarenes (Ref. 12), azobenzenes (Ref. 13), etc.

Photoswitchable gold nanoparticles with a double shell structure in which the inner shell is made of
spiropyran, have been used to control the binding and release of the outer shell of amino acids. Under dark
conditions, a majority of the spiropyran exist in the close ring form. This non-polar form does not have
color.When irradiated with light, spiropyran (SP) changes to the highly polar-colored merocyanin (MC)
form.This open ring merocyanin can form a complex with amino acids which helps in forming a further
layer of amino acid around the gold nanoparticles (Fig. 8.7). Such systems can be possible candidates for
light-mediated binding and release of amino acid derivatives.

Another interesting property was observed in pyrene methyl amine-capped gold nanoparticles. The

fluorescence of pyrene was found to increase when attached to the metal surface. This was entirely different
from the normal trend wherein heavy metals quench the fluorescence. The binding of nitrogen onto the
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Fig. 8.7: Reversible binding of amino acids with spiropyran capped gold nanoparticles. Reprinted with
permission from Ipe, et al. (Ref. 14). Copyright (2003) American Chemical Society.



gold suppresses the electron transfer between the nitrogen and the pyrene ring as shown by the arrows in
Fig. 8.8. This results in enhanced fluorescence.

Fig. 8.8: Gold nanoparticles-assisted enhancement of fluorescence in pyrene methyl amine. Due to the
—___  attachment of nitrogen onto the nanoparticles, conjugation between lone pair on nitrogen and the
pyrene ring is blocked. This is indicated by an arrow with a cross mark. Reprinted with permission

from Thomas and Kamat (Ref. 15). Copyright (2000) American Chemical Society.

8.5 Applications

Gold nanoparticles have very high extinction coefficients, and the color change during the transition of
nanoparticles from the dispersed to the aggregate state is quite evident. Hence the coupling of nanoparticles
with ionophores gives better sensors. The sensing of a particular ion by the ionophores will be seen as a
color change. Crown ethers in combination with gold nanoparticles have been used as K* ion sensor. K
has the ability to form 1:2 adducts with crown ethers attached to adjacent nanoparticles as shown in
Fig. 8.9.This results in aggregation and the color changes from dark brown to purple (Ref. 16).

Bidentate ligands attached to gold nanoparticles provide it specificity to a particular ion due to its
capability to form chelate complexes. The chelation leads to aggregation and color change, which can be
used to find the concentration of the ion. The scheme in Fig.8.10(a) shows the Li" ion assisted aggregation
of gold nanoparticles. The corresponding TEM picture is shown in Fig. 8.10(c).

Toxic heavy metal ions such as lead, cadmium and mercury can be detected by using gold nanoparticles.
In the presence of metal ions, gold nanoparticles aggregate through chelation of the ions with the carboxyl
group on adjacent nanoparticles as shown in Fig. 8.11.This ion templated chelation process changes the
color of the solution. It also changes the Rayleigh scattering response from the medium. This chelation
can be reversed through the addition of a strong metal ion chelator such as EDTA.

Temperature-sensitive polymers have been grafted onto the surface of nanoparticles to make molecular
thermometers. A commonly used functional polymer is poly-N-isopropyl acryl amide. This polymer has
a lower critical solution temperature (LCST) of 35°C. Below 35°C, hydrogen bonding between the water
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Fig. 8.9: Schematic showing the sensing of potassium ion by crown ether functionalized gold nanoparticles,

— Theaddlition of K* leads to the formation of adducts which brings about the aggregation of nanoparticles
resulting in a color change. Reprinted with permission from Lin, et al. (Ref. 16). Copyright (2002)
American Chemical Society.
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Fig. 8.10: Selective detection of lithium ion by gold nanoparticles. The structure of the ligand used is shown in
Fig. 8.10(b). Fig. 8.10(c) shows the TEM picture of the aggregate. Reprinted with permission from
Obare, et al. (Ref. 17). Copyright (2002) American Chemical Society.
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Fig. 8.11: Jon-assisted chelation for the detection of heavy metals, Picture taken from the Table of Contents
entry link of Ref. 18. Copyright (2001) American Chemical Society.

and the polar groups makes the polymer soluble in water. Above 35°C the hydrophobic interaction
predominates and throws out all the water molecules, thus acting as a molecular thermometer. The coil-
to-globule chain transition taking place as a result of the changes in the surrounding temperature is
schematically shown in Fig. 8.12.

8.6 Superlattices

Superlattice is a periodic, synthetic multi-layer, wherein a unit cell, consisting of successive layers that are
chemically different from their adjacent neighbors, is repeated. These materials are characterized by their
double periodicity in the structure, periodicity of atoms in the angstrom level, and periodicity of nanocrystals
in the nanometer level.
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Fig. 8.12: Temperature sensor based on gel-coated nanoparticles. HCST refers to higher critical solution
temperature. Reprinted with permission from Zhu, et al. (Ref. 19). Copyright (2004) American
Chemical Society.
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In order to allow the superlattice formation to occur, the van der Waals interaction between the
particles should be sufficiently strong to create a secondary minimum M, in the potential energy—distance
curve as shown in Fig. 8.13. The secondary minimum is very shallow for smaller particles. Hence during
the growth of the particles, the system crosses the small energy barrier P and is taken to stable minimum
M, which results in irreversible aggregation.

AG

Fig. 8.13: Potential energy—distance curve showing the resultant interaction energy (iii) due to contribution

—_ fromattractive (i) as well as repulsive forces (ii). M, refers to the shallow minimum which can lead to
particles associated reversibly and M, refers to the stable minimum leading to irreversible aggregation.
H is the interparticle distance and AG denotes the change in Gibbs free energy. From Ref. 20.

Monodispersity is another important factor that controls the formation of superlattice. Even though
the Brust method gives redispersible materials, the particle distribution is very large. Hence size selective
separation is required to make monodisperse particles. The method developed by Murray, et al., 1993,
(Ref. 21), facilitates the synthesis of monodisperse particles. Here the metal—-organic precursors are injected
into a hot solution containing co-ordinating ligands like trioctyl phosphine. Extensive research has taken
place on CdSe superlattices that have been prepared by using this method (Ref. 22). Figure 8.14 (Plate 5)
shows the superlattice prepared from CdSe nanoparticles.

When a drop of the solution of monolayer-protected cluster in a volatile organic solvent is placed on
a plane surface and allowed to evaporate under controlled conditions, the particle starts coming closer, the
individual nanocrystals start nucleating and the crystal starts growing. This is followed by an annealing
process which results in the formation of superlattices.
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In hydrophobically-modified SAMS, hard sphere repulsion and van der Waals forces assist the formation
of superlattices. The self~organization of monolayers leads to an assembly of the chains on the crystal
planes of the nanocrystals. Such assemblies of adjacent clusters can interact, forming a well-organized
superlattice structure as shown in Fig. 8.15. The structure of such assemblies and the phase behavior of
such systems has been the subject of intense investigation in our research group (Ref.24).The superlattice
structure undergoes a first order phase transition and can reverse into a liquid phase. Such a liquid phase
exists for a narrow range of temperatures. Beyond a particular temperature, the alkyl chains possess
orientational freedom in the superlattice structure.

Fig. 8.15: Pictorial representation of a superlattice.

The formation of a superlattice is easy if the surface of the nanoparticle is modified with thiols with
the terminal group capable of forming hydrogen bonds. Kimura has observed the hydrogen bond-mediated
formation of superlattices in mercaptosuccinic acid modified gold nanoparticles (Ref. 26). The superlattice
formation in this case is believed to be assisted by the water clusters trapped in the tetrahedral and
octahedral cavities that are created by the hexagonal close packing of the constituent nanocrystals. The
optical micrograph of the crystals thus obtained is shown in Fig. 8.16.

Digestive ripening is another way of making ‘superlattice’ (Ref. 27). In this method, the already
prepared nanoparticles are refluxed in a solvent with ligands capable of acting as digestive ripening agents.
This includes thiols, amines, alcohols, alkanes and silanes. Among the ripening agents, thiols are found to
be better than the others. In this process, larger nanocrystals grow at the cost of smaller ones. Thus the
growth takes place in size, and not in number. The TEM picture of the particles during each step is shown
in Fig. 8.17.
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Fig. 8.16: Picture showing the optical microscope images of the superlattices. Inset shows the low angle
diffraction form one superlattice. Reprinted with permission from Wang, et al. (Ref. 26). Copyright
(2004) American Chemical Society.
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Fig. 8.17: TEM images taken at each step during the preparation of superlattice. Reprinted with permission
from Prasad, et al. (Ref. 27). Copyright (2003) American Chemical Society.

Superlattices result from collective interactions, which is different from individual nanocrystals. One
of the interesting phenomena observed in a superlattice is the metal-insulator transition. Heath and
coworkers observed this phenomenon while compressing a film of silver nanocrystals using a Langmuir
trough (Ref. 22). At a large interparticle distance, the nanocrystals are electrically isolated and the Coulomb
band gap is large. When the film is compressed, the interparticle distance (D) decreases. At large values of
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pressure, D is comparable to the diameter (2R) of the particles. The coupling between the particles is very
high at this point and the Coulomb gap disappears as shown in Fig. 8.18.
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Fig. 8.18: Schematic showing the metal insulator transition in superlattice. Reprinted with permission from the

Annual Review of Material Science, Volume 30 © 2000 Annual Reviews. www.annualreviews.org®©.

Review Questions

1. Why nanoparticles need a protective layer of molecules?

o

What are the principal differences between a planar monolayer and a monolayer on a metal
nanoparticle?

‘What are the principal properties of metal nanoparticles?

How would one characterize the monolayer and how can one characterize the core?
How do we know that a nanoparticle is indeed metallic?

‘Why most of the investigations are on gold particles?

‘What are the applications of gold particles?

‘What are the unique features of the Brust method?

W X N o AW

‘What makes a metal cluster superlattice?

10. When does a metal cluster become a quantum dot? Are there examples?
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CORE-SHELL NANOPARTICLES

Core-shell nanoparticles are hybrid systems. They have a core and a shell. Various cores and diverse shells are available.
The cores and shells can have distinct attributes such as metallicity, semiconductivity, magnetism, etc. Any combination
of core and shell is possible. It is also possible to have one kind of core with the same kind of shell, namely a metallic core
with another metallic shell, as Au@Ag, implying Au core and Ag shell. These systems are fascinating as they can protect
the core from the chemical environment of the medium. A chemically active, biologically unsuitable core can be protected
with an unreactive, chemically friendly shell. There are also several other possibilities. This chapter focuses on metallic cores.

Learning Objectives

e What are core-shell nanoparticles?

o Why do we need a core-shell system? What are the advantages of core-shell nanoparticles, in comparison
to nanoparticles of core or shell?

e What are their optical, chemical and other properties? How can we understand these properties?

e What do we use them for?

9.1 Introduction

Controlled fabrication of nanomaterials has been one of the challenges faced by nanotechnologists and
only limited progress has been achieved in this sphere so far. One of the fascinating characteristics of
nanomaterials is that their properties are dependent on size, shape, composition and structural order.
Therefore, it is imperative to develop eftective and reliable methodologies to cater to the ever-increasing
demands of tailored nanomaterials with the desired properties. Core-shell nanoparticles, i.e. particles with
a well-defined core and a shell both in the nanometer range, have demanding applications in pharmaceuticals,
chemical engineering, biology, optics, drug delivery and many other related areas in addition to chemistry.

During the past decade, there have been widespread research efforts to develop core-shell colloidal
nanoparticles with tailored structural, optical, surface and other properties (Refs 1-3). Investigations on
these types of materials have been catalyzed by their applicability in modern science and their technological

Copyright © 2007 by T. Pradeep. Click here for terms of use.
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edge over conventional materials. Such composite coatings are used in sensors (for protecting high-tech
equipments from lasers in the form of optical limiters), nanoelectronics, catalysis and pharmaceuticals.
These are also ideal systems used for probing the interfaces of the nanoparticle core and the shell, which
is of fundamental relevance from the academic point of view. The term used to describe the synthesis of
core-shell particles with well-defined morphologies and tailored properties is called ‘particle engineering’.
This is achieved by encapsulating the nanometal core within the shell of a preferred material, or by
coating the nanoparticle core with the shell material. The shell protection imparts certain functional
properties to the nanomaterial including: (1) monodispersity in size, (2) core and shell processibility,
(3) solubility and stability, (4) ease of self-assembly, and (5) applications in nanoscale optics, nanoelectronics,
as well as in magnetic, catalytic, chemical and biological fields. Shell protection is absolutely necessary for
the following important reasons: (a) the shell can alter the surface charge, reactivity and functionality of
the metal core thereby enhancing the stability and dispersibility of the colloidal materials; (b) by choosing
a suitable shell-forming material, we can incorporate magnetic, optical and catalytic properties into the
composite material; (c) encasing the metal core in a shell invariably protects it from physical and chemical
changes; and (d) core-shells exhibit improved physical and chemical characteristics as compared to their
single component counterparts.Various procedures have been employed for their synthesis, but the lack of
suitable methodology for industrial production of core-shell nanomaterials has limited their applicability.
A very critical aspect in the synthesis of such materials is the optimization of suitable/reliable synthetic
parameters.

This chapter provides an overview of the various methods to synthesize core-shell nanoparticles, of
their characterization using various spectroscopic and microscopic techniques, and their utility in material
science, and relevance and future prospects, wherever necessary. The common characterization techniques
involve UV-visible spectroscopy (UV-vis), transmission electron microscopy (TEM), powder X-ray
diffraction (XRD), cyclic voltammetry (CV), etc.

The topic of core-shell nanoparticles can be divided into sub-sections depending on the nature of the
core and the shell.

9.2 Types of Systems
9.2.1 MetalMetal Oxide Core-shell Nanoparticles

These are among the most widely studied core-shell nanosystems. Nanosized metal clusters have intense

colour, which can be tuned by varying the size of the clusters. One of the major problems associated with
their handling is their vulnerability to aggregation. In order to avoid aggregation, various methodologies
have been developed, with the most notable one being coating them with silica (Ref. 4), titania (Ref. 5),
zirconia (Ref. 6) and maghemite (Ref. 7). Liz-Marzan, et al., have developed a synthetic procedure to
prepare silica-coated nanosized metal clusters, and the same methodology has been applied to various
metals like Au, Ag and CdS (Ref. 8). The methodology uses 3-aminopropyl trimethoxy silane (APS), the
silane coupling agent, which can bind to the nanoparticle surface and can also function as an anchor point
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for the chemical deposition of active silica (SiO; ). Briefly, the method adopted in the above procedure
can be detailed as follows (Ref. 9): An aqueous dispersion of citrate-capped Au nanoparticles has been
treated with amino propyl trimethoxy silane (APS). A thin layer of active silica is deposited onto the
activated surface of Au clusters, which are thereby stabilized and can be transferred to ethyl alcohol. After
the transfer into the ethanol medium, the silica shell can be grown on it by using the standard Stober
procedure (see chapter 10).The thickness of the silica shell can be adjusted by using this method and can
be varied from 10-83 nm (Ref. 9). The absorption characteristics are tunable according to the shell
thickness (Ref. 9). Figure 9.1 shows the transmission electron micrographs of Au@SiO, nanoparticles
with different shell thicknesses synthesized by the above method. The shell thicknesses for 4, b, cand d are
10,23, 58 and 83 nm, respectively. Other inorganic coatings on nanocores include yttrium basic carbonate,
titania, titanium nitride, zirconia and Fe,Oj. In the inorganic coating procedures mentioned above, the
sizes and shapes of the core particles as well as the relative ratios of the reactants influence the thickness of
the shell. Hence careful and systematic experiments are usually required for optimizing the parameters for
desired shell thickness. Compatibility between the metal core and the inorganic shell forming materials is

Fig. 9.1: Transmission electron micrographs of silica coated gold nanoparticles. The shell thicknesses are
(@) 10 nm, (b) 23 nm, (c) 58 nm and (d) 83 nm. Reprinted with permission from Liz-Marzan, et al.
(Ref. 9). Copyright (1996) American Chemical Society.
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also a prerequisite for obtaining uniform coatings without aggregation (Ref. 9). Liz-Marzan, ef al., have
demonstrated the synthesis of TiO,-coated Ag nanoparticles by the simultaneous reduction of Ag" and
condensation of titanium butoxide (Ref. 5). A recent study extended the methodology to the syntheses of
ZrO, and TiO,-coated Au and Ag nanoparticles through a one-step synthesis (Ref. 6). Figure 9.2 shows
the TEM images of Au@ZrO, nanoparticles showing the core-shell geometry. Images A, B and C represent
three different areas of the same sample. D is an expanded image of one nanoparticle, clearly depicting the
core-shell morphology. In this case also, the absorption spectra are tunable depending upon the thickness
of the shell. The synthetic insertion of Au nanoparticles into mesoporous silica was demonstrated by
Konya, et al., (Ret. 10) using the mesoporous silica materials MCM-41 and MCM-48. Another important
approach towards the development of metal-metal oxide core-shell nanoparticles was that used by Teng,
et al. (Ref. 7). Robust Pt-maghemite (Fe,O,) core-shell nanoparticles were synthesized by a one-pot
method involving the reduction of platinum acetylacetonate in octyl ether-yielding Pt nanoparticles.
Layers of iron oxide were subsequently deposited on their surface as a result of the thermal decomposition
of iron pentacarbonyl (Ref. 7). These particles have potential applications in catalysis, high density storage
media and as precursors for making tunable magnetic nanoparticles, thin films, etc. Figure 9.3 shows the
TEM images of Pt-maghemite core-shell nanoparticles having two difterent shell thicknesses, synthesized
by varying the concentration of the shell-forming precursor.

(b)

(c) (d)

Fig. 9.2: TEM image of ZrO, coated Ag nanoparticles. Reprinted with permission from Tom, et al., (Ref. 6)
— Copyright (2003) American Chemical Society.
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Fig. 9.3: TEM image of Pt-maghemite core-shell nanoparticles having different shell thickness made with different
shell-forming precursors. The shell thicknesses are 3.5 nm and 5.4 nm, respectively (left to right).
Reprinted with permission from Teng, et al., (Ref. 7) Copyright (2003) American Chemical Society.

Mayya, et al., (Ref. 11) demonstrated the coating of Au nanoparticles with titania by using a facile
approach based on the complexation of a negatively charged titanium (IV) bis (ammonium lactate)
dihydroxide with poly (dimethyldiallyl ammonium hydroxide). This method has an advantage over other
reported methods in the fact that in it controlled hydrolysis and condensation reactions of titanium (IV)
bis (ammonium lactate) dihydroxide are possible, thereby enabling controlled coating of the nanocore.
Reverse micelle and sol—gel techniques are also employed in the synthesis of metal-metal oxide core-shell
nanoparticles. The inorganic coatings around the nanoparticles modify the optical properties of the systems
in addition to stabilizing them against coalescence. Core-shell geometry allows shell functionalization too
(Ref. 12) for better re-dispersibility and ease of handling using appropriate organic monolayers. Figure 9.4
depicts the high-resolution TEM image of a stearate functionalized Ag@ZrO, core-shell nanoparticle.
The distinct core-shell geometry is visible from the image, though the organic monolayer build-up around
the ZrO, shell is not clearly seen.

The inorganics-coated particles can catalyze redox reactions on their surface, which will be discussed
in detail in Section 9.5.3. Heat dissipation from Au@SiO, core-shell nanoparticles in both water and
ethanol were studied by Liz-Marzan, et al., (Ref. 13) using time-resolved spectroscopy. The characteristic
time constant for heat dissipation depends on the thickness of the silica shell and the solvent. Chen, et al.,
(Ref. 14) have done the synthesis and characterization of Au@SiO, core-shell nanoparticles by incorporating
a mercaptosilane at the core-shell interface. The highest degree of functional group organization at the
core-shell interface was achieved using this methodology which involves exploiting the strong interaction
between thiols and gold. Recently Wang, et al., (Ref. 15) synthesized Au-SiO, inverse opals by colloidal
crystal templating. Inverse opals represent an excellent class of materials for the manipulation of the flow
of light when their lattice parameter is comparable to the wavelength of electromagnetic waves. Inverse
opals are highly ordered 3D macroporous structures that can exhibit a bandgap at optical wavelengths.
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Fig. 9.4: HRTEM images of Ag@ZrO, core-shell nanoparticles functionalized with a stearate monolayer. From
Nair et. al. (Ref. 12). Reproduced by permission of the Royal Society of Chemistry.

Figure 9.5 shows the transmission electron micrographs of Au@SiO, inverse opals described above.
Images a, b and ¢ have different shell thicknesses. Hodak, et al., (Ref. 16) proved that the frequency of the
breathing modes of core-shell nanoparticles strongly depend on the thickness of the shell. They found that
a visible or near-UV pulse could be used to selectively excite small metal spheres, which coherently
excites the acoustic vibrational modes as the photon energy is absorbed by the particles before any
significant heat transfer to the dielectric shell. A theoretical model of the acoustic breathing modes of
core-shell nanoparticles has recently been proposed by Sader, et al. (Ref. 17).

@ )

Fig. 9.5: TEM images of Gold-silica inverse opals. The core dimension is ~15 nm and the silica shells are
around 8, 18 and 28 nm, respectively. Scale bars are 50 nm in all cases. Reprinted from Ref. 15.

Copyright (2002) Wiley-VCH.
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9.2.2 Bimetallic Core-shell Nanoparticles

Various bimetallic core-shell nanoparticles have been synthesized in the recent past because of their
renewed interest in catalysis. Henglein (Ref. 18) synthesized core-shell alloys of Au-Pt through the
simultaneous reduction of chloroauric acid and chloroplatinic acid. The TEM images of the Au@Pt core-
shell nanoparticles (image on the right) are shown in Fig. 9.6, produced by the coating of Pt on Au
nanoparticles (image on the left).Yonezawa, ef al., (Ref. 19) reported the synthesis of Au core-Pt shell type
nanoparticles through a single-step procedure. Schmid, et al. (Ref.20) also reported the synthesis of the Au
core-Pt shell nanoparticle by the simultaneous reduction of PtClé_ in an aqueous gold sol. y-irradiation
based synthesis and linear optical characterization of Ag/Cd, Ag/Pb and Ag/In core-shell nanoparticles
were reported as early as 1980 by Henglein (Ref. 21). Mulvaney, et al. (Ref. 22) and Kreibig, et al. (Ref. 23)
synthesized Ag core-Au shell nanosystems. Link, et al. (Ref. 24) synthesized Ag-Au alloy core-shell
nanoparticles of 17-25 nm size. The synthesis of Au core-Ag shell nanoparticles and their optical
characteristics like linear extinction and resonant hyper-Rayleigh scattering studies, were carried out by
Kim, et al. (Ref. 25).

60 Nnm

Fig. 9.6: TEM images of Au nanoparticles (left) coated with Pt (right) in the ratio 1:2. Reprinted with permission
from Henglin. (Ref. 18) Copyright (2000) American Chemical Society.

Sobal, et al. (Ref. 26) showed that Ag core-Co shell exhibit optical behavior distinct from that of
individual components. The presence of a noble metal also protects the Co shell against oxidation. The
synthesis of Pt core-Co shell nanocrystals was also reported by Sobal, et al. (Ref. 27) by thermal
decomposition of cobalt carbonyl in the presence of nanosized Pt dispersion. The thickness of the Co
shell can be controlled by varying the amount of cobalt carbonyl. These types of systems are ideal for
probing induced polarization of Pt at the core-shell interface. There are also several reports about the
synthesis of various other core-shell nanoparticles in literature. A novel low temperature synthetic protocol
for Cu@Au core-shell nanoparticles was developed by Cai, et al. (Ref. 28). These are extremely useful
systems for the electrochemical DNA hybridization detection assay. The use of core-shell alloy nanoparticles



>

s
s
50
o,

222

Nano: The Essentials

combines the easy surface modification properties of Au with the good voltammetric response of Cu.The
oxidative peak current of Cu colloid is much more than that of Au of the same size and quantity. Also, one
layer of Au coated on the Cu core is sufficient for protecting Cu from oxidative degradation and can also
provide an active surface for the immobilization of oligonucleotides.

The synthesis of dumb-bell shaped Au-Ag core-shell nanorods by seed-mediated growth under alkaline
conditions was reported by Huang and Matijevic (Ref. 29). The method uses gold nanorods as seeds in
the presence of Ag and ascorbate ions. The Ag ions that are being reduced by ascorbate ions become
deposited on the surface of the Au nanorods to form dumb bell shaped Au-Ag core-shell nanorods.
Recently, the synthesis of Au-Ag core-shell nanoparticles using tyrosine as a pH dependent reducing
agent was reported by Sastry, et al. (Ref. 30).

9.2.3 Semiconductor Core-shell Nanoparticles

Semiconductor nanocrystals exhibit interesting size-dependent optical properties because of the
confinement of electronic wavefunctions. Control of their surface is the key to highly luminescent
nanocrystals. This is because of the presence of a large number of surface defects arising from
nonstochiometry, unsaturated bonds, etc. Core-shell type composite quantum dots exhibit novel properties
which make them attractive for chemists. Overcoating the nanocrystallites with higher band gap inorganic
materials has been shown to increase the photoluminescence quantum yield due to the passivation of
surface non-radiative recombination sites. Also, particles passivated with inorganic composite materials
are much more reliable and robust than their corresponding organic analogues. The synthesis and
characterization of strongly luminescent CdSe-ZnS core-shell nanocrystals were reported by Hines and
Guyot-Sionnest (Ref. 31). Layered and composite semiconductor nanocrystals have been widely studied
by several groups. Epitaxially grown CdSe/CdS core-shell nanocrystals with high luminescence properties
and photostabilities were reported by Alivisatos, ef al. (Ref. 32). Similarly the synthesis and characterization
of highly luminescent CdSe-ZnS core-shell quantum dots were reported by Bawendi, ef al. (Ref.33). One
pot synthesis of highly luminescent CdSe/CdS core-shell nanocrystals via organometallic and greener
chemical approaches was reported by Weller, et al. (Ref. 34). Molecular nanocluster analogues of CdSe/
ZnSe and CdTe/ZnTe core-shell nanoparticles were reported by DeGroot, et al. (Ref. 35). The off-
resonance optical non-linearities of Au@CdS core-shell nanoparticles, embedded in BaTiOj thin films,
were reported by Yang, ef al. (Ref. 36). Semiconductor nanocrystallites are studied extensively because of
their large third order non-linearities and ultra-fast non-linear optical response.

9.24 Polymer-coated Core-shell Nanoparticles

Polym