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1
Metrological Scanning Probe Microscopes –
Instruments for Dimensional Nanometrology
Hans-Ulrich Danzebrink, Frank Pohlenz, Gaoliang Dai, and Claudio Dal Savio

Abstract

An overview of PTB’s activities in the field of dimensional nanometrology using
scanning probe microscopes (SPMs) is presented. The chapter is divided into two
parts: the development of (1) high-resolution probing systems and (2) complete
SPM metrology systems. The subject of SPM-probing system design comprises,
among other things, the concept of the “sensor objective” to combine conven-
tional microscopy with scanning probe techniques. In the field of complete me-
trological SPM systems, the measuring properties of one of the existing SPM
metrology systems have been significantly improved by including laser inter-
ferometers directly into the position control loop and by a clear reduction of
the nonlinearity of the interference signals. In addition, the application spectrum
of metrological SPM has been considerably extended by the establishment of an
SPM system with a measuring volume of 25 mm q 25 mm q 5 mm.

1.1
Introduction

In many fields of material sciences, biology, and medicine, conventional scanning
probe microscopes (SPMs) serve to visualize small structures with dimensions
down to atoms and molecules as well as to characterize object-specific properties
(magnetism, friction, thermal conductivity, and the like). For a large part of the
investigations, the image information obtained with the SPM is completely suffi-
cient for the qualitative investigation of the sample. Because of their high spatial
resolution, use of these microscopes is also of great interest for metrological ap-
plications. This is why the PTB has begun using SPMs in dimensional metrology
as one of the first national metrology institutes [1, 2].
A fundamental requirement for precise length measurements is, however, the

addition of a length measuring system to the microscope scanning system. For
this purpose, the piezo actuators that serve for positioning and scanning of sam-
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ple or measuring head, are in many cases position-controlled via additional sen-
sors (strain gauges, capacitive or inductive sensors) by which disadvantages of
piezo elements, such as hysteresis or creeping, are compensated [3–10]. The
use of these additional sensor systems does not release the user from performing
regular calibrations. In the majority of cases, the SPM is calibrated with the aid
of special standards with microstructures of defined geometry. Detailed infor-
mation on such calibration standards can be found in another article of this edi-
tion [11]. The disadvantage of discrete calibration via standards is, however, that
linearization of the positioning measuring systems is based on a few reference
points only which are given by the material measure. This leads to higher calibra-
tion effort when objects of different height or structure periods are to be mea-
sured.
This is why users with high demands on the uncertainty of SPM measure-

ments have in the past few years proceeded to equip the individual axes of the
positioning system with laser interferometers. This allows the positioning values
to be continuously traced back to the wavelength of the laser light and thus to the
SI unit “meter”. The fundamental idea is to treat the SPM like a miniaturized
three-coordinate measuring machine and to correct its metrological properties
with the device’s control software.
As in the case of coordinate measuring machines, the SPM measuring systems

can be divided into probing system and positioning unit. The structure of the
present chapter reflects this aspect. The first part describes the PTB activities
in the development of high-resolution probing systems based on scanning
probe microscope techniques. The second part deals with precise positioning
units and with the complete SPM measuring and calibration devices that are
available at PTB.

1.2
High-Resolution Probing Systems

PTB’s development of probing systems based on SPMs is aimed at constructing
and optimizing these measuring heads for use in dimensional nanometrology.
Needless to say that the sensor systems described cannot only be used for metro-
logical applications, but are of general interest for scanning probe microscopy and
coordinate measuring techniques.
The scanning force microscopes (SFMs) are those of the family of SPMs that

are of special importance for dimensional metrology. This is mainly due to the
fact that their use is not limited to conductive surfaces as it is, for example, the
case for scanning tunnel microscopes. The design principle of an SFM is
shown in Figure 1.1. In this case, the deflection detection system of the cantilever
moving relative to the surface is based on an optical beam deflection principle,
thus keeping the cantilever with the integrated measuring tip in a constant dis-
tance to the surface. The sample is then investigated line by line, and the profiles
are subsequently composed in a computer to form an image.
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In addition to the properties important from the viewpoint of metrology such as
stability, sensitivity, and noise behavior, different other aspects have been incorpo-
rated into PTB’s device development:
x Combination of the SPM measuring heads with optical micro-
scopes: here, the optical function extends from visualization to
quantitative dimensional or analytical methods.

x The use of different detection principles: the movement and
position of the measuring tip is measured by an external optical
procedure or via an intrinsic electrical measuring principle.

x The use of different measuring tip materials: in recent develop-
ments, special diamond tips are used in addition to silicon and
silicon nitride tips.

1.2.1
Sensor Objective with Beam Deflection Detection

As the name already suggests, the concept of the so-called sensor objective
directly takes up the combination of microscope objective and sensor, the sensor
in this case working as a scanning probe microscope. The special feature of this
sensor head development is that existing optical standard microscopes are used as
a basis: because of the compact geometry and the special design, the sensor ob-
jective (composed of SPM module and imaging optics) can be directly screwed
into the turret of an optical microscope [12]. This allows two microscopy worlds
to be ideally combined.
In measuring operation, the advantages of the combined system become ob-

vious. Firstly, the well-proven conventional light microscopy is used for fast and
extensive surface investigation. The spectrum of tasks extends from the orienta-
tion on the measurement object to quantitative optical measurements (see Sec-
tion 1.2.4). Then local measurement is performed with the slower serial scanning
probe procedure in the measurement area defined for calibration or, generally, at
those points of the sample which require a high resolution.
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Fig. 1.1 Sketch of a scanning
force microscope (SFM) with
cantilever probe and beam
deflection detection.



Figure 1.2 shows a version of the sensor objective screwed into a standard mi-
croscope. During measurement the sample is scanned with a piezo scanning
stage whose position is controlled with capacitive sensors. In this objective design,
the optical part of the measuring head consists of a combination of mirror optics.
These allow the cantilever with the integrated measuring tip to be viewed simul-
taneously with the sample surface. This clearly improves user-friendliness as far
as the adjustment and the selection of the measurement area are concerned.
When optionally operated as optical near-field microscope, the same optics can
be used for coupling and/or for collecting optical radiation into or from the
near-field probe [12]. This allows very local optical investigations and spectro-
scopic surface characterizations to be performed even on submicroscopic struc-
tures [13].
In topography mode (SFM mode), even single atomic terraces of a GaAs sub-

strate wafer (step height: approx. 0.28 nm) have been resolved with this measur-
ing setup despite the relatively large measuring circle (sample, microscope body,
granite stand, positioning stages – cf. Figure 1.2) [13]. These measurements were
performed in a dynamic SFM mode using conventional silicon cantilever probes.
Traditional beam deflection technique was applied to detect the bending of the
cantilever. All optoelectronic elements of the beam deflection system have been
arranged outside the measuring head, since a spatial integration was not intended
when this version of the measuring head was constructed. This arrangement can
be optimized, in particular, with respect to its mechanical stability. The further
objective of the PTB development went, however, beyond the integration of the
beam deflection system into the measuring head. This is why measuring heads
based on probes with monolithically integrated deflection detection have been
developed (see Sections 1.2.2 and 1.2.3).
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Fig. 1.2 Conventional standard microscope with screwed-in sensor objective – the version
shown here allows the device to be operated as optical near-field microscope in addition to
scanning force and optical microscopy. The enlarged image section in addition shows a dia-
grammatic representation of the beam path inside the objective.



1.2.2
Sensor Objective with Piezolever Module

One possibility of integrating the deflection detection system into the sensor
probe (i. e., as near as possible to the measuring tip) consists in utilizing the
piezoresistive effect of the cantilever material (here silicon) [14]. Comparable to
the strain gauge principle, the movement of the cantilever can thus be directly
converted into a measurable electrical signal. This means that an adjustment of
a light beam on the cantilever is not necessary. This improves user-friendliness
of the system and avoids possible errors as a result of inexact adjustment. Step-
height measurements have, for example, shown that scattered light or reflections
from the surface can lead to disturbing interference patterns or that the rough-
ness of the rear side of the cantilever affects the measurement when optical meth-
ods are used for deflection detection. These error sources are avoided by mono-
lithically integrated deflection sensors.
For realization of the piezoresistive cantilevers (briefly referred to as “piezole-

vers”), the piezoresistive elements were arranged in the form of a complete
Wheatstone bridge and incorporated into the silicon cantilevers by ion implanta-
tion. This work was performed in cooperation with NanoWorld Services GmbH,
Forschungszentrum J�lich and Surface Imaging Systems (SIS) GmbH [15]. As a
special option, one of the Wheatstone resistors is realized as an electrically con-
trollable resistor that allows the measuring bridge to be nulled.
During the design of our very compact SFM measuring head, which is based on

these piezolevers, special attention was directed toward the requirement for
detachable contacts of the cantilever chips [16]. In the piezolever SFMs so far rea-
lized, the cantilever chips were glued on small ceramic boards and the contacts
were bonded. To avoid these complex additional process steps, the cantilever
chips should be directly clamped and, at the same time, electrically contacted.
To achieve this spring contacts were used that are made of gold-plated platinum
beryllium (see Figure 1.3(b)). These “fingers” are arranged on a steel spring that
is pressed-on or flapped-back with the aid of a very small cam to allow the probes
to be exchanged. The complete holder must be exactly preadjusted and work free
from mechanical play in order to contact the electrodes on the rear side of the
chip reproducibly with the fingers, to exert enough force on the chip and to
achieve good contacting. As can be seen in Figure 1.3(b), the contacts are only
50 mm apart from each other. The latter emphasizes the desired mechanical pre-
cision of the contacting mechanism.
The dimensions of the whole SFM module that comprises both a piezo element

for the dynamic excitation of the cantilever and the electrical connections for the
sensor signals were reduced to 4 mm q 3.5 mm q 35 mm only (see Figure
1.3(c)). This compact design allows the combination with different measuring
heads and measuring microscope objectives. Topographic measurement results
obtained with this piezolever module are described and shown in Section 1.2.4
(Figure 1.6) together with interference-optical measurements.
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A great advantage of the mirror optics used in the sensor objective version
described above (Section 1.2.1) was the fact that the dimensions and the optical
parameters could be calculated by optical computational programs and manufac-
tured with diamond turning machines. This finally allowed the whole sensor ob-
jective to be designed and constructed at our own options and the space required
for the SFM module and the positioning mechanics to be taken into account. As
described, the compact piezolever module does not require so much space. This is
why these aspects are no longer important and the combination with a commer-
cial microscope objective as shown in Figure 1.3(a) furnishes a solution that is
more universal. This combination – microscope objective and SPM module –
has been realized for all measuring head versions so far developed (cf. also Figure
1.4(a)).

1.2.3
Sensor Objective with Tuning Fork Module

Another possibility of integrating the deflection detection system into the measur-
ing probe consists in using a cantilever arm made of quartz [17]. In operation, this
quartz is – just like the tuning fork in a quartz clock – excited to swing after an
electrical voltage has been applied. The measurement of the distance between the
probe and the surface and thus imaging the surface is performed by recording the
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Fig. 1.3 Piezolever module
combined with a standard mi-
croscope objective. Part (b)
shows the finger contacts for
fastening and electrical con-
tacting.



current flowing through the quartz. This signal is proportional to the lever arm
vibration and reacts very sensitive to changes of the damping when the distance
between the tip and the surface varies.
Diamond tips designed at PTB are fastened on these tuning forks to allow high

lateral resolution of the measurement (tip radii I 100 nm) [18]. Figure 1.4(b)
shows a quartz probe with tip. The selection of diamond as tip material is
based on both the mechanical properties (stability and resistance to abrasion)
and the optical properties that are important for the future use of the probes in
optical near-field microscopy.
To test the efficiency of the tuning fork measuring head, topographic measure-

ments were performed on structures with dimensions in the nanometer range.
The samples used here are made of self-organized InAs quantum dots on a
GaAs substrate. These quantum dots have pyramidal geometries (width approx.
20–30 nm, height approx. 4–6 nm). The mechanical stability of the whole micro-
scope is sufficiently high to image such nanostructures. Investigations of the
noise resulted in values of less than 0.6 nm (root mean square value) on a profile
2 mm in length.
Because of their extremely slim construction and their adjustment-free deflec-

tion detection, the tuning fork sensors can be tilted relative to the surface without
any problem. This also allows measurements to be performed on object areas
difficult to access such as structure edges or inclined areas. These properties
allow these as well as the piezolever sensors to be used as sensitive probes in a
coordinate measuring machine. Relevant developments have already been
initiated at PTB.

1.2.4
Sensor Head for Combined Scanning Probe and Interference Microscopy

Up to now, imaging optics in SFMs only served as visualization tools to determine
the area of interest for the measurement and to aid during probe alignment. In
the sensor head realization described in this chapter, the functionality has been
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Fig. 1.4 “Tuning fork” module with positioning mechanics and adapter ring for the microscope
objective as well as a micrograph of the tuning fork lever arm with the diamond tip (b).



considerably progressed. The combination of SFM and interference microscope
allows an optical measuring technique to be integrated into the measuring
head that can be traced back to the SI unit “meter” [19, 20].
This measuring system is based on the developments of the compact SFM mea-

suring heads so far described and has been conceived so that it can be operated in
different interference microscopes. For the PTB measuring setup, a commercial
interference microscope (MicroMap, Nikon) was selected as the basic instrument.
Because of the identical mechanical connecting plate, the newly developed sensor
only replaces the exchangeable interference objective (see Figure 1.5). The basic
instrument makes use of both the evaluation software and the displacement
mechanics for phase-shifting interferometry or white light interferometry.
For the realization of the sensor head, two possibilities came into consideration:

(1) modification of a commercial interference objective by adding an SFM module
with the aid of an adapter (cf. Sections 1.2.2 and 1.2.3) or (2) new internal devel-
opment of the whole interferential sensor head with additional SFM module. A
solution according to (1) can directly be achieved by adapting the adapter ring
mentioned in Section 1.2.2 and shown in Figure 1.3(a). In view of the planned
improvement of the optical properties of the objective, which will be explained
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Fig. 1.5 View of the com-
bined SFM and interference
microscope composed of
sensor head and commercial
basic instrument.



in the following, preference has, however, been given to the internal development
of the measuring head.
Core piece of the newly developed sensor head is a Michelson interferometer in

which the illumination is not performed via the internal, filtered microscope
white light lamp, but via external laser sources coupled to optical fibers. This
way, an essential heat source is removed from the measuring setup and the
mechanical stability is improved. Even more important is the fact that due to
the small illumination aperture of the optical fiber aperture correction becomes
negligible in the interference-microscopic evaluation. This clearly reduces the
measurement uncertainty.
At present, a HeNe laser (l ¼ 632.80 nm) or a frequency-doubled Nd-YAG laser

(l ¼ 532.26 nm) can optionally be used as external laser sources in the measuring
setup. If desired, this allows operation in the multiwavelength interferometry
mode by which, compared to operation with only one wavelength, the range of
unambiguous measurements of the interference microscope is extended.
For combination with a scanning probe microscope, the compact SFM module

with piezolevers already described in Section 1.2.2 was mounted on the sensor
head below the beam splitting cube. The cantilever can be seen in the image sec-
tion of the optical microscope (both in the “live image” and in the interference-
microscopic image; see Figure 1.6: on the left above) so that measurement area
selection is very user-friendly. The interference-optical measurement (e. g., in
phase-shifting mode) is performed simultaneously over the whole image section;
in the current configuration, the optical measuring range amounts to approx.
900 mm q 900 mm. It can, however, also be varied by using different optical sys-
tems. In the case of a higher optical magnification it has, however, to be taken
into account that the depth of focus is reduced and the advantage of an optical
survey image is no longer valid. In a second step, the object area to be investigated
with a high lateral resolution is moved below the SFM measuring tip with the aid
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Fig. 1.6 Topography image of an 80-nm step-height standard (H80) (a) image recorded in the
interference-optical mode (range 900 mm q 900 mm) – the SFM cantilever can be seen in the
circle marked at the upper-left corner; (b) Section measured with the integrated SFM module
(range 40 mm q 20 mm).



of a manually operated linear x, y-stage. After the surface has been successfully
approached to the tip, the measurement object is moved line by line with a posi-
tion-controlled piezo scanning stage (maximum operating range: approx. 100 mm
q 100 mm).
The extraordinary advantage of this combined measuring system consists in the

possibility of a direct z-calibration of the SFM. As soon as SFM and interference
microscope are measuring at the same place of the sample, the interference-
optical result can be used as calibration value for the SFM. Special step-height
standards are suited to be used as precise standards for heights from a few nan-
ometers up to some micrometers [11].
Comparison measurements performed at PTB with the newly established mea-

suring system and the reference interference-optical microscope showed for step-
height measurements on 80 nm and 260 nm calibration standard deviations of
less than 1 nm [20]. Figure 1.6 shows a comparison of the results of measure-
ments performed on an 80 nm standard in the interference-microscope mode
and in the SFM mode.
Another advantage of this combined device becomes obvious in the case of

heterogeneous objects. As soon as the optical constants of substrate and measure-
ment structure differ, the optical wave in the interference microscope experiences
different phase jumps on reflection. This leads to a measurement error as long as
the relevant optical constants are not taken into account in the interference-micro-
scopic evaluation. Determination of these constants for thin layers in the nan-
ometer range is, however, quite time-consuming and often imprecise, so this cor-
rection is only conditionally possible. This is different in the case of the device on
hand: Here, the measured value of the interference microscope is corrected by the
SFM module that had been calibrated before. It is worthwhile pointing out that
the SFM calibration was, as already described, performed with the same interfer-
ence microscope, although on a sample with homogeneous surface. This example
shows the complementary properties of the two independent measuring princi-
ples combined in one measuring instrument [20].

1.3
Metrology Systems Based on Scanning Probe Microscopes

In addition to other development activities in the field of SPM metrology, two
commercial SFMs have been extended by miniaturized homodyne laser interfe-
rometers and their data acquisition system has been improved in the past 2
years. The positioning system of a third device developed into a large range
SFM at PTB has already been equipped with laser interferometers by the manu-
facturer. These laser interferometers were developed in cooperation with the Tech-
nical University IImenau and SIOS Messtechnik GmbH. In the case of all de-
vices, special attention was already paid during the construction of the interfe-
rometer extension and the instrument design to the fact that principles as mini-
mization of Abbe errors and tilting were complied with. At PTB, the SFMs
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described serve for the calibration of standards and the general characterization of
microstructures. In the following, the SFMs equipped with laser interferometers
will be referred to as metrological SFMs.

1.3.1
Scanning Force Microscopes of Type Veritekt

Since 1995, two metrological SFMs with integrated laser interferometers have
been constructed on the basis of the commercial SFM Veritekt-3 of Carl Zeiss,
Jena. These devices allow measurement objects to be characterized in “contact”
SFM mode with a measuring range of 70 q 15 q 15 mm3 (x, y, z). Compared
to other instruments, the advantage of these SFMs is that a precise flexure
hinge stage is used as the basis for the positioning system and that position-con-
trolled piezo actuators (with integrated capacitive sensors) are used for each axis
of motion. A skilful geometry of the flexure hinges allows factors such as cross-
talk of the axes and nonorthogonality of the directions of motion to be minimized.
The operating principle of the integrated laser interferometers and the proce-

dure of how they are used to calibrate the capacitive sensors in the piezo actuators
is described in detail in [21, 22]. Figure 1.7 shows the diagrammatic sketch of the
two Veritekt SFMs. Veritekt B that has been completed in 1996 and optimized in
the following years with respect to a minimization of the Abbe error, is used for
calibrations at PTB. The results of international and internal comparisons [23, 24]
have confirmed suitability of this SFM for calibration tasks.
On the basis of the experience gained with Veritekt B, another metrological

SFM, Veritekt C (see Figure 1.8), has been developed in the years until 2002.
Essential subassemblies of the commercial basic instrument were adopted and
supplemented by modern measuring and evaluation electronics. The arrange-
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Fig. 1.7 Sketch of the metrological scanning force microscope Veritekt with integrated laser
interferometers (source: TK Ilmenau).



ment of the laser interferometers was revised in such a way that it is now also
possible to adapt measuring heads working in different SFM modes.
Contrary to the measuring strategy used for Veritekt B, in which the laser inter-

ferometers are used for calibration of the capacitive sensors at discrete measure-
ment points (l/2 zero points of the interferometer signals) and calculation of cor-
rection values, Veritekt C directly includes the interferometer values in the SFM’s
control loop. To allow the interferometers to be used as measuring and control
systems, the data acquisition electronics were completely changed and signal pro-
cessing realized on the basis of a fast signal processor [5]. Integration of these
data acquisition electronics into Veritekt C allows the resolution of the interferom-
eter values to be increased to 0.04 nm and the interferometers to be operated at a
data rate of 20 kHz.
As nonlinearity of the interferometer signals (which amounts to approx. 3 nm

in the uncorrected form) is a limiting factor when measurement uncertainties in
the range of a few nanometers are concerned, diverse correction procedures for
the nonlinearity were investigated when the measuring electronics was modified.
Finally, a procedure that follows the principle developed by Heydemann [25] was
embedded into the control loop of the interferometers. This procedure corrects
the deviations of the interferometers’ electrical signals ud1 and ud2 in amplitude,
offset, and phase by an ellipse fitting method:

ud1 w u1 + p ud2 w
1

r
(u2 cosa – u1 sina) + q:

In view of the calculation effort involved, this algorithm is usually not implemen-
ted as online method. The investigations performed on Veritekt C have, however,
shown that the ellipse parameters p, q, r, and a can be assumed to be constant
over a sufficiently long period of time and need not, therefore, be permanently
determined during correction. This allows the procedure to be integrated into
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Fig. 1.8 View of the SFM
Veritekt C.



the interferometer’s measuring circle without restriction of the data rate. The cor-
rection described allowed remaining nonlinearities of the interferometer signals
to be reduced to 0.3 nm.
After the interferometer data rate had been successfully increased, the measur-

ing principle of the SFM was revised to accelerate data acquisition of all signals.
On this basis, a new measuring mode was developed for scanning of the sample.
Central triggering of all measuring and control elements installed in the SFM
then allows the measurement object to be scanned with constant velocity and
to simultaneously determine the measurement data of both the positioning sys-
tem and the SFM sensor acting as null indicator. This makes deceleration of
the movement during acquisition of the measurement point data unnecessary;
this “scan-on-the-fly” measuring principle allows the measurement velocity in
the x-direction (fast scan axis) to be increased to up to 25 mm/s as a function
of the topography to be investigated. Because of the fast data acquisition, the in-
fluence of thermal drift and other environmental factors can be reduced.
Modernization of the data acquisition software, an automated sample position-

ing system, and the efforts taken to realize automatic measuring processes (batch
processes) have further improved the handling of the device. Because of the use
of laser interferometers as displacement measuring sensors, calibration of the
measuring system so far required can be dispensed. This leads to a reduction
of the whole measuring time.

1.3.2
Metrological Large Range Scanning Force Microscope

For an increasing number of practical applications of scanning probe microscopy
– also in the field of SPM metrology – the measuring range of piezo scanning
stages (x, y I 100–200 mm) is too small. These applications comprise, for exam-
ple, the determination of roughness in accordance with written standards and in-
vestigations on lateral standards whose evaluation requires measurements in the
millimeter range. For the reasons mentioned, different concepts have been devel-
oped to extend the measuring range of SFMs with the aim of increasing the dis-
placement range of piezo actuators [26] or using alternative positioning systems
[27].
The PTB decided to develop and manufacture a positioning system on the basis

of the so-called nano measuring machine [27] that meets the specific metrological
requirements of industrial metrology. This device was combined with a measur-
ing head based on a focus sensor known from the Veritekt SFM. A measuring
instrument is thus available that combines a positioning range of 25 q 25 q

5 mm3 with the detection principles of scanning force microscopy – the so-called
metrological large range scanning force microscope (LR-SFM). Its operating prin-
ciple is shown in Figure 1.9.
The object stage is moved via three linear driving systems that are position

controlled by laser interferometers. Two angle-measuring systems have been
included in the control unit to correct for guidance errors of the motion stage.
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Similar to the Veritekt SFMs, the reference system is formed by plane mirrors; in
the case of the LR-SFM, the mirrors have been combined to form a cube corner.
The resolution of the measuring system amounts to 0.08 nm or 0.001, respec-
tively. The construction of the device is aimed at achieving coincidence of measur-
ing and reference plane to minimize Abbe errors.
To increase the dynamics of the positioning system, a compact vertically mov-

ing piezo stage was arranged on the sample stage of the NMM. This one allows
fast scanning with a range of up to 2 mm. Its compact and stiff design results in a
high mechanical resonance frequency fr of 20 kHz. The movement of this stage is
measured and its position controlled via a capacitive sensor arranged in the mid-
dle of three symmetrically arranged piezo actuators. During scanning of the sam-
ple, the lateral movement is performed exclusively with the NMM, whereas the
height adjustment results from a combined movement of the vertically adjustable
z piezo stage and the NMM. The whole device is controlled via two signal proces-
sor systems. One is responsible for the NMM, the other realizes height adjust-
ment and data acquisition. More detailed information about the measuring tech-
niques used and the control systems implemented can be found in [28, 29]. The
photo in Figure 1.10 shows the metrological LR-SFM.
After finishing the design of the measuring software for the complete device,

extensive investigations into the metrological properties of the LR-SFM were
carried out. As an example, the first results of measurements performed on a
flatness standard and on a sinusoidal lattice standard are shown.
The topographic image of the flatness standard (Figure 1.11) can be used to es-

timate the quality of the motion (influenced by the guidance mechanism) and to
evaluate the instrument’s noise behavior. The image shows that the structure
measured is very flat and that artifacts as they may, for example, be caused by
the ball bearings, are not detectable. The residual instrument noise (3 nm p-v)
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Fig. 1.9 Diagrammatic sketch of the metrological large range SFM (LR-SFM)
(components such as drives and rails are not shown for reasons of clarity),
(source: TK Ilmenau).



is mainly due to external influences such as building vibrations and acoustic ex-
citations, and it should be reduced by optimizing the environmental conditions.
Suitability of the LR-SFM for measurements on lateral standards and determi-

nation of the structure period is illustrated by the example of a sinusoidal lattice.
Figure 1.12 shows the scan image of a one-dimensional lattice that has been
scanned in the x-direction with a measuring range of 1.35 mm (this corresponds
to 20 times the scanning range of the Veritekt SFMs!). As calculation of the struc-
ture period is based on a statistical procedure, a larger number of structures
allows us to improve the measurement uncertainty of the measuring procedure,
provided the sample structure is homogeneous. Repeated measurements on this
sinusoidal lattice showed an identical periodic value of 416.67 nm. This result
agrees with the reference value from diffractrometric optical measurements with-
in two decimal places.
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Fig. 1.10 View of the
metrological large range
SFM (LR-SFM).

Fig. 1.11 Investigations into the guiding
properties and noise behavior of the LR-SFM
Topography image of a flatness standard.



Further measurements on nanostructures and step heights have confirmed the
high spatial resolution of the measuring instrument and agreement of the mea-
sured values with reference values from international comparisons.
The investigations initiated to optimize the LR-SFM and extend it by alternative

detection principles are permanently continued and are to demonstrate that the
measuring system is also suitable for the measurement of structures with a topo-
graphy up to the millimeter range. Measurement tasks such as calibration of tip
geometries on indenters for hardness measurement, investigation of structures
on photo masks from semiconductor industry, determination of dimensional
parameters on parts in the field of microsystem technology and the like are
already demanded by industry and represent potential fields of application for
the metrological LR-SFM.

1.4
Summary

Special emphasis in the field of dimensional nanometrology at PTB is placed on
the development and optimization of measuring instruments for SPM metrology.
The development of sensor heads comprises, among other things, the concept of
the “sensor objective” to combine conventional microscopy with scanning probe
techniques. It is characterized by its extraordinary versatility that is due to the use
of different measuring heads and detection principles. In the field of complete
metrological SFM systems, the measuring properties of one of the existing Veri-
tekt systems have been significantly improved by including laser interferometers
directly into the position control loop and by a clear reduction of the nonlinearity
of the interference signals. In addition, the application spectrum of metrological
scanning probe microscopy has been considerably extended by the establishment
of an SFM system with a measuring volume of 25 mm q 25 mm q 5 mm.
The experience gained in the past few years has shown that it is precisely the

performance of development work in the field of SPM instrumentation at PTB
that is of decisive importance for the quality and understanding required for sub-
sequent use of these devices and their calibration. No study of operating instruc-
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Fig. 1.12 Determination of the lattice
constant on a sinusoidal lattice with approx.
3000 periods (measuring range in the x-direc-
tion 1.35 mm).



tions or training courses can replace the know-how gained in this work. Many de-
velopment projects have produced innovative solutions to reply to metrological
questions. In accordance with our philosophy, these activities are carried out
almost exclusively together with partners from industry and are, if possible,
based on commercially available components. Several examples of successful
technology transfer (among others Physik Instrumente (PI) GmbH, SIOS Mess-
technik GmbH, Surface Imaging Systems (SIS) GmbH) can be shown; they have
been implemented in many industrial products in the whole world.
Because of the continuing miniaturization in many high-technology fields and

the increasing number of metrological applications of SPMs, scanning probe
microscopy will be of outstanding importance for the future work in the field
of dimensional nanometrology at PTB.
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2
Nanometrology at the IMGC
M. Bisi, E. Massa, A. Pasquini, G. B. Picotto, and M. Pisani

Abstract

A survey of the nanometrology-related activities in progress at the Istituto di Me-
trologia “G. Colonnetti” (IMGC) is presented. Some special apparatus for critical
measurements in the nanoscale range are described. The development of instru-
mentation and methods for quantitative scanning probe microscopy, optical
diffractometry, and atomic scale displacement metrology by combined x-ray and
optical interferometry is outlined. Focus is given on calibration and methods
for traceable measurements, high-resolution positioning, and subnanometer dis-
placements measurements.

2.1
Introduction

The continuous miniaturization of processes and products (top–down approach)
as well as the fabrication of nanoscale systems by molecular assembly (bottom–up
approach) have extended the needs for measurement and testing in the nanome-
trology [1, 2]. The development of instrumentation, standards and traceable mea-
surement methods in the nanoscale should address these requirements of quan-
titative measurements of critical functions and dimensions, not only restricted to
physical quantities and microscopic specimens.
In this contribution, some activities are briefly described at the IMGC in the

fields of surface and atomic-scale metrology. A special apparatus (nanobalance)
for the measurement of forces in the nanorange is also described. The IMGC
is an Institute of the National Research Council (CNR) of Italy and carries out re-
search to maintain and develop national measurements standards for thermal
and mechanical metrology.

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
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2.2
Surface Metrology

2.2.1
Scanning Probe Microscopy

Surface metrology of patterned, nanostructured, and functionalized surfaces in
the submicrometer range is a key step in many processes of micro- and nano-
fabrication [3]. In this field, scanning probe microscopy (SPM) is a very useful
metrological tool for high-resolution three-dimensional (3D) imaging of microto-
pography and local physical properties of surfaces of a wide range of materials.
Quantitative SPM measurements of critical dimensions, pitch and step-height
of patterned surfaces need of instruments with accurate and stable devices,
which must use onboard laser interferometers or capacitive sensors to monitor
and control tip/sample displacements. The use of laser interferometers is more
complicated and expensive but provide direct traceability to the wavelength of
light.
A probe microscope [3] in which particular attention has been paid to the trace-

ability of surface geometry measurements has been made at IMGC to measure
critical dimensions in regular structures (gratings, grids, and steps, etc.) and to
observe critical parameters of irregular structures (granularity of evaporated
films, surface roughness, etc.). The microscope has been used for intercompari-
sons on step-height standards, gratings and patterned grids [4].
The microscope (Figure 2.1) uses a flexible structure working either with tun-

neling or atomic force heads. The structure accommodates a sample-moving
scanning device based on stacked xy- and z-stages operating in a working volume
of 30 q 30 q 15 mm with interferometer and capacitance-based controls of displa-
cements. The xy-stage uses plane-mirror linear interferometers and fast phase
meters to monitor and control the horizontal movements of precise ball-bearing
stages driven by piezo flexure actuators.
The z-stage uses a novel design based on three pairs of capacitive sensors and

PZT bimorph plates driving a kinematic sandwich-like assembling of two plates,
the upper one supports the sample and can be easily removed and precisely repo-
sitioned for sample handling. The overall design and the kinematic arrangement
allow a 3 degrees of freedom movements with a quasi independent electro-me-
chanic behavior of the three sensor-actuator pairs. The capacitive sensors have
the double purpose to guarantee a pure parallel movement, namely z displace-
ments free of pitch and roll tilts, and to deliver a measurement of the displace-
ment itself.
The estimated error budget gives an uncertainty of U95/nmZQ [2, 1q10–3L]

with planar dimensions L larger than 200 nm, and of U95/nmZQ [2, 2 q 10–3h]
with step-height h larger than 100 nm. The quadratic notation Q[a, b p L] is the
square root of quadratic sum of the two arguments a and b p L.
Quantitative measurements of pitch, linewidth, step-height, and critical dimen-

sions should include errors due to the tip shape, the finite sampling (number of
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sampling points and converters resolution) and numerical calculation (FFT, win-
dowing, . . .).
High sharpness of the tip may reduce reconstruction errors due to the finite tip

size while imaging surfaces having high-aspect ratio features. A two-step electro-
chemical method has been developed for sharpening tunneling tungsten tips [5],
and the feasibility of tips having carbon nanotubes at the apex is under a preli-
minary investigation. Carbon Nanotubes may represent ideal SPM probes due
to their high-aspect ratio, provides faithful imaging of deep trenches, while
good resolution is retained due to their nanometer-scale diameter.

2.2.2
Optical Diffractometry

Diffraction gratings and grids having pitch between few hundreds of nanometers
and tens of micrometers are widely used as transfer standards for the calibration
of microscopes (optic, probe or electronic). Optical diffractometry is by far the
most accurate technique to calibrate this kind of standards.
A convenient way for measuring the grating pitch by means of the diffraction

angle measurement is the “Littrow” (or “autocollimation”) setup shown in Figure
2.3. The grating, mounted on a goniometric table is illuminated by a calibrated
laser source and is rotated until the diffracted beams are parallel to the incoming
beam (incident angle ¼ diffracted angle ¼ a), an optoelectronic device (a two-
quadrant silicon photo-detector) reveals this null condition. Compared to other ex-
perimental configuration, the Littrow one offers the advantage of a fully symme-
trical setup and only one angle to be measured. The diffraction angle can be mea-
sured either with respect to the normal reflection angle (a ¼ 0), or by measuring
the difference between the two opposite diffraction angles thus minimizing
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Fig. 2.2 STM images of a TiO2 thin film (IMGC and UniTo) and of an xy grid standard.



systematic errors. When more than two diffracted beams are present, it can be
advantageous to measure the higher orders because at greater angles the relative
uncertainty of the goniometric table is less.
The IMGC diffractometer makes use of two He–Ne stabilized lasers (633 and

543 nm) whose wavelengths have been calibrated by comparison with the na-
tional length standard. The goniometric table angular resolution is 10L and the
optoelectronic circuit has a sensibility of 0.1L. A polarizing beam splitter (PBS)
in combination with a quarter wave plate (l/4) is used to direct the diffracted
light toward the two-quadrant detector. A beam expander is used to expand the
beam diameter in order to match the grating dimension. For pitches p I l/2
there is no diffraction, thus the smallest measurable pitch is about 280 nm mak-
ing the use of the green laser. The limit to the maximum measurable pitch is due
to the visibility of the diffraction orders (which become closer and weaker for
greater values). Gratings with pitches up to 100 mm have been measured.
With any of the n diffracted beams in the autocollimation condition, the grating

pitch is

pwNl/2 sin a (2:1)

where l is the laser wavelength, N is the diffraction order and a is the autocolli-
mation angle. The main contribution to the uncertainty is given by the uncer-
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Fig. 2.3 Schematic of the
diffractometer with the image
of the pattern diffracted from a
2D grating.



tainty of the measured angle a (the uncertainty of l can be neglected). With some
approximation, we obtain

Dp = Da(2p2/Nl) (2:2)

From the given estimation, it follows that the relative uncertainty is not constant
but increases with the pitch (the smaller is the pitch, the better is the measure-
ment). Meanwhile, the number of the visible orders N increases with the pitch
(NMAX ¼ INT(2p/l)), thus leading to discrete jumps of the uncertainty to lower
values.
The graphs of the relative uncertainty calculated for different values of the dif-

fracted order N are shown in Figure 2.4. The diamonds represent the experimen-
tal uncertainties obtained in the calibration of gratings and grids. With larger
pitches the uncertainty increases because it is limited by the maximum diffraction
order N used for the measurement (indeed higher diffraction orders can be too
weak to be measured).
The IMGC has taken part to the comparison CCL-S1 [6] on 1D gratings having

nominal pitches of 290 and 700 nm. The uncertainties of the measurements car-
ried out using optical diffractometers (OD) are comparable and the given values
are compliant. Other techniques lead to much greater uncertainties.

2.2.3
Stylus Profilometry

A stylus-based profilometer is used at the IMGC for the calibration of step-height
and groove-depth standards having wide rectangular steps and diamond-cutted
grooves with flat or rounded trenches (type A – ISO 5436). The stylus makes
the use of small tip–surface loads (10–100 mN) to record the profiles (Figure
2.5) of grooves/steps in the range from about 5 nm to 15 mm. The groove-
depth/step-height h is given with an uncertainty U95/nm Z Q[1, 4.7h] where h
is expressed in micrometers. The given uncertainty is obtained by calibrating
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the displacement sensitivity of the stylus by means of a piezocapacitive displace-
ment actuator, which in turn is calibrated using an interferometric setup [7]. In
this way, a direct traceability to the length standard is obtained.
The displacement actuator is driven in such a way to realize rectangular dis-

placement steps for calibrating the different magnifications of the instrument
up to the full range of stylus displacements.
The profilometer has been used for the comparisons CCL-S2 (NANO2) on step-

height standards, and EUROMET.L-S11 on roughness and groove standards type
A2 [8, 9]. Results and uncertainties agree with the comparison reference values.

2.3
Atomic Scale Metrology

The activity is focused on the measurement of the (220) lattice plane spacing of
silicon by means of combined x-ray and optical interferometry, which is one of
the most advanced tool for atomic-scale displacement metrology. Our aim is to
determine the spacing of the (220) lattice planes in silicon to within 5 q 10�9 re-
lative uncertainty, about an order of magnitude lower than present uncertainty.
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2.3.1
Lattice Parameter of Silicon

An x-ray interferometer is similar to a Mach-Zehnder interferometer in classical
optics. As Figure 2.6 shows, it consists of three thin, flat, and parallel Si crystals
cut in such a way that the (220) lattice planes are perpendicular to the surfaces of
the three crystals. A crystal, called analyzer, is separated from the other two, so
that it the can be moved in a direction orthogonal to the diffracting planes.
Mono-energetic x rays (in Figure 2.6, the Mo Ka radiation from a conventional
x-ray source) are split by Laue diffraction by the first crystal (splitter). The two
beams are split again by the second crystal (mirror) and recombined by the ana-
lyzer. The lattice parameter of silicon is obtained from the number of (220) lattice
planes in a crystal portion of known length. The measurement requires that the x-
ray interferometer is combined, in vacuum, with an optical interferometer so as to
have the same baseline, along which the analyzer is moved [10]. The polished
front surface of the analyzer is itself a mirror ideally parallel to the (220) planes
and its position and attitude are sensed by the optical interferometer.
The relevant measurement relation is d220 ¼ (m/n)l/2, where n is the number

of x-ray fringes in m optical fringes of period l/2. The (220) lattice plane spacing
is related to the lattice parameter by d220 ¼ a0/

ffiffiffi

8
p

. The definition of the quantity
measured, ideally, the spacing of the (220) lattice planes, requires a careful exam-
ination. In fact, the x-ray interferometer performs an average of individual lattice
spacing values and lattice strain, crystal bending and surface affect this average. If
a relative uncertainty of 10�9 is required, these contributions to the measurement
result must be carefully evaluated [11]. The development of long-range position-
ing devices having picometer resolution is crucial for the future of scanning
x-ray interferometry. Successful operation of an x-ray interferometer is a difficult
task. Particularly important are operation in vacuo, temperature control to within
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Fig. 2.6 A combined x-ray and optical interferometer. The laser interferometer senses the
analyzer location at four points by means of a position-sensitive detector. Displacement, pitch,
and yaw are thus simultaneously measured.



a few millikelvin, picometer positioning, vibration, and parasitic rotation control
to within picometers and nanoradians, respectively. In a combined x-ray and
optical interferometer, ultra-precision positioning and movement can be achieved
by feeding back into the piezoelectric translator, the position error detected either
by the x-ray interferometer or the laser interferometer. An elastic guide capable of
displacements up to 2 mm, smooth to within 1 pm and with yawing and pitching
to within 1 nrad, is described by Bergamin et al. [12]. It uses the feedback from
the laser interferometer, which detects simultaneously the analyzer displacement
position and parasitic rotation [13]. Not only prompt and accurate positioning was
obtained, but vibrations were also compensated. For still longer displacements a
slideway would be required, but, in order to compensate for relatively large guid-
ing errors, it is necessary to have a mechanical interface seated atop and driven so
as to compensate for parasitic rotations and for straightness errors. A solution is
shown in Figure 2.6. It consists of two stacked platforms, which rest on piezoelec-
tric elements [14]. The bottom platform compensates for lateral movement and
yawing; the top one compensates for vertical movement and pitching. Two capa-
citive sensors, whose target plates are the top and side faces of a right parallele-
piped, detect parasitic movements in order to render the displacements straight.

2.3.2
Combined Optical and X-Ray Interferometry (COXI)

The requirement is to measure displacements up to 1 mm with subnanometric
accuracy. While in principle it is possible to measure a displacement of this mag-
nitude using x-ray interferometry alone, the technological difficulties would be
very great. X-ray beam intensities are such that, typically, x-ray displacement mea-
surements are orders of magnitude slower than those made by optical interfero-
metry; the slow scanning speed would make measurement times inconveniently
long. Additionally, the longer measurement range would suggest the use of sepa-
rate crystal x-ray interferometer with all its attendant problems of alignment and
sensitivity to perturbations. These problems have been circumvented by limiting
the range covered directly by the x-ray interferometer to 10 mm only, and by mea-
suring the major part of the displacement by optical interferometry. COXI is
based on coupling an optical interferometer and x-ray interferometer in such a
way that the two interferometers supplement each other. The optical interferom-
eter’s fringe period is about 1648 times larger than the x-ray interferometer’s
fringe period, but is known with high accuracy (1 pm) (Figure 2.7). The objective
of COXI is to provide a means whereby the transducer used for the nanometer
range can be calibrated in terms of the national standards of length, that is to de-
velop an instrument for the measurement of linear displacements with ultra high
precision, e10 pm measurement uncertainty for displacement up to 10 mm, and
e100 pm for displacement up to 1 mm [15, 16].
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2.4
Phase-Contrast Topograpy

X-ray interferometry makes it possible to apply phase-contrast imaging technique
both to the investigation of crystal perfection and to the x-ray imaging.

2.4.1
Detection of Small Lattice Strain

In a triple Laue interferometer, the interference pattern is a moir� pattern formed
by the superposition of the diffracting lattice plane of the crystals forming the in-
terferometer. In other words, the phase delay of x rays along the two paths in the
interferometer are 2p(sA�s2)/d220 and 2p(s1�sS)/d220, where si are the components
of the displacement vectors of the analyzer, splitter, and mirrors along a direction
normal to the diffracting planes. The displacement vector is defined as the vector
from an atom in the undeformed crystal to the very same atom in the deformed
crystal. Therefore, si are small slowly varying functions describing the distortion
of the (220) lattice planes [17]. Hence, fringes are created owing to x rays crossing
through misplaced atoms; crystal defects and strains are visible in the interfer-
ence pattern (Figure 2.8).
Since four sets of diffracting planes superimpose to form the moir� pattern, an

identical deformation in all the crystals is unobservable. This technique gives no
indication about the amount of strain in any individual crystal of the three. As
shown in Figure 2.9, strain and rotations can easily be detected and mapped.
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Fig. 2.7 Optical fringe interpolation by x-ray interferometry. The zoom shows the actual mirror
displacement by increments of 192 pm. On the right, the residuals of a best fit sinusoidal model
to data is shown.



2.4.2
Phase-Contrast Imaging

X-ray imaging has remained unchanged since Roentgen’s discovery and still relies
on absorption. Absorption well differentiates heavy and light elements, but it is
not so successful in distinguishing soft tissues, which are transparent to x-rays
so that differences in density and composition have negligible effects on absorp-
tion. However, in the case of light elements and at typical x-ray energy of 20 keV,
x-ray phase shifts can be up to a hundred times greater than absorption. The
phase change is produced by the refraction index, as it is in optics. Therefore,
it is possible to observe the sample “fingerprint” in the x-ray phase even when
the corresponding shadow in a conventional intensity image is undetectable. A
way to observe the phase fingerprint is by x-ray interferometry. A phase-shifting
sample placed in either of the x-ray paths in the interferometer causes an inter-
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Fig. 2.8 Experimental setup: (PM) phase-modulator, (S) splitter, (M1 and M2) mirrors,
(A) analyzer, and (D) multianode photo-multiplier with a pile of eight NaI(Tl) crystal.
Set of eight traveling fringes obtained in a single scan of the phase-modulator.

Fig. 2.9 Phase-contrast image of lattice strains in a Si crystal.



ference pattern encoding detailed information about the interior sample to be ob-
served. Contrary to absorption, phase contrast does not display an immediately
readable image: it is the electron-density contour map, where contour lines are
the interference fringes. Fringe spacing is inversely proportional to the density
gradient and when fringes become dense, they are hard to resolve. For this rea-
son, x-ray interferometry is very satisfactory for almost flat phase profiles and is
particularly suitable to detect small inhomogeneities. Figure 2.10 shows the inter-
ference pattern of the plastic lens that focuses the laser beam in a compact disc
reader. That image has been obtained at the ELETTRA’s SYRMEP beam-line.
Symmetry makes the image particularly simple: dark and bright rings alternate
from the center to the edge of the lens with increasing frequency. They are the
equivalent of Newton’s rings in optics and clearly evidence the lens shape. Fringe
contrast is lost at the lens edge because of insufficient resolution. X-ray interfero-
metry can reveal fine structures in biological samples, but limitations arise from
the interferometer geometry: first, by absorption and, second, by loss of spatial
resolution due to the Borrman broadening of x rays in the analyzer. This is evi-
dent in Figure 2.10, where fringe contrast is lost more quickly in the vertical
than in the horizontal directions. The limit resolution, which can be overcome
by reducing crystal thickness or by using Bragg geometry, is set by the width
of the interferometer transfer function: this is a consequence of the uncertainty
relationship between Fourier transform pairs.
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Fig. 2.10 Phase-contrast image (Newton’s rings) of the lens focusing the laser beam in a
compact disc reader. Lens diameter is 4 mm. The reflection plane of rays is in the vertical
direction. The background interference pattern is due to lattice strains in the interferometer
crystals. Remaining shadows are caused by the framework.



2.5
Nanobalance

IMGC, Alenia Spazio, and Politecnico of Turin have designed and realized the
Nanobalance, an instrument for the direct measurement of the magnitude and
spectral density of thrust of ion micro-propulsor (field emission electric propul-
sion – FEEP) and gas micro-propulsor in the frequency band between 10�4 Hz
and 5 Hz, with a (frequency-dependent) resolution between 10 nN and 1 mN.
This type of micro-propulsor, characterized by a maximum thrust of 1 mN, will
be used to control the attitude and to compensate for the atmospheric drag in
some scientific missions such as GOCE (mapping of the Earth’s geo-potential)
and LISA (a Michelson interferometer for the detection of gravitational waves).
Nanobalance is an innovative concept: it is an high-resolution instrument, used
during the development phase of the micro-propulsors.
Nanobalance is an interferometric balance working in vacuum and consisting of

a Fabry–Perot resonator whose length is modified by the action of the micro-pro-
pulsor. The instrument (Figure 2.11) is positioned on a circular plate, mechani-
cally isolated by means of the vacuum chamber, which is mounted on a pneu-
matic damping system (Figure 2.12).
The micro-propulsor is mounted on a rigid pendulum connected to a Zerodur

spacing by an elastic hinge. The other micro-propulsor (which in not used during
the measurement) is mounted on another pendulum to balance the instrument.
The two pendula have been manufactured in order to have the same mechanical
characteristics (within manufacturing tolerances) in order to optimize the behav-
ior of the instrument.
When the micro-propulsor is not powered, the pendula oscillate in phase (at

about 13 Hz): every mechanical disturb (acoustical or seismic), which is propa-
gated to the instrument, produces a common mode perturbation and does not im-
pair the motion of the pendula. The rejection of the common mode disturbances
cannot be completed eliminated because of the unavoidable small differences in
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Fig. 2.11 Nanobalance
concept.



the geometry of the two pendula. Anyway, the frequencies of the two pendula can
be equalized to better than 0.1 Hz.
Two mirrors, mounted at the lower end of the pendula, realize a Fabry–Perot

resonator. A Nd:YAG laser is locked to the FP resonance by means of the
Pound–Drever technique [18] and of a digital control [19, 20]. Another laser is
stabilized with respect to a transition of the iodine molecule, with a frequency
stability better than 10�12 for 1 s integration time.
The beat frequency between the two lasers gives the information about the

value of the thrust produced by the micro-propulsor. When the micro-propulsor
is switched on, the FP resonator’s length is modified and so is the beat frequency
between the two lasers. The laser frequency (z 490 THz) is locked to the FP by
means of a Digital Control Unity having a control bandwidth of about 200 Hz.
Therefore, the laser frequency deviations represent the low-frequency response
(I 2 Hz) of the instrument under the action of the micro-propulsor under test.
The calibration of the frequency-to-force conversion factor of the instrument is

performed by applying a known force to one pendulum by means of a calibrated
linear actuator.

2.6
Conclusions

Nanometrology at the IMGC aims to extend traceability and measurement cap-
abilities in surface and atomic–scale metrology. A relevant activity is dedicated
to the development of new apparatus for the measurements of physical quantities
in the nanoscale.
Developments of the SPM metrological instrumentation are foreseen to extend

sampling, working range, and measuring capabilities for the needs of critical di-
mension measurements. The optical diffractometer is used as well to investigate
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Fig. 2.12 Experimental
apparatus.



the optical scatterometry, a promising technique for determining critical dimen-
sions of periodic structures.
The future of x-ray interferometry is bounded by capabilities to comply with the

accuracy requests in the fabrication of perfect-crystal x-ray optics and in the posi-
tion and alignment controls of the separate crystals. One of the challenges is in
the ability to extend the analyzer traverse over a distance of many centimeters.
Such an extension must be based on the integration of long-range slideways,
laser metrology, and control over 6 degrees of freedom commensurates with
the requirement of picometer-scale displacements. Another is in the ability to ex-
tend the interferometer field of view and resolution of phase-contrast imaging.
The nanobalance is an innovative apparatus showing, to the authors’ knowl-

edge, the best resolution ever achieved for this kind of measurement. The charac-
terization of one micro-propulsor has already been successfully performed; other
micropopulsors will be characterized soon.
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3
Metrological Applications of X-ray Interferometry
Andrew Yacoot

Abstract

In recent years there have been developments in the use of x-ray interferometry
for dimensional metrology at the nanometre and sub-nanometre level. Examples
of some applications are described in this paper.

3.1
Introduction

The technique of x-ray interferometry was first demonstrated by Bonse and Hart
[1, 2]. A few years later Hart [3] showed that an x-ray interferometer could be used
as a metrological instrument. Unlike most optical interferometers, the fringe
spacing in an x-ray interferometer is independent of the wavelength of the inci-
dent radiation; it is determined by the spacing of diffraction planes in the crystal
from which x-rays are diffracted. Silicon is the material normally used for an x-ray
interferometer since it is readily available in a pure and defect free form with a
known crystallographic orientation. Another major advantage for metrological
applications is that the lattice parameter of silicon has been measured very
accurately and is regarded as a traceable standard of length [4]. The fringe spacing
in an x-ray interferometer is therefore not only several orders of magnitude smal-
ler than that in an optical interferometer thereby obviating the need for fringe
division as with optical interferometry, but is also traceable.
Figure 3.1 shows a schematic diagram of a monolithic x-ray interferometer and

Figure 3.2 shows a photograph of a monolithic x-ray interferometer developed for
the combined optical and x-ray interferometer (COXI) project described later. It was
made from a single crystal of silicon. Three thin vertical equally spaced lamella
were machined and a flexure stage was machined around the third lamella.
The flexure stage has typically a range of a few micrometres and is driven by a
piezoelectric transducer (pzt). X-rays are incident on the first lamellae, (B) at
the Bragg angle and two diffracted beams are produced; the first lamella can
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be thought of being analogous to the beamsplitter in an optical interferometer.
The two beams diffracted from the first lamella are incident on the second lamel-
la (M) that can be thought of as being analogous to the two mirrors in a Michel-
son interferometer. Two more pairs of diffracted beams are produced and one
beam from each pair converges on the third lamella (A). These two beams give
rise to a fringe pattern whose period is equal to that of the lattice planes from
which the x-rays were diffracted. For the (220) planes in silicon this is equal to
0.192 nm. The pattern would be too small to resolve individual fringes, however
when the third lamella is translated parallel to the other two lamellae, a Moir�
fringe pattern between the coincident beams and the third lamella is produced.
Consequently, the intensity of the beams transmitted through the third lamella
varies sinusoidally as the third lamella is translated. By measuring the intensity
of one of these transmitted beams it is possible to measure the displacement
of the third lamella. Since the displacements are traceable to the definition of
the metre, the x-ray interferometer can be regarded either as a ruler with sub-
nanometre divisions or as a translation stage that makes traceable displacements
over a small range in sub-nanometre steps.

393.1 Introduction

Fig. 3.1 Schematic diagram
of an x-ray interferometer. The
three lamellae B, M, and A are
referred to as the beamsplitter,
mirror and analyzer.

Fig. 3.2 Monolithic x-ray interferometer
developed for COXI project.



The major interest in x-ray interferometers has been directed towards coupling
them with an optical interferometer for making more accurate measurements of
the lattice parameter of silicon as part of the Avogadro project [5, 6]. The driving
force for this work is a more accurate determination of the Avogadro constant,
which could lead to the replacement of the kilogram mass standard artifact.
The measurement of lattice parameter is achieved using a separated crystal
x-ray interferometer in which the third lamella has been separated from the
other two, i. e., the interferometer is no longer a monolith. This third lamella
is mounted on a separate translation stage whose movement is measured
using an optical interferometer. The stage has a greater measurement range
than a monolithic x-ray interferometer. By counting the number of x-ray and op-
tical fringes through which the third lamella is moved, it is possible to obtain
the ratio of the lattice parameter of silicon to the wavelength of the radiation
used in the optical interferometer and hence a traceable measurement of the
silicon lattice parameter. Since the alignment of the two components of the
x-ray interferometer must be maintained to sub-atomic tolerances great care is
required. The value of the lattice parameter obtained from such experiments [7]
is used in the other more practical applications of x-ray interferometry described
below.

3.2
Measurement of Non-linearity in Optical Interferometers

Considerable effort has been made by metrology institutes towards developing
x-ray interferometry into a practical tool for dimensional metrology. The displace-
ments measured using an x-ray interferometer are free from the nonlinearity
associated with optical interferometers [8]. X-ray interferometry is therefore an
excellent tool for determining the non-linearity in an optical interferometer.
The x-ray interferometer is used to make a known displacement that is measured
using the optical interferometer under test. By servo controlling the piezoelectric
transducer (pzt) used to move the third lamella is possible to either hold the third
lamella in a fixed position or move it in discrete steps equal to one x-ray fringe
period [9]. A comparison of the results obtained by the optical interferometer
with the displacement of the interferometer yields the non-linearity in the optical
interferometer. The non-linearity of the NPL designed Jamin interferometer and a
Heidenhain encoder have both been measured using x-ray interferometery [10,
11]. In both cases cyclic errors with amplitudes of much less than 100 pm
were observed once the Heydemann correction [12, 13] had been taken into
account. Figure 3.3 shows results obtained for the Jamin interferometer when
the x-ray interferometer was scanned through five optical fringes.
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3.3
Combined Optical and X-ray Interferometry

An obvious disadvantage of the x-ray interferometer is its limited range of a few
micrometres. To overcome this problem the National Physical Laboratory (UK),
Physikalisch-Technische Bundesanstalt (Germany) and Istituto di Metrolgia ‘G.
Colonnetti’ (Italy), joined forces to develop a Combined Optical and X-ray Interfe-
rometer, COXI [14], as a facility for the calibration of displacement transducers.
This instrument utilized the high resolution of the x-ray interferometer together
with the long range of an optical interferometer to provide a calibration range of
1 mm. The x-ray interferometer developed for this project (see Figure 3.2) has on
the side of the moving component an optical mirror that was coupled to an optical
interferometer. Figure 3.4 shows a schematic diagram of the COXI instrument.
The optical interferometer is a double differential system with one path measur-
ing the displacement of the moving mirror on the x-ray interferometer with
respect to the two fixed mirrors above the translation stage for a mirror in the
optical interferometer. The other path measures the displacement of the mirror
(M) moved by the translation stage with respect to the two fixed mirrors either
side of the moving mirror on the x-ray interferometer. Both the x-ray and the
optical interferometer are servo controlled. The x-ray interferometer moves in dis-
crete x-ray fringes (d220 ¼ 0.192 nm), the servo system for the optical interferom-
eter registers this displacement and compensates by initiating a movement of the
translation stage. If larger displacements are required, the x-ray interferometer
can remain fixed and the translation stage of the optical interferometer can be
moved through a discrete number of optical fringes. Consequently, the translation
stage moves through displacements that correspond to a discrete number of
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Fig. 3.3 Measurement of non-linearity in NPL Jamin interferometer.



optical or x-ray fringes, both of which are traceable. The transducer that is to be
calibrated is referenced to the translation stage and its measured displacement is
compared with the known displacements of the optical and the x-ray interfero-
meter.

3.4
Measurement of Small Angles

Another interesting application of x-ray interferometry is the measurement of
microradian angles with nanoradian resolution [15]. The monolithic x-ray inter-
ferometer used in this application had a somewhat different construction than
that of the interferometer shown in Figure 3.2. The interferometer was skew sym-
metric with two ‘M’ Lamellae, one for each of the two beams diffracted by the first
lamella. The flexure mechanism was such that the second two lamellae in the
interferometer, i. e., one of the M lamellae and the analyzer (A) lamella could
be rotated with respect to the first two lamellae. Calibration of the interferometer
showed that one x-ray fringe corresponded to and angular rotation of about
10 nanoradians and the total range of the interferometer was 10 mradians.
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3.5
X-ray Interferometry and Scanning Probe Microscopy

Since the x-ray interferometer is free from the nonlinearities associated with
optical interferometry and its displacements are traceable to the metre it is an
ideal translation stage for use with scanning probe microscopes. In one such con-
figuration [16], a sample was placed on the moving component of the x-ray inter-
ferometer and a scanning tunneling microscope (STM) was placed above x-ray
interferometer as shown in Figure 3.5. This configuration was used to measure
the period of a 100 nm grating produced as a standard for SPMs and the period
of an 80 nm grating. Similar work has been done using the COXI system in order
to extend the scanning range. This time an atomic force microscope (AFM) was
used instead of an STM. The grating under examination was placed on the optical
interferometer translation stage and measurements of the grating period were
made over a small range (up to 1 mm) by scanning the x-ray interferometer and
simultaneously recording data with the AFM. A displacement was then made
using the translation stage for the optical interferometer over a distance of several
hundred micrometres followed by more measurements of the grating period
using the x-ray interferometer and AFM [17]. Variations in the values of the
local grating periods of a few nanometres were observed.

3.6
Conclusions

X-ray interferometry offers the possibility of making traceable measurements at
the sub-nanometre level and is free of the nonlinearities associated with optical
interferometers. Since x-ray interferometry is a specialized technique requiring
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Fig. 3.5 Schematic diagram
of scanning probe microscope
combined with an x-ray inter-
ferometer. The STM sits on the
three invar rods and is above
the x-ray interferometer. Scan-
ning direction is perpendicular
to the plane of the paper.



extreme mechanical and thermal stability, it will probably remain mainly at
national standards laboratories. However, its application allows the validation of
other more conventional instruments that can be used in a wider variety of appli-
cations. With the increasing need to make dimensional measurements at the
nanometre and sub-nanometre level, x-ray interferometry has a promising future.
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Advances in Traceable Nanometrology with the
Nanopositioning and Nanomeasuring Machine
Eberhard Manske, Rostislav Mastylo, Tino Hausotte, Norbert Hofmann,
and Gerd J�ger

Abstract

Traceability at the nanometric scale is of significant importance for substantial
progress in nanotechnology. At the Institute of Process Measurement and Sensor
Technology of the TU Ilmenau, a nanopositioning and nanomeasuring machine
(NPM machine) was developed, which achieves a measuring range up to 25 mm
q 25 mm q 5 mm. The resolution of the three-dimensional laser-interferometric
measurement is 0.1 nm and free from Abbe errors of first order in all axes.
Design and operation of this NPM machine is described in this paper. Measure-
ment results and opportunities of integration of both a high-precision focus probe
and a scanning force sensor are presented as well.

4.1
Introduction

Current and future advanced technologies such as microelectronics, micromecha-
nics, optics, molecular biology, and material engineering demand increasing
ranges of motion, extreme precision, and high-positioning speeds. Nanoposition-
ing and nanomeasuring machines (NPM machines) are technological means of
positioning, measurement, scan, treatment and manipulation of objects with nan-
ometer precision and can fullfill such demands for even smaller structures, being
localized in increasingly large spatial areas.
According to the International Technology Roadmap for Semiconductors of

2003, the positioning ranges to be realized from 2010 to 2014 will cover an
area of 450 mm q 450 mm. Furthermore, it will be necessary to measure and
also to manufacture structure widths as small as about 35 nm with nanometer
accuracy. Such extreme requirements are closely linked with technologies such
as electron ray or X-ray lithography. However, also nanoimprinting lithography,
which is a very promising new approach to the creation of nanostructures [1]
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or self-organizing organic nanostructures, will also place great demands on mea-
surement and positioning technology.
The following techniques and technologies are highly dependent on efficient

measuring and positioning systems: mask and wafer inspection, circuit testing,
large-area and high-speed scanning probe microscopy, genetic engineering, preci-
sion treatment and assembly, development and analysis of new materials, free-
form surface characterization, and 3D-precision measurement of small parts
(e. g., microlenses, microbenches, precision molds, and mechanical precision
parts).
For a great number of scientific disciplines, mastering these new technologies

and techniques means responding to enormous challenges. Also included are par-
ticularly the 3D-techniques for measuring and positioning objects and for sensing
them. Only when these three components can meet highest demands and when
they are optimally adapted to the positioning and measuring tasks, can the re-
quired new quality of measurement be achieved. Lastly, these measurement tech-
niques require traceability at the nanometer scale over a large measurement
range.
At the Institute of Process Measurement and Sensor Technology of the Tech-

nische Universit�t Ilmenau, an NPM machine (cf. Figure 4.4 and 4.10) with a
positioning and measurement range of 25 mm q 25 mm q 5 mm, a resolution
of 0.1 nm and positioning uncertainty of less than 10 nm has been developed and
successfully tested [2], [3]. The outstanding precision has been obtained through
the realization of the Abbe comparator principle in all the three measurement
axes and applying a new concept for compensating systematic errors resulting
from mechanical guide systems. These machines are manufactured by SIOS
Messtechnik GmbH Ilmenau. Up to now, eight NPM machines have been
built. They are operating successfully in several German and foreign research
institutes.

4.2
Design and Operation

Conventional coordinate measuring machines realize three measurements in
three perpendicular linear axes (cf. Figure 4.1). Eighteen axes (12 angular and
6 linear axes) are not considered or have to be calibrated. After calibration stochas-
tic errors will especially influence the measurement uncertainty.
So called Abbe errors in two axes are cased by the large distances (a, b) between

the axes of the measurement systems and the measurement point at the sample
to be measured. These errors are calculated as follows:

Dlx ¼ a p sin a (4.1)

and

Dly ¼ b p sin b (4.2)
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The small-scale coordinate measuring machine of NPL uses a six-axis heterodyne
laser interferometer measurement system (Figure 4.2). The six interferometer
axes measure the displacement and rotation of a set of three mutually orthogonal
mirrors which are mounted on a frame, which itself is kinematically mounted
on the z-axis of the commercial CMM [4].

The Abbe error occurs as well in two perpendicular axes by the same formulas
(1) and (2). The advantages are:
x the amount of a and b is smaller than e half of the measurement
range

x the tilt (a and b) in both axes is measured.
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Fig. 4.1 Principle of a conventional CMM.

Fig. 4.2 Principle of the
small-scale CMM of NPL.



The approach of our NPM machine consists of a consequent realization of the
Abbe comparator principle in all the three measurement axes at all times (Figure
4.3). This means that the axes of the three coordinates have to intersect together at
the contact point of probe sensor system.
The essential advantage of the plane mirror interferometers, developed at the

TU Ilmenau and produced for several years at SIOS Meßtechnik GmbH Ilmenau,
is that only one laser beam on the mirror surface is used. All other known inter-
ferometers produce two laser spots on the mirror. Here, the measuring axis lies
virtually in the middle of the two laser beams. In the SIOS interferometers, the
measurement axis and the laser beam coincide ideally. Therefore, the intersection
point can be determined by measurement means very precisely. Nevertheless, we
have to assume a small eccentricity between the laser beam (representing the
measuring axis) and probe tip (Figure 4.4).
A residual Abbe error is necessary a result of a slight tilt of the stage:

Dl ¼ e p sin (f) (4.3)

In contrast to the arrangement of a conventional CMM and the SCMM the value e
is much smaller than a and b (cf. formulas (1) and (2)) in the region of less than
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Fig. 4.3 Setup of an Abbe
error free arrangement in three
coordinates.

Fig. 4.4 Realization of the
Abbe principle.



0.1 mm. To achieve an Abbe error of less than 1 nm, a tilt of less than 2 arcsec is
allowed. This is a very difficult requirement for a positioning stage with a move-
ment range of 25 mm. It can only be fulfilled with high-precision air bearings. In
most cases such systems are very heavy. This leads to a worse dynamic behavior,
a higher energy consumption and in the end to greater heat development.
Another disadvantage is the tendency of air bearings to vibrate in a range of 5 to

40 nm. Therefore, air bearings are less qualified for closed-loop operation to
stabilize a positioning stage in one point with nanometer accuracy.
This leads to the use of ball bearing systems to minimize vibrations and weight

– for the x- and y-axes one linear guiding system per axis; for the z-axis four
cylindrical ball bearings. Precision ball bearings can achieve a tilt of I 30 arcsec.
To eliminate the influence of this tilt it is necessary to extend the arrangement
with two angular sensors (Figure 4.3) and correct this deviation by a closed-
loop control with appropriate drive systems.
Therfore, fiber-coupled autocollimation sensors with a resolution of less than

0.001 arcsec were developed to measure tilt around all the three coordinate axes.
A number of different drive systems were investigated in the preliminary stages

of the development of the NPM machine. Those drive systems should have a
range of displacement of up to 25 mm and, at the same time, permit a position-
ing resolution of less than 1 nm. As conventional stepping and DC-motor drives
do not achieve the required resolution, they were equipped with additional small-
range precision actuators. Because of the permanent switching between coarse
and fine positioning, it is not possible to achieve good dynamic behaviour.
Next, a number of piezoelectric stepping and vibration drives were investigated.

Although those types of drives attain high displacement speeds of up to 300 mm/s,
they do not provide the required resolution of 1 nm.
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For this reason, it was decided to employ electrodynamic drives in the NPM ma-
chine (cf. Figure. 4.3). These drives permit achieving displacement speeds of up
to 50 mm/s within the entire positioning range and, at the same time, a position-
ing accuracy of 1 nm. As these drives are not self-locking, the permanent control
of the position on the basis of the measurement values supplied by the interfe-
rometers is necessary. One drive system each has been employed for the x-axis
and for the y-axis. The drive system of the z-axis consists of four individual drives,
each of which is controlled individually. In this way, an influence also on the roll
and pitch angles can be exerted. The uncertainty of the closed-loop control of
these angles was determined to be I 0.05 arcsec.
The plane mirror interferometers of SIOS Messtechnik GmbH were improved

to 0.1 nm resolution and upgraded with a symmetrical and thermally stable
arrangement.

4.3 Uncertainty Budget

The next step was to estimate the uncertainty of the NPM machine. The contri-
bution factors considered are described below:
x Wavelength of frequency stabilized He–Ne-Lasers
x Offset, amplitude, and phase deviations of analog interference
signals (cyclic error)

x Quantization and rounding errors during demodulation of
interference signals

x Uncertainty of reference coordinate system of the corner mirror
x Uncertainty of calculated refractive index of air
x Thermal expansion of metrology frame, interferometers and
probe system

x Uncertainty of length by angular errors (Abbe offset and cosine
errors)

Several measurement uncertainties have independent causes and can be sum-
marized into a combined uncertainty of measurement:
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The combined uncertainty (without probe system) is 8 to 10 nm at the end of the
measurement range.
The measurement arrangement is direct traceable to the laser wavelength of a

stabilized He–Ne laser. Furthermore, the stabilized lasers of the NPM machine
are attached to an iodine stabilized He–Ne laser in our institute, which is again
attached to an iodine stabilized laser at the Physikalisch-Technische Bundesan-
stalt (PTB) Braunschweig by beat frequency measurement.
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The ability of the NPM machine to carry out nanometer steps was tested in all
three axes (cf. Figure 4.6). The positioning noise in closed-loop operation is
around 0.3 nm.

4.4
Focus Sensor

The most various sensor types can be used for scanning the samples. Compared
with the mechanical scanning – for example by means of scanning force sensors
– optical scanning presents several advantages. Therefore, an optical scanning
sensor based on the autofocusing principle has been developed and integrated
into the NPM machine.
The central part of the sensor is a so-called hologram laser unit (cf. Figure 4.7).

It is comprised of a semiconductor laser diode (650 nm), the photodiodes for
focusing error detection, and their pre-amplifiers. A small hologram arranged
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Fig. 4.6 Nanometer steps of
the NPM machine.

Fig. 4.7 Hologram Laser Unit.



directly in front of the laser unit fulfills certain functions such as beam splitting,
dividing and deflection. This multifunctional element has made the extreme min-
iaturization of the sensor possible.
The structure of the entire focus sensor is shown in Figure 4.8. The lateral

resolution is about 0.8 mm. This is 30% better than conventional autofocus
systems. The resolution depends on the laser wavelength and the focal aperture
of the probe.
To be able to see the point of the optical scanning on the surface of the sample,

the focus sensor has been combined with a CCD camera microscope, which
allows the user to spot interesting regions on the sample surface and to find
them repeatedly in a very comfortable manner.
The optical system has been dimensioned such that a measuring range of about

e 10 mm is achieved. Thus, a resolution of the zero point of I 1 nm is made pos-
sible by the AD converter used.
The realized focus sensor (without microscope) is shown in Figure. 4.9, and the

NPM machine with integrated focus sensor can be seen in Figure 4.10. The focus
sensor is below the cover plate of the NPM machine and the microscope is above.
The camera illumination is fed from an LED via optical fibrers so as to keep the
heat penetration into the measuring machine minimal. The characteristics of the
focus probe can be calibrated at any time using the laser interferometer of the
NPM machine.
Five step-height standards from 7 nm to 780 nm were measured with the NPM

machine in combination with the focus probe. The step-height standards have
been calibrated at the PTB with an expanded uncertainty between 1 nm and
3.5 nm. The difference between the mean value measured by the PTB and our
own results was less than e 1.3 nm.
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4.5
Measuring Opportunities and Performance with Focus Sensor

The achievable scanning speed is of special interest with regard to large area
scans. Scans with a velocity up to 500 mm/s have been carried out, without an ob-
servable increase of measurement uncertainty, which was about 0.8 nm. This pro-
vides the NPM machine with a large lateral scanning and measurement range of
25 q 25 mm2 and a measurement height up to 5 mm with a resolution of 0.1 nm.
A large-area scan of a section of a rod lens in an area of 4 q 2 mm2 with 160 000

data points was taken in 5 min (cf. Figure 4.11).
The focal probe has proven to be versatile in its opportunities for use. Different

samples with varying geometric properties can be measured, for example, micro-
lens arrays (cf. Figure 4.12), hardness indentations (cf. Figure 4.13) or harmonic
drive gears (cf. Figure 4.14).
However, the lateral resolution is limited due to the spot size of the laser and

diffraction effects.

554.5 Measuring Opportunities and Performance with Focus Sensor

Fig. 4.9 Focus probe. Fig. 4.10 NPM machine with focus probe.

Table 4.1 Comparison of step height measurements

Sample PTB result TUI result Difference
H/(nm) u/(nm) H/(nm) u/(nm) DH/(nm)

C26R18 7,4 1 7,8 0,7 0,4
C18R18 21,2 1,1 22,1 0,8 0,9
C17R27 69,1 1,2 68,4 0,8 –0,7
C19R26 294,2 2 294,7 1,1 0,5
C12R01 778,4 3,5 777,1 2 –1,3
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Fig. 4.11 Large area scan of a rod lens.

Fig. 4.12 Microlens array 1 q 1 mm2.
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Fig. 4.13 Hardness indentation.

Fig. 4.14 Harmonic drive gear.



4.6
Focus Probe with SFM Cantilever

To improve the lateral resolution, a cantilever mount for the focus probe was de-
signed. Therefore, the probe acts as a scanning force sensor. Due to an integrated
piezotranslator, measurements in tapping mode as well as in contact mode are
possible.
The 780 nm step height standard was measured once more (cf. Figure 4.15). An

extended uncertainty of 0.4 nm (k ¼ 2) was achieved. The deviation between the
calibrated value by PTB and our own result was 0.64 nm. The scanning speed in
tapping mode was 10 mm/s. Further improvements and the realization of accurate
pitch measurements are among various planned investigations.
The opportunities of combination of several scanning force mircroscopes with

the NPM machine such as large-area scanning without stitching (cf. Chapter 5) or
high precision pitch and nanoroughness measurements (cf. Chapter 6) are also
the object of further investigation in other research facilities.

4.7
Conclusion

In this document, an overview of a nanopositioning and nanomeasuring machine
with a measurement range of 25 mm q 25 mm q 5 mm and a resolution of
0.1 nm in all measurement axes has been presented. The laser-interferometric
measurement is free from Abbe errors of first order in all the three coordinates.
In combination with a focus probe, high-speed scanning up to 2 mm/s with

uncertainties below 1 nm is possible. For scanning force microscopy the focus
probe was supplemented with an SFM cantilever. Extended uncertainty of less
than 1 nm was achieved in step height measurements.
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Fig. 4.15 Scan of a step height standard with SFM sensor.
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5
Coordinate Measurements in Microsystems
by Using AFM-Probing: Problems and Solutions
Dorothee H�ser, Ralph Petersen, and Hendrik Rothe

Abstract

Facing the ongoing miniaturization in all fields of research, coordinate metrology
needs alternative ways of positioning, probing, and measurement strategies. An
instrument measuring in two and a half dimensions as any scanning probe mi-
croscope does and as well covering scan sizes of several millimeters without the
necessity of stitching has been realized. A successful measurement of an area of
1000 mm q 100 mm on an electronics structure has been carried out with the pro-
totype of the positioning system as presented in Manske et al.1) in combination
with an atomic force microscope (AFM) head. Before an AFM head could be
mounted onto the positioning system, the dynamic behavior of the system had
been investigated. Measurements had been carried out, and in order to gain a dee-
per understanding simulations were performed in cooperation with the Institute
for Mechatronics, Chemnitz.

5.1
Introduction

Traditional coordinate metrology has been developed in the field of production
engineering concerning large engines. Work pieces of several ten or hundred
millimeters are to be measured with a resolution of 1 or 10 mm. They are to be
measure in full three dimensions. A direct miniaturization of those are instru-
ments that use ball probes with diameters of 50 mm up to 100 mm. Such a probing
sphere may either be fixed to a rigid silicon stylus [1–3], or connected to a fiber

1) Manske, R. Mastylo, T. Hausotte, N. Hof-
mann, and G. J�ger, Advances in traceable
nanometrology with the nanopositioning and
nanomeasuring machine, in Proceedings of the
6th Seminar on Quantitative Microscopy and

2nd Seminar on Nanoscale Calibration Stan-
dards and Methods: Dimensional Measurements
in the Micro- and Nanometer Range, edited by
K. Hasche, W. Mirand�, and G. Wilkening
(Braunschweig 2004).
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serving as wave guide to illuminate the sphere [4–6]. In the case of the rigid
stylus, the deflection of that stylus is detected via a membrane. The alternative
is detecting the sphere position with a camera system.
Many electronics systems and microsystems are produced in lithographic pro-

cesses, therefore having two and a half dimensions. Their lateral size extends up
to several millimeters with structure widths on the order of a hundred or several
hundred nanometers. The vertical structures are not larger than a few micro-
meters and usually have heights of around 50 nm, 100 nm, or 250 nm. These
are the objects typically inspected by optical systems working in the far field or
in the case of investigating small areas in the near field by scanning probe micro-
scopes, in particular tunneling, or atomic force microscopes. Nowadays a lot of
work is being done with good success concentrating on the development for
atomic force microscopy and as well on transducer development. The progress
is very much pushed by microelectronics industry in the case of AFM and by
mass storage system and wafer stepper industry in the case of transducers. The
development in these fields promotes the development of CMMs of the micro-
scopic world. There are two coordinate measuring machines worldwide covering
a lateral measuring range of about 20 mm q 20 mm, resolving positions with
1.25 nm, showing a positioning uncertainty of a few ten nanometers without
the necessity of stitching scans together. One of the CMMs has been developed
in the USA in collaboration the University of North Carolina in Charlotte with
the Massachusetts Institute of Technology MIT in Boston [8]. The other one is
the German instrument presented in this chapter combining two OEM systems,
a positioning system, and an atomic force microscope as probing system. The
intention of the authors was to focus on measurement and calibration strategies
rather than hardware development.

5.2
Realizing CMMs for Microsystems

The CMM regarded in this chapter employs a positioning system called Nanopo-
sitioning and Nanomeasuring Machine NMM. It has been developed in Ilmenau
in cooperation of the University of Ilmenau and the company SIOS Messtechnik
GmbH. The probe of the CMM is an AFM head developed by Surface Imaging
Systems SIS GmbH, a company in Herzogenrath. The combination of these
two systems has successfully been carried out after specific modifications have
been made by the manufactures to prepare their systems for a CMM application
(see Figures 5.1 and (5.2)).
The reason for choosing a modified Ultra-Objectiv of SIS is the fact that this

AFM is a small, compact probing head. The Ultra-ObjectivE is as small as the
lens system of a common optical microscope onto which it can easily be mounted.
In order to be able to align the sample in the case of commercial Ultra-Objectives
a lens system of the microscope’s revolver is used and afterward the revolver is
switched to the AFM head. For the CMM application SIS modified their AFM
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in cooperation with Pr�zisionsoptik Gera GmbH, including a lens and camera
system. This system has a cylindrical shape. It has a diameter of 35 mm and a
length of approximately 120 mm. This AFM head includes no scanner for any lat-
eral positioning since this job is done by the NMM. Its vertical axis is realized by a
stack piezo driving up to 15 mm. The cantilever deflection is measured with a fiber
optical laser interferometer.
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Fig. 5.1 An atomic microscope as probe head manufactured by Surface Imaging Systems SIS
GmbH.

Fig. 5.2 The CMM for microsytems with a positioning system called Nanopositioning and
Nanomeasuring Machine NMM developed in Ilmenau and the AFM head as probe.



The Ilmenau NMM is a universal ultra precision positioning stage designed for
measuring and machining, i.e. one can mount a probe head to investigate a sam-
ple or one can mount a tool to perform manufacturing processes on a microsys-
tem as work piece [8]. The advantage of the Ilmenau system is its kinematic
design. By adjusting the probing point well the system measures without Abbe
error. The NMM’s control features were originally designed for singlepoint prob-
ing where the stage has to move quickly to a desired position without data taking,
then slowly and precisely approaching the exact position and reading out the
interferometer values. To prepare the system for the AFM head application the
Ilmenau manufacturers included scanning features. Atomic force microscopes
operate in a closed feedback loop after the sample and tip have been brought
to the desired distance. The AFM control system drives the AFM piezo actuator
following the topography of the sample such that either the tip deflection (in
the case of contact mode) or the cantilever amplitude (in the case of oscillating
mode) is kept constant. A scanner laterally moves either the sample or the tip
with constant velocity and the elongation values of the piezo actuator are recorded
as height distribution of the scanned profile.
The CMM application has been realized such that the vertical axis of the NMM

is used to approach the sample to the tip until the AFM can operate in its feed-
back mode. For scanning, only the lateral axes of the NMM are involved and the
vertical axis is supposed to keep its position constant. There are two reasons for
not including the vertical NMM axis into the AFM feedback loop but using a
piezo actuator, which has to carry nothing else than the cantilever and its tiny
adapter piece. The vertical NMM axis is realized by four voice coils lifting a zer-
odur table of 800 g. Its movement is controlled via two sensors monitoring tilt
errors and three position sensing interferometers. Since it is the third link of
the kinematic chain, the zerodur table movement is influenced by the whole sys-
tem. The piezo actuator, however, concentrates on just moving the cantilever to
compensate for its deflection respectively its changing amplitude. It has far less
weight and is not integrated in the complex control system of the whole position-
ing task of all slides. Therefore the piezo is able to react immediately. The second
reason is that the positioning system and the AFM system are two independent
products. The most simple interface then is to acquire a final probe head signal,
which is the one proportional to the elongation of the piezo. This signal is fed to
the DSP of the NMM. The DSP then reads out the AFM as well as the NMM sen-
sors according to its internal triggering. All values are finally acquired by a data-
taking computer via USB. The data-taking software is the NMM-CNC software
manufactured by Zentrum f�r Bild- und Signalverarbeitung e.V. Ilmenau. The
second reason that is based on the independent OEM products could easily be
overcome by making a cooperation between manufacturers. Still the reason
mentioned first has to be considered thoroughly.
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5.3
Problems and Solutions

There are two principal problems accompanying the task to perform coordinate
metrology on microsystems:
x the dynamic behavior of the whole system;
x the amount of data coming up with very large scans and high
resolution.

The features playing the central role with regard to system dynamics are the
shape of the acceleration trajectory and the choice of the controller parameters.
To get an idea of the amount of data that can arise a scanned area of 1 mm q

0.1 mm and a scanning interval of 100 nm shall be regarded. This yields
10 000 q 1000 = 107 sampling points. If four coordinates, three of the NMM
and one of the AFM, are recorded with 8 byte data resolution and if each scan
line is taken in trace and retrace, then more than 610 MB have to be stored.
At first, theoretical evaluations in the form of computer simulations had been

carried out to better understand which dynamical behavior can be expected from
the positioning system moving masses of up to 4 kg. Before operating the posi-
tioning device with the AFM, experiments had been carried out to see the
NMM performance using various acceleration limits and velocities [9]. Also the
AFM was tested on a separate stage using a two-axis piezo translator to move
the sample. The NMM and AFM have then been combined with interactively giv-
ing the commands to move the table in small steps in order to make a tip
approach and thereafter measuring with scanning speeds of 80–100 mm/s. As
first successful measurement of an area larger than a standard AFM can make
it possible, an area of 200 mm q 200 mm was scanned [10]. An area of 1 mm
q 0.1 mm with 100 nm step width has been scanned within 12 h [11]. Strategies
have been designed to handle sample sizes of several millimeters and to investi-
gate structures in steps of a few nanometers by selecting different regions with
appropriate resolutions.

5.3.1
Dynamics of Positioning System

In principle, the dynamics may be described with mechanical differential equa-
tions, with differential equations representing the electrical part according to
Kirchhoff’s law and the equation representing the controller system. Approximat-
ing roughly the system with point masses, one can write

m
@2xðtÞ
@t2

þ k
@xðtÞ
@t

þ cxðtÞ ¼ kMIðtÞ (5:1)

with m = mass, k = damping factor, c = spring constant for a system obeying
Hooke’s law, and I = coil current. The coupling voice coil is the coupling of the
electrical and mechanical part of the system, with the factor kM being a function
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of the position of the coil with respect to its core, i.e., it is a function of the trans-
ducer position x. In the case of the vertical axis, the slide has to be levitated in the
field of earth’s gravity:

m
@2zðtÞ
@t2

þ k
@zðtÞ
@t

þ czðtÞ ¼ kMIðtÞ �mg (5:2)

Kirchhoff’s law yields

RIðtÞ þ L
@IðtÞ
@t

þ kM
@xðtÞ
@t

¼ UðtÞ (5:3)

for the transducer and
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for the controller, which is equivalent to
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with R = Ohm’s resistance, L = inductance of the coil, U = voltage, D = difference
between the set and actual position and kP, kI, kD for the gain factors of the PID-
controller.
To simulate the positioning system as electromechanical multi body system in

more detail in order to gain an insight into its performance influenced by para-
meters such as the friction of the bearings and the moments of inertia of the
slides a numeric solver for all differential equations and all constraints has
been applied. ALASKA, a software developed by the Institute of Mechatronics,
Chemnitz, has been chosen for the evaluations. The name means advanced
lagrangian solver in kinetic analysis. This software tool does not only carry out
the calculations, but also supports the model design and makes it possible to
export source code of the model equations that can be transfered to other comput-
er systems.
The goal is to optimize the controller parameters of the positioning system

such that no overshooting might damage the tip when a tip approach is made
and that scans are possible with constant velocity and on straight lines. The
gain factors kP, kI, kD shall be optimized by minimizing the error functions e0,
e1 defined by the difference between the desired and actual position D and the
maximum overshooting:

JðkP; kI; kDÞ ¼ m0e0ðkP; kI; kDÞ þ m1e1ðkP; kI; kDÞ ! min (5:6)

with mi = weight factors and ei = error functions:

e0ðkP; kI; kDÞ ¼ max
t2½0;T �

j zðTÞ � zðtÞ jð Þ and e1ðkP; kI; kDÞ ¼ 1

T

Z T

0

~��T~�� (5:7)
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The model equations exported from ALASKA have been used for the optimization
evaluations on parallel computers at Edinburgh Parallel Computing Centre and at
Helmut Schmidt University Hamburg [12]. Both relevant procedures, the “tip
approach” and the “scanning mode”, have been simulated. Figures 5.3 and 5.4
show the simulation results with the original values of kP, kI, kD in comparison
with the simulated path of the slides with optimized controller gain values.
Besides optimizing gain factors of all controller systems, the system of the

NMM and that of the AFM, the trajectory needs to be chosen in such a way
that position and velocity curves are continuous to avoid high frequency signals
in the system’s response. Figure 5.5 shows the trajectories in principle as well as
the resulting position curve at the border of a scan line deviating from an ideal
straight line. Since the NMM records the positions very precisely with a resolu-
tion of 1.25 nm the correct geometric information has to be included in data
analysis.
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Fig. 5.3 Tip approach
simulation before and after
optimization of controller
parameters.

Fig. 5.4 Simulation of a scan before and after optimization of controller parameters.



5.3.2
CMM: One-Millimeter Scan

Experiences with common commercial AFM performance have been helpful for
bringing the CMM with AFM head to operation. In particular, experiences with
the controller parameters, which are adjusted online for each sample resp.
scan, have been fruitful for the development of the CMM. The criterion the
user looks at is to compare trace and retrace of the same scan line. The profiles
have to be the same. The adjustment does not only involve the controller gain fac-
tors but also the cantilever amplitude resp. deflection set point and the scanning
speed. The feedback loop system very sensitively reacts at too high scanning
speeds by causing instabilities. Velocities of around 50–200 mm/s, depending
on the profile structure, give a safe, stable measurement. Up to 1000 mm/s
might as well be possible. For scanning an area of 1 mm q 0.1 mm with the
coordinate measuring machine for microsystems following limits of velocity,
acceleration, and jerk were set for the trajectory generation [13]:

vmax ¼ 100 mm/s,

amax ¼ 100 mm/s2 ,

jmax ¼ 1000 mm/s3:

The whole procedure took 12 h. The CMM has been isolated from oscillations of
the building and other environmental influences by placing it on a table standing
on passive pneumatically isolating cylinders and placing it in an acoustically iso-
lating box. The advantage of this box is that it does not only isolate sound but also
the air flow from air conditioning. On the other hand, it as well isolates tempera-
ture so that the electronics and the motors inside heat up the system. After 12 h
running temperature increased by 3 K. A known problem even with commercial
well-tested AFMs and with measurements of around half an hour are controller
instabilities that may cause bankrupt scan lines. This has also been the case with-
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Fig. 5.5 Left: Trajectories in principle; right: position curve at the border of a scan line.



in the 12 h run. It may be stated that none of the instabilities increased such that
the measurement had to be stopped and that the vast majority of data taken till
the very end precisely show the topography of the sample and that the whole mea-
surement could be successfully analyzed. Figures 5.6 and 5.7 show the whole
scan. The tremendous lateral resolution of course cannot be made visible when
displaying the scan in total. Therefore certain areas may be zoomed in to view
them with different levels of detail. In particular, those data are selected that
are used for further processing, such as edge detection, contour tracking, and geo-
metry fitting [14]. Figure 5.8 shows cross sections of selected structures of the 1-
mm scan to which edge finding algorithms may well be applied.

5.3.3
Measuring Strategies

Measuring strategies have to be designed with view to the results that are aimed
at. In coordinate metrology the desired results are geometry parameters of the
structures to be examined. In the case of, for instance, lithographically manufac-
tured structures the geometrical shapes are two dimensional. They are mainly cir-
cles, elliptic bows, or straight lines for bars or polygons. The contours defining
these shapes arise from edges separating two different height levels of, for exam-
ple, silicon or chromium structures. Therefore data have to be taken in such a way
that contours can be followed. To find one contour point a line perpendicular to
the contour has to be scanned to which an edge detection algorithm can be
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Fig. 5.6 The worldwide first 1-mm scan without stitching; with area: 1000 mm q 100 mm,
sampling interval: 0.1 mm, duration of measurement: 12 h.
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Fig. 5.7 The one 1-mm scan measured with a lateral resolution of 100 nm has to be analyzed
with respect to different levels of detail.

Fig. 5.8 Cross sections of selected structures of the 1-mm scan.



applied. Small structures may therefore be selected and scanned in a squared area
with a grid of equidistant data points. This is exactly the procedure any scanning
probe microscope performs. The decisive difference, however, is the ability of se-
lecting a variety of such areas without any overlap and stitching, because the
CMM keeps the metrologically correct relative positions of all areas. All scans
are carried out within the same metrological frame. Furthermore, single straight
lines that are much longer than 70–100 mm, which are common for piezo scan-
ners of SPM, may easily be scanned with a CMM. One may, for example, inves-
tigate long bars on a structure by choosing several cross sections to obtain a set of
contour points approximating the bar as indicated in Figure 5.9. Scanning across
one bar each cross section yields two edges resulting in two contour points. One
cross section represents a scan line with a sampling interval of a few nanometers,
whereas the distance between such scan lines may be a tenth of a micrometer or
even several micrometers.
Besides geometrical dimensions, roughness parameters of an object may as

well be the focus of interest. So two-dimensional rms values may be evaluated
from area scans or one-dimensional from single scan lines after considering
the appropriate bandwidth [15–17]. Roughness as surface characterizing para-
meter very sensitively reacts on contamination, surface figures such as bows or
waviness, and on measurement artifacts due to controller or piezo instabilities.
The larger the chosen area the greater the contribution of surface figure. If
data are not taken in sufficiently high resolution the measurement acts as low
pass filter. The resolution is of greater importance if roughness parameters are
regarded that do not just use the height values but also their dependence on
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Fig. 5.9 Selecting specific areas or scan lines on a large structure with appropriate lateral
resolutions.



the lateral position. Roughness parameters including the height distributions as a
function of the lateral position are covariant and fractal in dimension.
Well-designed measuring strategies shall deliver a data set with all numbers

necessary to process the desired parameters and no flood of redundant data
just filling mass storage systems.

5.4
Conclusion and Outlook

This chapter has shown that it is possible to realize a coordinate measuring ma-
chine with an AFM for probing to scan along a millimeter with a step width of
hundred nanometers. Problems with controlling the positioning slides as well
as the probing AFM system have been discussed. They have been overcome by
selecting the controller gain factors appropriately and in particular by taking
care of scanning slow enough to give the AFM controller the chance to follow
and fast enough to finish the measurement in a realistic time interval. Not
only the scanning speed but also the acceleration and jerk have been limited
such that the scan could be performed with sufficiently straight and stable scan
lines. Finally, it has been pointed out that the choice of measurement strategies
determines whether the data stream is manageable in a reasonable manner.
The successful realization of a prototype in a laboratory gives a promising view

to CMMs for industry. Industrial application then demands for further develop-
ments of
x a sample holder,
x a safe and stable procedure for tip approach,
x user friendly CNC programming, and
x a data acquisition with checking of erroneous scanning.

The CNC software provided with the Ilmenau NMM is a comfortable script lan-
guage enabling the user to control various probing, driving, and scanning proce-
dures of the universal device that can employ all kinds of probe heads or machin-
ing tools. An industrial CNC programming for a CMM with AFM head will be
specialized on that task. It will include the control of the AFM as well as the posi-
tioner in such a way that routine work may be carried out with it. Processes such
as setting controller gain factors, performing a tip approach and changing a tip
will be supported and automated by software and hardware. Safety mechanisms
that protect the systems from damage are needed. Soon probing facilities will be a
means for easily inspecting microsystems and electronics chips.
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6
Metrological Large Range Scanning Force Microscope
Applicable for Traceable Calibration of Surface Textures
Gaoliang Dai, Frank Pohlenz, Hans-Ulrich Danzebrink, Min Xu, Klaus Hasche,
G�nter Wilkening

Abstract

PTB has set up a metrological large range scanning force microscope (LR-SFM)
aiming for versatile traceable calibration of surface textures. The instrument is
designed based on scanning sample principle with a fixed SFM head presently
working in contact mode. Several special design aspects are carefully implemen-
ted in this instrument in order to enhance its performance: (1) A dual-stage po-
sitioning system is designed to scan samples. This dual-stage system consists of a
stacked ball bearing mechanical stage, referred to as a nano measuring machine
(NMM), and a compact z-axis piezoelectric positioning stage (compact z-stage).
During measurements the compact z-stage, with its high mechanical resonance
frequency (i 20 kHz), is responsible for the rapid motion while the NMM simul-
taneously makes slower movements over a larger motion range. In such a way,
the LR-SFM can make measurements with both a high measurement speed
(up to 50 mm/s) and a large measurement volume (25 mm q 25 mm q 5 mm
along the x-, y-, and z-directions). (2) The design obeys the Abbe principle. The
Abbe error, which is a dominant error source in most precision dimensional mea-
surement instruments, is reduced to a minimum. (3) The direct traceability of the
instrument is achieved by using interferometric position measurements. (4) Flex-
ible measurement strategies are implemented in the software and hardware. The
LR-SFM is able to perform large area imaging or profile scanning directly without
stitching small scanned images. Selected measurement results obtained on a 2D
grating and on a microroughness standard are presented.
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6.1
Introduction

Scanning probe techniques have been rapidly developed since the invention of the
scanning tunneling microscope in 1982 and the scanning force microscope
(SFM) in 1986. At present, a large family of scanning probe microscopes
(SPMs) is widely used for measuring surface textures. Compared to stylus and op-
tical methods, the advantage of SPMs is that they are able to measure surfaces
with both a very high vertical resolution (down to sub nanometer) and a high
lateral resolution (I10 nm). In contrast, optical methods have limited lateral re-
solution due to the diffraction limit of light, whereas stylus methods have limited
spatial resolution due to the large radius of the stylus tip (typically 2–5 mm).
Additionally, scanning force microscopy methods are able to measure surfaces
in a number of modes: contact, intermittent-contact, and noncontact. The force
between the tip and the sample is low during the SFM measurement and, even
in contact mode, reaches only a few nano-Newtons. This fact prevents scratching
of the measured surface during SFM scanning procedure. In contrast, stylus pro-
filers may cause scratches on soft material surfaces.
In the field of SPM techniques, some important aspects need further studies:

x The calibration of SPMs. Presently, most SPMs use capacitive
sensors, linear variable differential transducers (LVDT), or strain
gauges as position sensors [1]. These sensors have to be calibrated
before they are capable of providing metrological values. This fact
also holds true for other kinds of topography measurement
instruments where the results cannot be traced directly to the
meter definition, e. g., stylus profilers using either capacitive or
inductive sensors as position sensors. For calibration purpose,
some metrological SPMs are set up in some national metrology
institutes worldwide [2–8]. They feature optical interferometers
and thus enable their measurement results to be traced to the
meter definition. These state-of-the-art metrological SPMs are
able to measure micro- and nanostructures with nanometer or
even subnanometer uncertainties. They make it possible to
deliver precisely calibrated step-height and lateral standards for
the subsequent calibration of other topography measurement
instruments.

x The limited scan speed. Currently available SPMs have a relatively
slow scan speed (typically I 20 mm/s), far less than that of stylus
profilometers or optical methods. The bottlenecks are the limited
dynamic properties of the servo control (especially along the
z-axis) and the SFM tip wear.

x The limited scanning range, typically I 100 mm. This fact, which
is mainly due to the mechanical structure of scanners and the
properties of the piezoactuators, has limited the further applica-
tion of SPMs, e. g., in the field of roughness measurements.
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In order to expand the capabilities and applications of SFMs, the PTB has devel-
oped a new metrological large range scanning force microscope (LR-SFM). The
instrument is capable of a measurement volume of 25 mm q 25 mm q 5 mm
(x, y, and z). This chapter introduces the instrumentation as well as some selected
measurement results in detail.

6.2
Instrumentation

6.2.1
Principle

The principle sketch of the LR-SFM is shown in Figure 6.1. It is a scanning sam-
ple system with a fixed SFM head working in contact mode. Unlike other com-
mercial SFMs where a flexure-hinge stage is often used for moving samples,
the LR-SFM described here moves samples using a novel dual-stage positioning
system. This dual-stage system consists of a stacked ball bearing mechanical
stage, referred to as a nano measuring machine (NMM) [9, 10], with a motion
range of 25 mm q 25 mm q 5 mm along the x-, y-, and z-axes, and a compact
z-axis piezoelectric positioning stage (compact z-stage) [11] with an extension
range of 2 mm. The sample is magnetically coupled to the compact z-stage,
which is in turn mechanically fixed on the NMM.
During operation, the sample is laterally scanned solely by the NMM. In the

z-direction the sample is moved to keep the bending of the SFM cantilever at a
constant value. Topographical information can thus be derived from the mea-
sured z-position of the sample. As one important feature of the instrument, the
z-motion of the sample is achieved as a combined motion of the compact z-stage
and the NMM by using a dual layer controller. This dual layer controller consists
of a fast and a slow servo controller. The fast controller keeps the bending of the
SFM cantilever at the constant set point value (S0 in Figure 6.1) by moving the
sample along the z-axis using the compact z-stage. The application of this fast
servo control loop is aimed at enhancing the measurement speed, as the compact
z-stage is specially designed and has a high mechanical resonance frequency larger
than 20 kHz. The extension of the compact stage is measured by a capacitive sensor
embedded in it. This extension of the compact z-stage is compared to a defined
home position (S1 in Figure 6.1) and yields a NMM motion target signal (S3 in
Figure 6.1). The S3 signal is handled by the slow servo controller executed in the
NMM controller to move the whole compact stage together with the sample
along the z-axis. This slow servo controller is used to enlarge the measurement
range, as the total motion of the sample is the sum of the motions from both
the NMM and the compact z-stage. Since both servo controllers are executed in par-
allel, the slow servo controller will not limit the dynamic performance of the overall
system. Therefore, by using this dual layer controller, both a large measurement
range and a high measurement speed can be achieved. High scanning speeds
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would not be possible if the NMM were operated alone due to its low resonance
frequency, and the measurement range would be limited if only the compact z-
stage were used for the motion along the z-axis due to its limited extension range.
The measurement setup is enclosed within an acoustic isolating box and placed

on a vibration isolation table to attenuate vibrations from the ground and acoustic
noise generated by external sources. Where possible, heat sources of the instru-
ment are placed outside the acoustic isolating box to reduce the temperature
increase inside the box. The complete instrument is located in a segment of
the PTB’s clean-room center. Its big advantage is the excellent temperature stabi-
lity (better than e0.1 K) and cleanliness, therefore avoiding dust particle contam-
ination of the measured sample.

6.2.2
Metrological Properties

The metrology related components of the instrument are depicted in Figures 6.2
and 6.3. As shown in Figure 6.2, the x-, y-, and z-coordinates of the motion stage
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Fig. 6.1 The schematic diagram of the LR-SFM. The labels are defined as follows: OD, optical
detector for measuring the bending of the cantilever; Pre-Amp, preamplifier for the electronic
signal from the OD; ADC, analog to digital converter; DAC, digital to analog converter; HV-Amp,
high voltage amplifier; CSSP, capacitive sensor signal processing unit; z-PPS, compact z-axis
piezo positioning stage; S0, the set point value of the cantilever bending; S1, the target home
position of the PPS; S2, emergency signal to stop the NMM motion; S3, the motion target of the
NMM in the z-axis; S4, commands, data, and configurations.



of the NMM are measured directly by three planar interferometers mounted on a
Zerodur frame with a resolution of 0.08 nm and a noise level of 0.3 nm (RMS
value, at the bandwidth of 6.25 kHz). The SFM probe point coincides with the
intersection point of the three interferometer measurement beams orientated
in the x-, y-, and z-directions. This arrangement reduces the Abbe error to a mini-
mum.
The capacitive sensor located in the center of the compact z-stage is shown in

Figure 6.3 [11]. This capacitive sensor measures the gap between the moving and
the fixed part of the compact z-stage with subnanometer resolution. The impor-
tant advantages of the z-stage are its compact size, the small mass, and the
good dynamic performance. Since it has only 30 mm in diameter and 8 mm in
thickness its mass is minimized to about 40 g. Therefore, when combined with
the NMM the additional mass is small and the original dynamic performance
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Fig. 6.2 The metrological principle of the NMM. For clarity the mechanical stages are omitted.
The figure illustrates that the detection point of the detector coincides with the intersection
point of three interferometer measurement beams orientated in the x, y, and z directions.
This arrangement reduces the Abbe error to a minimum.

Fig. 6.3 The inner structure of the compact
z-axis piezoelectric positioning stage.
It consists of three parallel piezoelectric
transducers located symmetrically around a
central capacitive sensor.



of the NMM is maintained. Furthermore, because of the high stiffness of the
PZTs, the small mass of the moving part and the carefully designed preload struc-
ture, the stage has a mechanical resonance frequency above 20 kHz. It should
also be mentioned here that in the z-stage only one voltage value is applied to
the three parallel PZTs. It is possible that this may cause unwanted jaw, pitch,
and roll angle errors due to small physical differences between the three PZTs.
However, these tilting angles are expected to be less than 0.2L and no problems
have been observed during our measurements so far. If required, the unwanted
angle tilt can be compensated by applying different voltages to each PZT.

6.2.3
Traceability

The three He–Ne lasers used in the interferometers of the NMM are frequency-
stabilized and have a frequency stability of better than 2 q 10–8 (calibrated by an
iodine-stabilized laser). The interferometers operate in air. The refractive index of
air is calculated and subsequently compensated in real time using Edlen’s formu-
la by measuring the air temperature, pressure, and humidity. In such a way, the
measurement result of the NMM is directly traceable to the meter definition.
Because the sample is moved simultaneously along the z-axis by the rapid mo-

tion of the compact z-stage together with the relatively slow motion of the NMM
during the measurement, topographic information must be derived from both the
motion of the NMM in the z-direction and the extension of the compact z-stage.
Although the motion of the NMM along the z-axis is measured traceably by inter-
ferometers, the extension of the compact z-stage is measured “only” by the
embedded capacitive sensor. Therefore, to achieve traceable topographic measure-
ments, the capacitive sensor in the compact z-stage has to be calibrated in
advance.
For this purpose, an automatic procedure has been implemented to calibrate

the capacitive sensor against the z-axis interferometer of the NMM in situ:
After approaching the tip toward the sample, the fast servo loop is activated in
the DSP so that bending of the cantilever is kept constant by the compact z-
stage; the sample is then moved in the z-direction by the NMM by about 2 mm
while keeping its x-, y-position unchanged; therefore, a fixed point on the sample
is measured by the AFM tip and the sum value of the z-axis interferometer and
the capacitive sensor should be constant. By recording simultaneously the value
of the z-axis interferometer and the capacitive sensor, the capacitive sensor can
be calibrated. This automatic calibration procedure does not need any other addi-
tional devices or changes in the experimental setup and can be executed easily
within the software by a one-button click. As an example, one calibration result
is given in Figure 6.4. The measurement bandwidth is 6.25 kHz. The nonlinear
response of the interferometer (about 2 nm p-v) and the capacitive sensor, in
addition to the overall noise of the system, contributes to the observed deviation
from linearity.
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6.2.4
Specially Designed Features

The LR-SFM was developed with consideration of a set of special features facili-
tating its metrological applications:

a) The LR-SFM is capable of directly performing large area
scanning up to the whole measurement volume without any
stitching procedures. Compared to indirect methods where
the long scanning profile or the large area scanning image is
derived by stitching a series of SFM subimages [12, 13], this
capability of the LR-SFM avoids several difficulties of the
indirect methods: (1) The indirect methods have to deter-
mine some extra information required by the stitching pro-
cedures, e. g., the position information of the conjunction
points between the neighboring images. For this purpose,
either an additional positioning sensor or special software
algorithms are often used. But the limited precision of these
methods will directly influence the quality of the stitched
result. (2) The typical bow shape of the xy plane of SFMs
coupled in each scanned subimage will periodically appear
in the stitched result and cause additional measurement
errors. (3) If the scanned images have a certain overlay area,
possible data conflicts may occur at these overlay areas and
decrease the quality of the stitched result. (4) Since sub-
images are measured at different times, the drift of the
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Fig. 6.4 Measurement data showing the calibration of the capacitive sensor embedded in the
compact z-stage against the z-axis interferometer of the NMM. The calculated coefficient
k ¼ –193.4 nm/V is very close to the design value (–200 nm/V). The nonlinear response of the
interferometer (about 2.5 nm p-v) and the capacitive sensor, in addition to the overall noise of
the system, contributes to the observed deviation from linearity.



instrument, especially in the z-axis, will cause shifts at the
border of neighboring profiles or images.

b) The measurement results of the LR-SFM are directly trace-
able to the meter definition by using optical interferometers
for position measurements; whereas for other instruments,
e. g., stylus profilometers, their position sensors must be
calibrated by using a certain step-height or depth-setting
standard. This feature of the LR-SFM avoids the measure-
ment errors derived from both the standards (the uncer-
tainties of the reference values, the quality of the standards,
and so on) and the calibration procedure itself. In addition,
since the calibrations can only be practically carried out on a
limited number of calibration standards with each one
representing one nominal value, probably the nonlinearity
deviation of the position sensors under calibration could not
be well corrected after calibration.

c) The LR-SFM is able to scan a profile or a measurement area
with a large number of pixels only limited by the size of the
physical memory of the computer. In contrast, most com-
mercial SFMs have a limited number of pixels per scan line,
e. g., 512 or 1024. This feature of the LR-SFM practically
exploits the advantage of the high spatial resolution of SFM
methods. As one can calculate, for scanning a profile with a
length of 5.6 mm and a resolution of 10 nm, 560 001 data
points would be received per scan line.

6.3
Measurement Result of a 2D-Grating Standard

A number of certified standard samples were investigated to characterize the
metrological performance of the LR-SPM. Measurements of flatness standards,
step-height standards, and nanoedge structures are given in an article [14].
Here, a detailed investigation of a 2D-grating standard is illustrated.
One- and two-dimensional gratings with calibrated pitch values are widely used

to calibrate the magnification and to characterize image distortions of all types of
high-resolution microscopes, optical microscopes as well as scanning probe and
scanning electron microscopes.

6.3.1
Measurement Strategy

Following the traditional measurement strategy, gratings are scanned in one large
rectangular area with nearly equidistant pixels. However, when the measurement
area is enlarged in order to obtain a better statistic result, the necessary measure-
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ment time will be very long and the amount of the data collected will be very
large. To avoid this difficulty, the LR-SFM features the capability of flexible mea-
surement strategies. For measuring the 2D grating, a new measurement strategy
is proposed and used in the LR-SFM, as shown in Figure 6.5.
By using this new measurement strategy, the size of the measurement areas is

largely reduced, consequently the measurement time and the amount of the data
can be reduced to a practically acceptable extent.
After the grating is inserted into the instrument and is coarsely aligned, there

may exist angle deviations between its actual and ideal orientation in the xy, xz,
and yz planes, respectively. These angle deviations may reach a few degrees and
should be carefully reduced or compensated, since they will cause cosine error of
the measurement results.
The angle deviation of the grating in the xy plane is reduced by selecting a

proper fast scanning direction, as being achieved in following steps. (a) The grat-
ing is scanned in the direction along the x-axis. (b) The orientation angle of the
grating in the xy plane is calculated from the shape of the measured profile. (c)
The fast scan direction is set as the orientation of the grating in the xy plane,
which is calculated in step (b). It is not necessary to rotate the grating in the
xy plane for achieving the above-mentioned procedures. Therefore, they can be
easily performed in a few minutes.
The influences of the angle deviations of the grating in the xz and yz planes are

reduced using compensation method in the following three steps: (a) During the
scanning, the measurement data are recorded without applying any kind of line
fit or plan fit to the raw data. (b) After the measurement data have been taken, the
angle deviations of the grating in the xz and yz planes are calculated from the
plan fit result of the measurement data. (c) The orientation deviations calculated
in step (b) are then used for compensating the cosine error during the calculation
of the mean pitch and the local pitch variation.

816.3 Measurement Result of a 2D-Grating Standard

Fig. 6.5 A new measurement strategy is illustrated for measuring 2D gratings in the LR-SFM.
The sample is scanned in three areas: one small square area for viewing structures in detail, and
the other two narrow rectangular areas for calculating the mean pitch and the local pitch var-
iation along the x- and y-axes, respectively. As an example, the marked measurement areas in the
figure are used for measuring a lateral 2D standard.



6.3.2
Data Evaluation

Of the two narrow rectangular areas measured, one is used for calculating the
mean pitch and local pitch variation along the x-axis and the other for the
y-axis. The data evaluation task of the measurement data of each narrow rectan-
gular area can be regarded as a same task for a one-dimensional grating.
A method based on a combined one-dimensional fast Fourier transformation

(FFT) analysis and one-dimensional Fourier transformation analysis is designed
for evaluating the data. Its schematic diagram is shown in Figure 6.6. The FFT
analysis has the advantage of fast calculation speed; however, it has only a limited
resolution. Therefore, the evaluation method uses FFT analysis for coarsely
searching the approximated frequency (f0) of the grating. The f0 is then used as
a starting data for precisely searching the final frequency of the grating using
an iterated Fourier transformation analysis. In such a way, the resolution of the
evaluation method is only determined by the desired smallest frequency step
fres. A very high calculation resolution can be achieved by selecting a small fres.
As an example, Figure 6.7 shows a FFT calculation result of a 2D sample (a lateral
2D standard with nominal pitch 1000 nm) for calculating the pitch value along
the x-axis.
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Fig. 6.6 Schematic diagram of the data evaluation method with combined fast Fourier
transformation (FFT) analysis and Fourier transformation analysis.



6.3.3
Measurement Result of the Mean Pitch Value

A lateral standard (2D grating, Serial No. A00103), produced by means of a holo-
graphic method, was measured using the described measurement and evaluation
method. The calibration surface of the standard has a size of 2 mm q 2 mm. It is
measured within an area with a size of 1.5 mm q 1.5 mm at its center.
Its measured mean pitch value along the x- and y-axes is depicted in Figure

6.8(a) and (b), respectively. Both measurements are repeated more than 10
times (over more than 20 h) and a standard deviation of less than 2 pm is achiev-
ed.

6.3.4
Measurement of the Local Pitch Variation

For the purpose of characterizing lateral image distortions of other topographic
instruments, it is also very important to know the local pitch variation. Although
the optical diffraction method can also measure the pitch value of gratings, it can
only provide a mean pitch value of the measured gratings in a large measurement
area (mm size).

836.3 Measurement Result of a 2D-Grating Standard

Fig. 6.7 A FFT calculation result of a 2D sample for calculating the pitch value along the x-axis.
A frequency component at f0 ¼ 1000 (1/mm) can be seen with the largest amplitude peak in the
spectrum.



By using the calculated mean pitch value, the position deviation of individual
structures on the 2D grating can be easily determined by calculating their
phase shift using Fourier transformation. Figure 6.9(a) and (b) depicts the
position deviation of the measured 2D grating along the x- and y-axes, respec-
tively. The results have shown the following: (1) The deviations are less than
10 nm for the investigated measurement range of 1.5 mm. No irregularities
are found. This result indicates the good homogeneity of the grating, which is
manufactured using a holographic method. (2) Twelve repeated measurement
results are depicted in Figure 6.9(a) and (b). The measured deviation of individual
lines coincides well with each other, indicating good repeatability of the measure-
ments.
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Fig. 6.8 The measured
mean pitch value (along the
x- and y-axes) of the lateral
standard (Serial No. A00103)
is shown in (a) and (b),
respectively. These measure-
ments are repeated more
than 10 times (over more
than 20 h) and have a
standard deviation of less
than 2 pm.



6.4
A Selected Measurement Result of a Microroughness Standard

Although more and more AFM methods are used for measuring roughness, their
measurement results cannot be compared with and linked to the results achieved
using stylus profilers or interference microscope. This is mainly due to the fact
that commercial AFMs have not the necessary scan range required by standard
evaluation methods. For example, a scan range of 7 q lc (lc is the cutoff wave-
length, typically selected as 0.08–8 mm) is required for using the evaluation
method ISO 4288 (1996) and phase correct profile filter according to ISO 11562

856.4 A Selected Measurement Result of a Microroughness Standard

Fig. 6.9 The measured position deviation of individual structures on the European lateral
standard (2D grating No. A00103) along the x- and y-axes, respectively. The deviation is less
than 10 nm within the measurement range of 1.5 mm. No irregularities are found, indicating
the good quality of the grating that was made by a holographic method. The figure depicts
12 repeated measurement results. These results also show good repeatability of the measured
deviations.



(1996). With its large range scanning capability, LR-SFM is a powerful tool for
comparing and linking the roughness measurement results derived by using dif-
ferent methods.
A series of measurements and evaluations have been carried out in following

sequence: (1) A new SFM tip is inserted into the LR-SFM and its geometrical
shape is determined. (2) A flatness standard is measured by the LR-SFM in
order to investigate the noise level of the instrument and its influence on the
roughness measurement results. (3) A microroughness standard is measured
by the LR-SFM with a profile length of 5.6 mm and a pixel distance of 100 nm;
the measurements are repeated several times. (4) The same measurement area of
the microroughness standard is measured by a PTB profilometer (Perthometer
Concept, Mahr company) with a probe radius of 2 mm. (5) The profiles measured
by both the LR-SFM and the stylus profilometer are evaluated by the same
method. The roughness parameters are compared and discussed. (6) The SFM
tip’s geometrical shape is measured again in order to check the abrasion of the
tip during the whole measurement.

6.4.1
Measurement Result of a Glass Flatness Standard

A PTB flatness standard with an “arithmetical mean deviation” Ra I 1 nm is
measured by the LR-SFM. The derived roughness profile is depicted in Figure
6.10. This roughness profile is evaluated according to ISO 4288 (1996) and ISO
3274 (1996). The calculated Ra and the “average peak to valley height” Rz are
0.58 nm and 4.46 nm, respectively. This result illustrates that the influence of
the overall noise level of the LR-SFM on the Ra value in microroughness mea-
surements is less than 0.6 nm. It is worth mentioning that the dominant noise
component with the amplitude of 2.5 nm (p-v) in Figure 6.10 is mainly caused
by the nonlinearity of the z-axis interferometer of the LR-SFM. A sharp peak in
Figure 6.10 is probably caused by a dust particle contamination.
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Fig. 6.10 The roughness
profile of a measured PTB
glass flatness standard, indi-
cating that the influence of the
overall noise of the LR-SPM on
the roughness measurement
is less than 0.6 nm (Ra).



6.4.2
Measurement of a PTB Microroughness Standard

A PTB microroughness standard (type D1, the standard has repeated structures in
one direction) as shown in Figure 6.11 is measured by using the LR-SFM. The
measurements are repeated 10 times within the measurement area. Figure
6.12(a) shows one of the measured profiles. Repeated roughness structures of
the standard can be clearly discerned. Figure 6.12(b) shows a zoom-in figure
that illustrates the same fractions of two measured profiles P1 and P2 with P1
shifted 500 nm upward. Similar details can be seen in different measured pro-
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Fig. 6.11 The photo of the measured
PTBmicro roughness standard. Size: 40 mm
(L) q 20 mm (W) q 10 mm (H).

Fig. 6.12a The measurement
results of a microroughness
standard.



files. Curve P1 – P2, which is the difference between curves P1 and P2, has
variation amplitude of mostly less than 10 nm, indicating the good measurement
repeatability of the instrument. The derived roughness value will be presented
and compared with that of the stylus method in the next section.

6.4.3
Comparison of the Roughness Measurement Results Derived from SFM and Stylus
Instruments Using Gaussian Filter

For comparison purpose, the same measurement area of the microroughness
standard is measured by a PTB profilometer (Perthometer Concept, Mahr com-
pany) with a nominal probe radius of 2.0 mm. This profilometer has a noise
level of Rz ¼ 7 nm (without ls filtering). All measured profiles from both instru-
ments are phase correct filtered at the same lc ¼ 0.8 mm and ls ¼ 2.5 mm. Figure
6.13 shows the roughness profiles measured by both the stylus instrument and
the SFM instrument. For ease of presentation, the profile data of the stylus meth-
od have been shifted 1000 nm upward. A good agreement in the profiles mea-
sured by the different instruments can be seen in the figure.
However, it can be seen in the marked circles in figure 6.13(b) that the valley

structures of the measured profile determined by the SFM methods are wider
and deeper than that measured by the stylus instrument. This result is caused
by the fact that the radius and size of the SFM tip are much smaller than
those of the stylus tip.
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Fig. 6.12b The measurement results of a microroughness standard. Figure 5(a) shows one
of the measured profiles of a microroughness standard. Fractions of two different measured
profiles at the same location are zoomed in and shown in (b). Curve P1 is shifted 500 nm
upward for clarity.



6.4.4
Comparison Using Morphological Filters

Measured surfaces are dilated results of the real surfaces by sensor tips. They are
closer to the real surfaces when the radii of the sensor tips are smaller, and reach
the real surfaces only when the radii of the sensor tips become zero. In this sense,
the profiles measured by the SFM method can be regarded as much closer to the
real surface than those of the profilometer; and the profiles of the profilometer
can be regarded as the dilated result of the SFM results by the used stylus tip.
In order to achieve a fair comparison between the SFM and the stylus result,

raw profiles of the SFM method are dilated by a radius of 2.0 mm (this radius
is selected to be the same as the nominal radius of used stylus tip; the true radius
is not known). Figure 6.14 shows a dilated profile that is compared with the ori-
ginal SFM profile; parts of valley structures (circle marked area in Figure 6.14) are
lost in the dilated profile.
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Fig. 6.13 The comparison
between the measured SFM
profile and the measured
stylus profile is shown.
(a) shows two roughness
profiles derived by SFM and
stylus instruments. Fractions
of profiles (marked area) are
zoomed in and shown in (b).
The stylus profile is shifted
1000 nm upward for clarity.



6.4.5
Evaluation Results Using PTB Reference Software

The roughness profiles from stylus profilers, the original SFM profiles and the
dilated SFM profiles are further evaluated by the PTB reference software,
which is a standard from type F2 according to ISO 5436-2 (2000). The software
calculates roughness parameters according to ISO 4287 (1997), ISO 4288
(1996), ISO 11562 (1996), and ISO 13565-1,2 (1996). The calculated roughness
parameters are listed in Table 6.1. The definitions of these roughness parameters
are referred to ISO 4287 (1997).
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Fig. 6.14 Fractions of dilated
and original SFM profiles are
shown. The original SFM pro-
file is dilated by a ball with a
radius of 2.0 mm. The dilated
profile is shifted downward so
as to have a distance of 10 nm
from the original profile for
clarity.

Table 6.1 The evaluated roughness parameters on profiles measured by the
LR-SFM and the stylus profilometer are given. The data are evaluated according
to ISO 4288 (1996) after phase correct filtering with lc ¼ 0.8 mm and ls ¼ 2.5
mm according to ISO 11562 (1996). D-SFM: the dilated SFM profiles, simula-
ting the profilometer

Method Rp
(nm)

Rv
(nm)

Rmax
(nm)

Rz
(nm)

Ra
(nm)

Rq
(nm)

Rt
(nm)

Stylus 431.9e13.0 760.5e22.8 1366.8e 41.0 1200.4e60.0 176.9e5.3 222.6e13.0 1366.8e41.0

SFM 433.6 795.6 1346.8 1229.1 179.2 225.8 1348.8

D-SFM 431.1 789.1 1360.3 1220.3 177.0 223.4 1360.3



Regarding the results in Table 6.1, the following aspects can be discussed:
x The Ra, Rq, and Rp values of the dilated SFM profiles have an
excellent agreement (difference I 1.0 nm) with that of the stylus
profiles. This small difference may be due to the scaling error of
the stylus instrument and the noise of both instruments.

x Compared to the results evaluated from the original SFM profiles,
the results evaluated from the dilated SFM profiles have a better
agreement with that of the stylus results. This fact coincides well
with the theory, namely that the measured surfaces are dilated
results of the real surfaces by sensor tips.

x The Rp value of the SFM profile is very close to that of the stylus
profiles, but the Rv value is larger than that of the stylus method.
This result also coincides well with the theory of morphological
filters, namely that a valley structure will be lost if its radius is
less than the radius of the dilation ball whereas peak structures
will always be kept.

x The Rv value of the dilated SFM profiles still has a difference of
28.6 nm with that of the stylus profiles, although it is closer than
that of original SFM profiles. The reason for this fact is that the
stylus tip is assumed to be an ideal ball with a radius of 2.0 mm in
the dilation calculation; however, its real shape has deviations,
e. g., because of its abrasion. More careful investigations are to
be done in future.

6.5
Outlook and Conclusion

We presented a large range scanning force microscope that has been designed to
meet the demands of micro- and nanometrology on samples with up to milli-
meter sizes. The instrument is constructed in such a way that the Abbe error
is minimized. Direct laser interferometric measurements allow for tracing the re-
sult to the meter definition. A dual-stage positioning system including a nano
measuring machine and a compact z-stage is used for both aims–large measure-
ment volume and high measurement speed. Furthermore, a user-friendly instru-
ment interface was designed for flexible and easy operation. Measurement results
of a 2D-grating standard and a microroughness standard have shown the very
good metrological performance of the instrument.
In the near future, comparisons of the metrological LR-SFM with other instru-

ments at PTB will be carried out to further verify the accuracy of the instrument.
Error budgets will be calculated and the instrument will be prepared for calibra-
tion services.
To further improve the capabilities of the instrument various noncontact SFM

modes should be implemented into the system. Other detection options, such as
tuning fork sensors or piezoresistive cantilever sensors, are also considered to be
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implemented into the instrument for a more versatile metrological capability. A
micro probe, designed for the use with a 3D-micro-coordinate measuring ma-
chine will be combined with the instrument to extend the measurement capabil-
ity for dimensional measurements of small parts with sizes of tens of millimeters,
which is of great importance for the application field of precision mechanics, mi-
croelectronic mechanical systems (MEMS), and others. All different types of de-
tection sensors will have identical mechanical, electrical, and software interfaces,
so that they will be easily exchangeable and the instrument could rapidly switch
between different measurement tasks.
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7
Traceable Probing with an AFM
K. Dirscherl and K. R. Koops

Abstract

The need for fast and accurate inspection of small sample features is eminent
considering the developments in micro and nanotechnology. The atomic force mi-
croscope (AFM) offers extreme resolution and even accuracy when properly cali-
brated (R. Breil et al, Precision Engineering 26 (3) 296–305 (2002)), but the prin-
ciple of operation results in inherently slow acquisition of the measurement data.
At the Van Swinden Laboratorium of the Nederlands Meetinstituut in the Nether-
lands, we have constructed a traceable AFM using a stand alone AFM head, a 3D
translation stage and an accurate 3D laser interferometer system. Nanometer
measurement uncertainty is achieved in the entire scanning volume of 100 mm
q 100 mm q 20 mm. Apart from providing direct traceability to the SI unit of
length, we have added the possibility of probing the sample in arbitrary positions
in contrast to an AFMs ordinary scanning process. Only the areas of interest are
measured with maximum accuracy in this probing mode while the rest of the sur-
face is ignored. This speeds up the acquisition of relevant data and enables the
use of an AFM as a nanometer coordinate measuring machine. In order to
achieve this freedom of positioning, a new control algorithm is developed that fea-
tures feedforward–feedback control using the information of the laser interferom-
eters. The measurement signals can be sampled at 50 kHz, which ensures control
in real-time. This paper focuses on the key points of the AFM design as well as
the control algorithm and shows first results.

7.1
Introduction

Since the invention of the scanning tunneling microscope (STM) in 1982 [1], an
entire class of scanning probe instrumentation has been developed. The unprece-
dented resolution of these instruments is a result of the extremely small area of
interaction between a tiny probe and the surface under study. In order to study an
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area of the surface larger than the probe, the probe is scanned over the surface
area and the resulting image is analyzed as a whole to extract the desired features.
The measurement process is usually too slow for most industrial inspection ap-
plications. The (lack of) speed of these instruments is due to the imaging process
that consists of serial acquisition of individual data points in a regular grid that
spans the area of interest. In order to have sufficient spatial resolution the num-
ber of points on the acquisition grid is necessarily large, i. e., 512 q 512 or even
more, resulting in proportionally long acquisition times. Additionally, because the
acquisition is inherently slow the instrument itself can influence the measure-
ment, for example by thermal or mechanical instabilities, which will ultimately
affect the accuracy. Although the scanning mechanisms and data acquisition
hardware have improved in speed over the years, faster scanning also results in
loss of accuracy. Moreover, most of the information gathered in the scanning pro-
cess is redundant and discarded in the end because often only a single quantity
has to be extracted.
We describe a novel measurement approach in which the probe is controlled by

positioning vectors. Using this strategy the measurement process can focus on
accuracy, while maintaining speed because only the relevant data is captured.
Similar to a 3D coordinate measuring machine (CMM), an arbitrary polygonal
chain of movements provides the freedom to concentrate only on the feature char-
acteristic that has to be extracted from the surface geometry like distance, height,
pitch, line width or radius. The data analysis is therefore not based on an image of
the entire surface but merely on data sets that contain only relevant data. This
alternative measuring mode can significantly facilitate the implementation of fas-
ter measurement procedures as required in quality checks of a production line.

7.2
Setup

A commercial piezo table [2] with three independent translation axes is used. The
table has a displacement volume (x, y, z) of 100 mm q 100 mm q 20 mm. A square
aperture of 66 q 66 mm2 in the center of the table provides space for interfero-
metric positioning measurement along the z-axis. The pitch, roll, and yaw during
translation along the axes are less than 2 arcseconds peak-to-peak for the whole
range of motion. Moreover for a 3D movement, the rotations can simply be inter-
preted as a superposition caused by three individual 1D movements, as is proven
by comparing a simulated superposition of two axes with the measurement, see
Figure 7.1. The measured signal (bottom line) was obtained by simultaneously
applying two identical sinusoidal waveforms in both the x- and y-axes while re-
cording the roll of the table. The simulated signal (top line) was calculated as a
linear superposition of individually measured roll when the same sinusoidal
waveform was applied first along the x-axis, then to the y-axis. It is therefore pos-
sible to directly map the overall roll of the table via the time dependency of the
waveform to the (x, y)-position on the table in both cases.
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A commercial interferometer system [3] is used to sample the 3D position of
the scan table. The beam of a heterodyne laser is split into three beams, one
for each axis. The interferometers are four-pass interferometers, allowing a reso-
lution of l/4096, which corresponds to approximately 0.16 nm. The four measure-
ment beams of each interferometer form a square of about 12 mm side length.
The 36-bit position signal provides a limit for maximum displacement of 11 m.
For our purpose, 20 bit are sufficient. The optical quality of the laser and the
interferometer optics has been determined. The ratio of the mixing of the two
polarization states is 1:150 in the E-field, which results in a residual nonlinearity
in the position of 0.7 nm peak-to-peak (measured) (see Figure 7.2). The optical
components of the interferometer introduce a nonlinearity error of 1.4 nm
peak-to-peak (calculated) to the measured position (see Figure 7.3).
A self-designed scan table with three perpendicular mirrors is attached to the

piezo table (see Figure 7.4). In order to reduce environmental measurement er-
rors caused by a long dead path, the interferometers are placed 1 mm from the
mirrors. The achievable measurement uncertainty per axis is estimated to be bet-
ter than 2 nm. The design of the feedback system and the scan table is chosen to
ensure that the probing tip of the AFM rests in Abbe when scanning the sample.
An industrial PC with standard “Pentium IV” 1.5 GHz CPU controls the sys-

tem of 3D piezo movement and position feedback. The PC is equipped with
ISA-cards for digital input/output. PCI-cards would require the usage of addi-
tional driver software while only offering 3–4 times higher data throughput. A
maximum sample rate of 50 kHz is realized with the ISA bus and is sufficient

977.2 Setup

Fig. 7.1 The simulated roll (top) is the sum of the roll signals generated by individual trans-
lations along x and y. Simultaneous oscillations in x and y with different frequencies generate the
measured roll (bottom). The datasets are shifted for better comparison.



for the 3D position and the signal of the AFM’s photodiode. Still data aging must
be taken into account if the four values are sampled in series. For a moderate line
scan frequency of 0.5 Hz over a length of 100 mm, a time interval of 20 ms corre-
sponds to a traveled distance of 2 nm. The first sampled value, say the x coordi-
nate, will no longer correspond to the same position on the sample surface as the
last sampled value, say the signal of the photodiode. Therefore, all four values are
latched into buffers by a single one-byte write command to ensure simultaneity.
These buffers are internal digital memory of the laser controller and the A/D
converter for the signal of the photodiode. They can then be read in series without
the need to compensate for data aging.
Three 20-bit DACs are used to send the calculated control voltages to the three

piezos. A commercial high-voltage amplifier is interconnected between the DACs
and the piezo table. The first sampled image as obtained by an ordinary periodic
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Fig. 7.2 The residual non-
linearity in the measured
position is plotted versus the
displacement from zero posi-
tion. This measured signal is
due to the mixing of the two
polarization states of the laser
source.

Fig. 7.3 The residual non-
linearity in the measured
position is plotted versus the
displacement from zero posi-
tion. This calculated error
signal is introduced by the
optics of the interferometer.



scan is shown in Figure 7.5. A “find-me” structure of a calibration grid was
scanned over 35 mm q 35 mm and shows blocks with a height of about 400 nm.
The sample frequency was 10 kHz, the scanning took 500 s. This corresponds to a
lateral resolution of 5000 q 1000 samples. The tail-like structure in the upper cen-
ter of the image results from the very beginning of the sampling process when
the tip was not yet engaged and the z-feedback loop was not yet active.

997.2 Setup

Fig. 7.4 Cross-section
through the self-designed scan
table. It consists of a metro-
logical frame (e) which
ensures that the sample table
(f) remains in Abbe under-
neath the AFM head (a). To
the metrological frame (e), the
interferometers (b) are fixed.
The only moving unit is
formed by the mirror holders
(c) and the sample table
(f) which is displaced by the
3D piezo stage (d).

Fig. 7.5 A “find-me” structure of a calibration grid was scanned over 35 mm x 35 mm and
shows blocks with a height of about 400 nm. A total of 5000 x 1000 samples are taken. The
tail-like structure in the upper center results from sampling during the tip approach.



7.3
Correction for Piezo Nonlinearities

The hysteresis of a piezoscanner causes nonlinear deviation from an ideal linear
movement. This error is typically on the order of 10–20% of the range of motion.
A simple feedback loop without compensation for hysteresis would require five
iterations at least in order to reach an absolute positioning accuracy of 1 nm
over a maximum displacement of 100 mm. Additionally, drift and cross talk be-
tween the displacement axes is also likely to increase the number of iterations
per positioning task. Therefore, the controller software provides feedforward con-
trol that can correct in advance for nonlinear hysteresis and drift effects.

7.3.1
Hysteresis

A lot of effort has been undertaken to model the closed hysteresis loop of a per-
iodic scan movement. The residual nonlinearity of the models range between
0.5% and 5%. The main disadvantage of most existing models for hysteresis is
their applicability to the closed hysteresis loops of a periodic scan movement
only. In [4] a model for hysteresis [5] was applied that simulates the hysteresis
of a periodic movement of a piezoscanner to 0.2% and better.
In addition, the model is flexible enough to describe arbitrary piezo move-

ments. The model consists of an ordinary differential equation (ODE) (7.1)

dx

dV
= asgn _VV

� �

x–bVð Þ + u, (7:1)

where the parameters b, u, anda are related to the piezoceramic material prop-
erties: its ideal linear electromechanical coupling b, the slope u of the virgin
curve in the origin, and a a measure for its ferroelectric softness which is
responsible for the hysteresis. In the case of a closed hysteresis loop, the vol-
tage V oscillates for a periodic scan movement, say Vmin JV JVmax, and the
turning voltages Vmin,Vmax define the appropriate boundary conditions for the
differential equation. In order to use the model in a feedback control for arbitrary
positioning purposes where the position x0 is known at every voltage V0, the ODE
can be solved with the boundary condition x V0ð Þ = x0. This yields the resulting
position of the scanner after the application of a voltage V given a starting
point V0, x0ð Þ:

x Vð Þ = bV –
b–u

a
1–e–a V–V0ð Þ� �

+ x0–bV0ð Þe–a V–V0ð Þ: (7:2)

Note that in Eq. (7.2), the argument x can be replaced by y as well as by z in order
to determine the control voltage along the movement of the lateral y-axis or even
in the z-axis. The only difference is the usage of a new set of parameters

100 7 Traceable Probing with an AFM



by, uy,ay

� �

, bz, uz,azð Þ, respectively, which is uniquely defined for the y-axis and
z-axis.
Inverting (7.2), the desired control voltage V(x) ¼ x�1(V) can be calculated

which is necessary in order to go from a given piezo state V0, x0ð Þ to a new posi-
tion x.

V (x) =
1

b

b–u

a
+ x

� �

+

1

a
Lambert W a V0–

1

b

b–u

a
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� �� �

e
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1

b

b–u

a
+ x0

� �� �

–a
b
x–x0ð Þ

2

6

4

3

7

5

:

(7:3)

The function Lambert W [6] is not implemented as a standard function in com-
puter hardware, despite its importance for inverse exponential growth processes.
For computational fast and accurate determination of its function values in Eq.
(7.3), a Newton–Raphson iteration is applied. The value w* = Lambert W(v) is
the root of the help function h(w): = wew–v so that h(w*) = 0. It converges to
an accuracy of 10�10 in typically less than six iterations. The inverse hysteresis
model has been successfully applied as online control to a SPM [7].
The evaluation of (7.3) for the two coordinates x, y of the lateral 2D control

takes 1200 CPU clock cycles, or roughly 800 ns on a 1.5GHz CPU.
In order to gain further computational speed, the nonlinear function can be

linearly approximated for small displacements x–x0j j, if the error is less than
the required positioning accuracy:

V(x) O
jx–x0j small 1

b

b–u

a
+ x

� �

+
1

a
a V0–

1

b

b–u

a
+ x0

� �� �

1–
a
b x–x0ð Þ

1 + a V0– 1
b

b–u
a + x0
� �� �

 !" #

:

(7:4)

This approximation is linear in x and therefore facilitates speedy computations
without the need for Newton–Raphson iterations. The application of the linear
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Table 7.1 Runtime comparison of different control algorithms

Algorithm in SSE2 assembly code CPU cycles Time (ms)
(P4 at 1.5 GHz)

Non-linear hysteresis control (2D lateral) 1200 0.80

Linearly approximated hysteresis (2D lateral) 200 0.13

Linear response model (2D lateral) 15 0.01

Drift fit (100 samples, 4 components) and x2-test 2000 1.33

For comparison: one sample at 50 kHz 20.00



function is bounded by the values of the parameters a, b, uð Þ to jx–x0jI 50 nm.
The time of computation reduces to 200 CPU clock cycles, or roughly 135 ns on a
1.5 GHz CPU.
For jx–x0jI 5 nm, correction for hysteresis is no longer applied, the piezo is

treated as a displacement device with a linear response. Then the control algo-
rithm reduces to a single multiplication with a gain value. Table 7.1 shows the
time of calculation for the different control functions, coded in optimized SSE2
assembly (see Section 7.4 below).
Table 7.2 sums up the decision making during the feedforward algorithm for

the lateral positioning.

7.3.2
Drift

While the hysteretic nonlinear contribution to the movement of a piezoscanner
decreases with decreasing scan range, the drifting of the piezoceramic predomi-
nates the positioning errors for small scan ranges.
The bandwidth of the control loop is limited to about 500 Hz by the high-

voltage amplifier and the stage itself, while the bandwidth of the sampling for
3D-position and tip-feedback is in the order of 50 kHz. This means that about
100 samples of the 3D-position (x, y, z) plus the signal of the photodiode p
can be taken between two successive control signals. Each sampled quadruplet
(x, y, z, p) is paired with the value of the internal CPU clock in order to provide
an absolute time frame for the evaluation of the drift. Keeping track of the abso-
lute time is important since modern multitasking operating systems do not allow
real-time control.
After acquisition a line is fitted through each of the four components of the 100

samples. The slopes of the fitted lines indicate the drift of the measurement
signals in the time interval between two successive control signals. In order to de-
termine whether the calculated drift represents a significant drift or whether the
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Table 7.2 Decision making of the control algorithm

Use last measured 3D point as current 3D position

Given the desired
new 2D position,
calculate new 2D
control voltage:

IF displacement in x
and y I 5 nm p

Linear response model for lateral axes

IF displacement in x
and y I 100 nm p

Approximate CH solution
for lateral axes

ELSE p nonlinear CH solution for lateral
axes

Apply new 2D control voltage

Sample 3D position 100 times

Calculate drift



100 samples are dominated by random noise, the estimated displacement given
by the product of the calculated drift and the time interval of the 100 samples
is compared to the noise level of the samples given by the normalized x2 value
of the fit. Only if the noise level is less than the estimated drift, drift correction
will be included in the following loop of the control algorithm.
All these calculations, the linear fit for the four components as well as the x2-

comparison of the noise level, are done within 2000 CPU clock cycles, or roughly
1.33 ms on a 1.5 GHz CPU, see Table 7.1. This corresponds to less than 1/10th of
the time needed to take one single sample.

7.4
Real-Time Control Through SSE2 Assembly

Taking advantage of a recently introduced single-instruction-multiple-data (SIMD)
extension to the x86 machine code, the control algorithm is applied simulta-
neously to values of both the x- and y-axes. The so-called SSE2 (Streaming
SIMD Extension 2) [8] of the Pentium 4 processor now introduces vectorization
of variables for the parallel processing of two double-precision or four single-pre-
cision real-valued numbers. This CPU feature is predestined for the purpose of
controlling a two-dimensional movement in the lateral plane, because the same
control algorithm can be applied simultaneously to both x- and y-coordinates.
Double precision is required for sub-nanometer accuracy. Thus, each mathemati-
cal operation processes the two individual coordinates (x, y) in parallel. This is
achieved by loading the two individual datasets of parameters ax, bx, uxð Þ of the
x-axis and ay, by, uy

� �

of the y-axis into memory. Notice that the scan direction
sgn _VV
� �

as defined in (7.1) can be implemented as the sign of a. Therefore,
flipping the sign-bit of ax or ay automatically sets the corresponding axis control
to the desired direction.
The implementation of the linear fit for the drift is straightforward, together

with the x2 comparison. Since double precision is not required for the determina-
tion of the drift, using only single-precision real values offers the possibility to
process four individual coordinates simultaneously. Currently, the first three
SSE2 components correspond to the three sample axes x, y, and z, while the
fourth component is used for the feedback signal of the AFM scanning tip
given by the photodiode.
Both corrections for hysteresis and drift have been hand-coded in SSE2 assem-

bly exclusively, along with additional optimizations for speed. The performance of
the drift code is shown in Table 7.1. The computation of both the nonlinear
hysteresis control and the drift uses only 10% of the time which is needed for
a single sample.
In order to test the performance of the lateral positioning control, 10 simulta-

neous steps of 200 nm are applied in both the x- and the y-directions in order to
simulate arbitrary probing. The points of probing lie along a straight line, the
residual error being in the order of 20 nm peak-to-peak due to environmental
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vibrations, see Figure 7.6. These are in the same magnitude caused by the not yet
optimized set-up. The first outlier at 200 nm is caused by the inertia of the stage.
The control algorithm can be adjusted to cope with this initial effect during
acceleration.

7.4
Implementation of the Measurement Controller

Conventional scanning results in an image of the surface under study as illustrat-
ed in Figure 7.7(a). In this process the operator defines the area of the scan as well
as the number of points to be sampled. The resolution of the scan and therefore
the accuracy of the analysis is mainly determined by these boundary conditions.
If, for example, the pitch or line width of features on the surface has to be deter-
mined the only relevant information is located at the edges of the features. When
the raster scan is processed to extract these features most information in the
image is irrelevant and not used in the analysis. When we, however, only acquire
data at the edges, see Figure 7.7(b), and ignore the rest of the surface, only the
relevant information with maximum accuracy is obtained. The concept of probing
described above requires the position control to correspond to any desired lateral
movement. Therefore, a new command structure has been developed which
allows the scanner to trace any lateral polygonal chain. The polygonal chain
may consist of any pair of steps Dx, Dyð Þ in the x- and y-direction with a number
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Fig. 7.6 Performance of the lateral control loop. 10 simultaneous steps are applied in both the
x and the y direction to simulate arbitrary probing. The residual positioning errors along the line
of stepping are in the order of 20 nm peak-to-peak. This coincides with the order of magnitude
of environmental vibrations. The first outlier at 200 nm is due to the intertia of the stage.



n of repetitions of the step. A Boolean flag r determines whether or not to record
while stepping n-times along Dx, Dyð Þ. Thereby the ith change of direction of the

polygon chain is defined by
Dx, Dyð Þi

ni
ri

0

@

1

A. With this structure, any desired point

within the 100 mm q 100 mm scan area can be reached and probed. Even the con-
ventional rectangular scan along x and y is programmable.
A disadvantage of this method is that one needs a priori knowledge about where
exactly to find the features of interest on the sample. This can easily be overcome
by doing a low-resolution fast scan of the total sample surface and then marking
the areas of interest.

7.6
Image Analysis

Since the measurement protocol as described above does not result in an image
but in a set of coordinates, regular scanning probe image analysis software cannot
be used to extract the required parameter values. The measurement has some
similarities with measurements performed by a 3D CMM. However, the probe
of a 3D CMM is calibrated and has a very well known shape while the probe of
a SPM is usually only known approximately (see Figure 7.8). Even if the SPM
probe is characterized very well before use, probe-surface interaction results in
tear and wear during normal use that changes the characteristics of the probe.
Therefore, when compared in relation to CMMs, a larger measurement uncer-
tainty is to be expected when using CMM software algorithms. In this context
it is important to identify valid sample points from those which have been
recorded while the tip was not in a state of equilibrium at its set-point.

1057.6 Image Analysis

Fig. 7.7 Conventional scanning of a pitch or line width standard (a) results in redundant data
and loss of accuracy while in (b) only the relevant data, at the edges, is probed with maximum
accuracy.



Figure 7.10 shows the profile of a step. The rounded edges indicate a large set-
tling time of the z piezo. The error signal from the photodiode clearly displays
peaks at the edges. The cantilever is deflected and the tip is no longer at its equi-
librium state of its set-point (see Figure 7.9). As a consequence, the sampled co-
ordinates do not match the true topography of the surface. Therefore the edges
should be marked as not being valid samples. With our probing algorithm it is
possible to online identify these features during the process of sampling. The
effect of a large settling time is immediately visible in the x2-analysis of the signal
of the photodiode. An intelligent control algorithm can easily recognize this and
either reduce the scan velocity until a stable tip signal is available again, or the
samples can simply be discarded. Only those points are considered to be valid
samples, when the signal of the photodiode constantly remains within a threshold
around its set-point. The noise level of the photodiode signal is in the order of
0.1 nm (see Figure 7.10).
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Fig. 7.8 In contrast to CMM measurements (a) where the probe is calibrated a SPM probe (b)
is usually not well characterised resulting in additional measurement uncertainty.

Fig. 7.9 At sharp edges, the cantilever is deflected (black tip) and the tip is no longer at its
equilibrium state of its set-point (grey tip). The sampled data in this situation does not accu-
rately match the topography of the sample.



7.7
Conclusions

We have established a 3D-controlled AFM with nanometer accuracy, which is
directly traceable to the length standard. The position uncertainty is in the
order of one nanometer. The advanced high-speed control software allows tradi-
tional scanning as well as isolated probing of metrologically interesting sample
features only. Sources of uncertainty that evolve from data aging have been suc-
cessfully tackled. In addition, a procedure is proposed to use the error signal of
the photodiode online in order to identify the measurement quality of the
sampled points. Upon the tip leaving its state of equilibrium, either the data
can be discarded or the following measurement can be actively controlled in
order to return the tip to its set-point. The machine coded control algorithm offers
further possibilities to use the computational reserves for intelligent automated
measurement control, such as automatic edge tracing.

1077.7 Conclusions

Fig. 7.10 The scanned profile over a step height (solid line) exhibits round edges which are
caused by the large settling time of the z control. The error signal (dotted line) as recorded
by the photodiode clearly shows the slow response of the feedback loop at steep edges. The
dashed line indicates the threshold for the error signal. The corresponding part of the sampled
profile can be treated as valid data if the error signal remains within its threshold. The noise of
the photodiode signal is in the order of 0.1 nm.
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8
Scanning Probe Microscope Setup with Interferometric Drift
Compensation
Andrzej Sikora, Dmitri V. Sokolov, and Hans U. Danzebrink

Abstract

Scanning probe microscopes (SPMs) are extremely sensitive instruments, which
are strongly influenced by external environmental disturbances. The final quality
of the picture depends on system stability as well as thermal, mechanical, and
electrical noise immunity. Although one can isolate the SPM very carefully, but
it is impossible to avoid any, e. g., thermal, drift in the system. We present an in-
terferometric add-on system applied to a scanning probe microscope construction
which allows us to monitor drifts of the scanning head and to reduce its influence
on the measurement result.

8.1
Motivation

In a scanning probe microscope (SPM) we expect perfect mechanical stability of
the scanning head. This is important since the z-piezo movement reflects the to-
pography changes measured during the scanning process. If instabilities or drifts
occur between the scanning head and the surface, the scanning z-piezo compen-
sates these drifts resulting in artificial z-motions added to the sample’s topogra-
phy. As a consequence, the measurement result consists of both the topography
and drift information. However, even if we would know about the presence of
thermal drifts in the setup, we could not remove those artifacts from the imaging
result alone because of their nonlinear and random behavior.
Some of our SPMs are designed as add-on systems, which are plugged into con-

ventional optical microscopes [1, 2]. In these setups an optical microscope body
from Zeiss (“AXIOTECH”) was used as a base (Figure 8.1). Such constructions
are not optimized for SPM applications and have a lot of elements that can intro-
duce disturbances and artifacts because of thermal drift. Because of their geome-
try the most critical drift motion happens in vertical direction.

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Typical artifacts caused by mechanical instabilities resulting in a nonsurface-
related motions between the SPM and the surface are presented in Figure 8.2.
Some software programs can do line wise filtering and most of such artifacts
can be removed. Nevertheless, we do not have any quantitative information
about this correction. Moreover, digital processing of the picture is not perfect
and can introduce new artifacts. In addition, it must be noted that line wise filter-
ing cannot remove every distortion caused by mechanical instabilities (including
thermal drift), because some artifacts are also present in the fast scanning axis.
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Fig. 8.1 Base construction of the optical microscope and some add-on SPM systems.

Fig. 8.2 Typical artifacts caused by mechanical instabilities of the setup of an SPM.



Simultaneous measurement of the instrument’s drift would give a chance to
remove its influence on the measurement result and to improve the final quality
of the picture. Additionally, after investigation of the thermal behavior of the
microscope, its construction may be improved with respect to this influence.
For the observation of thermal drift during measurement, an interferometric

measurement system is proposed in this chapter. This method allows us to obtain
high-resolution and high-accuracy measurements. A known and precisely defined
wavelength can be used as a reference to quantitative and even traceable distance
measurements.

8.2
Existing Setup – Without Drift Compensation

One of the best methods to avoid artifacts due to drift is to make the scanning
head as small as possible using materials with the smallest possible thermal ex-
pansion coefficient. However, in some particular cases such a solution is impos-
sible or uncomfortable.
The microscope – SPM solution shown in Figure 8.1 has a large “measurement

circle” as illustrated in Figure 8.3(a). Therefore, several mechanical instability
sources are present in this system. In order to improve the mechanical stability,
the original iron cast stand was replaced by a granite base (Figure 8.1). It is not
only the base of the microscope which introduces thermal drift, but also the
x-, y-, z-coarse positioning stages, the SPM module, and the scanning piezo
stage have also been taken into account. To reduce the influence of the number
of possible drift sources a shortened “measurement circle” is proposed in this
chapter (Figure 8.3(b)). This shortening is achieved by a direct measurement
and compensation of the drift without significantly changing the scanning
head construction.

1118.2 Existing Setup – Without Drift Compensation

Fig. 8.3 (a) The large “measurement circle” of the uncompensated instrument and (b) the
reduced “measurement circle” with interferometric drift compensation.



8.3
Measurement Method and Setup for Drift Compensation

In this realization, the SPM module is equipped with a quartz tuning fork (TF)
used as the sensing element [3, 4]. To increase lateral resolution a specially com-
missioned whole diamond probe tip is mounted on the underside of the lower
tineof the tuning fork [5]. This module is attached to the microscope objective
using a ring adapter (see Figure 8.4).
To measure drifts in this system, with single-nanometer resolution, we intro-

duced an optical interferometer into the measurement setup. This method allows
us to obtain quantitative information about distance changes between the SPM
head and the surface. Instead of a complicated interferometric fringe counting
system, a control loop was established which tracks and holds a certain value
of one interference fringe (see the following sections).
This interferometric setup was designed to be added to the existing SPM and

optical microscope construction (Figure 8.4). Since the backside of the diamond
tip is polished and orientated parallel to the sample surface, this plane is selected
as the first mirror of our differential interferometer. The second mirror is placed
next to the base for the scanning z-piezoactuator.
The motion to keep the tip–sample distance constant is performed by the sam-

ple stage, while the position of the tip remains the same (apart from its oscillating
motion). For this reason, the distance between the SPM module and the reference
mirror should be constant. Any movement, e. g., caused by a drift motion, is ob-
served by this interferometer. We simulated the interferometer response on
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Fig. 8.4 Diagram and photo of the setup: (1) laser, (2) beam splitter, (3) objective,
(4) scanning tip, (5) mirror, (6) reference mirror, (7) reference piezo, (8) photodiode,
(9) scanning z-piezo, and (10) CCD camera.



changes in this optical path by moving the reference mirror. The result is pres-
ented in Figure 8.5.
During the SPM operation the tuning fork (TF) is electrically driven at its reso-

nance frequency (Figure 8.6). Consequently, the optical signal of the interferom-
eter is also modulated due to the oscillating motion of the TF. For a reduction of
noise a lock-in amplifier is used to measure the interferometer signal. When the
average interferometer mirror distance is constant we expect a constant lock-in
readout value. Otherwise we observe a readout change (amplitude and phase).
An example of such an output signal is presented in Figure 8.7. We applied a ty-
pical excitation signal to the TF (oscillation amplitude: ca. 10 nm) and a triangle
signal to the piezo with the reference mirror to simulate the scanning head drift
(lower signal). The observed signal (amplitude multiplied by phase) is represented
by upper curve.
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Fig. 8.5 Interferometric
fringes (upper curve) and
reference mirror driving
voltage (lower curve). The
scanning tip position was
constant (no TF oscillation).

Fig. 8.6 View of the SPM
head: tuning fork holder with
the tuning fork and its glued
diamond tip.



Since the lock-in output value represents a definite interferometer mirror dis-
tance, it is possible to track a certain value of an interference fringe and to use
a feedback module to keep the lock-in response constant. This constant value is
achieved by moving the reference mirror. The introduced motion compensates
the drift motion and preserves the optical path length in the interferometer.
Finally, the voltage applied to the reference piezo is recorded and used to monitor
the mechanical drift of the scanning head.
The part of the signal processing unit which serves for the drift compensation

includes a photodiode with preamplifier to detect the interference fringes, a lock-
in amplifier, and a PI regulator with the possibility of changing amplification fac-
tors, as well as P and I parameters. Also an internal stable setpoint voltage source
is implemented. For the analog drift compensation a simple subtracting module
(with proportion 1:1) is added. The circuit also permits to add “artificial” drift
signals to test the device (concerning control loop parameters, sensitivity, . . .).
Finally, three outputs allow us to observe and acquire each of the signals indepen-
dently: topography signal (without compensation), thermal drift, and compen-
sated topography signal.
The described signal processing unit was designed to be used as an add-on

module for the existing setup to make the whole system more universal and reli-
able, and to avoid uncomfortable reconnection procedures. The complete electro-
nic system is sketched in Figure 8.8.
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Fig. 8.7 Lock-in output signal (upper curve) and reference mirror driving voltage (lower curve).
TF oscillation amplitude: 10 nm.



8.4
Experiment and Results

Simultaneous measurements of sample topography and thermal drift were per-
formed. To achieve real measurement conditions, especially concerning the ther-
mal behavior, x-, y-scanning were also carried out instead of measuring the z-mo-
tion only and keeping the lateral position of the tip fixed. As the sample, a flat
silicon surface was chosen. For this extremely flat and smooth sample the
recorded uncompensated topography signal should be mainly due to the drift
motion and not due to the sample’s topography (see Figure 8.9).
The presented results from Figure 8.9 show a good agreement between the un-

compensated topography signal and the thermal drift signal derived indepen-
dently from the laser interferometer. Some artificial mechanical instabilities
were simulated by adding a couple of nanometer shifts to the coarse z-stage.
They are well visible in both pictures (positions: ca. 260 nm and 350 nm). After-
wards, the thermal drift is subtracted from the uncompensated topography signal
using a data processing software. As a result, the z-range of the data is reduced
from about 67 nm to 31 nm (Figure 8.10).

1158.4 Experiment and Results

Fig. 8.8 Signal processing setup. The electronics include the laser interferometer readout
(“photodiode with preamplifier”) and the TF distance control (“TF signal preamplifier
module”, . . .,” PID regulator”).



Because the thermal drift obviously depends on the ambient temperature stabi-
lity, we compared drifts with opened and closed environmental chamber (Figure
8.11).
The instability of the microscope setup was reduced by a factor of 2 (deduced

from the z-ranges) after closing the measurement chamber (about 150 nm p–v
value with opened chamber and about 80 nm with closed chamber).
We also recorded the temperature changes in a 90 min time period (Figure

8.12). The room temperature was 21.3 hC. In the closed chamber the temperature
was about 1.5 hC higher than outside. As expected, the warming-up process after
closing the chamber is well visible in Figure 8.12 (curve in the middle).
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Fig. 8.9 Simultaneously recorded results of the uncompensated topography signal and the
thermal drift signal. Upper part: uncompensated topography signal of a flat silicon surface, and
lower part: corresponding drift signal from the interferometer (scanning speed: 1 line/s,
environmental chamber: open).

Fig. 8.10 Result of the subtraction between
topography and drift data.



1178.4 Experiment and Results

Fig. 8.11 Comparison of the setup’s thermal drift: with closed chamber (above), and with
opened chamber (below). Please note the different z-scale ranges.

Fig. 8.12 Temperature
changes in the micro-
scope’s environment, mea-
sured inside the chamber.
Open chamber (upper
curve), just after closing
the chamber (in the mid-
dle), and a couple of hours
after closing the chamber
(lower curve).



8.5
Summary

The presented setup allows us to monitor thermal drifts of the SPM measure-
ment system and to subtract the drift signal from the resulting “topography”
image. The drift motion is measured by a Michelson interferometer, which is rea-
lized as an add-on module to the existing setup. The same interferometer allows
us to obtain quantitative information about the oscillation amplitude of the scan-
ning tip. Furthermore, by adding a fringe counting system it is possible to moni-
tor the complete approach process of the SPM, including coarse and fine motion,
very precisely.
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9
DSP-Based Metrological Scanning Force Microscope
with Direct Interferometric Position Measurement and
Improved Measurement Speed
Gaoliang Dai, Frank Pohlenz, Hans-Ulrich Danzebrink, Klaus Hasche,
and G�nter Wilkening

Abstract

A digital signal processor (DSP)-based signal processing system is designed and
implemented in an existing metrological scanning force microscope (M-SFM) of
PTB named “Veritekt C”; hence the M-SFM is improved at two important aspects:
(1) The DSP system is capable of processing the interferometer signals with on-
line Heydemann corrections. This reduces the residual nonlinearity of interfe-
rometers from about 3.5 nm to less than 0.3 nm. As a result, the M-SFM is pre-
sently working with direct interferometric position measurement. (2) All sensors
of the M-SFM, including the optical detector (for measuring the bending of the
cantilever) and all interferometers, are sampled synchronously during scanning;
therefore it is possible to derive the surface topography from the combined
value of the result of the z-interferometer and the bending of the cantilever. As
the benefit, the surface topography can be accurately measured during scanning
even when the bending of the cantilever has some deviations from its setting
value. Therefore the scanning speed of the M-SFM can be enhanced without
any compromise of decreasing the measurement performance.
This chapter introduces the new design in detail and some measurement

results are given to illustrate the effectiveness of this implementation.

9.1
Introduction

Measuring artifacts with a well-defined structure is a convenient and widely used
method for the calibration of many kinds of microscopes and topographic
measurement instruments, such as scanning force microscopes (SFMs), profil-
ometers, and optical and scanning electron microscopes. Usually, one- or two-
dimensional gratings are used for calibrating the xy-plane, and step-height stan-
dards for calibrating the z-axis. However, those standards have to be calibrated in
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advance by higher accuracy methods, for instance, a metrological scanning force
microscope (M-SFM). Compared to normal SFMs, a special feature of M-SFMs is
that they are equipped with optical interferometers. In such a way, their measure-
ment results can be directly traced to the meter definition.
Several M-SFMs aimed for a measurement uncertainty at the nanometer or

sub-nanometer level are developed at national metrology institutes worldwide
[1–6]. Based on the role of the optical interferometers used in the instruments,
the operation mode of those M-SFMs can be classified into two groups. One
group is using optical interferometers only for calibration purpose while capaci-
tive sensors are still serving as position sensors during the measurement [1–3].
This is what we call “calibration mode” in this context. The other group is
using optical interferometers for position readout or for direct position control
[4–6]. It is called “direct measurement mode.” Both modes have their own advan-
tages and disadvantages. For example, the calibration mode can reduce the influ-
ence of inherent nonlinearities of optical interferometers by conducting the cali-
bration at integral interference fringes that are perfectly equidistant. But, as a
drawback, frequent calibration is needed. With the direct measurement mode,
however, the resolution and nonlinearity of optical interferometers have to be
carefully investigated and improved. The prevailing conditions in a system define
the adequate operation mode.
In this chapter, a digital signal processor (DSP)-based signal processing system

is realized for an existing M-SFM of PTB named “Veritekt C.” By implementing
this design, the Veritekt C is improved at two important aspects. Firstly, the inter-
ferometer signals processed with online Heydemann corrections result in a reduc-
tion of the nonlinearity of the interferometers from about 3.5 nm to less than
0.3 nm. This allows us to use the interferometers for direct position measure-
ment, and thus change from the calibration mode to the direct measurement
mode. Secondly, sensors of the M-SFM, including all interferometers and the
optical detector of the cantilever, are sampled synchronously; as discussed
below, this permits us to significantly increase the scanning speed of the M-SFM.

9.2
Instrument

9.2.1
Principle

A principle sketch of the M-SFM “Veritekt C” is shown in Figure 9.1. It is a scann-
ing sample system with a stationary fixed cantilever probe. The 3D monolithic
flexure-hinge stage with a scanning range of 70 mm q 15 mm q 15 mm along
the x-, y-, and z-axes, respectively, is driven by piezoelectric translators (PZTs)
equipped with capacitive sensors. The sample holder is fixed on the flexure-
hinge stage. Its position is measured by three homodyne planar interferometers,
which were designed in cooperation with SIOS Messtechnik GmbH and the Tech-
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nical University of Ilmenau [7]. When the sample is mounted, its measurement
point lies at the point of intersection of the three interferometer measurement
beams so that the Abbe error can be minimized. For measurement, the sample
is coarsely approached to the tip by a step motor (not shown in Figure 9.1),
and is then scanned in contact mode. In this mode, the bending of the cantilever,
measured by an optical detector, is kept constant. The base plate is made from
Zerodur and the remaining structures are almost all made from super invar to
enhance the thermal stability.

9.2.2
DSP-Based Signal Processing System

The “Veritekt C” is implemented with a newly designed DSP-based signal pro-
cessing system. The signal flow chart of the instrument is depicted in Figure
9.2. It consists of four blocks. Block I is a DSP system that is the core of the
whole signal processing system. During measurement, the DSP system runs
with a servo loop at a bandwidth of 20 kHz. This servo loop deals with the follow-
ing tasks:

a) It outputs a pair of analog signal that is fed to the block II
(analog PZT controller) for scanning the sample along the
x- and y-axes. This procedure is managed by the submodules
“X-scanner” and “Y-scanner” in the DSP.

b) It latches and analog-to-digital converts the electrical signals
of all interferometers, which are further demodulated in
submodules “ISDU” of the DSP.

c) It latches and analog-to-digital converts the tip signal (sum
and differential signal) from the optical detector for mea-
suring the bending of the cantilever. The result is further fed
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Fig. 9.1 Principle sketch of the M-SFM Veritekt C.



to a digital PID servo controller (DSC in Figure 9.2). The
DSC outputs an analog signal to the block II for moving the
sample along the z-axis. In such a way, the SFM tip bending
is kept to a constant value (ZSetting).

d) The demodulated sample position is monitored by a latch
signal generator (LSG in Figure 9.2). Once the sample
position has reached one of the desired measurement points,
the LSG sends out a command to latch the measurement
results, including both the sample position (the values of all
interferometers) and the bending of the cantilever, into a
data buffer. It should be stressed that the measurement
results are sampled at a synchronization clock signal (SCLK
in Figure 9.2).
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Fig. 9.2 The signal flow chart of the instrument. Legend in the figure are as follows: ASC,
analog servo controller; DSC, digital servo controller; HVAMP, high voltage amplifier; CAP,
capacitive sensor; PZT, piezoelectric transducer; OI, optical interferometers; ISDU, interfero-
meter signal demodulation unit; OD, optical detector; OD-SP, signal processing unit for the
optical detector; ADC, analog-to-digital converter; SCLK, synchronization clock; LSG, latch signal
generator; DL, data latch; DB, data buffer; I, DSP system; II, analog PZT controller; III, optical
interferometer system; IV, M-SFM body.



e) The measurement data will be transferred to host computer
via a PCI bus after a line scan has been completed. Finally,
the precise surface topography can be calculated from the
combined value of the result of the z-interferometer and the
bending of the cantilever at the host computer.

Block II is an analog PZT controller made by Queensgate company. It positions
the sample along the x-, y-, and z-axes according to the applied voltages from
block I. Block II is presently working in a closed loop using capacitive sensors
for feeding back.
Block III is the optical interferometer system. In this block, the electronic sig-

nals of the interferometers have only been preamplified before they are fed to
block I. Block IV represents the M-SFM body as shown in Figure 9.2.

9.2.3
Calibration of the Tip Signal for Traceably Measuring the Bending of the Cantilever

The bending of the cantilever has to be calibrated traceably since it is incorporated
in the measurement results. For this purpose, an automatic procedure has been
implemented to calibrate the tip signal against the z-axis interferometer in situ:
After approaching the tip toward the sample, the sample is moved in the z-direc-
tion for about 50 nm while keeping its x-, y-position unchanged; therefore, a fixed
point on the sample is measured by the SFM tip, and the sum value of the z-axis
interferometer and the bending of the cantilever should be constant. By recording
simultaneously the value of the z-axis interferometer and the tip signal, the tip
signal can be calibrated. This automatic calibration procedure does not need
any other additional devices or changes in the experimental setup and can be
executed easily within the measurement software. As an example, one calibration
result is shown in Figure 9.3.

1239.2 Instrument

Fig. 9.3 Calibration result of
the tip signal against the z-axis
interferometer.



9.3
Correction of Nonlinearity of the Optical Interferometers in the M-SFM

9.3.1
Review of Nonlinearity Correction Methods

The ideal homodyne interferometer setup delivers a pair of electrical signals
(u1,u2) with identical amplitude, zero offset, and exactly 90h phase difference
for bidirectional counting and fringe subdivision. However, polarization mixing,
laser power drift, laser beam misalignment, imperfection of electronic processing,
and the error motion of the stage will cause the Lissajous trajectory of the two
phase-quadrature signals to be distorted from the ideal circle. These distorted
phase-quadrature signals (ud1, u

d
2) obtained by respective photodetectors can be

expressed as follows:

ud1 = u1 + p

ud2 =
1

r
(u2 cosa – u1 sina) + q

(9:1)

One possibility of correcting those distorted signals is published by Heydemann
[8]. He used a least-squares ellipse fit to calculate the parameters p,q,r, and a.
After that, the ideal vector (u1, u2) is recovered from the distorted vector
(ud1, u

d
2). This method, which reduces the nonlinearity significantly, is widely

used [9] and also known as Heydemann correction.
However, since the Heydemann correction needs complex computation, it is

mainly used offline for postprocessing interferometric signals. As a compromise,
the gain/offset correction method, which uses the parameters p, q, and r to recover
the distorted vector by assuming a ¼ 0, is mostly adopted for real-time nonlinear-
ity correction. It needs no time-consuming least-squares ellipse fit, and therefore,
it is feasible to be realized by firmware in digital signal processors or pure hard-
ware. There exist different methods to determine p, q, and r. The simplest way is
to adjust the gain/offset potentiometers of the signal amplifier manually while
monitoring its Lissajous trajectory to be a zero-centered circle. An alternative
automatic way can be realized by adopting a pair of A/D converters, recording
the peak values (umax

1 , umin
1 , umax

2 , umin
2 ) of the conversion result while scanning

the vector over several circles. Afterward, the parameters p, q, and r can be calcu-
lated as

p =
umin
1 + umax

1

2

q =
umin
2 + umax

2

2

r =
umax
1 – umin

1

umax
2 – umin

2

.

(9:2)
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9.3.2
Adapted Heydemann Correction in a Fast Servo Control Loop

Nowadays M-SFMs are aiming at uncertainties in the sub-nanometer range fol-
lowing the increasing demands from industry. The Heydemann correction is
the feasible solution for decreasing the nonlinearity of homodyne interferometer
into sub-nanometer range. However, the least-squares ellipse fit of the Heyde-
mann correction is quite time-consuming and cannot be realized online for suf-
ficiently fast scanning speeds. To solve this problem, we use the Heydemann cor-
rection in an alternative way: calculate ellipse parameters at first, and then fix
these parameters in the servo control process for a certain time (a few minutes
or hours, depending on the stability). To use this method, two preconditions
must be fulfilled: (1) The ellipse parameters must be stable over the whole
servo control time; and (2) the ellipse parameters must be constant over all the
movement range of the stage. It was confirmed experimentally that all interfe-
rometers of our SPM fulfill the above preconditions. As an example, the data
of the z-axis are shown in Table 9.1. The maximum changes of these parameters
are less than 0.1%.

1259.3 Correction of Nonlinearity of the Optical Interferometers in the M-SFM

Table 9.1 Ellipse parameters calculated from measurements
at different z-positions. Here, Au1 and Au2 are the amplitudes of
signals ud1 and ud2, respectively

Position (mm) p/Au1 (%) q/Au2 (%) r a (rad)

–8.1 –1.87 –1.17 1.0347 0.0212

–6.8 –1.88 –1.20 1.0347 0.0213

–5.5 –1.85 –1.18 1.0345 0.0214

–4.1 –1.91 –1.21 1.0347 0.0210

–2.7 –1.91 –1.21 1.0347 0.0210

–1.4 –1.91 –1.21 1.0350 0.0210

0 –1.88 –1.19 1.0348 0.0214

1.4 –1.89 –1.14 1.0346 0.0213

2.7 –1.89 –1.21 1.0351 0.0213

4.1 –1.90 –1.18 1.0347 0.0208

5.5 –1.89 –1.20 1.0349 0.0212

6.8 –1.92 –1.15 1.0347 0.0209

Maximum change 0.07 0.07 0.0006 0.0006



9.3.3
Performance of the Interferometers in the M-SFM Veritekt C

We experimentally measured the residual interferometer nonlinearity by using
three different correction methods at different times. During the experiments,
the stage is scanned in the z-direction by the respective piezoelectric actuator.
The scan range is exactly 2l, where l is the optical wavelength of the laser
light. The readouts of capacitive sensors and interferometers are recorded simul-
taneously. The results are depicted in Figure 9.4, showing the complete correla-
tion curve and the deviation from linearity. Figure 9.4(a) shows the result when
no correction method is applied. Figure 9.4(b) shows the result when the gain
and offset correction method is applied. Figure 9.4(c) shows the result when
the Heydemann correction method is used in real time.
Figure 9.4(a) shows first- and second-order residual nonlinearity with total

peak-to-valley amplitude of about 3.5 nm, the first-order nonlinearity being the
significant part. The first-order nonlinearity is the result of nonzero offset in
the interferometer signals during demodulation. The second-order nonlinearity
is caused by the fact that the signals are with unidentical amplitude and not ex-
actly in quadrature. Figure 9.4(b) shows a residual nonlinearity including almost
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Fig. 9.4a, b Results of non-
linearity correction methods
for homodyne interferometer
in the M-SFM Veritekt C, with
(a) manual electronic hard-
ware adjustment, (b) the gain
and offset correction.



only second-order components with a peak-to-valley amplitude of about 1.5 nm. It
indicates that the gain/offset correction method can remove the first-order nonli-
nearity but not completely the second-order nonlinearity. In Figure 9.4(c), no clear
periodical nonlinearity is visible, indicating that the Heydemann correction re-
moves both the first- and second-order nonlinearity significantly. This is also
clearly demonstrated in the spectral analysis result shown in Figure 9.4(d). The
remaining error is mostly caused by mechanical and electronic noise. We esti-
mated the residual nonlinearity of interferometers after using the Heydemann
correction to be less than 0.3 nm.
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Fig. 9.4 Results of non-
linearity correction methods
for homodyne interferometer
in the M-SFM Veritekt C, with
(c) the online Heydemann
correction in real time;
(d) represents the spectral
analysis result of the residual
nonlinearity signal of (c)
f0 ¼ 1/l, where l is the optical
wavelength of the laser light.



9.4
Improving the Measurement Speed

By using the newly designed DSP-based signal processing system, all sensors are
sampled synchronously at each measurement point. The surface topography is
calculated as the sum value of the result of the z-interferometer and the bending
of the cantilever. As the benefit, the surface topography can be measured correctly
even when the bending of the cantilever has a deviation from its setting value,
because this deviation is also included in the z-interferometer at the same time
and therefore can be compensated. In order to clarify this idea, a measurement
result of a step-height sample is depicted in Figure 9.5 as an example. Curve 2
in the figure is only derived from the value of the z-interferometer; sharp peaks
at the rising and falling edge of the profile can be seen. Compared to curve 2,
curve 3 is calculated from both the value of the z-interferometer and the bending
of the cantilever (curve 1 in the figure). It has no abnormal sharp peaks at the
edge of the structure. It should be stressed here that exact synchronization is
the important precondition for realizing this idea.
As the benefit of the above idea, the M-SFM is able to be operated with a nearly

constant scanning speed. Compared to the former instrument where the position-
ing system has to set down at each measurement point by waiting a certain time,
this capability can significantly improve the scanning speed.
The scanning speed of the MSPM is changeable by selecting different speed

factors. Figure 9.6 depicts examples for measurements with different scanning
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Fig. 9.5 Cross-sectional profiles of a 292-nm step-height structure measured at a scanning
speed of 17.5 mm/s are depicted. Curve 1 represents the bending of the cantilever during the
scanning. Curve 2 shows the profiler calculated using the z-interferometer value, and curve 3 is
the profile calculated using the combined value of the z-interferometer and the bending of the
cantilever. Curve 3 is shifted upward by 10 nm for clarity. This figure indicates that deviations
occur at the edges of the structure if the profile is only calculated from the z-interferometer
value; while the error can be compensated if the profile is calculated from both the z-interfe-
rometer and the bending of the cantilever.



speeds. The maximum scanning speed, up to now, is about 25 mm/s. However,
the scanning speed should be properly selected according to the complexity of
the surface structures to be measured. The more complex the surface structure
is, the slower scanning speed should be selected to reduce the tip abrasion.

9.5
A Measurement Example of Step-Height Standard

In order to illustrate the achievable scanning quality of the improved instrument,
a measurement result of a step-height standard (reference value of 290.9 nm) is
shown in Figure 9.7. The measured results show a good agreement with the

1299.5 A Measurement Example of Step-Height Standard

Fig. 9.6 Selecting the x-axis
as the fast scan axis, the scan
speed is determined by re-
cording the x-interferometer
indication in real time. The
scanning speed can be in-
creased up to 25 mm/s. The k
is a speed factor, which can be
selected in the measurement
software.

Fig. 9.7 Measurement re-
sults of a step-height standard
with a reference step height of
290.9 nm is depicted as (a) a
3D view, (b) a cross-sectional
profile, and (c) the mean value
of the measurement results at
different scanning speeds.



reference value, and they also illustrate the good repeatability at different mea-
surement speeds. These measurements confirm that the improved scanning
speed does not deteriorate the measurement performance.
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Combined Confocal and Scanning Probe Sensor
for Nano-Coordinate Metrology
Dmitri V. Sokolov, Dmitri V. Kazantsev, James W.G. Tyrrell, Tomasz Hasek,
and Hans U. Danzebrink

Abstract

The development of a combined confocal–scanning probe microscope (SPM) sen-
sor head is described. Wherein the SPM head is designed to be mounted with a
ring adapter around a commercial microscope objective. In these studies, an SPM
sensor based on a quartz tuning fork, equipped with a diamond tip, is applied.
The advantages of the described system are as follows:

1. Distance control of the probe relative to the sample surface is
realized on a self-sensing principle.

2. The diamond tip is robust enough for application in the
complete range of dynamic modes: noncontact, intermittent,
and nano-indentation.

3. Combination of an SPM and confocal objective allows the
operation as an opto/tactile probing system.

To process the signals of the tuning fork sensor a custom current-to-voltage
amplifier with a circuit for the compensation of the inherent capacitance of the
tuning fork was designed. Furthermore, a quality factor control was implemented
to improve the time-response characteristics of the sensor. The mechanical design
has been realized to allow the positioning of the probe relative to the microscope
objective and the swift exchange of the tuning fork sensors. Additionally, the
design permits the rotation of the sensors, so that its orientation with respect
to the sample surface may be changed.
The operation of the instrument has been established as a mechanical and

optical profilometer. For the first time, the use of the confocal setup as an optical
trigger during a two-step approach of the SPM probe has been demonstrated:

1. Quick and nondestructive “optically monitored” approach
within millimeter distances from the surface.

2. The piezo stage (at lower approach speeds) is used for the
final approach from a distance of a few micrometers from
the surface until mechanical “contact” is achieved.
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Moreover, the potential application of the tuning-fork-based sensor as a probe for
nano-coordinate measuring machines (nano-CMMs) is further discussed.

10.1
Introduction

Combined methods of surface sensing, imaging, and profiling based on a variety
of physical mechanisms of probe–sample interactions is of increasing interest in
the field of material science [1, 2], biology [3], and medicine [4, 5]. A number of
combined scanning electron microscopes (SEMs) with scanning probe micro-
scopes (SPMs), and optical (conventional, confocal, and interference) microscopes
with SPMs have been designed and some of them are even available commer-
cially. The combination of “soft” optical or electron-beam probes with “hard”
SPM probes provides the possibility of a comprehensive surface investigation
and dimensional metrology. Contrary to SPM probes, the optical probes are con-
sidered as the ideal solution for a quick and nondestructive imaging of large sam-
ples. However, imaging with optical methods suffers from a number of factors:
poor lateral resolution, diffraction artifacts, dependency on optical properties of
the surfaces, etc. For SEMs the lateral resolution is high but the large depth of
focus impedes surface profiling. Another restriction for SEMs is the necessity
of placing the system in vacuum. However, these factors do not play a significant
role for imaging with SPMs.
SPMs and optical profilometers are not only important for the use as imaging

tools. Another quickly growing area of interest where the combination of different
mechanisms of probe-to-sample interactions plays an important role is the field of
nano-coordinate measuring machines (nano-CMMs). Standard and future appli-
cations of nano-CMMs are the topographical and geometrical analysis of micro-
lenses, micro-electromechanical system (MEMS) or nano-electromechanical sys-
tem (NEMS), and magnetic read/write heads for hard disk drives. These compo-
nents are fabricated on a microscale, while nanoscale surface roughness and
nanofabrication defects impact their performance strongly. With the measured
dimensions approaching nanometer level the conventional methods of CMM
touch trigger probes with micro-to-millimeter-sized probing tips and tip-to-sample
forces in the mN range become critical from the point of view of the spatial reso-
lution and tip-induced modification of nanostructures. Here, the combination of
optical and mechanical probing in a low force, dynamic mode is promising for
operations described above.
The main topic of this chapter is the development of a probing system based on an

optical confocal sensor with the focus point placed several micrometers below the
mechanical SPM probe. This combined system works in the following two modes:

1. Imaging mode based either on optical, confocal, or on SPM
techniques (Section 10.3.1).

2. Single axis measurement mode with confocal or SPM
“contact” sensors (Section 10.3.2).
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10.2
Instrumentation and Experimental Details

Confocal laser microscopy is conventionally used in material science [6, 7], biol-
ogy [8, 9], and medicine [10], but is still an actively evolving method. Confocal
laser microscopy is utilized in these areas due to its superior lateral resolution
and especially of its high sensitivity to axial displacements of the sample com-
pared to conventional optical microscopy [11, 12]. Such a unique property of
depth discrimination with nanometer resolution makes the optical tracking of
surfaces in reflection mode as well as distance sensing, proposed earlier by
Corle et al. [11], possible.
In the system, presented here, a commercial optical ZEISS microscope serves

as a platform for the combined confocal–scanning probe microscope (Figure
10.1). The illumination and detection paths of the confocal setup are assembled
from standard “Microbench” parts (LINOS GmbH) and attached to the upper out-
let of the microscope. A laser beam (l ¼ 632.8 nm) is widened to fill the aperture
of the objective and focused afterwards to a spot with a diameter close to the
diffraction limit. The light which is reflected from the surface and passed through
the microscope is focused to a mechanically fabricated 100 mm diameter pinhole
by the focusing lens L2 (F ¼ 100 mm). The total magnification of the confocal
setup is dependent on the objective attached and could be up to 500 for a 100
q objective. Alignment of the reflected laser beam with respect to the pinhole
is initially monitored by a CCD camera, and replaced by a photodiode for imag-
ing. The pinhole serves as a spatial filter to collect only light coming from the
focal plane of the objective. Depth discrimination in this setup is determined
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Fig. 10.1 Principal schematics of the
conventional optical microscope with the
integrated confocal setup, SPM head and XYZ-
piezo stage mounted on a coarse Z-stepper
motor.



by the numerical aperture (NA) of the objective and a combination of the total
magnification of the system and effective diameter of the pinhole [12].
The high numerical aperture microscope objective with a large working dis-

tance is a key element in such a setup. Here, the high numerical aperture defines
high resolution in the confocal measurements [11, 12], while a large working dis-
tance is needed for placing the SPM probe between the objective and the surface
[13]. In the presented setup a microscope objective ZEISS Epiplan-NEOFLUAR
100q/0.75, with a working distance of about 4 mm (Figure 10.2(b)), serves as a
base for the SPM probe holder (Figure 10.2(a)). Scanning of the sample is per-
formed by an XY-piezo stage with an integrated capacitive position control (Physik
Instrumente GmbH) with a range of 100 mm q 100 mm. The feedback loop,
necessary for both the optical and SPM profiling, is based on a combination of
an SR830 DSP lock-in amplifier (Stanford Research Systems Inc.) and an Easy-
Scan controller (NanoSurf AG). The Z-motion is performed by a fast Z-piezo
stage with integrated capacitive position control (Physik Instrumente GmbH),
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Fig. 10.2 Combined confocal–scanning probe
microscope: (a) principal schematics of the
combined confocal–SPM head, (b) ring-like
mount of the tuning fork sensor arranged
around the commercial ZEISS Epiplan-
NEOFLUAR 100q/0.75 objective, and (c)
tuning-fork-based sensor with 90h diamond tip.
The maximum distance between the focal
plane of the confocal objective and the apex
of the tip is about 1.4 mm.



while a Z-stepper motor platform (OWIS GmbH) and an XY-manual microscrew
positioning stage carries out the coarse motions.
The application of a self-sensing quartz tuning-fork-based probe eliminates

additional alignment of optical elements in comparison to optical lever configura-
tions. The piezoelectric effect of the quartz is used for both, driving the oscilla-
tions of the tuning fork near its resonance frequency with ac voltage applied,
and simultaneously detecting the current induced by the tuning fork deflection.
In such a way, the self-sensing of the tuning fork deflection is achieved by the
detection of the current induced by the bending of the tuning fork.
The use of a diamond crystal as a tip attached to the tuning fork [13] allows for a

measurement range of dynamic modes: noncontact, intermittent contact, and
nano-indentation. The possibility of a quick and nondestructive investigation fol-
lowed by surface modifications with nanometer precision is of increasing interest
in material science [14] and is a promising tool for nanotechnology [3]. Two dif-
ferent diamond tips with full angles of 60h and 90h were constructed and tested.
To improve the performance of the tuning fork sensor system, a custom-made

preamplifier is applied. Therein the compensation of the intrinsic capacitance of
the tuning fork is realized while controlling the quality factor of the tuning fork
assembly.
Both the confocal profilometer and SPM are very sensitive to mechanical vibra-

tions. Therefore, placing the microscope on an actively damped antivibration table
(HERZAN MOD-1) attenuates the seismic disturbances. Furthermore, the micro-
scope is enclosed within an environmental chamber constructed from Perspex
panels supported on an aluminum frame to minimize exposure to external acous-
tic and thermal noise, as well as to dust.
In order to perform optical profiling, lock-in detection methods are applied. The

sample is oscillated by the Z-piezo with a frequency of about 1 kHz and an am-
plitude of a few tens of nanometers. This oscillation induces the ac component in
the detected optical reflection signal, which is processed by the lock-in amplifier.
The resulting dc component of the lock-in output is used as a feedback signal and
sent to the Z-piezo actuator to keep the surface in the focal position.
Optical triggering based on the lock-in signals is realized by means of a custom-

designed controller, which will be described in more details in a forthcoming
chapter. The controller is mainly intended to control the sample-to-probe coarse
approach speed independently for the optical and SPM probes. Furthermore,
the controller stops the approach by a set of criteria’s (trigger signals or thresh-
olds), protects the SPM tip from crashing into the surface, and serves as an emer-
gency switch. The interruption of the approach takes place when the combination
of amplitude and in-phase signal for the confocal mode exceeds the pre-set
threshold value, or the RMS value of the tuning fork oscillation amplitude
drops below the corresponding pre-set threshold.
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10.3
Results and Discussion

10.3.1
Imaging in the Confocal and SPM Mode

Figure 10.3 shows an optical image of a PTB test sample acquired in the confocal
mode. The sample was manufactured at PTB using electron-beam lithography
and contains Au/Pd test patterns on a silicon substrate. The image is taken at
the highest possible scanning rate for this setup:

1. Scanning rate is software limited to 0.138 s per line
(O 0.58 mm s�1 for 80 mm scans).

2. Data sampling rate of 256 q 256 pixels per image gives
310 nm per pixel that corresponds to 2 pixels for an optical
resolution limit of 620 nm.

Such a combination of data sampling rate for the given scan size is limited by the
data acquisition system for the SPM mode as well. In other words, imaging of the
SPM areas exceeding 80 mm with such data acquisition parameters gives no con-
siderable advantage compared to confocal microscopy, but instead suffers from
scan speed limitations together with the danger of tip wear or sample surface
modification.
However, the superior lateral resolution of an SPM can be achieved at smaller

scan ranges. Figure 10.4 shows profiles of the same scan area of the PTB test
sample. The profiles have been recorded in both the confocal profilometry and
SPM mode. Here, artifacts associated with the confocal mode can be easily distin-
guished (multiple lines in the upper right corner in Figure 10.4(a)). These lines
are not present in the high-resolution SPM images. FWHM of the features are
in good agreement with each other and are about 1.2 mm for the bigger circles.
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Fig. 10.3 Optical image of the PTB test
sample taken in the confocal mode (scanning
speed of 0.58 mm s�1).



All circular features have plateaus in the SPM profile and only the 1.2 mm features
have plateaus in the confocal profile. Measurement of the slope width (10–90%
criterion) of the structures gives values of about 350 nm.
Figure 10.4 also gives an insight to a height artifact observed in the confocal

mode when compared to the SPM mode: height values 30 nm versus 15 nm, re-
spectively. Given the observed discrepancy in height values, a brief study was per-
formed using a similar setup with a ZEISS Epiplan 50q/0.7 objective to investi-
gate the optical tracking of thicker and wider chromium structures deposited on
glass (photomask sample). An edge effect in confocal profiles is observed for set-
ups with pinholes of diameters varying between 0.1 and 0.5 mm (Figure 10.5(a)).
The step height deduced from the profiles is about 100 nm (after removing the
edge effect) and is within a few nanometers close to the fabrication data of the
structure. A confocal optical image taken simultaneously with the confocal profi-
lometry measurement showed resolutions close to 600 nm (Figure 10.5(b)). In
such a way, the increase in height of the confocal profile compared with the
SPM profile (Figure 10.4(c)) can be explained in terms of the observed edge effect
caused most likely by the diffraction processes on the edges of structures. In other
words, if the lateral size of the feature is close to the resolution of the system, the
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Fig. 10.4 Images of the PTB test sample recorded in the confocal and SPM mode. (a) Topo-
graphy image recorded in the confocal tracking mode. Scan area of 20 mm q 20 mm, and a
scanning speed of 20 mm p s-1. (b) Topography image taken in the SPM mode. Scan area of 20 mm
q 20 mm, and a scanning speed of 4 mm p s-1. (c) Cross section of images (a) and (b).



appeared height of the feature is determined by the edge effect and exceeds the
real value.
This study demonstrates the strong advantage of a combined sensor head ar-

rangement. Once calibrated against a reference material (as discussed in [15]), the
SPM module is able to verify step height values acquired using the optical methods.
In order to compare the tracking performance of the confocal setup with the

noise measured in the SPM mode, measurements at 0 nm scan range were per-
formed. The noise level for the confocal setup is about 1.5 nm (p–v) and is in good
agreement with the values obtained with the SPM, which may indicate that the
performance of the setup is limited by the mechanical stability of the setup
and not by the measurement method.

10.3.2
One-Dimensional Optical and SPM Measurements

In this chapter, the sensor head is used for one-dimensional measurements
normal to the surface. Two experiments have been performed to investigate the
applicability of the optical focus signal as a trigger for a quick and nondestructive
SPM probe approach to the sample surface, and to research the potential of the
tuning-fork-based SPM probe as a probe for nano-CMMs.
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Fig. 10.5 Optical imaging and profiling of a 100 nm step Cr film on glass (photomask sample)
in the confocal mode. (a) Top view of the 100 nm step profile for a pinhole diameter d ¼ 0.1 mm
and a series of profiles for d ¼ 0.1, 0.2, and 0.5 mm. A plateau in the upper profile (d ¼ 0.5 mm)
is due to the limitations of the Z-piezo working range. (b) Reflectivity image of the sample
surface taken simultaneously with the confocal profile (d ¼ 0.1 mm) and reflectivity profiles for
pinhole diameters 0.1, 0.2, and 0.5 mm.



During the first experiment, the sample is driven towards the tuning fork probe
from a distance of a few millimeters as shown schematically in Figure 10.6. The
approach is stopped when the sample surface meets the focal plane of the confo-
cal setup. This corresponds to a travel for the Z motor of a distance Zmotor1. Then
the motor is driven for the pre-set distance Zmotor2 to place the diamond probe
within the range of the Z-piezo stage (2 mm). Then the Z-piezo is engaged
until contact is achieved between the SPM tip and the sample surface. At this
point, the position of the Z-piezo stage is calculated from the displacement
value acquired from the capacitance sensor of the piezo stage.
Figure 10.7 shows the results of the measurements of the distance Zmp ¼ Zmotor2

þ Zpiezo between the focal plane of the confocal setup and the diamond tip.
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Fig. 10.6 Confocal/SPM probe approach procedure: (1) Z motor is driven for a distance of
Zmotor1 and stopped automatically with the sample surface in the focal plane of the confocal
setup. (2) Z motor is driven for a distance of Zmotor2 until the gap between the SPM tip and
sample surface falls within the working range of the Z-piezo (2 mm). (3) Contact of the SPM
probe and the surface is achieved by extending the Z-piezo.

Fig. 10.7 Deviation from the
average distance between the
“confocal contact” and the
“SPM contact” Zmp (standard
deviation of Zmp is 0.54 mm).



Approach to the optical “contact” with the surface is performed with a speed of
16.5 mm p s�1. Average Zmp is 1.436 mm with an absolute deviation of 1.65 mm
(p–v) and a standard deviation of 0.54 mm.
The precision of the sample positioning with respect to the optical probe’s focal

plane for the given approach speed is limited by the performance of the controller
electronics and by the mechanical limitation of the coarse positioning system. A
significant improvement of this precision is expected after the realization of a
feedback control of the Z motor position by amplitude or in-phase signal from
the lock-in amplifier.
The second experiment involved a series of measurements of the distance Zpiezo

(see Figure 10.6) between the sample surface with Z-piezo fully withdrawn and
the surface in contact with the diamond tip. In this case the Z motor position
was fixed and only the Z-piezo was moved.
Figure 10.8 shows the results of the measurements. The approach to the me-

chanical “contact” with the surface is carried out with a speed of 0.78 mm p s�1.
The average distance, Zpiezo, is 1015.34 nm with an absolute deviation of 3.72 nm
(p–v) and a standard deviation of 1.34 nm. These values are in good agreement
with the data from vibration measurements performed with the SPM probe
kept in contact with the surface. The achieved values with a standard deviation
close to 1 nm confirm the potential of the diamond-based tuning fork probe as
a probe for nanometer coordinate metrology.
The differences in the deviations of coarse (Figure 10.7) and fine (Figure 10.8)

approaches can be explained due to different measurement conditions concerning
mechanics and physical tip–surface interactions: (1) coarse movement of mechan-
ical parts and confocal sensor focal depth (mm range) is large compared to (2)
piezo stage motion and SPM tip–sample interaction region (nm range). Addition-
ally, the approach speed for the confocal triggering was set 20 times faster com-
pared to the SPM approach speed. The correlation of the standard deviation va-
lues (1.14 q 10�3 and 1.32 q 10�3 for the coarse and fine approach, correspond-
ingly) given in relative units indicates close signal-to-noise levels for both modes.
Future work will have to be performed in order to reduce or isolate the systems
noise levels.
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Fig. 10.8 Deviation from the
average distance between the
SPM tip and fully withdrawn
sample surface Zpiezo

(standard deviation of Zpiezo is
1.34 nm).



Although the operation of the setup with nanometer precision is demonstrated,
further improvements of the measurement procedure in direction of an indepen-
dent interferometric position control of the diamond tip and the sample surface is
considered promising [16].

10.4
Summary and Conclusions

The key outcomes from this work can be summarized as follows:
x An SPM compact sensor head has been designed and constructed
to be mounted around a conventional high numerical aperture
microscope objective, making it compatible with commercial
microscopes including an optional add-on home-built-integrated
confocal microscope.

x The self-sensing mode of the operation of the tuning fork SPM
sensor eliminates the need for additional optical components and
accidental illumination of the surface.

x The natural diamond-tip-based tuning fork probe is robust for
application in the complete range of dynamic modes: noncontact,
intermittent contact, and nano-indentation.

x The combination of conventional optical microscope, confocal
profilometer, and scanning probe microscope ensures the opera-
tion of the system in a number of modes: selection of the area of
interest with respect to the optical and SPM probes, quick optical
sampling of sub-millimeter areas with sub-micrometer resolution
followed by nondestructive profiling in the confocal mode, and
the precise imaging of micrometer-sized areas with SPM.

x Optical sensing of the surface is exploited as a trigger, whose
values are directly used in the automatic approach of the SPM
probe from millimeter distances.

x For the first time, the potential of the diamond-based tuning fork
sensor as a probe for nano-coordinate measurements is demon-
strated.

x In a future step a fiber-based confocal–tuning fork sensor head is
to be built, based on the demonstrated principle and fixed to a
mobile metrology arm of a CMM.

The authors foresee the role of the combined opto/tactile sensor as probing sys-
tem in coordinate metrology. The goal is to bridge macro-, micro-, and nanoscales,
and finally to measure nanostructured surfaces on even macroscopic samples.
Furthermore, the authors envisage the instrument’s use as a profilometer, 3D
scanner of surface topography and nanoindentor to obtain material characteris-
tics. The systems wide range of measurement capabilities could be of great
value to many manufactures (e. g., optics, microelectronics [17], and computer
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hard drive manufactures to name a few). However, this system is also of great in-
terest to biologists, chemists, and medics who are, e. g., interested in 3D profiles
of individual cells.
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11
Combined Shear Force–Tunneling Microscope with
Interferometric Tip Oscillation Detection for Local Surface
Investigation and Oxidation
Andrzej Sikora, Teodor Gotszalk, and Roman Szeloch

Abstract

In view of the rapid growth of interest in atomic force microscopes (AFMs) in the
investigation of surface properties and local surface modification, the modular
shear force/tunneling microscope is herein described. The presented setup is
based on the fiber Fabry–Perot interferometer for the measurement of conductive
microtip oscillation. An advantage of this system is that the quantitative measure-
ments of tip vibration amplitude are easily performed. Moreover, the presented
setup is extremely sensitive and compact.
Using the aforementioned measurement system, the quantitative measurement

of probe dither motion with a resolution of 0.01 nmRMS in a 100 Hz bandwidth is
possible. The optical detection system allows one to apply voltage to the conduc-
tive microtip. In this case, the microtip can be used as an electron-beam (e-beam)
source for nanolithography or as a collector of field emission current flowing be-
tween the surface and the microprobe. Some preliminary results of experiments
will also be presented.

11.1
Introduction

Scanning force microscopy [1] is one of the many scanning probe techniques de-
veloped after the invention of scanning tunneling microscopy (STM) [2]. In atom-
ic force microscopy (AFM) the force interaction observed between the microtip
mounted on the cantilever and the investigated surface is utilized for the surface
characterization. Several measurements techniques can be applied for the detec-
tion of force interactions acting on the microtip. One of them is the shear-force
microscopy (SHFM). By this technique, the electrochemically etched tapered
wire is mounted perpendicularly to the sample. This tip oscillates laterally to
the surface near one of its mechanical resonant frequencies. At a distance of a
few nanometers from the surface in question oscillations become dampened
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out by shear forces. This may then be used for tip–sample distance regulation and
may also be used as a basis for high-resolution topographical imaging. An accu-
rate measurement of the true oscillation amplitude of the tip is crucial informa-
tion, which allows us to use this tool with more confidence [3]. Moreover, for the
purposes of high measurement sensitivity it is desirable to use as low an oscilla-
tion amplitude as possible for two reasons: in order not to lose the lateral resolu-
tion of surface measurements and in order to extend the lifetime of the microtip.
In parallel fundamental studies [3–7], several nanometer-scale devices such as

single electron [8] and metal–oxide [9] transistors, quantum wires [10], high-den-
sity memory chips [3, 11], and Josephson junctions [12] have illustrated some of
the nanoelectronic applications. Machining of silicon structures has also been
demonstrated by an AFM oxidation [13]. Furthermore, local oxidation lithography
is compatible with the operation of parallel tip arrays [14].
Because of an interest in the local electrical properties of the surface, different

experimental setups were also proposed [15] as combined methods with the SPM
[16–19]. Such methods can be used for correlating topography with certain elec-
trical parameters of the surface.

11.2
Instrumentation

In our setup, a single-mode optic fiber is fixed at the distance of a few microns
from the reflecting surface, whose deflection is monitored. The interference be-
tween the light reflected from the fiber–air interface and the backscattered light
from the reflecting surface is monitored with an optical detector. In our interfe-
rometer design, we use the single-mode DFB pigtailed semiconductor laser
(Mitsubishi) emitting 1313 nm wavelength with full width at half maximum
(FWHM) –0.1 nm (Figure 11.1) as a light source.
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Fig. 11.1 Single-mode DFB
semiconductor laser emission
curve.



Because backscattered light from any junction in the optical fiber system can
disturb the operation of the laser diode, we use the solid-state optical Faraday iso-
lator (40 dB) to ensure the proper laser light emission. In our system, we utilize a
built-in laser diode isolator, which accurately fits the wavelength of the light
source and is insensitive to mechanical vibrations. One of the fiber ends of the
bidirectional coupler (50%/50%) is connected directly with the optical isolator.
The wire with the microtip is mounted close to the well-cleaved fiber end of
the coupler (Figure 11.2(a)) and is excited to the point of oscillation with a piezo-
actuator (Figure 11.2(b)).
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Fig. 11.2 Scanning head – scheme (a) and
view (b) ((1) mainframe body, (2) piezotube,
(3) piezoactuator, (4) scanning tip, and (5)
optical fiber).

Fig. 11.3 Tip oscillation
detection setup – optical fiber
interferometer scheme and
view.

Fig. 11.4 Semiconductor
laser current stability.



The signal photodiode (Figure 11.3) detects the interference of light reflected
from the interferometer fiber end and microscope wire.
Because of high interferometer stability and external disturbance immunity the

setup was placed on a granite plate and covered with an electromagnetic and ther-
mal shield.
To obtain high-resolution and high-fringe stability the interferometer light

source was supplied with a high-precision home-made current source, which
ensures current supply stability in the range of e30 ppm (Figure 11.4). The tem-
perature of the laser was controlled by a Peltier cooler with a stability of e5 mK
(Figure 11.5). Results of laser stability measured with an optical spectral analyzer
– Ando AQ-6315B – are shown in Figure 11.6. We tested the interferometer sen-
sitivity by moving the wire away from and toward the interferometer fiber and
simultaneously recording the interferometric fringes. If the amplitude of the
wire movement was greater than l/4 then we observed the pattern shown in
Figure 11.7. In order to measure a single nanometer of the tip oscillation ampli-
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Fig. 11.5 Semiconductor
laser temperature stability.

Fig. 11.6 Semiconductor laser output power and wavelength stability.



tude – on the slope of the interferometric fringe – dc voltage can be applied to the
piezoactuator, which excites the scanning tip.
The sensitivity of the developed interferometer can be calculated on the slope of

the recorded signal – in our design we obtain a sensitivity of 2 mV/nm. It should
be noted that the distance between the interferometer fiber and the wire with a
microtip must be adjusted with the piezoactuator so that the working point is
placed on the linear part of the slope. A lock-in signal detection method with a
sensitivity of 200 mV/nm and an output signal noise level of 2 mVRMS (Figure
11.8) gives a resolution of 0.01 nmRMS at a 100 Hz bandwidth.
The scanning tip is connected to the home-made I/U converter, which is placed

next to the measuring head. As the main part of the converter precision, an elec-
trically isolated operational amplifier OPA111 was used. The I/U converter is con-
nected to the amplifying/biasing module, which can be controlled remotely (via
scanning software) or manually. Module allows us to measure current with sen-
sitivities from 100 pA/V to 100 nA/V. Internal PID loop allows us to work in con-
stant voltage or constant current regime. The scanning tip is connected to the
home-made I/U converter which is placed next to the measuring head. As
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Fig. 11.7 Interferometric
fringes (below) versus tip
movement (above) and lock-in
amplifier response versus tip
oscillation amplitude depen-
dence.

Fig. 11.8 Lock-in output
signal noise.
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Fig. 11.9 SEM tungsten tip photo.

Fig. 11.10 Scanning tip reso-
nance curve and resonance
frequency versus wire length
dependence.



main part of the converter precision, electrically isolated operational amplifier
OPA111 was used. The I/U converter is connected to the amplifying/biasing mod-
ule, which can be controlled either remotely (scanning software) or manually. The
module enables one to measure the current with sensitivities from 100 pA/V to
100 nA/V. An internal PID loop makes it possible to work in either a constant
voltage or constant current mode.
In our experiments, we used electrochemically etched tungsten wires (Figure

11.9). The diameter of the tungsten tip was 120 mm and the length varied from
5 to 7 mm, which corresponds with the wire spring constant in the range from
1 N/m up to 3 N/m. The typical length of the tungsten wire is 6 mm, which cor-
responds with a resonance frequency of 12 kHz (Figure 11.10).
The typical Q-factor of the wire resonance is 100–200.
The application of weaker wires enables the detection of smaller forces but the

scanning process is more time consuming and sensitive to acoustical distur-
bances.
The tip–sample distance is controlled using the shear-force detection method.

As the tip approaches the surface, the oscillation amplitude decreases and
phase shift appears (Figure 11.11).
Tip–sample distance control with high accuracy is possible by using a lock-in

signal detection from the interferometer.
The process is controlled by a PC with a plug-in A/D-D/A card – Keithley DAS

1702. The scanning process controlling the “Topo-Scan” program was developed
at the Laboratory of Scanning Probe Microscopy, Nanostructures, and Nanome-
trology and allows one to control both 4 D/A and 6 A/D 12 bit converters. The
simplified scheme of the setup and view is shown in Figure 11.12.
Environmental conditions are monitored with a compact integrated tempera-

ture/humidity digital sensor. The relative humidity in the measuring chamber
can be changed from 1% to 80%.
For setup tests the HOPG sample was used. The topography and cross section

is shown in Figure 11.13. The height of the monolayer is approximately 0.35 nm
and corresponds with other results.
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Fig. 11.11 Approach curves. A tip–sample distance equal to 0 nm was set arbitrarily.



15111.2 Instrumentation

Fig. 11.12 Simplified scheme and view of
the setup.

Fig. 11.13 HOPG surface
and cross section.



11.3
Local Surface Electrical Properties Investigation

For tests of the emission current detection module the HOPG sample was
scanned. The emission curve was measured for both bias polarizations (Figure
11.14). This setup opens up the possibility of researching local electrical material
properties and correlating it with the topography of the surface [15].

The emission current can be described as follows:

I = J � A

Jz
C � E2

@ � t2(y) � exp –
B � @ 3/2 � n(y)

E

� �

I = JA

Jz
CE2

@t2(y)
exp –

B@ 3/2n(y)

E

� �

where A is the emitter area, E is the applied electric field, @ is the work function
of the metal, B and C are the constants, and v(y) as well as t(y) are the functions
which arise due to the inclusion of image charge effects.

11.4
Local Surface Oxidation

The oxidation procedure is an integral part of the “Topo-Scan” program. Process
data are placed in a .txt file and can be easily modified using, for example, a stan-
dard word processor. The following parameters are available: X, Y are the start/
stop point coordinates, t1 is the in-point waiting time, t2 is the tip moving time
constant, and U is the tip applied voltage. Local oxidation was performed in con-
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Fig. 11.14 Field emission
current measured on the
HOPG versus tip–sample
voltage.



stant voltage mode. In distinction from pulse mode, in the presented case, the
voltage was applied and the scanning tip was moved from the starting point to
the stopping point.
A silicon surface for local anodization was used. The process was performed in

ambient conditions (air temperature: 21hC, and RH: 42%).
The experiment was performed in the following five steps:

x Scanning topography before the process (Figure 11.15).
x Process 1 (two lines: vertical and slanted line speed: 0.5 mm/s and
1.5 mm/s, respectively, applied voltage: 5V).

x Scanning topography after the first process step (Figure 11.16).
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Fig. 11.15 Surface before
process.

Fig. 11.16 Surface after
process (step 1).



x Process 1 (two parallel, slanted lines speed: 1.5 mm/s, applied
voltage: 5V).

x Scanning topography after the second process step (Figure 11.17).

Obtained structures are typically 160 nm full width at half maximum (FWHM)
and 4 nm high.

11.5
Summary

We presented experiments concerning the development and applications of
SHFM measurement instrument based on the fiber Fabry–Perot interferometer
for the measurement of the conductive microtip oscillation.
In order to obtain the high-fringe stability, the semiconductor laser work condi-

tions were stabilized in a range of e30 ppm/h for current and e5 mK/h for tem-
perature. As a result, we noted excellent power output and emitted wavelength
stability.
The advantages of the presented setup are extreme sensitivity and a compact

setup. Using the described measurement system, the quantitative measurement
of probe dither motion with a resolution of 0.01 nmRMS in a 100 Hz bandwidth
is possible.
The presented setup can be used for local electrical surface properties investi-

gation as well as for local surface oxidation.
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Fig. 11.17 Surface after
process (step 2).
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12
Low Noise Piezoresistive Micro Force Sensor
L. Doering, E. Peiner, V. Nesterov, and U. Brand

12.1
Introduction

Stylus instruments are widely used for the measurement of surface roughness.
These instruments allow us to adjust the static probing force typically within a
range of 1 mN to 1 mN. For micro hardness measurements as well as for nondes-
tructive probing of surfaces, the precise knowledge of the probing force becomes
more and more important. Stylus instruments are calibrated by the manufacturer;
however, accurate measurements require periodic recalibration of the probing
force. The calibration can be obtained by using a suitable secondary standard,
for example a calibrated micro balance or a micro force setting standard.
In this contribution, the development, production, and test of an active silicon

sensor for the measurement and calibration of micro forces are described. The
sensor can be used as micro force setting standard for the calibration of tactile
probes such as nanoindenters and stylus instruments. Active sensor means
that the force to be measured is directly proportional to the output voltage of a
piezoresistive bridge. Passive sensors have already been described in detail in
the past [1]. They are etched from a silicon chip without further electrical contacts.
Several alignment labels are located on the sensor. Monocrystalline silicon was
used for both types of sensors, because it exhibits a highly linear elastic response,
shows no creep or aging behavior, and its dimensions and properties are only
weakly influenced by temperature changes.
Commercially available cantilevers for atomic force microscopes with piezore-

sistive signal read-out are only applicable within limits for force calibration pur-
poses [2]. Therefore we developed our own sensor based on a silicon cantilever
with integrated tip and piezoresistive signal read-out. Because the exact position
of the probing point must be well known, a special force ramp (the probing tip) is
used. The same loading point is used for the calibration of the stiffness and the
electrical sensitivity calibration as well as for the application as measurement
standard. First measurements show a high signal-to-noise ratio and a good repro-
ducibility.

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



12.2
Manufacturing of the Sensor

12.2.1
Computer Aided Design

In accordance with the requirements of the task a three-dimensional model of the
prototype was created, which has approximately the same geometric dimensions,
and investigated using a finite element analysis (FEM) analysis. More details are
given in [3].
The following points were particularly examined:

x the resonance frequencies of the system,
x the estimated mechanical stiffness,
x definition and verification of the design, in particular the lateral
position of the piezoresistive elements of the Wheatstone bridge
(see Figure 12.1).

12.2.2
Manufacturing of the Sensor

The sensor is manufactured using conventional silicon processing technology
such as wet chemical etching, oxidation, lithography, evaporation, and diffusion.
The dimensions of the bending beam, which influence the mechanical properties
and also the dimensions and doping profile of the piezoresistive strain gauges,
which determine their electrical properties, can be varied in a wide range.
The seven process steps given in Figure 12.2 are necessary to manufacture the

sensor.
The voltage supply U0 and the signal read-out DU are contacted by pressing

connector pins against the contact pads on the sensor (see Figure 12.3). Thus
wire bonds can be avoided. The contact resistance is less than 2 V.
It is also possible to manufacture a truncated tip (see Figure 12.4), which is

especially advantageous while calibrating a micro hardness detection device. In
this case it is possible to use this flat area for probing with a sharp tip without
increasing the measurement uncertainty significantly. Figure 12.5 shows the
“normal” ordinary sharp tip.
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Fig. 12.1 Overview of the sensor design.
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Fig. 12.2 Manufacturing of the sensor.

Fig. 12.3 Sketch of the micro
force sensor and typical
dimensions.

Fig. 12.4 Truncated tip.



The highlights of the manufactured sensor are as follows:
x the simple fabrication process, wet etching using TMAH (tetra-
methylammonium hydroxide) and KOH (potassium hydroxide),
which allows the use of low-cost equipment and multi wafer
processing;

x homogenous thickness of the beam is achieved by etching with
TMAH as well as very smooth surfaces of cantilever and tip;

x doping using diffusion needs no toxic gases and does not lead to
crystal damage;

x no packaging is required since the sensors can be directly
connected to cables using pressed contacts, which therefore also
allows a fast sensor replacement.

12.3
Sensor Properties

12.3.1
Doping Profile

While electronic circuits are still at the wafer state, there are many standard tech-
niques to determine the doping concentration. For example, the SEM CL method
[4] or the doping-induced contrast method in photoelectron emission microscopy
may be used [5].
In an assembled state it is difficult to determine the doping profile of the piezo-

resistive elements. The aim of the work described in this chapter was to develop a
simple, low-cost, and nondestructive method to determine the dopant profile
accurately, which characterizes the quality of the manufacturing of the sensor.
The dopant profile determines the electrical properties such as the sensor sensi-
tivity and the temperature stability. The solution of this problem is based on the
relation between the measured resistance and its temperature coefficient and the
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Fig. 12.5 Ordinary sharp tip.



geometrical dimensions of the resistor, the mobility of charge carriers, the doping
concentration, and the depth of the doping profile.
Two steps are necessary. First, the temperature coefficient of the whole bridge

and the resistance at 0 hC are unknown and have to be measured. The cantilever
and a thermal resistor (Pt 100) are mounted in a well-isolated box. A heating de-
vice is used to increase the temperature to a certain level above room temperature.
Then the heating device is switched off and the device is allowed to cool down to
room temperature. The contacts 1 and 3 (see Figure 12.6) are connected to a con-
stant current source and the voltage difference between the points 1 and 3 is mea-
sured by a high impedance voltmeter. While the temperature of the device
decreases down to room temperature (Figure 12.7) the voltage (resistance) and
the temperature are measured simultaneously. Because of the slow decrease of
the temperature a very homogenous temperature distribution is expected. Figure
12.8 shows the observed resistance as a function of temperature. It shows a quite
linear behavior. A linear fit is used to determine the value of the resistance at 0 hC
and the linear (integral) temperature coefficient of the resistance, a, according to
Eq. (12.1).
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Fig. 12.6 Electrical schema for the mea-
surement of the temperature coefficient.

Fig. 12.7 Resistance over time
while heating and cooling.



RwR0(1+a*T) (12:1)

In a second step the doping concentration and its depth are evaluated using a
Monte Carlo method. Assuming a Gaussian dependence n(z) of the doping
concentration on the depth z leads with doping concentration n0 at the surface
and w as the depth parameter in (12.3a) to formula (12.2). The resistance is
described by [6]

Rc w
LR

e � b � R Z0
0

m(n(z))*n(z)*dz
1+a(n(z))*T

(12:2)

z0 ww �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln
n0
nwaf

� �

s

(12:3)

n(z)w n0 � exp –z2

w2

� �

(12:3a)

where Rc is the computed resistance, LR is the length of the resistor, m is the mo-
bility at 0 hC, a(n(z)) is the local (differential) temperature coefficient of the resis-
tance, b is the width of the resistor, e is the electrical elementary charge, nwaf is the
doping concentration of the wafer, z0 is the carrier density of dopand, which is
equal to nwaf.
A self-written program adjusts the unknown values of n0 (doping concentra-

tion) and w (depth of profile), so that the difference between the measured and
calculated values of the resistance and its temperature coefficient become a mini-
mum.
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Fig. 12.8 A determined resistance and linear
(integral) temperature coefficient using a
linear fit.



12.3.2
Spectroscopic Noise Analysis and Determination of the Hooge Constant

The measurements were performed at test structures. The goal of these investiga-
tions was to characterize the noise of piezoresistive bridge without the influence
of further factors, e. g., air movements and thermal changes, which may excite the
cantilever oscillations. For this purpose a special wafer was prepared. The steps
mentioned in Section 12.2.2, which produce the membrane and the cantilever,
were omitted. Therefore the influence of the membrane or cantilever contribu-
tions to the noise measurement is avoided. Thus the influence of the inevitable
changes of temperature could be reduced as far as possible. The frequency anal-
ysis was carried out with a commercially available bridge amplifier [7], which
allows us to measure the noise at different input voltages. Figure 12.9 shows
the used electrical schema. All elements of the piezoresistive bridge generate
the noise and all elements have the same temperature and the same characteris-
tic. Other publications such as [8] are using other schemata including only one
noise generator. This fact is considered in Eq. (12.5). Using DC the divisor is
now 2 in place of 1 [9]. Both lead to higher sensitivity and higher accuracy.

The frequency range was selected from 7 mHz up to 1 kHz. The whole range
was divided into four measurement ranges in order to reduce the duration of
measurement.
According to the Wiener–Khintchine theorem (Eq. (12.4)) the variance of the

values of the power spectrum is scaled.
The amplifier noise has to be considered as well. The measured values of the

noise consist always of the noise contribution of the amplifier and the noise con-
tribution of the measuring bridge. For this reason the amplifier used should have
a noise level much lower than the measuring signal that is expected. The lower
curve in Figure 12.11 shows the noise of a pure Ohmic bridge (special wire layout
with low inductivity or carbon resistor), which means that the detected noise is
caused by the amplifier only. The upper curve shows the result of a noise analysis
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Fig. 12.9 Electrical schema for noise mea-
surement.



of a real piezoresistive bridge. The noise contribution of the amplifier is more
than 500 times lower than the noise contribution of the piezoresistive bridge.
Figure 12.12 represents a magnified view from Figure 12.10. In this frequency

range the logarithm of the power spectrum shows a linear dependence on the
logarithmic frequency. The parameters A and B obtained by a linear fit are
used to characterize the power spectrum and to calculate the Hooge constant.
The value for the slope B is used in Eq. (12.5) for the bias voltage in DC mode
(important!) and describes the Hooge function. In the ideal case the slope B
should be –1.0. However, the measured value of z –1.05 is very close to the
ideal value. The intercept A is used in Eq. (12.7).

s2 w

Z

fm

0

N(f )df; (12:4)
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Fig. 12.10 Power spectrum at
different bias voltages Uin.

Fig. 12.11 Power spectrum of
a piezoresistive bridge and an
Ohmic bridge (lower curve).
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The total number N0 of carriers is calculated by inserting the values for the geo-
metrical data for width and length and the equivalent depth in Eq. (12.6). With U
as the bias voltage of the Wheatstone bridge (1000 mV), N0 the total number of
carriers, LR the length ¼ 107 mm, b the width ¼ 15 mm, w the depth of the profile
¼ 0.96 mm, A the coefficient (from Figure 12.12) ¼ –9.04, it follows that

aH w 2:6 * 10–6 (12:8)

Compared with other publications such as [10] where the minimal achieved value
of the Hooge factor is close to 1 q 10–6, here a very good piezoresistor with very
low Hooge noise was obtained.

12.3.3
Force Calibration and Electrical Calibration

If the sensor is to be used as a micro force setting standard, it has to be calibrated.
A detailed description of the calibration setup (see Figure 12.13) and the calibra-
tion procedure used here has already been published in [11].
For the calibration procedure a nano force calibration device consisting of

x a high precision translation stage (resolution 1 nm, reproduci-
bility e5 nm [12]),
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Fig. 12.12 Determination of
important factors to compute the
Hooge constant.



x a high precision compensation balance [13] (resolution of 0.1 mg),
and

x a measuring amplifier [7] for the acquisition of the electrical
signals

was used.
Two sensors were calibrated. The first one showed a mechanical stiffness of

8.6 N/m (numbered as D4D, cantilever thickness 50 mm), and the second showed
a mechanical stiffness of 4.3 N/m (numbered as i490, cantilever thickness 40 mm).
The electrical values for the sensitivity are 85.7 mN/mV (i490) and 93.4 mN/mV
(D4D).
Figure 12.14 shows a typical curve with small residuals of the linear fit of

e 16 nN. The electrical sensitivity is plotted in Figure 12.15. The residuals of
the linear fit are within e0.320 mN. Repeated (44) measurements over a period
of 2 days in a well-controlled temperature environment (20.19 e 0.044 hC and
e 0.008 K/h) show a low scatter of the stiffness values (within e 0.01%) and of
the output signal (within e 0.23%).
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Fig. 12.13 Calibration setup.

Fig. 12.14 Mechanical stiffness with residuals from linear fit.



12.4
Application: Force Calibration of a Stylus Instrument

The calibrated sensors were applied to measure the probing force of a stylus in-
strument [14]. The evaluation with two different methods, using the piezoresistive
signal and the stylus instrument profile was tested. Both measurement proce-
dures are based on scanning the cantilever surface. The conventional evaluation
of the stylus instrument profile suffers from several problems, essentially tilt and
roughness of the etched sensor surface. These problems can be avoided using the
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Fig. 12.15 Force versus output voltage with residuals of linear fit.

Fig. 12.16 Electric output signal while scanning the standard.



methods in [1]. The electrically measured deflection of the new active micro force
setting standard can be evaluated in a much simpler way.
Figure 12.16 shows the voltage signal of the piezoresistive bridge while scann-

ing. The curve is not influenced by tilt and roughness of the etched cantilever sur-
face. The residuals of a linear fit show that the vibration near the clamped end
(left) has only minor amplitude. These vibrations decrease with decreasing nom-
inal probing force while the influence of noise is increasing.
Four measurements were carried out with standard no. i490 and three mea-

surements with standard no. D4D, each of which is repeated once (Table 12.1).
The probing force was obtained by simply multiplying the measured slope with
the distance of the probing point from the clamped end and multiplying with
the sensitivity obtained from the slope from calibration. The deviation in the
last column shows a good agreement of the measured value with the target
force value.
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Table 12.1 Calculation of the probing force of a stylus instrument with the
sensors D4D and i490

Calculation of probing forces (sensor i490) with probing
point at

4930 mm

Meas # Target
Value

Target
force

slope
measured

Volt. at
prob. Point

slope from
calibration

force
measured

meas./
target force

1 20,0 mg 196,2 mN –4,73E-04 V/mm –2,3324 V –85,737 mN/V 200,0 mN 102%

2 20,0 mg 196,2 mN –4,76E-04 V/mm –2,3463 V –85,737 mN/V 201,2 mN 103%

3 5,0 mg 49,1 mN –1,20E-04 V/mm –0,5913 V –85,737 mN/V 50,7 mN 103%

4 5,0 mg 49,1 mN –1,20E-04 V/mm –0,5902 V –85,737 mN/V 50,6 mN 103%

5 1,0 mg 9,8 mN –2,46E-05 V/mm –0,1215 V –85,737 mN/V 10,4 mN 106%

6 1,0 mg 9,8 mN –2,51E-05 V/mm –0,1237 V –85,737 mN/V 10,6 mN 108%

7 0,1 mg 1,0 mN no value no value no value no value no value

8 0,1 mg 1,0 mN –2,15E-06 V/mm –0,0106 V –85,737 mN/V 0,9 mN 93%

Calculation of probing forces (sensor D4D) with probing
point at

4930 mm

Meas # Target
Value

Target
force

slope
measured

Volt. at
prob. Point

slope from
calibration

force
measured

meas./
target force

1 20,0 mg 196,2 mN –4,61E-04 V/mm –2,2747 V –93,409 mN/V 212,4 mN 108%

2 20,0 mg 196,2 mN –4,55E-04 V/mm –2,2438 V –93,409 mN/V 209,6 mN 107%

3 1,0 mg 9,8 mN –2,22E-05 V/mm –0,1092 V –93,409 mN/V 10,2 mN 104%

4 1,0 mg 9,8 mN –2,32E-05 V/mm –0,1143 V –93,409 mN/V 10,7 mN 109%

5 0,1 mg 1,0 mN –3,32E-06 V/mm –0,0163 V –93,409 mN/V 1,5 mN 156%

6 0,1 mg 1,0 mN –2,95E-06 V/mm –0,0146 V –93,409 mN/V 1,4 mN 139%



The measured force values of 209.6/212.4 mN and 200.0/201.2 mN differ from
the nominal force of 196.2 mN. This deviation of the two measurement results
must be further examined. A better judgment can be made once the measure-
ments have been repeated.
The standard i490 has lower mechanical stiffness (half value) than the standard

D4D and especially the measured value for the small force of 1 mN is more com-
parable to the target value. This is due to the larger (double) deflection at the
same force, which can be measured more accurately. The calculated deflection
using the sensor i490 loaded with a probing force of 1 mN leads to the very
small deflection value of 0.2 mm at the load point. Using the sensor D4D loaded
with the same force leads to the very small deflection value of 0.11 mm. The mea-
sured deviation of 150% is equal to a deflection variation of 65 nm.

12.5
Conclusions

A piezoresistive cantilever sensor for the determination of micro forces was devel-
oped to serve as a portable force setting standard. The manufacturing of the stan-
dard is based on micromachining of silicon bulk material. A finite element anal-
ysis was applied in the design of the cantilever and has proven to be very useful to
locate the position of increased internal stress. A self-written software tool was
used to determine the essential electrical properties of the sensor post its fabrica-
tion such as the doping concentration and the profile depth. The noise measure-
ments were performed at structures comparable to the real sensor layout. The
spectroscopic noise analysis and the determination of the Hooge constant re-
vealed that the contribution of the piezoresistive elements to the total sensor
noise is very small and that there are other influences. They have to be considered
at the total noise budget and dominate the achievable sensitivity of the sensor. For
the mechanical and the electrical calibration a calibration setup with low measur-
ing uncertainty has been used. The probing forces of a stylus instrument were
calibrated. Small forces of a few mN are resolved.
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Towards a Guideline for SPM Calibration
T. Dziomba, L. Koenders, and G. Wilkening

Abstract

In the course of the evolution of many high technologies such as microelectro-
nics, micromechanics, and also biotechnology, the size of technical structures is
being decreased continuously. In many technical applications, the feature size
has already reached the submicron scale and often needs to be measured with
an uncertainty in the nanometer range. Scanning probe microscopes (SPMs)
are therefore increasingly used today as quantitative measurement instruments.
Consequently, the demand for standardized calibration routines for these types
of instruments rises. A number of transfer standards suited for SPMs have
already been developed for this purpose and are commercially available. While
detailed knowledge of the standards’ properties is a prerequisite for their practical
application, the calibration procedure itself also deserves careful consideration.
Up to now, there is no generally accepted guideline on how to perform SPM cali-
brations. This chapter therefore discusses a possible calibration scheme and
focuses on several critical aspects of SPM characterization, e. g., the determina-
tion of the static and dynamic physical properties of the instrument and its ulti-
mate limits, the influence factors that need to be considered when plotting a
scheme for the calibration of its scan axes, and the possible error sources that
need to be checked to ensure that all uncertainty contributions are taken into
account on calculation of the measurement uncertainty according to Guide to
the Expression of Uncertainty in Measurements (GUM).

13.1
Introduction

Scanning probe microscopy (SPM) is increasingly used today not only in research
and development but also in many fields of industrial fabrication and inspection.
Growing importance is therefore attached to the quantitative information these
instruments provide. Consequently, there is an increasing need to check the accu-
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racy of the SPM used in a similar way as it is already routinely practiced with co-
ordinate-measuring instruments used for larger scale measurements and to make
sure that those measurements are traceable to the SI unit (see Figure 13.1).
However, except for a few specially designed setups mainly at national metrol-

ogy institutes, measurements made with these instruments usually lack traceabil-
ity to the meter definition. In an attempt to fill this gap, several commercial com-
panies and research institutes have developed a number of transfer standards in
recent years that are especially suited for the needs of SPMs [1, 2]. They may be
divided into those for the actual calibration and others for the verification of the
instrument (Figure 13.2).
The first types of standards consist of regular structures of well-known geome-

try with calibrated dimension(s) in lateral and/or vertical direction and are thus
meant to allow the calibration of SPMs, e. g., single axis x, y, or z, to look for rec-
tangularity of the axes, etc.

Calibration Verification of properties

x x- and y-axes
x z-axis
x Angle errors of axes (yaw, pitch, roll)
x Rectangularity of the axes

x Influence of external mechanical and
acoustic vibrations, electrical noise, air flow

x Noise of the instrument
x Thermal drift
x Internal noise
x Scanner guidance properties
x Tip characteristics

The other types of standards or samples are needed to verify the behavior of the
instrument at its location respectively in its environment such as its susceptibility
toward ambient conditions (noise, drift) and to determine its internal properties

174 13 Towards a Guideline for SPM Calibration

Fig. 13.1 Traceability chain for SPM.



such as warm-up characteristics and the shape of the tip used. While tip problems
may be solved easily by changing the probe, most of the other properties can be
measured, but many of them often cannot be adjusted by simple means. For
example, the noise of the instrument may usually be recorded easily, while it
typically takes a considerable effort to reduce the noise level, particularly when
changes to the laboratory turn out to be inevitable.
A guideline should therefore help the user to determine the right calibration

strategy with respect to his or her instrument type, to define an agreeable charac-
terization/correction effort according to his or her actual needs and available
resources, to perform the necessary calibration steps in the right way, and to
draw the correct conclusions. Consequently, the aims of such a guideline for
SPM are as follows:
x the definition of metrological terms, symbols, procedures, and
standards

x minimal requirements for the calibration of an instrument
x criteria to determine the degree to which an instrument can be
calibrated reasonably

x determination of the uncertainty of measurements
x the improvement of the comparability of measurements of
geometrical properties

17513.1 Introduction
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13.2
General

13.2.1
Schematic Description of SPMs

Figure 13.3 shows the schematics of an SPM with the main components as used
in the chapter.
The main components of SPMs are as follows (Figure 13.3):

x–y scanner element to displace the probe (scanning probe micro-
scope) or alternatively the sample (scanning sample
microscope) usually in equidistant steps or continuously
at constant speed

z actuator element to keep the probe under constant conditions
(usually at a constant value of the interaction used for
control) while scanning the sample surface

Probe fine tip for the investigation of the sample properties
Sample object to be investigated by SPM
Feedback sensor element that allows us to detect small changes of the tip

or cantilever properties (i. e., of the interaction exploited)
x–y coarse positioning elements to position and align the sample to bring the

region of interest of the sample into the reach of the
x–y scanner

z coarse approach element to decrease the displacement between the sam-
ple and the probe to a value that allows the z actuator to
bring the probe and the sample into interaction

The SPM can be understood as a small coordinate measurement machine in
which the probe is moved in all three directions, but with smaller ranges. There-
fore the probe and the scanning system have all degrees of freedom. In three
dimensions, this amounts to 21 degrees (see Figure 13.4): 3 positioning errors
(xpx, ypy, zpz), 6 straightness errors (ytx, xty, ztx, zty, xtz, ytz), 9 rotational errors
(xrx, yry, zrz, xry, yrx, zrx, zry, xrz, yrz), and 3 squareness errors (xwy, xwz, ywz).
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Fig. 13.3 Schematic description
of the components of an SPM.



13.2.2
Metrological Classification of SPMs

If an SPM is not only expected to yield qualitative information but also intended
for quantitative measurements, the traceability to the SI unit of length has to be
realized. Before a calibration routine is plotted, it is therefore essential to consider
how traceability is actually realized in the SPM system to be calibrated respec-
tively how a traceability chain might be established.
Consequently, existing types of SPMs may – according to their properties – be

divided into the following three categories with respect to the quality of their
position measurements:

A Reference SPMs with integrated laser interferometers,
traceability directly via the wavelength of the laser used is
possible (often called “metrological SPM”).

B SPMs with position monitoring by integrated position
sensors, e. g., capacitive sensors, inductive sensors, strain
gauges, encoders calibrated either by temporarily attaching
laser interferometers to the scan system or by using high-
quality physical transfer standards. This category comprises
both SPMs with active position control (i. e., with a feedback
circuit: so-called closed-loop SPMs) and without (open-loop
SPMs with integrated position sensors for monitoring only).

C SPMs with positioning by simply using the voltage applied
to the scanner (x & y) respectively with positions deduced
from the voltage applied to the scanner (z), usually calibrated
by using physical transfer standards.

As a consequence of this definition of categories, certain SPM systems may not be
assigned to one category as a whole, as the equipment of each of its three axes
might differ. In such a case, each axis needs to be treated individually.
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Fig. 13.4 (a) Vector a describing the movement of the tip in 3D. (b) Schematic description of
the translation rotation axes and axes between the axes.



The category is a first important criterion for the planning of the calibration
routine, as both the focus of the calibration procedure and the extent of the cali-
bration effort largely depend on the metrological properties of the SPM. For in-
stance, it is generally not advisable to purchase a set of very precise and thus
rather expensive standards, e. g., of the uncertainty class 10–5 for the calibration
of an SPM of category C. In such a case, a standard with an uncertainty of 10–3

will most likely prove sufficient.

13.2.3
Calibration Intervals

Another general classification describes the appropriate repetition rate of calibra-
tion. This depends both on the class of instrument and its stability and on the
accuracy the user aims to maintain for the specific measurement purposes. As
calibrations are usually quite time-consuming and thereby cost-intensive, a com-
promise is to be found between necessary calibration effort and tolerable uncer-
tainty.
Especially when starting the operation of a new (or substantially modified) SPM

system or changing its ambient conditions, frequent recalibrations are advisable
in the initial phase. In order to find the best-suited strategy, experience needs
to be gained for the particular SPM system to assess its behavior and deduce
criteria for recalibration. The following schemes of calibrations (A) and measure-
ments (B) may prove reasonable:

ABB... ABB... instrument with a high medium-term stability: calibration
necessary only in regular time intervals, e. g., weekly,
monthly, annually

AB, AB, ... instrument with sufficient short-time stability, but lacking
satisfying long-time stability: calibration necessary before
each measurement

ABA, ABA, ... calibration before and after the measurement to exploit the
maximum accuracy of the system; or the system shows
poor stability–drift of the system’s properties taken into
account as closely as possible

13.3
Verification of Properties of Instrument, Tip and Environment

As a first step to develop a calibration procedure for SPM, all possible error
sources that may influence the performance of the scan system need to be iden-
tified and assessed. Then, in a second step, suitable calibration routines have to be
established. Examples for this procedure are given in the following.
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13.3.1
Ambient Conditions

Temperature changes, turbulences, vibrations, dust, and dirt as well as the pres-
ence of staff are ambient factors that deserve consideration before the SPM sys-
tem is implemented. Sometimes the SPM is isolated from the environment by
using an acoustic chamber. The drawback of such an acoustic chamber is that
it might also act as thermal insulator. The heat sources and the time constants
of the temperature change need to be determined to take appropriate counter
measures. At least they should be taken into account when operation guidelines
are plotted. Such a temperature dependence can be avoided – or at least mini-
mized – in the course of the construction of an SPM system by taking great
care of the measuring circle, i. e., the mechanical construction that links the
probe with the sample. The basic idea is to construct the measuring circle in
such a way that the probe’s position relative to the sample does not change at
all or at least not in all three directions. This is usually achieved by selecting ma-
terials with a low thermal expansion coefficient and designing the measurement
circle to be as small as possible.
In order to avoid misleading conclusions and to reduce the calibration effort to

the level actually required, the physical properties of the SPM system need to be
taken into account when determining the best-suited strategy for the SPM’s cali-
bration. Especially the degree of reproducibility is decisive for the necessary and
reasonable calibration effort.

13.3.2
Flatness Measurements and Signal Noise

Guidance errors and the noise in the measured signal are key figures of an SPM’s
principal mechanical and electronic limits. They set the ultimate limit for the ne-
cessary calibration effort reasonable for the particular SPM system. It is therefore
advisable to determine these values before making a thorough calibration plan for
the individual SPM system (see Table 13.1).
A first assessment of guidance errors is accomplished by measurement of a

flatness standard, i. e., a sample with a well-defined reference area that has
been calibrated by interference microscopy. Subtraction of these reference data
from the actual SPM measurement data yields the out-of-z-plane movement
across the lateral scan range of the measuring system (Figure 13.5).
By repeating such measurements, a distinction can be made between deviations

from the z plane of temporary, initial nature (e. g., remaining temperature drift,
creep of piezos), and permanent cross-talk in the z-direction by lateral movement
in the x and y (e. g., scanner bow, detection/feedback errors).
In order to check the signal noise, measurements can be recorded without (i. e.,

lateral scanning disabled) and while scanning a small section, e. g., of a flatness
standard [1]. The detected oscillations may be caused by mechanical or electronic
influences.
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Fig. 13.5 Use of a flatness
standard to determine out-of-
z-plane movement of an SPM.
Lower plane: surface of the
flatness standard measured by
interference microscopy as
reference 100 mm q 100 mm,
upper plane: the same region
as observed by an SPM with a
typical tube piezo scanner. By
subtraction of the interfero-
metrically measured plane, the
flatness errors of the SPM can
be determined, e. g., “scanner
bow,” drift, noise, and errors
in the z-feedback control
(here: spikes).

Table 13.1 Instrument properties and their quantitative
determination

Properties

Drift Vertical Flatness standard or sample with flat regions. Measure-
ments of a 2D grid with small height and looking for
differences.
Variation of environmental conditions. Opening of
chamber. Switching on/off of instruments

Lateral Sample with straight edge or line with small step height
parallel or perpendicular to the scan direction.
Measurements of a 2D grid with small height and for
differences

Guidance
errors

Cross-talk
xtz, ytz

Flatness standard

Cross-talk
xty, ytx

2D lateral standard or line respectively groove perpendi-
cular to the fast and parallel to the slow scan direction.

z –noise Static: without moving
in the x- or y-direction

After stabilization of the instrument.
Measurement on a flat sample region without structure
while any movement is disabled. Additionally, variation
of environment conditions, e. g., mechanical damping,
acoustic vibrations, etc.

Dynamic: scanning in
the x- or y-direction

After stabilization of the instrument.
Fast recording of two or more measurement lines on a
flat sample region without any structure. The differences
should give the dynamical noise.

x–y noise Static After stabilization of the instrument.
Sample with straight edge or line with small step height
parallel or perpendicular to the scan direction.



Mechanically induced vibrations may consequently be reduced by passive
means (e. g., a more massive support of the instrument, a better acoustic shield-
ing/damping or, if possible, by alterations to the geometry of the instrument),
or by active means (e. g., a closed-loop antivibration table).
Electronic oscillations may be caused by ambient interference or the feedback

control settings. In the first case, a better electromagnetic shielding of the electro-
nics might help, in the latter case a variation of the control parameters.

13.3.3
Repeatability and Noise

To illustrate repeatability and noise investigations, measurements of the stability
and the noise of an STM equipped with capacitive transducers (SPM of category
B) are discussed as a practical example. The same line was scanned several times
without changing the y-position, first on a flat part of a sample, later in a struc-
tured region with holes 100 nm in depth and 1500 nm in width (see Figure 13.6).
Scanning lines under the same conditions on a structured region yields the

results shown in Figure 13.7(a). To better illustrate the details, some successive
lines are plotted in Figure 13.7(b). Here the sharp edges of the structure can be
used to guide the eye. The fine structures at the tops and at the bottoms look
very similar. The difference between the profiles obtained in two successive
lines is shown in Figure 13.7(c). The maximum deviations are now in the
range of e5 nm. The positions at which these large differences occur clearly
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Fig. 13.6 STM with capacitive transducers [3], which was located in the PTB clean room center.
(a) Image obtained in the flat area. No significant changes of the profile occur within these
50 scans. (b) The difference between two successive measured lines is displayed. The difference
is clearly smaller than 0.5 nm (except for some spikes).



show that this happens at the transitions upward or downward. This behavior can
be explained by small changes of the tip positions and by the sharp edges of the
structure; as the tip and also the sample step edges are not ideal, e. g., as there is
some roughness, small changes in the relative position between the tip and the
sample lead to a change of the points at which the interaction happens.

13.3.4
Tip Shape

The SPM image can basically be understood as a convolution or a dilation of the
actual surface features with the shape of the tip used for probing the sample [4].
To characterize the tip shape, various methods implying different evaluation algo-
rithms can be applied [5].
Direct tip imaging methods allow us to read the tip shape from the SPM image

[6]. Suitable specimens are upright tips or cylindrical features with (nearly) ver-
tical edges. Straight edges allow us to deduce the cross-section of the tip body
in one direction. The very first nanometers of a probe may also be characterized
by gold particles (typical diameter: 5–30 nm) on a flat substrate.
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Fig. 13.7 (a) Repeatability of the STM discussed while scanning a structured region. (b) Profile
lines taken from the data in (a). (c) Differences between two successive profile lines reveal a
maximum deviation of 5 nm at the edges of the lines.



Test samples with sharp edges of random orientation such as TipCheck and
NioProbe [7] may be applied for an indirect tip shape determination: The so-called
blind reconstruction method [8] is an algorithm that calculates the “sharpness” of
the tip necessary to obtain the actual image. The most critical aspect of this meth-
od is how to eliminate noise prior to the tip reconstruction calculation [9].
Apart from tip characterization in the SPM itself, scanning electron microscopy

is usually a good means to study the probe.

13.4
Calibration of the Scanner Axes

13.4.1
Lateral Calibration

The lateral calibration of B- and C-type SPM systems is usually performed by a set
of measurements at appropriate physical standards that should be chosen accord-
ing to the actual needs (Figure 13.8). Such lateral standards with regular periodic
structures of well-known dimension in one [10, 11] or two lateral directions [12]
are meant to determine individual correction factors for the x- and y-axes. To
reduce the influence of z-movements, the height of the structures should be as
small as possible.
Before a decision is taken that which standards are actually to be used for the

calibration, not only the pitch values including their uncertainties, the material
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Fig. 13.8 Calibration scheme for (1) lateral calibration and (2) vertical calibration [13].



composition, the structures’ geometry respectively arrangement should be consid-
ered, but also the practicability of the standards, e. g., whether the size of the stan-
dard is suited for mounting and whether the standard allows sufficiently easy
positioning in the apparatus (e. g., by orientation marks that guide the user to
the reference field) to make sure that the certified area is found.
Another very important criterion often neglected is the homogeneity of the

structures: Irregularities within the reference field such as possible gradual varia-
tions of the pitch value or significant periodic or occasional deviations [14] from
the mean pitch–e. g., due to stitching errors of the lithography tools used to gen-
erate the structures–are, moreover, often not to be found in the documentation
delivered with the standard or even not yet known at all. Especially when aiming
at a high-quality calibration of SPMs of category B, such “hidden” irregularities
may unnecessarily lead to a wrong calibration.
With the present evolution of large-range metrology SPMs, it is to be hoped that

more knowledge of nanostandard irregularities will be gathered in the next years
and consequently be included in the product descriptions and calibration certifi-
cates of nanostandards.
Investigations of a structured sample in different orientations 0h, 90h, 180h, and

270h provide information on the rectangularity of the x–y scanner system. The
analysis can relate the x- and y-axes of the scanner to the a and b vectors of the
surface unit cell. This analysis can be done by instruments or additional commer-
cial software (see Figure 13.9).
A linear transformation (Figure 13.10) of the scanned and uncorrected image

into a corrected image can be defined by a set of correction parameters Cx, Cy
for the x- respectively y-axis and Cxy for the coupling between these two axes.
Such transformations are integrated in some software packages to allow the
user to correct scanner properties easily. The observed image is considered as
linear, as the residual nonlinearity of the image is much less than one pixel for
the actual measurement conditions.
To obtain information about the rectangularity of the x–z or y–z plane it is ne-

cessary to carefully investigate samples with well-defined topographical structures
with finite slope. The analysis is described by Garnaes [16].
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Fig. 13.9 Rectangularity
within the x–y scanning plane
can be obtained from at least
two successive measurements
with intermediate rotation of
the test sample [12].



Furthermore, lateral standards allow distortions in the measured image to be
determined, i. e., positioning, straightness, squareness, and rotational errors of
the scan system used (Figure 13.11). Depending on their origin, these errors
are either temporary, permanent, or of a dynamic nature.
Temporary distortions might be caused by drifts due to temperature changes of

the mechanical components, by initial piezo drifts or by the warm-up of electronic
components. Such initial effects are to be avoided by making sure that the system
is allowed a sufficient idle time to reach its equilibrium.
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Fig. 13.10 SPM image of a 2D 1000 standard (14.67 mm q 14.48 mm) and the 2D FFT to
determine the unit cell vectors and the angle | (a,b) using SPIP [15].

Fig. 13.11 Different types
of image distortions. The
small circles indicate the
reference positions in the ideal
two-dimensional grid; the
crosses indicate the measured
positions.



Permanent distortions are mainly due to a nonideal design of the instrument
such as a nonrectangular arrangement of the scan units, an insufficient mass
balance inducing torque and mechanical stress, nonuniform guidance, etc.
These effects need to be studied in order to check whether they can be taken
into account systematically.
The notorious piezo hysteresis is, unless corrected by a closed-loop position

control circuit, a permanent cause of image distortions, but strongly depends
on the scan speed and scan range and is thereby of dynamic nature. Other dy-
namic error sources are a consequence of the frequency transmission functions
of the various mechanical and electronic components, resulting in a low-pass-
type retardation of the actual scan position to the desired position when the
scan speed is set too high.
Some of the above-mentioned errors depend systematically on the actual scan

parameters such as scan size and scan speed; consequently, calibration measure-
ments usually need to be performed for several settings of these parameters.
By recording a series of calibration measurements at various scan sizes, a set of

correction factors is acquired for these scan sizes that may serve as the basis to
calculate a scan-size-dependent correction function. With the help of this func-
tion, images of any size may be corrected by an appropriate correction factor. It
has to be taken into account, however, that such a correction function is usually
based on only a few data points (usually 5–10) and therefore not very exact.
In many cases it proves reasonable to also take the dynamic behavior of the

scan system into account when performing a lateral calibration. Moreover, the cor-
rection factors respectively image correction functions, which then need to be
applied, often turn out to be more influenced by the dynamic behavior of the
scan system than by the selection of the scan range.
Even in the case of a closed-loop position-controlled scanstage, scan-speed-

dependent distortions are distinguishable [17]. Such a systematic influence of
the scan speed allows one to calculate individual mathematic functions to correct
the image distortions. Furthermore, depending on the actual system used, it is
anyway often advisable to determine lateral correction factors for different scan
speeds.
Further boundary conditions to be considered are the digital resolution (bit

depth), electronic noise, and the number of pixels in an SPM image.

13.4.2
Calibration of the Vertical Axis

In many respects the calibration procedure for the vertical axis (z-axis) is compar-
able to that for the lateral axes. The calibration effort is therefore quite similar.
Like the lateral axes, also the movements along the vertical axis might show a

nonlinear behavior and be affected by distortions. Moreover, as the vertical move-
ments are often much faster, in order to follow the object’s topography, than in
the lateral scan directions, dynamic properties of the z-axis play an even larger
role than in the case of the lateral axes. Consequently, much attention is to be
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paid to them. Furthermore, the parameters of the feedback control system (e. g.,
proportional factor P and integration time constant I) directly influence the dy-
namic behavior of the SPM in the z-direction and need to be adjusted carefully
for the actual measurement, e. g., by monitoring the error signal and subse-
quently minimizing it.
Depending on the design of the instrument and the accuracy achievable respec-

tively desirable, various strategies might be followed to characterize the z-axis.
Two of them will be discussed in the following: direct laser-interferometric cali-
bration and calibration by measurements at a set of transfer step-height stan-
dards.

Using Laser Interferometers
The elongation of the z-piezo can, at least in principle, be directly measured by
laser-interferometry: In the case when the probe is moved in the z-direction, a
small mirror is attached to the probe holder that serves as reflector for the
laser beam. A deflection prism (or mirror) on the sample holder directs the
laser beam from the vertical to the lateral direction and thus back to the interfe-
rometer. In the case when the sample is scanned in the z-direction, the mirror is
placed on the sample holder and a small deflection prism is attached to the probe
holder, respectively [18–20].
With this auxiliary measurement setup, the voltage externally applied to the

z-actuator and the interferometer signal can be recorded simultaneously. In
case the z-position is monitored by a sensor, this signal is recorded parallel to
the interferometer reading. The particular advantage of this method is that it is
ultimately versatile because the SPM user is – by choosing the shape of the vol-
tage curve – free to simulate any “artificial topography” to study the system’s re-
sponse. Furthermore, a more direct traceability to the meter definition is achieved
by using a possibly stabilized laser of calibrated wavelength.
For instance, the voltage might be increased from the minimum to the maxi-

mum allowed level in equal steps; this method allows us to determine the non-
linearity along the z scan range in a similar way as a pitch standard across the
lateral scan directions. Based on these data, a correction function can be calcu-
lated. Secondly, the time constant of the stage’s response can be read directly
from the interferometer signal at any voltage step.
The dynamics of the z scan system can easily be assessed by varying the dura-

tion of the voltage steps. As piezo creep and hysteresis might be significant, it
might be advisable in some cases to calculate a set of correction functions for
the z-values for different speeds of the voltage ramp depending on the particular
SPM system.
It has to be noted, however, that this method works “without load,” i. e., the sys-

tem is not in active distance control feedback. Switching to feedback control will
consequently change the time constants of the system’s response depending on
the P and I parameter settings of the PI feedback system.
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Using Transfer Standards
While not every SPM user has a laser-interferometer at his or her disposal and the
geometry of many SPM systems does not allow the integration of an optical inter-
ferometer, physical transfer standards are often used. They are easier to handle
and can be used in any SPM system. The disadvantage is, however, that the trace-
ability chain is longer than for the laser-interferometric method: The uncertainty
of the transfer standard adds to the overall uncertainty of the SPM calibration.
The advantage is that the transfer standards are measured under the same condi-
tions as in the experiments later (i. e., in active probe feedback).
In order to take the nonlinearity of the z scan system into account, a set of stan-

dards of different step height should be used. In a first calibration approach, the z
offset may be adjusted, if possible, in such a way that the z actuator operates in
the middle of its range, i. e., symmetrically around 50% of its maximal elongation
during each of the calibration measurements (Figure 13.12). Provided that all
future measurements of the actual measurement objects will adhere to this
rule, satisfactory results will most likely be achieved in this way. If this is not pos-
sible, the same calibration procedure may be repeated around other mean elonga-
tions, e. g., around the 10%, 30%, 70%, and 90% threshold of maximum piezo
span as depicted in Figure 13.12.

Evaluation of Step Height
Two methods of data analysis have proven to be suited for the determination of
the correction factor for the z-axis: the histogram method (Figure 13.13) and
ISO 5436 (Figure 13.14). Both methods yield similar results that usually agree
within the uncertainty limits.
A precondition for the successful application of the histogram method is that

the sample tilt has already been subtracted. In many cases a first-order plane cor-
rection will not be sufficient. It is therefore advisable to start with a measurement
at a flatness standard prior to the height measurements in order to be able to sub-
tract the flatness error from the step-height images. The histogram method itself
comprises a plot of the height value distribution, the identification of the two
peaks corresponding to the two height levels, the determination of the center
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Fig. 13.12 Calibration of the z-axis using transfer standards. (a) single-point and
(b) multiple-point calibration.



of gravity in each of these two peaks, and calculating their difference (Figure
13.13).
The principle of ISO 5436 is illustrated in Figure 13.14: The central part of a

positive or negative bar is chosen to fit a line through these values. As reference,
two equally sized sections on both sides of the 1D structure are selected with
equal spacing to the edges of the bar, and a line is also fitted through these values.
The height value of the bar is defined as the normal distance of both fit lines. ISO
5436 may be applied either for a single scan line only or subsequently for several
lines respectively the whole scan image–with the latter allowing us to determine
variations in the height values measured along the 1D structures.
In this way, the edges themselves are not taken into consideration, which is a

practical advantage of ISO 5436: Apart from the fact that edges often suffer from
contamination and corner rounding, feedback errors are usually much larger at
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Fig. 13.13 Measurement (80 mm q 104 mm) at a step-height standard and corresponding
histogram plot.

Fig. 13.14 Illustration of step-height determination according to ISO 5436: The central part of
a one-dimensional structure (here 2/3 of its width, C) and two sections A & B of the same size
as C and equally spaced from the edges are taken into account, whereas the edge region is left
out of consideration.



edge transitions than on the flat areas. Furthermore, optical techniques for the
cantilever bending/oscillation detection such as the commonly used beam deflec-
tion or the focus sensor often not only detect the measuring beam reflected from
the probe as desired, but also unwanted reflections from the sample surface that
consequently spoil the signal used for the feedback and thereby height measure-
ment; ISO 5436 reduces the influence of this parasite signal as such effects occur
especially at edges.
A key problem in using transfer step-height standards is how to deal with con-

taminations—no matter whether the histogram method or ISO 5436 is applied.
Unfortunately, especially smaller dust and dirt particles can often not be removed
from the standards completely.

13.5
Uncertainty of Measurements

The uncertainty has to be calculated for the measurements following the rules of
the Guide to the Expression of Uncertainty in Measurement (GUM) [21]. For this, the
properties of the instrument and of the experimental setup have to be taken into
account as well as the properties of the standard and the sample. Here we will
give an example for the calibration of a step height on an unknown sample by
a single measurement. Repetition of this measurement would reduce uncertainty
contributions that are based on random errors, but not reduce systematic devia-
tions.
The instrument has been calibrated by a given certified standard of height hc

together with the expanded uncertainty U95 using a coverage factor of k ¼ 2.
The standard used should have a height hc, which is close to that of the unknown
sample hx. For the calculation of the uncertainty, a model has to be set up. In our
case the model is given by

hx =
hc
hcm

hxm +
X

dhi

where hx is the value of the step height of the unknown sample, hc is the value of
the step height of the standard given in the certificate, hcm is the measured value
on the standard, hxm is the measured value on the unknown sample, and dhi are
other contributions to the measurement uncertainty.
The other contributions are related to errors due to stability and quality of the

standard, remaining nonlinearity of the scanner, cross-talk between the x–y and
z-axis, roughness and homogeneity of the standard and the sample, type of
evaluation method, drift effects in the scanner during the measurement, and
so on. Below heights of 1 mm a correction of the step height due to deviations
from 20hC is negligible for standard materials.
The standard uncertainty uc(hx) calculated from the above model is given by

u2c (hx) = u2(hc)Su2(hcm)Su2(hxm)Su2(dhnon–lin)Su2(dhcross–talk)Su2(dheva.)S � � �
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Here we considered a case in which hcZhcmZhxm. The expanded uncertainty U95

has to be calculated from uc(hx) using a coverage factor of k ¼ 2. For more detailed
calculations a greater knowledge of the instrument is necessary.
For more information about uncertainty budget calculation for pitch and step

height, see [10, 11, 18–20].
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14
True Three-Dimensional Calibration of Closed Loop Scanning
Probe Microscopes
J. Garnaes, A. K�hle, L. Nielsen, and F. Borsetto

Abstract

There is an increasing demand for accurate and traceable measurements with
atomic force microscopes (AFMs) within many fields, such as micro optics
where the functionality of components is directly and critically related to the abso-
lute dimensions. In particular, true three-dimensional measurements of deep
structures, that is, structures with a dept larger than the width, are a challenge.
This chapter is a contribution to setting up guidelines for the three-dimensional
calibration of so-called closed loop atomic force microscopes, where distance
sensors such as capacitive sensors measure the movement of the tip. In earlier pub-
lished works, the calibration along the axes has been derived but often the coupling
between the horizontal and vertical movements, which has to be known in order to
make a true three-dimensional measurement, has not been assessed. In this chap-
ter, a thorough analysis describes the “true” metric x-, y-, and z-coordinates of an
imaged surface as a linear function of the observed xl-, yl-, and zl-coordinates, tak-
ing into account the coupling between the horizontal and vertical movements.
Based on series of measurements on triangularly shaped ridges, an analytical
model function for the two coefficients describing this coupling is given. The mis-
alignment of the vertical axes relative to the horizontal axes was found to be
1.0(0.2)h and 2.7(0.2)h for the investigated closed loop AFM. Ignoring the influ-
ence of the tip shape, it is now possible with our setup to correct any image of
a three-dimensional surface. An example of estimating the technological impor-
tant sidewall angle a of a grating wall with an uncertainty of u(a) z 0.3h is given.

14.1
Introduction

For many years, atomic force microscopy (AFM) has been used almost exclusively
to examine rather flat structures or surfaces where only the horizontal or the ver-
tical components were important or significant. Examples are step heights, rough-
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ness structures, or atomic lattices. However, to enlarge the scope of the AFM, it is
desirable to image also true three-dimensional structures like deep structures,
where the depth is larger than the width. The technological importance of deep
structures is increasing within fields such as micro optics and micro mechanics.
For some applications, the functionality of an optical grating depends critically
on the sidewall angle as well as on the roughness and the shape of the side-
wall. In micro mechanics, many structures have vertical sidewalls and the
angle and roughness of the sidewalls can be critical if, for example, the side-
walls on two different parts shall fit together to form a robust three-dimensional
structure.
For measurements involving a larger length scale, guidelines for the verifica-

tion of coordinate measuring machines (CMMs), taking into account the coupling
between the motions in the different directions, are available [1]. Such a verifica-
tion is often done by interferometers, which are not suitable for AFMs.
For the estimation of the three-dimensional surface structure, the coupling be-

tween the horizontal and vertical motions has to be known. Indeed, for our state-
of-the-art AFM, which is equipped with capacitive distance sensors and a close
loop x-, y-, and z-stage, the coupling is significant and has to be corrected for.
In general, many microscope systems are often constructed with an almost sym-
metric device producing the horizontal x, y motions but with a different device
producing the vertical z motion with a much smaller dynamic range. This can
lead to a significant misalignment of the vertical motion relative to the horizontal
motion.

14.2
Model of the Measurement System

The physical model of the measurement process used here is that the microscope
samples the surface height in an approximately orthogonal raster pattern. The
sampled coordinates – that is, the recorded image – are functions of the environ-
mental conditions, such as temperature T, and humidity H. These environmental
conditions influence the mechanical connection between the probe and the sam-
ple as well as the sensitivity of the (capacitive) distance sensors.
For a system with (capacitive) distance sensors, mechanical creep and hysteresis

are often insignificant. This means that the corrected coordinates r ¼ (x, y, z) are
single valued1) functions of the observed coordinates and the environmental para-
meters. This can be written as
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1) A “single-valued function” is normally just
referred to as a “function” but the phrase
“single-valued” is used here to point out the
difference to a “multi-valued function”. For a
piezo electrical scanning system exhibiting
hysteresis and creep, the position of the tip as
a function of the control signal (typical the

voltage applied to the piezo scanner) is a
multi-valued function, as there are several
possible positions for a given control signal,
depending on the history of the control signal
applied and the time since the application of
the voltage started (creep).



x w x(x0,y0,z0,T,H)

y w y(x0,y0,z0,T,H)

zw z(x0,y0,z0,T,H)

(14:1)

In general, the model function of x, y and z is a nonlinear function of the input
quantities.
The calibration (including a nonlinear correction) along the three metric axis, x

¼ x(xl), y ¼ y(yl), and z ¼ z(zl) has been derived based on gratings with known
period [2–4] or steps with known height [5, 6]. The influence of the environment
and Abb� offset, that is x ¼ x(T, H, …), is included in the uncertainty evaluation
discussed in [2–6]. The coupling between the x and y motion, that is y ¼ y(xl, yl),
has been addressed using a two-dimensional grating with known angle, see [2].
The image bow, that is z ¼ z(xl2, zl) and z ¼ z(yl2, zl), has been addressed
using a flat reference plane [6]. However, the coupling between the vertical and
horizontal motion, that is z ¼ z(xl, zl) and z ¼ z(yl, zl) is often not discussed
thoroughly.
The goal of this chapter is to
1. estimate and correct for the coupling between the z motion

and the x and y motion;
2. integrate the correction for the coupling into a 3 q 3

correction matrix transforming the observed coordinates
rl ¼ (xl, yl, zl) into corrected coordinates r ¼ (x, y, z).

14.3
The Correction Matrix

The unit vectors in the microscope’s coordinate system (exl, eyl, ezl) are the direc-
tions and distances that the microscopes tip is moving for a change in indication
of one unit of length in the fast scanning direction exl, in the slow scanning direc-
tion eyl, and in the height direction ezl (see Figure 14.1). The metric coordinate sys-
tem (ex, ey, ez) is an orthogonal coordinate system, in which the length of each of
the three unit vectors is expressed in terms of the SI unit for length. The matrix
elements cxzl and czzl are the coordinates of the projection of ezl on the plane
spanned by ex and ez. Similarly, the matrix elements cyzl and czzl are the coordi-
nates of the projection of ezl on the plane spanned by ey and ez.
Ignoring the effect of the environment, a linear transformation between the ob-

served positions rl ¼ (xl, yl, zl) and the equivalent values in a metric coordinate
system can be approximated as
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In general, the partial derivatives will depend on xl, yl, and zl in a nonlinear way,
and the point of evaluation r w (x00, y

0
0, z

0
0) for the partial derivative has to be spe-

cified; we have selected rl ¼ (0, 0, 0). Note that the matrix transformation is an
approximation to first order of the Taylor series for each coordinate. Higher
order terms in xl, yl, and zl, and other input quantities, such as the humidity
H and temperature T, are not included in the discussion of this chapter. The ma-
trix elements cxxl, cyyl, and czzl correct the (linear) scales, whereas cyxl corrects for
the coupling in the horizontal plane between x and y. These matrix elements have
been estimated traceable to the SI units by other measurements, see [2–6]. The
matrix elements cyzl and cxzl correct for the coupling between the vertical and
the horizontal planes and will be discussed and estimated in this chapter.
As we choose the unit vector ex in the x-direction of the metric coordinate

system to be parallel to the unit vector exl and the unit vector ey in the y-direction
of the metric coordinate system to be in the plane spanned by exl and eyl, three
matrix elements in Eq. (14.2) become 0.

14.4
Theory for Estimating the Vertical Skew

When the metric coordinate system (x, y, z) is chosen to have the x-axis parallel to
the actual scanning xl-axis of the microscope and the y-axis in-plane with the
xl–yl plane, the coupling can be interpreted solely as a skew along the xl- and
yl-axes as illustrated in Figure 14.2. In this figure, the solid line represents a
true structure on the surface of the sample. The dashed line illustrates the actual
recorded profile due to the coupling between the zl- and the xl-axes in the case
where the sample plane is parallel to the xl-axis.
The skew can be characterized by a misalignment angle, fxzl (see Figure 14.2).

This angle can be determined by measuring an artifact consisting of structures
with sides having well-defined side angles.
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Fig. 14.1 The unit vectors in the
microscopes coordinate system
(exl, eyl, ezl) are the direction and
distance the tip is moving for a
change in indication of one unit
length in the fast scanning direction
exl, the slow scanning direction eyl,
and the height direction ezl. The
metric coordinate system (ex, ey, ez)
is an orthogonal coordinate system
where the length of the three unit
vectors is expressed in terms of the
SI unit for length. The matrix ele-

ments cxzl and czzl is the projection of ezl on the plane spanned by ex and ez. The matrix elements
cyzl is the projection of ezl on the plane spanned by ey and ez.



A sample consisting of parallel ridges with triangular profiles, see Figure 14.3,
has been used. The image shown and other investigations indicate that the quality
and uniformity of the sidewalls is adequate. The analysis is performed on one pair
of axes at a time, which reduces the problem to two dimensions. When the cou-
pling between the xl- and zl-axes is investigated, the ridges of the sample are
aligned with the yl-axis. Similarly, the ridges are aligned with the xl-axis, when
the coupling between the yl- and zl-axes is investigated. Each side of the triangu-
lar ridges is characterized by a vector, which points up along the side toward the
top of the ridge and lies in a plane vertical to the ridges. After the image has been
corrected for axis misalignments, the angle between the vectors of each side of the
ridge should be conserved no matter how the standard is oriented during mea-
surement. The coupling between, for example, the xl- and zl-axes can therefore
be measured by comparing two images taken with the ridges parallel to the yl-
axis, but with the sample rotated 180h around a vertical axis between the measure-
ments.
Let the side vectors determined from the raw image (see Figure 14.4) be de-

noted by a0n and b0n where the subscript n ¼ 1, 2 refers to the two measurements
performed with different sample orientation, that is one before and one after the
sample is rotated 180h within the lateral plane. The coordinates of the side vectors
in the uncorrected (xl, yl, zl) coordinate system of the microscope are expressed
as functions of the observed side angles u0a1, u

0
b1, u

0
a2, u

0
b2, that is
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Fig. 14.2 Solid line: sketch of the cross section of a rhombic feature on the surface in the case
where the sample surface is parallel to the xl-axis. Dashed line: illustration of the recorded
profile when the xl and the zl-axes are misaligned by an angle, fxzl. The physical side angles of
the structure are named a and b. The recorded angles of sides of the structure are named u0a1
and u0b1, respectively.

Fig. 14.3 Left: AFM image (12 mm q 6 mm) of the triangular grating shown in 3D projection.
Right: average profile with indication of linear fit to the side of the ridge (indicated in gray). The
side vectors, a and b are also indicated.
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The base line vector f 0n is a vector along the bottom (or the top point) of the
grooves given by the observed slope g01 and g02 as

f 01w
1

tang01

� �

, f 02w
1

tang02

� �

. (14:4)

The corrected side vectors can be obtained from the measured side vectors using
the transformation given in Eq. (14.2 ). In the two-dimensional analysis described
here, the transformation to first order, T , is given by

Tw
cxx0 cxz0
0 czz0

� �

or Tw
cyy0 cyz0
0 czz0

� �

. (14:5)

In the metric coordinate system, the corrected side vectors are denoted by an and
bn where again the subscript n ¼ 1, 2 refers to the two measurements performed
with different sample orientation. They are given by

a1wTa01, b1wTb01, a2wTb02, b2wTa02, f1wTf 01 , f2w – Tf 02 . (14:6)
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Fig. 14.4 Drawing of profiles of the pyramid form ridges: (a) and (c) are a drawing of the
measured profile; both profiles have been skewed by the same amount in the same direction; (b)
and (d) are the actual profile of the physical grating for the measured profiles. In (d) the physical
grating has been turned 180h within the lateral plane, and the slope of the physical side angle a

is now related to the measured sidewall vector b02.



The side vectors a2 and b2 denote the left- and right-hand sides of the triangle,
respectively, but because the sample has been rotated 180h, a2 and b2 are the trans-
formation of the original b and a side of the sample (see Figure 14.4). If both side
vectors a and b are measured, two constraints can be written, reflecting that the
two corrected measurements of the same physical angles a or b of the ridges
should be the same in the metric coordinate system:

cotaw
a1 � f1
a1 � f̂f1

w
a2 � f2
a2 � f̂f2

(14:7)

cotbw –
b1 � f1
b1 � f̂f1

w –
b2 � f2
b2 � f̂f2

(14:8)

where the caret (^) is used to indicate cross vectors, that is if r ¼ (x, y) then r̂r ¼
(�y, x). By inserting expressions (14.3)–(14.6) into (14.7) and (14.8), we obtain two
equations, each of which can be solved for cxzl, assuming that cxxl and czzl are
known a priori. In general, the two equations have different solutions for cxzl,
which could be combined to a single solution by averaging. Alternatively, by sub-
tracting the two constraints (14.7) and (14.8), they can be combined into a single
constraint for the difference cot(a)�cot(b), which then provides an equation that
can be solved with respect to cxzl:

cxz0wcxz0 (u0a1,u
0
b1,u

0
a2,u

0
b2,g

0
1,g

0
2,cxx0 ,czz0 ). (14:9)

Similarly, the coupling coefficient cyzl can be determined as

cyz0wcyz0 (u0a1,u
0
b1,u

0
a2,u

0
b2,g

0
1,g

0
2,cyy0 ,czz0 ). (14:10)

The analytical expression is given in the appendix.
In the ideal case, where the physical angles between the base vectors f1 and f2 of

the standard and the xl-axis of the microscope is 0, that is g01wg02w0 � � �, the solu-
tion for the misalignment angle reduces to the simple expression

cxz0w
cxx0

4
(cotu0a1 – cotu0b1 + cotu0b2 – cotu0a2), (14:11)

as shown in the appendix.
Let the unit vector ezl in the coordinate system of the microscope be projected

on the plane spanned by ex and ez. The angle between this vector and the metric
z-axis along ez is defined as the misalignment angle fxzl of the xl- and zl-axes; the
misalignment angle fyzl is defined similarly for the yl- and zl-axes. That is,

tan fxz0ð Þa –
cxz0

czz0
, tan fyz0

� �

a –
cyz0

czz0
. (14:12)
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This implies that all sets of coordinates (xl, zl) appear to have been skewed an
amount zl tan(fxzl) along the xl-axis. In order to correct for this, all coordinates
(xl, zl) have to be skewed by an equal amount in the opposite direction which is
why the matrix element cxzl should be assigned the value cxzl ¼ �tan(fxzl)czzl. The
same principle applies for the coupling between the yl- and zl-axes, where the
corresponding correction element is denoted by cyzl.
The misalignment angle can now be expressed as

fxz0warctan
cxx0

4czz0
(cotu0a1 – cotu0b1 + cotu0b2 – cotu0a2)

� �

. (14:13)

If the angles g01 and g02 between the base line vectors and the xl-axis of the micro-
scope is sufficiently small, the following approximations are valid:

cxz0O
cxx0

4
(cot(u0a1 – g01) – cot(u0b1 + g01) + cot(u0b2 – g02) – cot(u0a2 + g02)). (14:14)
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0
1)–cot(u

0
b1+ g

0
1)+ cot(u

0
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14.5
Experimental Results and Discussion

A metrological AFM with a scan volume of 70 mm q 70 mm q 6 mm, equipped
with capacitive distance sensors [7], was used for the investigation. All measure-
ments were done in dynamic resonant mode using silicon cantilevers [8]. Image
processing and measurements from images were done with SPIP [9]. A specially
developed plug-in was used to apply the correction given in Eq. (14.2) and to
resample the image into a square pattern suitable for further measurements
and display.
In order to determine the misalignment angle for each of the xl- and yl-axes,

we have used a line standard with triangular line profiles [10]. The profile is
nominally symmetric with side angles of 55h, period of 3000 nm and a height
of 1800 nm. The sample is placed with the ridges perpendicular to the axis of
investigation (xl or yl). The axis of investigation should be made the fast scanning
axis during the measurement in order to reduce the influence of thermal drift and
other ambient factors. In order to obtain a reliable image of the sides of the
ridges, the AFM tip used should have effective half cone angles along the inves-
tigated axis of less than 90h�55h ¼ 35h, including the incidence angle of the tip.
Several standard AFM tips [8] facilitate this. An AFM image recorded along the
nominal xl-axis of the microscope is shown in Figure 14.3. An average profile
along the xl-direction is calculated, and from this the side angles are determined
by fitting straight lines to the central part of the ridge sides. The measured angles
have to be corrected for the tilt of the sample relative to the microscope’s x-axis,
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that is the xl-axis. We determine the tilt angle by fitting a line to the lowest 8
points of each valley in the average xl-profile of the image. The results from
such calibrations performed for both the xl-axis and the yl-axis are shown in
Table 14.1. The misalignment angle determined for the xl-axis is �0.97h. Per-
forming the same analysis for the microscopes yl-axis we find a misalignment
of 2.72h. Both misalignment angles are significantly higher than expected for
our microscope, which stresses the importance of correcting this error.
We estimate the total uncertainty of the found misalignment angles to be 0.1–

0.2h. The contribution from alignment of the standard is insignificant, since with
the ridges parallel to the slow scanning axis, an alignment error of about 0.5h
results in an error of only Z0.001h. The uncertainty when fitting 1 order polyno-
mials to the sides in order to determine the side angles (averaged over more than
100 scan lines) is about 0.1h estimated from the spread in many measurements.
The uncertainty related to sample homogeneity has not been assessed quantita-
tively, but our experience so far is that this contribution is small and less than
0.1h.
Figure 14.5(a) shows an average profile from an AFM image of an optical grat-

ing with a nominal pitch of about 2.7 mm. The image has been recorded with the
grating lines parallel to the microscope’s slow scanning axis (in this case the xl-
axis). The profile results from averaging all fast scan lines in the nominally square
image. During imaging the grating was tilted approximately 15h in order for the
tip to be able to image the sidewalls. The observed angle between the sidewalls
and the plateaus is 92.3h. Figure 14.5(b) shows the average profile after the
image has been corrected according to Eq. (14.2 ). The inside angle between
the surface plateau and the sidewall for a grating line is now observed to 89.9h.
It is thus clear that accurate 3D form measurements can be performed with
the AFM if (and for our microscope only if) the images, in addition to the correc-
tions for nonlinearity (in zl) and scaling errors, are also corrected for the misa-
lignment between the zl-axis and the (xl, yl) plane.

20114.5 Experimental Results and Discussion

Table 14.1 Example of values determined for the misalign-
ment of the xl- and zl-axes. The physical angles of the sample
are a ¼ 53.3(0.2)h and b ¼ 53.5(0.2)h. The hypothesis that the
ridges are symmetric thus cannot be rejected at a confidence
level of 95%. The top of the ridge has an opening angle of
73.2(0.3)h; the manufacture has specified an opening angle of
70h but no associated uncertainty is given

Sample
rotation

Observed sidewall angle Slope of
base line

fxzl cxzl
a b

0 u0a1w53.72h u0b1w53.36h g01w – 0.35h
�0.97 h 0.017

180 u0b2w52.14h u0a2w54.36h g02w0.39h



14.6
Conclusion

Based on a series of measurements on triangular-shaped ridges, the matrix ele-
ments cxz and cyz describing the coupling was calculated. The calibration of cxz
and cyz requires that the other coefficients in the matrix transformation (14.2)
are estimated, but the estimation of cxz and cyz does not require that the angle
on the reference sample with triangular-shaped ridges are known. The misalign-
ment of the vertical axes relative to the horizontal axes was found to be 1.0(0.2)h
and 2.7(0.2)h for the closed loop AFM used in our investigation. With our setup,
and ignoring the influence of the tip shape, it is now possible to correct any
images of a three-dimensional surface. An example of estimating the technologi-
cal important sidewall angle a of a grating wall with an uncertainty of u(a) z 0.3h
was given.
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Fig. 14.5 Average profiles from AFM image of an optical grating. Linear fits (indicated in gray)
have been performed on the top plateau and on the sidewall of one crest in order to estimate
the surface angle relative to horizontal. (a) Profile before correction for the misalignment of the
xl- and zl-axes and (b) after correction. In the uncorrected image, the inside angle between the
sidewall and the plateau is 92.3h; after correction the angle is determined to 89.9h.



Appendix

The full analytical solution for cxzl is given by

cxz0w –
2C
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and
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0
a1, k2wtang01cotu

0
b1, k3wtang02cotu

0
a2, k4wtang02cotu

0
b2.

If it is assumed that g01wg02w0 � � �, then k1 ¼ k2 ¼ k3 ¼ k4 ¼ 0, which implies that

Aw0, Bw4, Cwcxx0 (cotu0a1 – cotu0b1 + cotu0b2 – cotu0a2). (14:21)

In that case (14.16) reduces to

cxz0w
cxx0

4
(cotu0a1 – cotu0b1 + cotu0b2 – cotu0a2). (14:22)
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Height and Pitch at Nanoscale –
How Traceable is Nanometrology?
L. Koenders and F. Meli

Abstract

Three international comparisons (NANO2, NANO3, and NANO4) were per-
formed in the field of nanometrology between 1999 and 2002. Two of them,
NANO2 (step height) and NANO4 (1D pitch), included scanning probe micro-
scopes (SPM) for the first time. It was therefore important for the SPMs to per-
form successfully in order to show their full potential for dimensional metrology.
Other techniques used in the comparisons were optical diffraction and optical
microscopy for pitch measurements and stylus instruments and interference
microscopes for step-height measurements. We present results of these two com-
parisons and compare the results and the uncertainties obtained by SPM with
those of the other techniques. Both comparisons showed that most of the partici-
pants were able to make reasonable estimates of measurement uncertainties. The
ranges of uncertainties estimated were in a small range for step-height measure-
ments whereas they varied by a factor of 660 for the pitch measurements.

15.1
Introduction

The ability to measure small dimensions is of vital interest in micro- and nano-
technology. Contact stylus instruments, optical instruments, and scanning
probe microscopes (SPMs) are all capable of making high-resolution dimensional
measurements of small surface structures. More and more users of such instru-
ments also require traceability of their lateral and vertical measurements. Trace-
ability means that a measured result can be related to stated references, usually
national or international standards, through an unbroken chain of comparisons,
that all have stated uncertainties. The traceability can be realized by calibration of
the instruments using lateral (pitch) and vertical (step height or groove depth)
standards [1]. For the calibration of such standards it is essential to establish tra-
ceability to the SI unit of length. This is done in National Metrology Institutes

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
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(NMIs) worldwide. Independent proof of traceability of the applied measurement
methods and the proof of consistency of the results are most effectively given by
international comparisons. Consequently for a new method such as the scanning
probe microscopy, it is important to participate successfully in such comparisons.
The working group for dimensional metrology (WGDM7) of the Consultative

Committee for Length (CCL) decided in 1998 to start a series of five preliminary
key comparisons among National Metrology Institutes. Since then three of these
international comparisons in the field of nanometrology have taken place:
NANO4 (1D gratings) [2], NANO3 (line scales) [3], and NANO2 (step height)
[4]. SPMs together with some other techniques were used in the NANO2 and
NANO4 comparisons to measure vertical and lateral dimensions. In NANO4,
the pitch of 1D gratings with nominal values of 290 nm and 700 nm was
measured by SPMs, light diffraction techniques, and optical microscopes. In
NANO2, step-height standards with a line width of 30 mm were chosen so that
its heights could not only be measured by SPMs but also by contact stylus instru-
ments and interference microscopes. These comparisons are comprehensive tests
of the reliability of the instruments and their suitability for traceable measure-
ments.
In the following the results of these comparisons will be presented and dis-

cussed. The chapter has two parts corresponding to the two comparisons
NANO2 and NANO4. In each part we present the standards used, the measure-
ment methods applied, and the results that were obtained. Finally, we will com-
pare the SPM results to those obtained by other techniques and discuss the advan-
tages and disadvantages of the methods.

15.2
Comparison on One-Dimensional Pitch Standards (NANO 4)

This first international comparison in the field of nanometrology started in
February 1999 and was finished roughly one year later. The Swiss Federal Office
of Metrology and Accreditation (METAS) acted as the pilot laboratory.

15.2.1
Standards and Measurand

Two holographic gratings, manufactured by Moxtek [5], with pitches of nominally
290 nm and 700 nm were used as the transfer standards. The gratings consist of a
structured polymer resist material on a silicon surface that is coated with a tung-
sten layer. The ribs with heights of about 200 nm have a somewhat rounded,
rather than completely flat top surface. The standards were mounted onto steel
disks for an easy use in all instruments. Engraved on the steel disk were the iden-
tification and the measurement direction (p x). The measurand for this compar-
ison was defined to be the average pitch over the central surface of 1 mm q 1 mm
at 20 hC. The direction of the pitch was defined to be orthogonal to the ribs of the
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grating. As the first set of standards was severely damaged during the comparison
it was necessary to replace it by a second set.

15.2.2
Participants and Measurement Methods

Twelve institutes located in different countries all over the world participated in
this comparison (Table 15.1). Three different methods were applied to measure
the pitch. The main methods used were optical diffraction (OD) and scanning
probe microscopy (SPM). One institute used also an optical microscope (OM)
to measure the pitch of the 700-nm sample. Two institutes have supplied results
for two independent methods.
All but one of the used optical diffraction instruments was based on the Littrow

configuration in combination with a laser light source, a precision rotary table,
and a photodetector or CMOS array detector. Most of the SPMs were unique in-
struments built by the individual laboratories using commercially available com-
ponents such as flexure displacement stages, laser interferometers, and capacitive
sensors. Two SPMs were commercially available standard systems. Table 15.1 also
gives a brief overview of the applied methods.
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Table 15.1 Participants and measurement methods for Nano4

Institute Principle Instruments and Traceability

DFM SPM Commercial AFM with capacitive position sensors (DI metrology
head). Calibration of AFM head with an IBSEN grating traceable to
NPL. A special calibration software was used (SPIP). Image size
typ. 50 mm q 6.5 mm

PTB OD Good Littrow diffraction approximation, Ar-laser with three wave-
lengths (W. R. Benett, Atomic gas laser transition data, IFI/
Plenum), precision angle encoder (Heidenhain RON 255), CMOS
array detector at 4 m distance

IMGC OD Littrow diffraction, red and green He–Ne laser, goniometric table,
two-quadrant photodetector

NIST SPM NIST C-AFM with heterodyne laser interferometer (laser NIST
traceable), closed loop control of the lateral sample position. Image
size 1.5–3.5 mm

NPL1 OD Littrow diffraction, green He–Ne laser, manual angle table with two
reading heads, optical screen

NPL2 OM Optical microscope, linear translation stage with laser interfero-
meter (laser NPL traceable). For 700 nm grating only

VNIIM OD Laser interference diffractometer with reference line scale (com-
parator). Line scale (5 mm) traceable to VNIIM Argon laser with two
wavelengths (R. J. Pressley (Ed.), Handbook of Lasers, Chemical
Rubber Company, Cleveland, 1971)



15.2.3
Results

To ensure that the standards remained stable during the comparison, control
measurements were performed at METAS before and after the comparison for
each of the two sets of gratings, see Table 15.2. The pitch change measured
with laser diffraction was well below the measurement uncertainty and it is there-
fore concluded that the standards were stable during the time of comparison.
Because of the already mentioned damage, the first set of gratings was replaced

after the first loop by a second set. The two sets of gratings were compared to each
other at METAS. From all the measurements made at METAS, i. e., OD initial and
final and the AFM measurements at the beginning, weighted mean values for the
pitch of the gratings of set 1 and set 2 were calculated. The pitch difference be-
tween the two G-300 gratings is well below one standard uncertainty and for
the G-700 gratings it is 1.4 standard uncertainties. It was therefore assumed
that the corresponding gratings of the two sets have identical pitch values. This
allowed an easy comparison of all measurements made by the different labora-
tories without taking into account any pitch difference.
The participants were asked to deliver in their report the average pitch values

with the standard uncertainty uc and the degree of freedom neff. Figures 15.1
and 15.2 show the results for the G-300 and G-700 gratings, respectively.
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Table 15.1 (continued)

Institute Principle Instruments and traceability

NIM OD Littrow diffraction based, green He–Ne laser, precision angle
encoder (inductosyn), two-quadrant photodetector

NRLM
(now NMIJ)

SPM NRLM AFM with three-axis laser interferometer (laser NRLM
traceable), line scans of 10–17.5 mm and 5500–8000 data points

CMS SPM Commercial AFM with capacitive position sensors (DI metrology
head). Calibration of AFM head with Moxtek grating and factory
certificate. Image analysis with SPIP software. Image size 3 mm
and 7 mm

KRISS OD Littrow diffraction, argon laser at 487.986 nm (Handbook of Laser
Wavelengths, CRC, 1999, p. 308), calibrated angle encoder
(Heidenhain ERO 725), four-quadrant photodetector

OFMET1
(now METAS)

OD Littrow diffraction, red and green He–Ne laser (METAS traceable),
rotary table with air bearings, friction wheel drive and piezo fine
adjustment, calibrated precision angle encoder (Heidenhain
RON 905), four-quadrant photodetector

OFMET2
(now METAS)

SPM METAS AFM profiler with interferometric long-range linear
displacement stage (laser METAS traceable). Linescans 288 mm and
350 mm, local ridge detection
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Table 15.2 Pitch difference final-initial and its combined
standard uncertainty measured at METAS with optical
diffraction

Grating G-300 G-700

1 (set 1) 0.003 e 0.005) nm (0.000 e 0.014) nm

3 (set 2) (0.000 e 0.005) nm (0.003 e 0.007) nm

Fig. 15.1 Measurement results for the G-300 gratings. The error bars show the standard
measurement uncertainty uc(xi). Diamonds are used for OD, circles for SPM.

Fig. 15.2 Measurement results for the G-700 gratings. The error bars show the standard
uncertainty uc(xi). Diamonds are used for OD, squares for the OM, and circles for SPM.



The reference value (xref) for this comparison was calculated as the weighted
mean of all measurements (xi). The weights used were u–2(xi). With the given
combined uncertainties u–2(xi) and their effective degree of freedom neff(xi) the
En(xi) values with a confidence value of 95% were determined. Measurements
with En values larger than 1 were omitted one by one for the calculation of the
reference value. Finally, all values contributing to the reference value had En
values J 1. For the calculation of the comparison reference values only 2 of the
total 29 measurements had to be omitted. For the results finally included in
the calculation of the reference value the average En values were 0.36 and 0.40
for the G-300 and G-700 gratings, respectively. The reference values are given
in Table 15.3.

15.2.4
Uncertainty

The participants were asked to deliver an uncertainty estimation according to the
ISO Guide to the Expression of Uncertainty in Measurement (GUM) [6]. In order to
achieve a better comparability some possible influence parameters were already
mentioned in the instructions. The participating laboratories were encouraged
to use all known influence parameters for their applied method. However, due
to the various methods used the contributions considered in the uncertainty bud-
gets were quite different. Most laboratories included the following contributions
in the uncertainty budget:
x Repeatability
x Vacuum laser wavelength
x Refraction index of the air
x Angle uncertainty (OD)
x Interferometer alignment (SPM, OM)
x Sample alignment (SPM, OM)
x Local pitch variations within the central 1 mm2 (SPM, OM)
x Angular motion of translation stages and Abbe offsets
(SPM, OM)
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Table 15.3 The comparison reference value pref, the combined
standard uncertainty uc, the resulting degree of freedom neff,
and the expanded uncertainty U95 obtained from all measure-
ments with En J 1

Gratings: G-300 G-700

pref 287.5961 nm 700.7607 nm

uc 0.0011 nm 0.0023 nm

neff 146 159

U95 0.0021 nm 0.0046 nm



Individual contributions included by some labs that should be considered also by
others were
x Influence of mechanical clamping forces (bending)
x Grating temperature deviation from the reference temperature of
20 hC

x Expansion coefficient uncertainty
x Detector calibration
x Interferometer nonlinearity (SPM, OM)
x Interferometer resolution (SPM, OM)
x Single line definition (SPM, OM)
x Variation of different diffraction orders (OD)
x Variation for different diffraction orientations 0h and 180h (OD)

The uncertainties for the pitch measurements estimated by the participants
covered a wide range. A factor of 660 is estimated between the smallest and
the largest uncertainty.
The degrees of freedom were estimated quite differently by the participants,

especially for the type B contributions. If the effective degree of freedom was
estimated too high, the correct expanded uncertainty could be considerably larger
and the corresponding En95 value therefore smaller.

15.2.5
Discussion

Table 15.4 shows the mean values for the two measurement methods OD and
SPM separately. The largest difference between the corresponding mean values
is only 0.028 nm. The standard deviation for the OD methods is three times smal-
ler than for SPM methods. The optical diffraction methods proved to be very suc-
cessful for the lateral pitch calibration. Their advantage is that they directly deliver
the average pitch over the central measurement surface. Local probing methods,
on the other hand, require many sites within this area to be measured and aver-
aged. Their advantage is that they can deliver information about local pitch varia-
tions, nonlinearities, and stitching effects [7, 8].
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Table 15.4 Weighted mean values with uncertainty and stan-
dard deviation for the results of each measurement method
separately. OD ¼ optical diffraction, SPM ¼ scanning probe
microscopy

Grating: G-300 G-700
p (nm) uc (nm) SD (nm) p (nm) uc (nm) SD (nm)

OD 287.5954 0.0011 0.0742 700.7598 0.0023 0.3565

SPM 287.6060 0.0042 0.2297 700.7878 0.0126 1.0502

Both 287.5961 0.0011 0.1642 700.7607 0.0023 0.7265



15.3
Comparison on Step Height (NANO4)

This comparison started in September 2000 and lasted 2 years. The PTB was the
pilot laboratory.

15.3.1
Standards

A set of five step-height standards manufactured by the Fraunhofer Institute of
Microelectronics in Stuttgart for the PTB was used for this comparison (see Figure
15.3). The nominal step heights of the standards were 7 nm, 20 nm, 70 nm,
300 nm, and 800 nm. The silicon chips of 5 mm q 5 mm are glued onto a
thin steel disk with a diameter of 12 mm. The lateral size of the structures of
the step-height standards was chosen such that the height could be measured
by different types of instruments, such as interference microscopes, stylus instru-
ments, and scanning probe microscopes.
Although the step height h is defined in analogy with ISO 5436, the restriction

of the measuring range of some SPMs had to be taken into account, and the scan
length A and B had been shortened compared to ISO standards (see Figure 15.4).
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Fig. 15.3 Layout of the step-height standard. The substrate is silicon, the lines are SiO2, and
the whole sample is covered by a chromium layer of approximately 100 nm thickness. There are
three lines with widths of 5 mm, 30 mm, and 100 mm. The line used for the comparison has a
width of 30 mm and is located on the right-hand side. The field R1 used for the measurements is
shown on the right drawing.

Fig. 15.4 Definition of step height h used in
the comparison. This definition is similar to
those in ISO 5436-1, but with a smaller base
length of 70 mm instead of 90 mm normally
required for a 30-mm wide step.



15.3.2
Measurement Methods

Fourteen national institutes worldwide participated in this comparison. Table 15.5
shows the various methods used to measure the step heights: Stylus profilers
(5 instruments), interference microscopes (6), laser heterodyne interferometer
(1), and scanning probe microscopes (8).
The stability of the standards was monitored by different calibrations per-

formed by the pilot laboratory during the comparison. Stylus and interference
microscope calibrations were made in Sept. 2000, Sept. 2001, and May 2002.
The results showed that with the exception of the first measurement by inter-
ference microscope of SH070 at PTB, no significant change in the step height
occurred.
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Table 15.5 Participants and measurement methods for Nano2

Institute Principle Instrument Traceability

CEM IM Interferential microscope
MicroXAM-Ex from Phase Shift
Technology

Calibrated using several steps/
grooves with certified values
(NIST, NMi-VSL)

ST Stylus profiler Dektak3 ST from
Veeco

Calibrated using several steps/
grooves with certified values
(NIST, NMi-VSL)

CMS SPM Commercial AFM with capacitive
position sensors (DI metrology
head). Image analysis with SPIP
software

Step-height reference standards
from VLSI Standards Incorporated
(STS2-1800S) (traceable to NIST)

DFM SPM Commercial AFM with capacitive
position sensors (DI metrology
head). A special calibration soft-
ware was used (SPIP)

Step-height standard H800 from
Nanosensors calibrated at PTB

GUM IM Linnik-type micro-interferometer
(type MII-4)

Green light (l ¼ 536.6 nm)

IMGC ST Stylus profilometer (Talystep 1,
Taylor Hobson- RTH)

Displacement piezoactuators with
capacitve transducers (DPT-10
from Queensgate) that have been
calibrated using a heterodyne
interferometer

KRISS ST Stylus instrument (Nanostep 2,
Taylor Hobson Ltd, UK)

Gauge block calibrated by inter-
ferometer at KRISS

METAS SPM METAS AFM profiler with inter-
ferometric long-range linear
displacement stage. AFM with
DI metrology head

Laser traceable to METAS
standards



15.3.3
Results

Figures 15.5 and 15.6 show the results obtained on the 7 nm and 800 nm step-
height standard. The reference value href for each standard was calculated as
the weighted mean of all measurements hi. The weights were 1/u2(hi). The ex-
panded uncertainty U was calculated using a coverage factor of k ¼ 2 [4]. Measure-
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Table 15.5 (continued)

Institute Principle Instrument Traceability

NMIJ IM Interferometric microscope with
a Mirau-type interferometric
objective

Laser interferometer

SPM AFM with three-axis laser inter-
ferometer

Laser traceable to NMIJ standards

NMi-
VSL

IM Zeiss Interphako interference
microscope with phase modula-
tor and digital readout of the
phase adjustments

546.23 nm line of a mercury
discharge lamp

NIM SPM AFM VERITEKT 3 with inte-
grated laser interferometer

Laser traceable to NIM standards

NIST SPM NIST C-AFM with heterodyne
laser interferometer, closed loop
control of the lateral sample
positioning system

633 nm wavelength of the
I2-stabilized He–Ne laser

ST Talystep stylus instrument Interferometrically measured step

NPL SPM NPL metrological atomic force
microscope (MAFM) with inte-
grated laser interferometers in
three axes

Laser traceable to NPL standards

PTB IM Zeiss interference microscope
with CCD-system

Thallium lamp (l ¼ 535 nm)

SPM Veritekt B with integrated laser
interferometers in x, y, and z

Lasers traceable to PTB standards

ST Nanostep (Taylor-Hobson) stylus
instrument

Step gauges calibrated by inter-
ference microscope

VNIIM LHI Laser heterodyne interferometer
with a single-frequency He–Ne
laser and acousto-optical modu-
lators

Laser traceable to VNIIM
standards

mI Michelson micro interferometer
illuminated by the light of Ar or
He–Ne lasers

Lasers traceable to VNIIM
standards



ments with the En value greater than 1 were omitted as described above for
Nano4. One institute withdrew two values due to problems of the instrument
at larger step heights. Only four measurements from over 90 did not fulfill the
En criteria. This small number shows that the performance of the most instru-
ments was excellent. The reference values are listed in Table 15.6.
The comparison Nano2 shows that today step heights on samples can be mea-

sured with uncertainties in the sub-nanometer range. Differences in the calcula-
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Fig. 15.5 Step heights measured on the SH007 standard grouped for the different instruments
and the calculated reference value href (full line) and its uncertainty U95 (dashed lines).

Fig. 15.6 Step heights measured on the SH800 standard grouped for the different instruments
and the calculated reference value href (full line) and its uncertainty U95 (dashed lines).



tion of the uncertainty depend on the type of instruments and on the laboratory.
For SPMs it would be helpful to have a more standardized model.

15.3.4
Uncertainties

The uncertainty components should be divided into components associated with
the realization of the object compared, and those associated with the comparison
method. Contributions to the uncertainty budgets depend on the method and the
instrument used:
1. Calibration

x vacuum wavelengths of lasers
x refraction index of the air
x interferometer alignment
x uncertainty of calibrated standards used
x nonlinearity of the instrument
x angular motion of translation stages
x Abbe offset

2. Measurement
x sample alignment
x noise of instrument
x repeatability

3. Evaluation
x roughness of the standard
x out of plane motion
x temperature of the standard
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Table 15.6 Reference value href, uncertainty u(href ), expanded
uncertainty U(href, k ¼ 2), degree of freedom neff, and number
of measurements n for each standard

Standard href (nm) u(href ) (nm) U(href, k¼2) (nm) neff

SH007 6.42 0.12 0.23 61

SH020 20.70 0.07 0.15 157

SH070 67.53 0.13 0.26 82

SH300 291.30 0.23 0.45 79

SH800 778.39 0.32 0.64 164



15.3.5
Discussion

As the step heights were measured by three different methods it was interesting
to check the results for possible systematic differences between them. The mean
step height value was calculated for each group of instruments and for each stan-
dard and was then plotted as a function of the values obtained by the stylus
instruments.
A least-squares fit of the values for optical instruments, hIM, and scanning

probe microscope, hSPM, to those of the stylus hST gave hIM ¼ 1.0049 p hST– 0.05 nm
and hSPM ¼ 1.00076 p hST– 0.12 nm, respectively. The small deviation of the
slope from 1.0 and the small offset values show that there is a very good agree-
ment between the different types of instruments and there is no systematic differ-
ence between them. In Figure 15.7 the residuals of the least-squares fit for the IM
and SPM methods are plotted as a function of the height obtained by stylus in-
struments to visualize possible nonlinearities of the scales.
The individual diagrams for each standard such as Figures 15.5 and 15.6 give

an overview of the instruments and their measurement uncertainty. As the
range of step heights was from 7 nm to 800 nm it was possible to evaluate offset
and linearity for each instrument. We analyzed the linearity mi and the offset bi of
each instrument with respect to the calculated reference values using linear least-
squares fits. The linearity of the most instruments for step heights up to 800 nm
is better than 1%, the linearity of six instruments is better than 1‰, and that of
one instrument is even better than 0.1‰. The offsets bi calculated from the fits
are shown in Figure 15.8. A few offset values bi were even smaller than 0.2 nm.
These offsets may indicate deviations or systematic differences for each instru-
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Fig. 15.7 Residuals of the fit of mean heights for optical and scanning probe microscopes to
those of the stylus. The dashed lines give the band of the expanded uncertainty for the reference
values of the standards.



ment, and could be helpful for the participants if compared to their uncertainty
budget.

15.4
Conclusions

Although these two comparisons were made for the first time in the field of
nanometrology they were very successful. Many of the used instruments were
only recently developed and did not have a long working history. The participating
laboratories were also able to estimate the measurement uncertainty correctly in
most cases. Only a few measurements were outliers. On the basis of this compar-
ison the participants are now able to validate their instruments or to improve
them. As some of the instruments are under constant improvement regular com-
parisons in the future will help them maintain their validation.
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Fig. 15.8 Offset of the instruments mi calculated from the measured data on each standard j
using a least-squares fit of href(j) ¼ mi hi(j) þ bi.
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16
The Behavior of Piezoelectric Actuators and the Effect on
Step-Height Measurement with Scanning Force Microscopes
A. Grant, L. McDonnell, and E.M. Gil Romero

Abstract

A recent study has shown that frequent calibration is essential if height measure-
ments are to be accurately made using a scanning force microscope (SFM) that is
not equipped with positional control of the Z actuator. This study showed that the
greatest uncertainty in measuring step heights was the behavior of the Z actuator.
In the present work we have studied the behavior of the Z actuators for two scan-
ning force microscopes – a commercial instrument with a separate Z actuator and
an in-house instrument with a monolithic tube XYZ scanner – and the effect on
step-height measurements. It is clear that the sensitivity of open-loop Z actuators
in SFMs varies considerably with the amplitude of the applied voltage sweep.
Therefore, in order to improve the accuracy of step-height measurements,
open-loop Z actuators in SFMs should be calibrated for different height ranges
(as is generally the case for open-loop XY actuators) rather than for their full
dynamic range. Further additional calibration uncertainties arise if the Z actuator
is not operated around its mid-position. Users need to be aware that offsetting the
Z actuator deliberately, or as a consequence of sample tilt or form, may affect the
accuracy of height measurements. For the two SFMs studied, the actuator offset
resulting from scanner curvature does not introduce any significant height mea-
surement errors.

16.1
Introduction

Since its invention in 1986 [1], the scanning force microscope (SFM) has been
used to image surface topography for a wide range of sample types, materials,
and applications. The reasons for the rapid popularity of scanning force micro-
scopy are manifold: the potential for spatial resolution at the atomic scale; a
lateral range that encompasses those of optical microscopy and scanning electron
microscopy; the ability to image in air, liquid, or vacuum; and the absence of any
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general technique-specific sample preparation requirements. Moreover, contrast
in SFM images is derived from direct measurements of surface topography and
thus three-dimensional measurements can be readily extracted from SFM
images. Despite this intrinsic quantitative ability, many SFMs have been designed
to visualize, rather than measure, surface topography and therefore considerable
care is needed if valid measurements are to be derived from SFM images.
One of the core technologies underpinning scanning probe microscopy is

piezoelectric actuation. Piezoelectric materials are extremely frugal – hardly
moving for significant voltage inputs – and thus are well suited to actuation
at the microscale and the nanoscale. Unfortunately, piezoelectric materials suffer
from creep, aging, nonlinearity, and hysteresis and hence are far from ideal as
actuators. The first generation of SFMs used piezoelectric actuators in open loop
and these instruments are fully exposed to the inadequacies of the actuators.
Nevertheless, knowledge of how open-loop actuators behave allows off-line [2]
and on-line [3, 4] corrections to be made for nonlinearity, hysteresis, and
creep. Second generation SFMs use closed-loop positional control of the X, Y,
and Z movements [5] to counteract the deficiencies of the piezoelectric actuators
and this has helped the SFM to evolve into a more quantitative instrument.
However, it should be noted that closed-loop control of SFM actuators has its
limitations and is prone to uncertainties that arise from the behavior of the
position sensors, the signal conditioning circuits, and the control loop character-
istics.
The principle of operation of the SFM is straightforward; a sharp tip on a soft

cantilever is scanned across a surface to image its topography. Thus, image con-
trast in the SFM derives directly from height (Z) measurements made at specified
lateral (XY) positions. However, uncertainties in height measurement arise from a
number of sources that include (i) the interaction between the SFM tip and the
sample [6,7], (ii) the response of the Z control loop [8], and (iii) the behavior of
the Z actuator. Recently, Roe et al. [9] identified the variation over time of the sen-
sitivity of the Z actuator of a first generation SFM as being the greatest contribu-
tor to the error in step-height measurement. Nevertheless, these authors showed
that the uncertainties introduced by such actuator behavior could be minimized
by very frequent calibration.
Indeed, Senoner et al. [10] identified calibration deficiencies as being the most

important reason for the measurement deviations of the 41 SFMs used in an
interlaboratory comparison of nanometric step heights. Their study revealed
that whilst 20% of the participants measured step heights to within 2% of the
true value, a similar percentage deviated by more than 10% from the true
value. Interestingly, the latter study showed that first generation instruments per-
formed as well as second-generation instruments. Thus, it appears that the user
may have a significant influence on the quantitative performance of an SFM.
Clearly, this is an unsatisfactory situation as the instrument per se should be
the limiting factor. Users of SFMs need to know how often to calibrate their in-
struments and this, in turn, requires knowledge on how the piezoelectric actua-
tors within their instruments behave.
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In general, there are two types of SFM designs: the scanned sample type [1] and
the more complex scanned cantilever type [11, 12]. Within these instrument types,
two methods of piezoelectric actuation are in use: the tube scanner [13] and the
tripod scanner [14, 15]. A number of authors have carried out studies of the
behavior of piezoelectric actuators. Some of these studies have concentrated on
the XY behavior of the scanners [16–18], others on the Z behavior [19, 20]. Several
studies have been made on tube scanners [21–23] with others on tripod scanners
[24, 25]. Heyde et al. [26] have made a particularly intensive study of the behavior
of the Z actuation of the tripod scanner and the tube scanner of a commercial
SFM. From the prior work, it is clear that the calibration of open-loop Z actuators
of SFMs is affected by a number of factors. Firstly, the sensitivity of a given actua-
tor increases with increasing voltage sweep. Secondly, the amount of hysteresis
increases with increasing voltage sweep. Furthermore, the movement of an actua-
tor and its repeatability depend on the history of the actuator. A particularly im-
portant aspect of Heyde et al.’s work was the effect of applying a voltage offset to
the Z actuator; the sensitivity of the actuator changed with the voltage offset and
these authors pointed out the implications of such behavior for height measure-
ments.
In our work, we characterized the displacement behavior of the Z actuators of

two SFMs: the tripod scanner (TR) of a commercial scanned cantilever SFM and
the tube scanner (TS) of an in-house scanned sample SFM. The behavior of the Z
actuators was determined by measuring their displacements with a commercial
optical-fiber displacement sensor and by analyzing the step heights in SFM
images of commercial calibration artifacts for different actuator settings. This
has enabled us to determine the effect of Z actuator offset on the accuracy of
step-height measurements. We also examined the implications of sample tilt
and scanner curvature for step-height measurements.

16.2
Experimental

16.2.1
Scanning Force Microscopes

Two SFMs were used in this study: a commercial instrument (ExplorerTM model,
Veeco Instruments, Santa Barbara, CA, USA) and an in-house instrument that
has been described elsewhere [27]. The ExplorerTM SFM is a scanned cantilever
instrument that was configured for this work with a long-range tripod scanner
(TR: XY range of 150 mm by 150 mm; Z range of 5.7 mm). The in-house SFM
was configured for this work as a medium range tube scanner (TS: XY range
of 50 mm by 50 mm). Both instruments were operated in contact mode in air.
The ExplorerTM SFM was operated with triangular silicon UltraSharpTM cantile-
vers (type CSC21/3, MikroMasch, Tallinn, Estonia). The cantilevers had the fol-
lowing characteristics (manufacturer’s specifications): resonant frequency 15 kHz;
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spring constant 0.03–0.30 N m–1. The in-house SFM was operated with rectangu-
lar contact mode silicon PointprobeTM cantilevers (Nanosensors, Wetzlar, Ger-
many). The cantilevers had the following characteristics (manufacturer’s specifica-
tions): resonant frequency 14–18 kHz; spring constant 0.18–0.45 N m–1. Line-
scan rates during contact mode imaging were typically in the range 0.67–1 Hz.

16.2.2
Z Calibration with Step-Height Standards

Step-height standards (Series TGZ0x, Silicon-MDT Co., Moscow, Russia) were
placed either onto the manual XY sample translation stage or the computer-con-
trolled XY sample translation stage supplied with the SFM. Unless stated other-
wise, the SFM was adjusted to be at a certain level, i. e., the tilt in the image
was less than 1o in the X and Y directions, thereby ensuring that the error in
step-height measurement due to sample tilt was less than þ0.1% [9]. Unless stat-
ed otherwise, feedback was engaged with the Z actuators of both SFMs at their
mid-positions.
The image pixel resolution was selected to maximize the accuracy of the step-

height measurement and to minimize the image acquisition time. All images
were planar leveled using the three-point planar leveling algorithm within the
SPMLab 3.06.06 software (Veeco Instruments, Santa Barbara, CA, USA) provided
with the ExplorerTM SFM. This leveling algorithm has been confirmed as being
free of any artifacts that affect the accuracy of subsequent step-height measure-
ments [9]. Heights within the SFM images were analyzed using software written
in Matlab (Release 12, The Mathworks, Natick, MA, USA).

16.2.3
Z Calibration with Fiber-Optic Displacement Sensor

Heyde et al. [26] have shown that a relatively low-cost fiber-optic displacement
sensor can be used to study the behavior of piezoelectric actuators and to calibrate
them. In the work reported here, the performance of the Z actuator was studied
using such a displacement sensor (Model D20-A1H1, Philtec, Annapolis, MD,
USA). AC displacement measurements were obtained by applying oscillations
to the piezoelectric actuator and connecting the output of the displacement sensor
to a lock-in amplifier (Model PAR 5210, EG&G Instruments, Wokingham, Eng-
land).
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16.3
Results

16.3.1
Effect of Voltage Sweep

Hysteresis curves of the TS Z actuator were obtained using the optical displace-
ment sensor for different voltage sweeps about the mid-position of the actuator.
These curves are shown in Figure 16.1(a), where it is clear that decreasing the
symmetric voltage sweep decreases the average sensitivity of the actuator, the lat-
ter being the slope of the straight line joining the two extremes of the hysteresis
curve. The variation of average sensitivity with voltage sweep is shown in Figure
16.1(b) and is in agreement with van de Leemput et al. [19] and Hudlet et al. [22].
Often, open-loop Z actuators are calibrated using the average sensitivity obtained
for a symmetric voltage sweep across the full dynamic range. As a result, the
actuator will increasingly overestimate heights as the voltage sweep is reduced.
From the data shown in Figure 16.1, an error of about þ12% occurs if the TS1
actuator is calibrated at its full dynamic range and then swept through 20% of
that range. The data in Figure 16.1 were obtained for symmetric voltage sweeps
about the mid-range position of the Z actuator, the position in which feedback
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Fig. 16.1 (a) Hysteresis curves for the TS Z actuator obtained for different symmetric voltage
sweeps. (b) The average sensitivity of the TS Z actuator versus the amplitude of the symmetric
voltage sweep.



is normally engaged in the SFM. As discussed in the next section, this is not
always the case.

16.3.2
Effect of Z Actuator Offset

As noted above, Z actuators are normally operated so that the SFM goes into feed-
back with the actuator in its mid-range position, thereby providing equal dynamic
range for positive and negative Z measurements. However, with many samples
the topography results in a completely asymmetric voltage sweep. For example,
with a step-height artefact, the Z actuator goes into feedback on either the top
or bottom of the step, as there is in effect no mid-position available, and an asym-
metric topography ensues. Furthermore, many SFMs allow the user to apply a Z
actuator offset for operational reasons, such as coping with large-scale asym-
metric topographies or offsetting sample tilt and/or surface form. Figure
16.2(a) shows hysteresis curves obtained with the TS Z actuator for two different
voltage sweeps and three different actuator offsets. In agreement with Hudlet
et al., the principal effect is to shift the hysteresis curve. Within their experimental
error, Hudlet et al. did not detect any effect of actuator offset on the average sen-
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Fig. 16.2 (a) Hysteresis curves for the TS Z actuator obtained for two different sweep
amplitudes and three different actuator offsets. (b) The average sensitivity of the TS Z actuator
versus the actuator offset.



sitivity of the actuator. However, as Figure 16.2(b) reveals, our work shows a re-
duction in average sensitivity as the offset is changed from actuator contraction
to actuator extension, in general agreement with van de Leemput et al.
In order to investigate the effect of Z actuator offset, a 512 nm step-height stan-

dard was imaged at different offsets with the TR Z actuator. The step heights
measured from these images are plotted against the Z actuator voltage in Figure
16.3(a). The data shown were obtained as the Z actuator was contracted over 50%
of its full dynamic range (the latter being 100 V), which corresponded to a con-
traction of 2.9 mm. The effect of changing the offset of the TS Z actuator was
determined by measuring the AC response of the actuator using the fiber-optic
displacement sensor. For these measurements, a 1 kHz sinusoidal AC signal,
corresponding to a displacement amplitude of 109 nm, was applied to the TS
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Fig. 16.3 (a) The variation in the measurement of a 512 nm step height due to changes in the
Z voltage of the TR Z actuator (50 V corresponds to no offset). (b) The variation in the AC
amplitude measured by the optical displacement sensor due to changes in the Z voltage of the
TS Z actuator (0 V corresponds to no offset). Note: for both graphs, the white arrow indicates
the direction of increasing step-height measurements whilst the black arrow indicates the
direction of actuator contraction.



Z actuator and various DC voltage offsets were applied. It is clear from Figure
16.3(b) that the sensitivity of the actuator is changing as the offset changes.
The data shown were obtained as the Z actuator was contracted over 100% of
its dynamic range (the latter being 90 V), which corresponded to a contraction
of 2.1 mm.
Now, when an SFM is in feedback, a reduction in the sensitivity of the Z actua-

tor means that more voltage is needed for a given step height and thus the SFM
will overestimate the height. Therefore, to allow a direct comparison of the behav-
ior of the TR and TS actuators, the data in Figure 16.3(b) have to be inverted to
emulate actual step-height measurements. Nevertheless, it is evident from
Figures 16.3(a) and (b) that the qualitative behavior of both Z actuators is similar.
It can also be seen that changing the offset by 20% of the actuator’s full dynamic
range can lead to step-height measurement errors of 7% for the TR Z actuator
and 2% for the TS Z actuator.

16.3.3
Implications of Actuator Offset for Sample Tilt

The data presented above were obtained for a level sample (see Section 16.2.2).
When the sample is tilted, or contains significant slopes in topography or
form, the Z actuator experiences variations in offset during the lateral scan.
This effect has been assessed by SFM imaging (50 mm by 50 mm) a 512 nm
step-height grating, tilted by 3o in the X direction, with the TR Z actuator. Prior
to SFM imaging, feedback is established in one corner of the area to be imaged
and thus the other X-axis corner will experience maximum offset. For the above
example, the Z displacement between the two X-axis corners is 2.8 mm. Analysis
of the step heights at such corners for both level and tilted SFM images revealed
errors that were consistent with the data shown in Figure 16.3(a), the tilt angle
and the movement made by the Z actuator to reach the diagonally opposite cor-
ner. Clearly, excessive tilt of the sample can introduce significant actuator offsets
with consequent height measurement errors.

16.3.4
Implications of Actuator Offset for Scanner Curvature

The Z trajectories of the two SFMs used in this study have been determined from
large-area SFM images of flat surfaces (data not shown). For the TS Z actuator, a
maximum Z displacement of 32 nm was measured for a lateral scan of 50 mm.
For the TR Z actuator, a maximum Z displacement of 8 nm was measured for
a lateral scan of 50 mm. Although the Z displacement is four times greater
for TS than for TR, the values for both actuators are so small that the maximum
offset experienced during wide area (50 mm by 50 mm) images does not produce
any significant measurement error.
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16.4
Conclusions

It is clear that the sensitivity of open-loop Z actuators in SFMs varies considerably
with the amplitude of the applied voltage sweep. Therefore, in order to improve
the accuracy of step-height measurements, open-loop Z actuators in SFMs should
be calibrated for different height ranges (as is generally the case for open-loop XY
actuators) rather than for their full dynamic range. Further additional calibration
uncertainties arise if the Z actuator is not operated around its mid-position. Users
need to be aware that offsetting the Z actuator deliberately, or as a consequence of
sample tilt or form, may affect the accuracy of height measurements. For the two
SFM scanners studied the actuator offset resulting from scanner curvature does
not introduce any significant height measurement errors.
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17
An Approach to the Development of Tolerance Systems
for Micro- and Nanotechnology
J. Sch�bel and E. Westk�mper

Abstract

Production processes with an accuracy in the range down to the nanometer scale
gain growing importance in industry. A crucial requirement for their economical
application are capable and controlled processes. These in turn are dependent on
suitable measurement devices and strategies. Though measurement devices with
the required precision are available, strategies and tolerance systems in the con-
sidered dimensions do not exist. In this chapter an approach to the development
of tolerance systems for features in micro- and nanotechnology is presented as
the examples micromilling and sputtering as production processes as well as
atomic force microscopy as a measurement process.

17.1
Introduction

To ensure the function of a part tolerances are designated to dimensions. With the
specification of tolerances additional influences resulting from the production
and measurement processes have to be taken into account. At the moment, how-
ever, tolerance systems for features in the micro- and nanometer scale are not
available. For that reason the designer is largely dependent on his or her own
experience. A mere extrapolation of existing tolerance systems seems not to be
appropriate because with shrinking dimensions effects have to be considered
that are negligible in the macroscopic world. A strict distinction between rough-
ness and shape, for example, can no longer be maintained. Furthermore, mea-
surement instruments such as scanning probe microscopes are used to which
existing standards can only be applied with substantial limitations [1].
An approach to the development of tolerance systems for micromachined parts

will be presented and exemplarily introduced for the production processes, micro-
milling and sputtering, and for the measurement process, atomic force micro-
scopy. To develop new tolerance systems for micro- and nanotechnology the influ-
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encing factors of the tolerances have to be identified first. Primarily these are the
variations in the production processes and the uncertainties of the measurement
processes [2]. In general, these influences act as a constraint on the desired func-
tional properties and have to be balanced with economical requirements (Figure
17.1). The influences have then to be quantified in systematical analysis. Here the
uncertainties of microroughness measurements with an atomic force microscope
(AFM) are determined by a measurement systems analysis. The achievable
surface roughness of the production processes, micromilling and sputtering,
and their variations are determined through test series. The surface properties
are measured with an AFM to avoid the limited spatial resolution of optical or
stylus instruments.

17.2
Tolerancing and Standards

The framework for geometrical tolerancing is set up in ISO/TR 14638 “geometri-
cal product specifications (GPS)” [3]. The GPS is organized in four groups of stan-
dards–fundamental, global, general, and complementary. The general standards
are represented as a matrix model with the geometrical properties arranged in
its rows. The rows form chains in whose links the standards for the definitions
of the nominal and actual characteristics of the features, the definition of toler-
ances, and requirements for measurement equipment and its calibration are col-
lected. The complementary standards contain chains for specific manufacturing
processes and machine elements.
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Fig. 17.1 Influences on the determination of tolerances.



Whereas the fundamental and global standards can generally be applied to
micro- and nanotechnology as well, the situation is different for the general
and complementary standards. Tolerance grades, for example, are not defined
for nominal sizes below 3 mm. Novel manufacturing processes such as LIGA
and measurement instruments such as SPM or white light interferometers
have neither found their consideration in the GPS. The increasing dissemination
of these instruments in industry, however, requires that accepted standards for
their calibration and application are developed. Only then reproducible and com-
parable results can be obtained, which allow a decision over the conformance of a
product with its specification.
The current state can thus be summarized that in none of the GPS chain links

satisfying solutions for applications in the micro- and nanometer range exist.
Standards in this field are currently specific to industrial sectors and their orga-
nizations. New tolerance systems for micro- and nanotechnology, however, are
likely to be generally accepted only if they can be seamlessly integrated into the
GPS.

17.2.1
Measurement Systems Analysis

To determine the uncertainties of microroughness measurements with an AFM,
repeatability studies with step-height standards and a roughness standard were
carried out. A Digital Instruments Dimension 3100 AFM was used for the measure-
ments. All AFM measurements were evaluated with the software SPIP by Image
Metrology A/S [4].

17.2.2
Step-Height Measurements

For the step-height measurements three different line gratings with nominal
heights of 26 nm, 104 nm, and 530 nm were used. The AFM images were
acquired in contact mode as the 530 nm steps were insufficiently mapped in tapp-
ing mode. Besides imaging artifacts appeared at the step edges, which obstruct
the evaluation of the images. On each standard 10 arbitrarily chosen spots were
measured twice.
To take the influence of the evaluation method into account the height values

were determined by two different methods. Firstly, the height values were directly
measured in the histogram of the images [4]. The second method is described in
ISO 5436-1 [5]. Here lines are fitted into the inner third of the ridge and valley
plateaus of a profile by least-squares fits and the distance between the lines is
determined. The height value of the measured area is calculated as the mean
of the profiles.
In Figure 17.2 the expanded standard deviation of all 20 measurements of each

standard with a coverage factor of k ¼ 3 is shown. Also the standard deviations of
the differences of the height values measured in the two consecutive images
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acquired at the same spot of the standard were calculated. The coverage factor
k ¼ 3 was applied likewise.
The significantly higher values of the standard deviation with respect to the

standard deviation of the differences can partly be attributed to the uncertainty
of the step-height standards. A further influence arises from the nonlinearity of
the piezoactuators, because the absolute position of the z-piezo varies between
the different measurement spots.
The difference between the two evaluation methods was found to be very small

with slightly higher uncertainties in the histogram method (Table 17.1). This may
be attributed to the discretization of the height classes in the histogram.
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Fig. 17.2 Expanded standard deviation and standard deviation of differences of step-height
measurements.

Table 17.1 Differences between step-height evaluation
methods (all values in nm)

Step height Expanded SD (k ¼ 3) SD of differences (k ¼ 3)
Histogram ISO 5436 Histogram ISO 5436

26 1.19 1.02 0.54 0.45

104 2.95 2.13 1.79 1.00

530 11.44 11.41 2.59 1.67



17.2.3
Microroughness

Because the standardization process for microroughness and three-dimensional
surface measurements is still in an early stage no generally accepted guidelines
for these measurements are available. Calibration specimens for microroughness
measurements are developed and evaluated in [6] but were not available for the
presented work yet.
Here the measurements were carried out with a DKD (German Calibration Ser-

vice) roughness standard that is intended for the calibration of stylus instruments.
The nominal values for the standard are Ra ¼ 0.233 mm, Rz ¼ 1.56 mm, and Rt ¼
1.79 mm at a cutoff wavelength of lc ¼ 0.8 mm. Comparable results from AFM
measurements cannot be expected because the transmission bands of the instru-
ments have just little overlap. The measured values can only be regarded as a
basis of comparison for the machining experiments. On the standard 17 arbitra-
rily chosen spots were measured twice with a scan range of 80 mm.
Firstly, suitable filter parameters for the AFM measurements had to be identi-

fied. The approach was to minimize the standard deviation of the roughness para-
meters related to the actual values to achieve an optimum separation from the wa-
viness profile. In Figure 17.3 the relative standard deviations of Sa and Sq are dis-
played with respect to the cutoff wavelength of the applied two-dimensional Gaus-
sian filter. Sa shows a minimum at lc ¼ 11.4 mm, which is 1/7 of the scan range.
Table 17.2 shows the results of the microroughness measurements. The stan-

dard deviation of the differences was calculated as noted in the previous section.
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Fig. 17.3 Relative standard
deviation of microroughness
measurements (n ¼ 34
measurements, scan size ¼
80 mm) with respect to the
filter wavelength.

Table 17.2 Result of microroughness measurement with DKD
roughness standard (all values in nm, coverage factor k ¼ 3)

Parameter Sa Sq Sz Sk Spk Svk

Mean 61.5 78.2 524.3 184.4 86.3 80.1

Expanded SD 18.3 25.8 266.4 63.6 65.0 72.1

SD of differences 0.6 0.9 34.3 3.1 3.4 2.7



The high standard deviations of the parameters can be attributed to the rather
inappropriate standard and show that specific standards for microroughness mea-
surements are required.

17.3
Machining Experiments

17.3.1
Micromilling

The machining experiments were carried out on a Kugler Microgantry GU2 micro-
machinig-center. The positioning accuracy of the machine is specified with 0.3 mm
for the X- and Y-axes as well as 0.5 mm for the Z-axis. The machining spindle
allows rotational speeds of up to 160 000 rpm. Two-flute end mills with 0.5 mm
diameter of the type Magafor were used as tools. Because of their good machining
properties brass (CuZn39Pb2) and aluminum (AlCuMnPb) were chosen as sample
materials.
To achieve even reference planes the experiments were carried out on prepared

matrix structures with rectangular elements of 1.5 mm by 15 mm in size. On the
longer sides of the rectangles single paths were milled with combinations and
intermediate values of the parameters shown in Table 17.3. Overall 480 paths
were milled but for the evaluation only the brass samples were used because the
aluminum samples tended to burr and impeded the measurements with the AFM.
Three-dimensional surface parameters are described in [7]. Here a subset of

these parameters was used. Additionally the three parameters Rk, Rpk, and Rvk

described in ISO 13565-2 [8], extended to three-dimensional measurements,
were used.
The influence of the machining parameters on the surface properties was de-

termined by a regression analysis. For each combination of the roughness and
machining parameters the significance of the dependency was calculated as the
quotient of the test value of the regression and the critical value of the t-distribu-
tion at a significance level of a ¼ 99% (Table 17.4).
Values larger than 1 indicate a significant influence. Table 17.4 shows that the

feed per tooth has the highest influence on the surface characteristics followed by
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Table 17.3 Machining parameters for milling experiments

Parameter Minimum Maximum

Cutting speed vc (m/min) 157 236

Feed rate fz (mm) 0.5 2.25

Depth of cut ap (mm) 1 100

Width of cut ae (mm) 0.25 0.45



the cutting speed. The depth of cut shows no significant influence on the micro-
roughness of the surface. The amplitude parameters Sa, Sq, Sy, and Sz correlate
better with the machining parameters than the functional parameters but their
significance to functional properties of a manufactured part is inferior. For the
determination of process capabilities, however, an investigation of the tool life
and the degradation of the tool during its lifespan are necessary. Figure 17.4
shows the dependency of Sz on the feed per tooth.
Two AFM images of the milled surfaces are shown in Figure 17.5. The domi-

nating influence of the feed per tooth is clearly visible. The left sample was milled
with fz ¼ 2.25 mm and the right sample with fz ¼ 0.75 mm. The ten-point heights
are Sz ¼ 115 nm and Sz ¼ 317 nm, respectively.
The standard deviations of the measured roughness parameters lie far above

the values that were determined with the step-height standards. These values,
however, are not directly comparable. To separate the influences of the production
and the measurement process, suitable roughness standards with nominal values
in the range of the machined surfaces and comparable wavelengths are necessary.
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Table 17.4 Significance of the influence of cutting parameters on surface
parameters (brass sample)

Parameter ap vc fz Parameter ap vc fz

Roughness average Sa (nm) 0.3 1.4 1.9 Root mean square slope Sdq (1/nm) 0.2 1.2 1.9

Root mean square Sq (nm) 0.3 1.4 2.0 Surface bearing index Sbi 0.5 0.2 1.2

Surface skewness Ssk 0.1 0.4 1.1 Core fluid retention index Sci 0.4 0.1 1.3

Surface kurtosis Sku 0.3 0.0 0.9 Valley fluid retention index Svi 0.0 0.0 0.8

Peak to peak height Sy (nm) 0.4 0.9 2.3 Core roughness depth Sk (nm) 0.2 1.2 1.7

Ten-point height Sz (nm) 0.4 0.9 2.3 Reduced summit height Spk (nm) 0.7 1.6 1.6

Mean summit curvature Ssc (1/nm) 0.4 1.1 1.2 Reduced valley depth Svk (nm) 0.3 1.1 2.2

Fig. 17.4 Influence of the
feed fz on ten-point height Sz
(variable cutting speed and
depth of cut).



17.3.2
Sputtering

To determine the uncertainties of the deposition process Cu was sputtered on Si
[111] substrate. The process parameters for the different samples are shown in
Table 17.5. Three samples for each parameter set were sputtered. The surface
roughness and the layer thickness were measured with the AFM at several differ-
ent areas of the samples. Two samples of the surfaces are shown in Figure 17.6.
The roughness values as described in the above section were determined at a

scan range of 1 mm and a Gaussian filter with a cutoff wavelength of l ¼ 143
nm was applied. To measure the layer thickness a part of the Cu layer was re-
moved and the step height was evaluated as the distance between the peaks in
the histogram of the AFM images. The results of the measurements for the
ten-point height Sz and the thickness are shown in Figure 17.7. The expanded
standard deviation of the thickness measurements is 9% of the step height.
For the ten-point height an expanded standard deviation of 3.0 nm was observed.
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Fig. 17.5 AFM images of micromilled brass surfaces. Left: fz ¼ 2.25 mm. Right: fz ¼ 0.75 mm;
Vc ¼ 157 m/min in both images.

Table 17.5 Parameters for sputtering experiments

Set No. Pressure (mbar) Time (s)

1 0.0100 60.0000

2 0.0075 60.0000

3 0.0050 60.0000

4 0.0075 300.0000

5 0.0050 300.0000

6 0.0050 900.0000
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Fig. 17.6 AFM images of sputtered surfaces. Left: t ¼ 60 s. Right: t ¼ 300 s; p ¼ 0.005 mbar,
P ¼ 200 W in both images.

Fig. 17.7 Results of roughness (left)
and thickness (right) measurements
of sputtered surfaces with respect to
the sputtering time.



Table 17.6 shows the significance of the influence of the sputtering parameters
on the surface roughness. The significance was calculated as described for the
milling experiments. Again a value larger than 1 indicates a significant influence.
Whereas the amplitude parameters Sa, Sq, Sy, and Sz show a good correlation with
the sputtering time the standard deviations at short sputtering times are high and
vary between the different samples. A stabilization of the process can be observed
with increasing sputtering times.
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Table 17.6 Significance of the influence of sputtering
parameters on surface parameters

Surface parameter Significance
Power Time Pressure

Roughness average Sa (nm) 1.0 8.0 1.4

Root mean square Sq (nm) 1.0 8.1 1.3

Surface skewness Ssk (nm) 0.9 3.4 3.4

Surface kurtosis Sku (nm) 0.3 1.7 3.7

Peak to peak height Sy (nm) 0.9 7.1 1.0

Ten-point height Sz (nm) 1.0 7.5 1.1

Density if summits Sds (1/um
2) 0.8 3.5 0.5

Mean summit curvature Ssc (1/nm) 0.7 3.5 1.2

Texture index Sti 0.1 0.9 0.3

Root mean square slope Sdq (1/nm) 0.4 5.4 2.0

Surface area ratio Sdr (%) 0.4 4.9 1.6

Surface bearing index Sbi 1.2 3.1 1.3

Core fluid retention index Sci 1.1 3.5 1.8

Valley fluid retention index Svi 1.2 3.5 1.6

Core roughness depth Sk (nm) 0.9 7.7 1.5

Reduced summit height Spk (nm) 0.6 5.9 0.4

Reduced valley depth Svk (nm) 1.3 6.4 1.3

Texture direction Std (deg) 0.4 0.3 0.1

Texture direction index Stdi 1.6 1.9 0.2

Dom. rad. Wavelength Srw (nm) 0.1 0.0 0.8

Radial wave index Srwi 1.5 1.8 0.1

Mean half wavelength Shw (nm) 0.6 1.3 0.6



17.4
Conclusions

Among others the functional properties of a product are determined by its geome-
try and surface characteristics. The designer has to choose the parameters that
reflect these properties as good as possible and has to assign limits to these para-
meters that must not be exceeded to ensure the function of the part. Based on the
functional requirements production and measurement processes have to be
chosen that are capable to comply with the requirements. Standards for these
processes can be developed either for general geometrical properties, for specific
machine elements, or for a specific manufacturing process.
The results of the step-height and microroughness measurements suggest that

the observed uncertainties are highly dependent on the availability of calibration
standards and procedures as the differences between the standard deviations and
the standard deviations of the differences show. A definition of tolerance grades is
therefore only reasonable when standards at the chain links five (measurement
equipment requirements) and six (calibration requirements–measurement stan-
dards) in the GPS matrix are available.
The capability of a production process is dependent on the spread of the pro-

cess and also on the uncertainty of the measurement process. The higher the
measurement uncertainty is the narrower the spread of the production process
has to be to maintain a specified tolerance. A tolerance system has to take both
sources of uncertainty into account. The results of the conducted experiments
show that some of the surface characteristics of the examined processes correlate
well with machining parameters. A correlation of the results with functional prop-
erties of manufactured parts will allow a direct toleration of these properties [9].
The combined uncertainties of the measurement and production process deter-
mine boundaries of achievable manufacturing results and determine minimum
tolerances that can be assigned to dimensions. Systematical analysis of produc-
tion and measurement processes in which uncertainties and their sources are
investigated can then be developed into a tolerancing scheme.
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18
Standards for the Calibration of Instruments
for Dimensional Nanometrology
L. Koenders, T. Dziomba, P. Thomsen-Schmidt, and G. Wilkening

18.1
Introduction

Geometrical quantities of nanostructures are determined with scanning probe
microscopes (SPM) and scanning electron microscopes (SEM). Whereas the latter
usually furnish only two-dimensional information, SPMs allow three-dimensional
structures to be measured. In national metrology institutes, high-precision scan-
ning probe microscopes are equipped with laser interferometers, which allow the
measurement results to be traced back directly to the unit of length “metre” [1]. In
commercial devices used in research and application in industry and institutes,
capacitive or inductive sensors or strain gauges help the deficiencies of the piezo-
electric control elements normally used (e. g., drift and hysteresis) to be mini-
mized. These must be compared with the SI unit of length on the basis of a cali-
bration. For this purpose, standards of known properties are used. The design of
the standards is adapted to the proper measurement purpose and to the
manufacturing method.
In addition to geometrical quantities, it is important for nanometrology to

determine – i. e., to prove and resolve – material differences on a scale of a few
nanometres. This refers to layer thickness and depth profiles as well as to the
lateral distribution of different materials on the surface. Typical devices for the
determination of the layer thickness are X-ray reflectometers and ellipsometers.
For the material analysis of small lateral structures, high-resolution electron
microscopes (HREM), Auger electron spectrometers (AES), and secondary ion
mass spectrometers (SIMS) are used in particular. Standards for these techniques
are described elsewhere [2].

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



18.2
Standards for Scanning Probe Microscopy

For the calibration of the lateral properties of the scanning unit of scanning probe
microscopes, one-dimensional or two-dimensional gratings exist with structures
in the range 10 mm down to a few nanometres. To avoid disturbing effects on
the lateral calibration by too large deflections in the vertical direction, the struc-
tures are kept quite flat, i. e., only in a few cases they are suitable to simulta-
neously calibrate the vertical axis. For this purpose, special step-height standards
are used which show individual two-dimensional or three-dimensional arrange-
ments. The structures of some standards are clearly below the wavelengths of
the visible light (I400 nm). Their manufacture with electron beam lithography
procedures requires high technical effort.
In addition, there are some test samples available that show the functional

efficiency of measuring set-up and probe. In scanning probe microscopes, the
probe is moved over the scanning range by piezo-actuators while the tip follows
the sample topography. Although the measuring ranges are very small – typical
are 70 mm x 70 mm – such systems show clear deviations from an ideal guide.
Moreover, external influences (temperature, mechanical and acoustical oscilla-
tions as well as impact sound) are acting on the device during the measuring
time.
In the image process of structures, the probe with its fine tip is a very critical

element. Here it is important that their imaging quality can be checked. For this
purpose, a large variety of tip characterizers are used. However, they cannot be
used to perform a “calibration” of the “true” dimensions of the tip, it can at
least be verified whether the tip has been changed by the measuring process or
not.
In the past few years, different standards for the verification and calibration of

scanning probe microscopes have been developed by Physikalisch-Technische
Bundesanstalt (PTB) in cooperation with partners. In addition to a flatness
standard, six step-height standards (8 nm to 2400 nm) and five lateral standards
(100–10.000 nm) were developed [3]. After that, additional prototypes for lateral
standards with structural periods of 30 and 50 nm have been further developed
and investigated. Depending on the resolution and area of application, these stan-
dards can, of course, also be used for calibration by other high-resolution devices.
In addition, samples of other offerers (see tables and Ref. [4]) can be used for
calibration. In the course of quality assurance, an unbroken chain of the tracea-
bility of the measurand must, however, be ensured.

18.2.1
Flatness Standard

Figure 18.1 shows the overall layout of a flatness standard with adjusting aids and
reference field in the center. In the case of these standards, chromium layers have
been structured on high-quality glass substrates (5 mm x 7 mm x 2 mm). The
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reference area in the center was calibrated with an interference microscope. The
peak-to-valley (P–V) value is indicated as characteristic of the flatness. For these
standards, this value is clearly smaller than 10 nm (typical are 6 nm).
Such flat surfaces allow the quality of the scanning unit of scanning probe

microscopes and their environment to be checked (Figure 18.2). Deviations by
“scanner bow” problems of the zero detector, drift effects due to temperature
changes and disturbances by mechanical and acoustical oscillations can be clearly
seen sometimes [5]. External influences are generally easy to recognize and can be
eliminated, for example, by an improved insulation against acoustical and
mechanical oscillations. Intrinsic disturbances, as for example the “scanner bow”
in the case of tube scanners, drift effects due to temperature changes or disturb-
ing interferences on the quadrant diode by undesired reflections on the sample,
are more difficult to detect and eliminate. Both effects can well be proved on flat
surfaces of low roughness.

24718.2 Standards for Scanning Probe Microscopy

Fig. 18.1 a) Layout of the flatness standard with optically marked orientation marks, orienta-
tion guides for scanning probe microscopy and central reference field.

Fig. 18.2 The lower plain face
shows the range of the flat-
ness standard recorded with
an interference microscope
(100 mm x 100 mm). The upper
face shows the range recorded
at the same place with the
SPM. In the direction of the X
axis (rapid axis of motion), the
slight curvature shows the
influence of the scanner face
which is not ideal. Larger
deviations due to drift, distur-
bing interferences and the like
can be clearly seen along the
slower axis.



18.2.2
Tip Characterizers

When fine structures with sharp tips are imaged, the result is a convolution –
better: a morphological dilatation – of the surface topography with the tip
shape (without taking interacting influences into account). Here, sharp and stable
structures are often used to control the tip shape. This allows qualitative tests to
be performed before and after important measurements. Only in the case of a
known tip geometry could it be possible to obtain a “true” or a better approxi-
mated topography reconstruction. For this purpose, mathematical methods
(fast Fourier transform (FFT), Legendre transformation [6], and morphological
methods [7]) are used which allow statements on the tip shape to be made on
the basis of measured images and topographies. The known procedure of the
blind reconstruction [8] is based on morphological procedures (erosion, dilatation)
and calculates the bluntest tip with which the image could be measured.
In a joint project of PTB, Institut f�r Physikalische Hochtechnologie Jena

(IPHT) and Nanosensors (now Nanoworld), line structures with very sharp tran-
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Fig. 18.3 SPM-mapping at the tip
characterizer.
Map of the test structures recorded
with the scanning electron microscope
for determination of the tip shape. The
larger structures are optical orienta-
tion guides. For determination, three
fields of different width with identical
structure depths may be used (source:
IPHT, Jena).
a) REM-mapping of the central range
with finding structures.
b) A group of lines for determination
of the tip parameter. Specified: width
and distance of the lines.



sitions were manufactured for the preparation of special samples [9]. Figure 18.3
shows such a structure and Figure 18.4 the profiles recorded on it. The width of
the lines of the test structure have been measured very exactly with well-proven
optical measuring methods to obtain a very low uncertainty. By special sharpen-
ing procedures, the edges have been finished to show a very small curvature
radius. This allows the geometry of the shaft to be determined with larger accu-
racy.
Investigations of Meli [10] showed that there is a difference of a few nanometres

between the geometrical shape of the tip (manufacturer’s datasheet) and the tip
shape derived from very careful investigations performed on undercutted struc-
tures. This can be attributed to interactions occurring between tip and sample
when the surface is scanned. This aspect is very important for nanometrology
and has to be further investigated in future.
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Fig. 18.4 AFM-mapping of a range of tip
characterizers (upper part). Profiles and
evaluation of the parameters “included
angle” and “tip radius” (lower part).



18.2.3
Lateral Standards

For these standards, different manufacturing and calibration procedures are used.
Spacings above 300 nm can be realized by optical means. The standards with
mean spacings between 1 mm and 10 mm, which are used to calibrate large scann-
ing ranges, are produced with the aid of holographic methods. Below 300 nm,
electron beam writers are used. In research projects, gratings were also prepared
with atomic-optic lithography with spacings of z 212.7 nm [11]. Figure 18.5
shows a holographically manufactured two-dimensional standard with a pitch
size of 1 mm in both directions. These standards are characterized by very good
homogeneity and rectangularity of the structures. Figure 18.6 shows another
two-dimensional standard with spacings of 300 nm manufactured by electron
beam lithography. The structures are directly etched into the silicon.
The somewhat larger spacings are usually calibrated by optical diffraction meth-

ods in which averaging is performed over the whole reference area. An advantage
of this method is that very small uncertainties can be realized with short measur-
ing times. Although structures with spacings of 300 nm can still be calibrated by
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Fig. 18.5 Range of the 2D300 standard
imaged with the metrological Veritekt scanning
force microscope. Here, the small pyramid-
shaped depressions which were directly etched
into the silicon by anisotropic procedures can
be clearly seen.

Fig. 18.6 Image of the 2D1000 stan-
dard in 3D representation recorded
with the scanning force microscope
with vertical exaggeration of the topo-
graphy in the z-direction. After analysis
of the data set, the values certified
for the distance of the structures can
be used to calibrate the axes of the
scanning force microscope in the x or
z-direction.



diffraction methods, these structures manufactured by electron beam lithography
clearly demonstrate the disadvantage of a global calibration method. In subse-
quent investigations performed with scanning force microscopes it turned out
that jumps in the grating spacings of up to 20 nm occur [12] between adjacent
structures. These are due to the limited positioning accuracy of the electron
beam for the stitching process. If such effects are avoided and averaging is per-
formed over a sufficiently high number of structures, a close approximation of
the value determined by the light optics can be achieved. Lateral standards with
structural spacings of less than 300 nm can at present be calibrated only with me-
trological scanning probe microscopes [1].
Standards with even smaller spacings can be realized by “structuring” of semi-

conductor heterostructures [13, 14]. Molecular beam epitaxy (MBE) or other tech-
niques, like metal organic chemical vapor deposition (MOCVD) allow epitaxial
growth of very thin single-crystal layers with changing material compositions.
The proper structure for calibration of the scanning force microscopes is obtained
by wafer cleaving and subsequent anisotropic etching of the layer system laid
open on the cleaved surface (Figure 18.7). The small topography contrast of
2–5 nm is sufficient to image structures with the scanning force microscope.
At PTB, structures of 30 and 50 nm period were manufactured and special impor-
tance was attached to traceability of the calibration. It turned out that Ga30Al70As/
GaAs heterostructure layer systems can well be investigated and calibrated by
means of X-ray reflectometry (XRR). Complementing investigations with neutron
reflectometry and transmission electron microscopy (TEM) showed very good
agreement. For an improved topography contrast, it is also possible to apply
ion beam techniques for preparation. At present, investigations into the long-
term stability of such standards are carried out.
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Fig. 18.7 a) Stack of the Ga30Al70/GaAs heterostructure with two different periods of 30 and
50 nm. b) Range of the layer system excavated by splitting of the waver imaged with the
scanning force microscope before etching. By natural oxidation, the Ga30Al70 layers are some-
what increased.



18.2.4
Step-Height Standards

In addition to the lateral dimensions, the height or depth is also an important
quantity in surface topography. Whereas the lateral x- or y-positions are specified
by the device, the tip of the topography must very well follow the surface topogra-
phy in the z-direction. Different strategies are followed to determine the behavior
in the z-direction. The calibration can be performed on a standard with a single
line, a field with many identically high structures or several standards of different
heights. In most cases, calibration is carried out on a single line, which is posi-
tioned in the center of the x–y scanning range and of the z-deflection range of
the piezo. Deflection in this direction is, however, performed via a control loop
and a control variable (tunnel current in the case of scanning tunneling micro-
scopes (STM) and force in the case of the scanning force microscopes (SFM));
the probe is adequately tracked. Compared with a calibration of the z-displace-
ment sensor only, a calibration by measurement with the cantilever on standards
has the advantage that potential deviations of the cantilever’s positional controller
are included [15].
Step-height standards are often made of silicon. Figure 18.8 shows a detail of

such a standard. The proper reference structure in the center of the sample is
a two-dimensional arrangement of holes with as flat a bottom as possible and
nominally identical depths on a surface of 240 mm x 240 mm. The hole pattern
represents a height standard with a certified mean step height h. The surrounding
quadrants show horizontal and vertical lines as well as two-dimensional hole pat-
terns with different spacings.
Figure 18.9 shows an image taken with the scanning force microscope on a

single line on a SiO2 layer thickness standard [16]. Here, lines of different widths
5 mm, 30 mm, and 100 mm can be found on the silicon substrate. Such standards
are calibrated with interference microscopes or with metrological scanning probe
microscopes. Expanded uncertainties of U (k ¼ 2) Z 1 nm are realized. These very
small uncertainties have been confirmed by the international intercomparison
NANO2 [17].
The limit for step-height standards can be seen in atomically high steps on crys-

talline surfaces as, for example, silicon. The step height, i. e., the spacing between
the two crystal planes on the surface, derived from volume data of silicon,
amounts to 0.13 nm for the (001) surface. In most cases, these surfaces can, how-
ever, be measured only under ultrahigh vacuum conditions. When exposed to air,
adsorption of water films or bio-compatible films occur in addition to oxidation
and contamination. These can considerably change the arrangement of the sur-
face atoms. In view of the symmetry of the arrangement of atoms, crystalline sur-
faces would be ideal samples for angle measurements in small sections (rectan-
gularity etc.). Atomically plane single-crystal surfaces over areas of a few milli-
metres could be ideal samples for form measurement techniques for microstruc-
tures [18].
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Fig. 18.8 a) Layout of the central area of the
step-height standard with the reference field
(4x4 mm cavities with 8 mm period). The areas
A, B, C and D show other patterns. b) Image
of the central range recorded with an optical
microscope.

Fig. 18.9 The image recorded with the
scanning electron microscope shows a
section of 60 mm x 10 mm with a step 1 mm in
height on a SiO2 layer thickness standard.



18.2.5
Nanoroughness Standards

In addition to these standards with simple geometrical structures, PTB is also
working on a nanoroughness standards in cooperation with the IMT (Hannover
University) and Nanosensors [19]. This standard is manufactured with the aid of
nanogrinding and is to show values of Rz 30 and 80 nm. Figure 18.10 shows
images of such a sample taken with the scanning probe microscope. These stan-
dards could fill the gap between superfine roughness standards (150 nm J Rz
J 450 nm) and plane glass surfaces (Rz Z 2 nm) and serve as a bridge between
conventional roughness measurements with contact stylus instruments and me-
trology with scanning probe instruments.

18.3
Film Thickness Standards

Thin films are important components in the field of nanotechnology. They are
used as gate oxides in MOSFETs as protective coatings, storage media in optical
or magnetic drives and reflectors for synchrotron radiation. Here, precise thick-
ness control plays a decisive role. X-ray mirrors, for example, are made of a
large number of single layers on a curved substrate and show film thickness
values less than 1 nm. To achieve that such a mirror meets the required specifica-
tions and functionality, the film thicknesses calculated before must exactly com-
plied with for substrates of up to 100 mm in length.
Within the scope of a BMBF project, material measures were manufactured and

metrologically characterized for the nanometre range [20]. Calibration procedures
were developed and tested under conditions related to practice. Two different
types of material measures were manufactured for different film thickness stan-
dards. One set of film thickness standards is intended for the field of X-ray reflec-
tometry, X-ray fluorescence analysis, and electron beam microanalysis, the other
set is tailored to ellipsometry. For the first-mentioned fields, the thinnest metal
layers of platinum and nickel on a quartz glass substrate are used (Figure
18.11). The substrates are polished by an ion beam technique before Pt or Ni
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Fig. 18.10 Image of a nano-roughness standard recorded with a scanning probe microscope.
The range has a size of approx. 72 mm x 70 mm, the grey gamut represents a vertical range of 80
nm. The roughness characteristics are: Sa Z 8.5 nm.



is deposited. The platinum films are directly deposited on the quartz substrate by
the laser pulsed technique, whereas the nickel films are embedded between two
thin protective carbon layers. These additional layers should prevent oxidation of
the nickel and diffusion of nickel into the substrate. The nominal thickness values
of the metal layers lie between 10 nm and 50 nm. These standards were calibrated
by X-ray reflectometry at PTB in Berlin. Proof of stability and resistance to aging
was furnished at the Bundesanstalt f�r Materialforschung und -pr�fung (BAM).
Subsequent investigations at PTB, manufacturer, and different users showed very
good agreement with the calibrated values.
For the calibration of ellipsometers, thermal SiO2 layers were grown on silicon

wafers (Figure 18.12). The nominal values of the standards manufactured were: 6,
70, 160, 400, and 1000 nm. Calibration was also performed at BESSY II by X-ray
reflectometry (XRR) at an optimized beam energy of 1841 eV [21]. The boundaries
of the layers were investigated by TEM. The SiO2 standards were additionally pro-
vided with a lithographically prepared microstructure to make the layer thickness
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Fig. 18.11 Quartz glass with 10 nm platinum
coating (60 mm x 20 mm x 10 mm).

Fig. 18.12 SiO2/Si layer thickness standard for the field of application “ellipsometry”. The
general survey (view from above) is shown on the upper left. On the right above, the structure
for the topographic measurement with the SFM can be seen. The lower image shows SPM-
mapping of the four lines of this range.



accessible for measurements with a scanning probe microscope. Comparisons
between the results obtained on these structures with a metrological scanning
force microscope (SFM) and results from XRR investigations in the center of
the sample furnished excellent agreement of the procedures within the scope
of the uncertainty. In comparison to XRR results, ellipsometric thickness values
based on a simple computation model were systematically too thick. A least
square fit showed a constant offset of 1 nm and a linear deviation of 1%. This
systematic effect can be corrected by a calibration of the ellipsometers using
the XRR calibrated SiO2 layer thickness standards. This could impressively be de-
monstrated by investigations on the two calibrated sets and another SiO2 standard
[22].

18.4
Outlook

The above survey shows that a large number of different standards is available for
the range of scanning probe microscopy. In future, they will have to be selectively
used for the calibration of scanning probe devices. Due to this the VDI/VDE-GMA
Committee 3.43 “Standards for Nanometrology” [23] has started to draw up direc-
tives, which are to support users in the testing and calibration of their devices.
Almost the same applies to the use of nanometre layer thickness standards for
X-ray reflectometry and ellipsometry. In the case of the standards for scanning
probe microscopy, the next objective is to link atomic plane single-crystal surfaces
up with the SI unit of length “metre.” For this, X-ray interferometry could serve as
the required metrological basis [24]. For a further reduction of measurement
uncertainties for scanning probe microscopy, it is necessary to investigate the
interaction between sample and probe more exactly. As the processes that take
place upon probing and scanning and the occurring interactions are not yet
exactly known, quantifiable statements cannot be made. This lack of knowledge
leads to measurement uncertainties whose sum may lie in the upper sub-nano-
metre range.
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“Atomic Flat” Silicon Surface for the Calibration
of Stylus Instruments
S. Gr�ger and M. Dietzsch

Abstract

For the calibration of stylus instruments the extraction of the total profile defined
in DIN EN ISO 3274:1998 takes place with a surface flatness standard. The total
profile is the digital profile of the traced profile relative to the reference profile.
The shape of the reference profile is the practical realization of the theoretical
exact profile. Its deviations depend on the deviations of the guide as well as the
external and internal disturbances. The total profile is the result of the reference
profile and the deviations of the standard.
For calibration an ideal smooth and flat surface (flatness standard) should be

used for the extraction of the total profile. Commonly used optical flats have flat-
ness deviations above 40 nm. Flats without geometrical deviations lead to the total
profile as reference profile. Single crystal silicon develops “atomic flat” surfaces
(facets) during crystal growing. The grown facets with the size of 15 mm by
40 mm have been tested with a modified stylus instrument. The reduction of
the disturbances from the environment and the internal influences produced a
total profile of less than 20 nm on the length of 30 mm.

19.1
Calibration of Stylus Instruments

For the reduction of measurement uncertainty measurement instruments have to
be developed. The characteristics of these measurement instruments are evalu-
ated through calibration. The approach discussed in this paper is the improve-
ment of stylus instruments through calibration with a new calibration standard
for the measurement in the range of a few nanometers.

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



Stylus instruments scan surfaces with a stylus and detect deviations which are
presented in a surface profile (Figure 19.1). The surface profile is defined in
DIN EN ISO 4287:1998 as

the profile that results from the intersection of the real surface by a specified plane [1].

The calibration of stylus instruments takes place among other standards with a
surface flatness standard [2]. The result of tracing the flatness standard is the
residual profile. It is defined in DIN EN ISO 3274:1998 as

the primary profile obtained by tracing a ideally smooth and flat surface (optical flat)
[3].

The primary profile is defined in the same standard as

the total profile after the application of the short wavelength filter, ls. It is the basis for
digital profile processing [3].

The filter for short wavelength ls, which is applied in the primary profile causes
problems for the evaluating of profiles in the range of a few nanometers. Filtering
with ls leads to a reduction of amplitudes according to the filter characteristic.
The identification of the effects influencing the profile can only be achieved
with a profile without filtering.
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Fig. 19.1 Surface profile [1].

Fig. 19.2 Primary profile (total height 3.8 nm).



For the evaluation of the characteristics of a stylus instrument two new
approaches have to be considered.

1. The total profile as an unfiltered profile is the closest rea-
lisation of the traced profile.

2. The traced profile as the center line of the stylus tip causes
false reproduction of the real surface. Equidistant irregula-
rities on the traced surface are not detectable without the
determination of the real surface.

The traced profile is defined in DIN EN ISO 3274:1998 as

the locus of the center of a stylus tip as it traverses the surface within the intersection
plane [3].

Defined in DIN EN ISO 3274:1998 the total profile is

the digital profile of the traced profile relative to the reference profile. The shape of the
reference profile is the practical realization of the theoretical exact profile. Its deviations
depend on the deviations of the guide as well as the external and internal disturbances
[3].

The total profile is the result of the reference profile, the deviations of the stan-
dard and the external and internal disturbances. The closest profile to the real pro-
file for the calibration of stylus instruments is total profile. The real profile for the
measurement with a stylus instrument is the boundary between the contact probe
and the surface of the standard.
The real profile is part of the real surface. The real surfaces of workpieces have

different functional meanings. Depending on the physical interaction in the
atomic structures different functions lead to different real surface. The “mechan-
ical and the electro-mechanic” are two different real surfaces [4]. The functional
surface for the calibration of stylus instruments is the “mechanical surface” as

surface limiting the body and separating it from the surrounding medium [1].

26119.1 Calibration of Stylus Instruments

Fig. 19.3 Total profile (total height 5.5 nm).



The “mechanical” real surface of a workpiece is defined in ISO/DTS 14406-1 as

“mechanical” boundary of the erosion, by a spherical ball of the radius r, of the locus of
the center of an ideal tactile sphere, also with the radius r, rolled over the real surface of
a workpiece [4].

The result of the application of a circle disk instead of a spherical ball for the
determination of the real surface is the real profile. The application of the circle
disk produces a two dimensional profile. The development of the mechanical
surface is still correct because profiles are also a two dimensional information
as a result of a trace in an intersection plane. The connection of the profiles is
schematically presented in Figure 19.5.

Today flatness standards are optical flats with deviations above 40 nm. Consid-
ering the development of stylus instruments guide deviations below 40 nm have
to be achieved. With the deviations of the optical flat and the deviations of the
guide in the same dimension the deviations of the guide can not be separated ex-
plicit from the deviations of the optical flat. This thesis is demonstrated in Figure
19.6. For the separation an ideal smooth and flat surface (flatness standard)
should be used for calibration. Flats without geometrical deviations would lead
to the total profile as reference profile.
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Fig. 19.4 Operations for
the determination of the
“mechanical” surface.

Fig. 19.5 Excessively
magnified profiles defined in
DIN EN ISO 3274:1998 [3].



19.2
“Atomic Flat” Silicon as Calibration Standard

Most flatness standards are made of glass. There are also developments in the
area of SPM where standards are made of silicon. Standards for the calibration
of the vertical measuring range and standards with different profiles like trape-
zoidal, triangular, rectangular and arched are also made of silicon with different
micro technological processes [5, 6]. The usage of silicon as material for standards
seems to be beneficial. Therefore the etching of flats has been examined. The
resulting deficits are the limits of the dimensions of the wafer and the deviations
resulting from the etching process [7].
Silicon can grow also flats during the pulling of single crystal cylinders from

the melt by the Czochralski process for the production of wafers. These flats
are {111} facets with a theoretical flatness I 1 nm. These facets are therefore
called “atomic flat” [8]. The sizes of the facets depend on the diameter of the
cylinder and the axial gradient of the diameter change [7]. Figure 19.7 is a picture
of a silicon cone with four facets. For the research work discussed in this paper
facets with sizes of about 15 mm by 40 mm have been selected.
Until today the verification of the theoretical “atomic flatness” as characteristic

of a mechanical surface has not been proved through measurement.
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Fig. 19.6 Reference profile
and traced profile with the
same dimension of devia-
tions.

30 mm

50
 m

m

Fig. 19.7 Silicon cone with “atomic flat”
facet.



19.3
Selection of the Measurement Instrument for the Assessment of Flatness

A flat surface can be extracted by three-dimensional measurements or by the
mathematical combination of two-dimensional profiles to a three-dimensional
object [9].
For the evaluation of “atomic flat” surfaces on silicon cones the following

characteristics are required:
x application range depending on the silicon cone height
x planar measurement range of at least 600 mm2 (facet size 15 mm
by 40 mm)

x vertical resolution 1% of expected deviations, the expected
deviations are I 1 nm, consequently a resolution of 10 pm is
required

x a measurement uncertainty of 100 nm (10% of the expected
deviations (I 1 nm)) is also required

The sensitive part of these requirements is the vertical resolution. With 3D coor-
dinate measurement machines and form measuring instruments this vertical
resolution is not attainable. AFM have a high vertical resolution but a small
application range and measurement range. Stylus instruments meet the require-
ments for the evaluating of the silicon facets.
A stylus instrument, ME 10, with an air bearing reference guide of 100 mm

with deviations below 0.1 mm/100 mm and a resolution of 1 nm of the probe
had been developed 30 years ago by the company Carl Zeiss in Jena [11].
At the Institute of Production Measuring Technology and Quality Assurance at

the Chemnitz University of Technology, these ME 10 measurement instruments
have been under investigations for many years. With the addition of an A/D
converter a resolution of 3 pm of the probe has been achieved [12].
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Fig. 19.8 Stylus instrument ME 10
by Carl Zeiss Jena.



19.4
Calibration of the Stylus Instrument ME 10

The ME 10 had been calibrated with a traceable optical flat with a flatness devia-
tion of 0.069 mm. The result of the calibration was a total profile with an obvious
influence from vibrations. With a frequency analysis the frequency of 50 Hz had
been identified as a source for natural frequency of the measurement unit. For
the elimination of this influence the drive unit inside the measurement unit
has been replaced by a second stylus instrument in a tandem assembly. With
locating the instruments on different tables the vibrations from the drive unit
are eliminated from the measurement process. A schema of the tandem assembly
is demonstrated in Figure 19.9.

After this modification a silicon facet on a cone was used as standard. Profiles
extracted with a silicon facet as standard are reference profiles under the assump-
tion that the silicon facets are “atomic flat.” The deviations from the silicon falsify
the profile at a maximum in the range of the accepted measurement uncertainty.
The reference profile still includes the deviations of the guide as well as the exter-
nal and internal influences. With a step by step change of the environmental and
the measurement system conditions the reference profile shows only the devia-
tions of the guide.
Intense temperature gradients during the measurement lead to profiles which

represent the temperature change and not the surface. Step one was the elimina-
tion of temperature change effects. A repetition of a measurement in the same
intersection plane of a facet produced two totally different profiles. Figure 19.10
is a profile with the influence of temperature.
With the covering of the whole tandem assembly with isolation material the

heat radiation of the operator during the recording of the measurement data in
front of the measurement instrument had been reduced (Figure 19.11).
The location of the measurement instrument in an air-conditioned room is not

sufficient to transport the inserted heat from the manual alignment inside the
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Fig. 19.9 Tandem assembly of two stylus instruments.



cover. To achieve traceable and repeatable results a minimum of 12 h condition-
ing time has to be allowed.
After the reduction of the influence of temperature a second step was the test-

ing of different locations for the reduction of vibrations from the environment.
Different places at the University and in a cellar of a castle with natural-grown
ground analysed with the stylus instrument produced interesting and expected
results. Placing the measurement instrument on natural-grown ground the devia-
tions resulting from vibrations can be reduced to half.
A calibrated PTB superfine roughness standard mentioned in DIN EN ISO

5436 Type D was included in the calibration procedures. The results of this cali-
bration confirmed the traceability of the measurement instrument characteristics.
The characteristics after the reduction of the influences from the environment
and the internal disturbances are the content of the next paragraph.
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Fig. 19.10 Reference profile with the influence of temperature changes.

Fig. 19.11 Reference profile after the reduction of the influence of temperature.



19.5
Characteristics of the Measurement Instrument After Modification

The Figure 19.12 is the reference profile of a facet. The total height of the profile
is 17.6 nm over a length of 29.2 mm.
The form of the profile in Figure 19.12 can be compared to the form of the

profile in Figure 19.14. The profile was extracted in the same intersection plane
of the reversed facet with a total height of 20.8 nm over the same length of
29.2 mm. 3.8 x 13.3 mm) Figure 19.13 is the schema of the error separation
method through reversal to detect the influence of temperature and guide devia-
tions [10]. Author: Ref. [10] is not in sequence. Please check.
The resulting deviations are still a superposition of the effects of temperature

changes and guide deviations. The marked outliers are a reason for further inves-
tigations about the real surface of the silicon facets.
Without the knowledge of the origin of the outliers it is necessary to evaluate

further on the unfiltered profiles.
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Fig. 19.12 Reference profile, 0h.

Fig. 19.13 Schema of a silicon cone
with a facet and the tracing direction.

Fig. 19.14 Reference profile, 180h.



19.6
Conclusions and Outlook

The flatness of the “atomic flat” facets can not be proved without the modification
of a measurement instrument. Using the silicon facets as standard during mod-
ification external and internal influences like temperature changes and vibrations
are detectable. The results show that a standard without geometrical deviations is
a great improvement for the calibration of stylus instruments for the measure-
ment in the range of a few nanometers.
The proof of the “atomic flatness” requires a further development of the stylus

instrument. The combination of profiles to a three dimensional object is possible
with different mathematical procedures. The selection of the procedure depends
on the ability of the measurement instrument and will be a subject for further
investigation. The use of the facets as calibration standards is also the topic of
a planned research project. The separation of the facets to smaller pieces to be
applied in other measurement instruments without changing the characteristics
of the facet will be the main subject of research.
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Investigations of Nanoroughness Standards by Scanning Force
Microscopes and Interference Microscope
R. Kr�ger-Sehm, T. Dziomba, and G. Dai

Abstract

Roughness standards are needed to calibrate scanning force microscopes (SFMs)
for the use in surface metrology. As a further development beyond the existing
standards like the well-known “Halle”-roughness standard specimens and the dia-
mond-turned superfine roughness standards, specimens generated by a new
manufacturing technique were investigated. The so-called “Nanogrinding” pro-
cess was used to generate specimens with roughness areas turning out a random
surface profile in one direction and uniform profile in the other. Like the other
roughness standard specimens, the aim is the repetition of the profile. Its rough-
ness amplitudes are between 20 nm and 100 nm. This chapter describes the sur-
face characteristics of the standards, using the results of the SFM and optical to-
pography evaluation techniques. Statistical methods like the correlation function
are used to describe the degree of similarity between the areas of profile repeti-
tion. Derived from these results, conclusions are drawn for further development.

20.1
Introduction

Scanning force microscopes (SFMs) have proven their capabiliy to yield compar-
able measurement results on a lot of calibration specimens [1] that are available
for the calibration of horizontal and vertical axes as well as for the determination
of flatness, straightness, and angular deviations of the scanners. However, speci-
mens and procedures for the calibration of roughness in the range between 10 nm
and 100 nm – a range particularly relevant for the SFM – are not yet available. The
comparability of their measurements to those of the well-established contact sty-
lus instruments is consequently still a challenge. To close this gap, the National
Metrological Institute of Germany, the PTB, joined with the Institute for Micro-
technology (IMT) in Hannover, in a project funded by the German Ministry of
Education and Research (BMBF). The aim was to develop a new kind of Nano-
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roughness calibration standard. This chapter reports on the measurement results
gathered on different instruments and gives an insight into the interactions
between instrument features, standardization, and manufacturing aspects.

20.2
Standardization Aspects

In the field of contact stylus instruments the matrix of geometric products speci-
fications (GPS) standardization covers all applications feasible with these instru-
ments. This concerns
x filtering wavelengths and scan range on the long wavelength side,
x short wavelength filter cutoff and sampling density in the hori-
zontal direction on the short wavelength side,

x measurement conditions dependent on the type and amplitudes
of the topography,

x calibration standards and adequate calibration procedures, and
x roughness standards to characterize the behavior of the whole
measurement systems as reaction to dynamic inputs.

By the standard ISO 4288 [2] conditions for the measurement with contact stylus
instruments are given in dependence of the surface roughness. An excerpt is
shown in Table 20.1.
For a calibration standard of types D1 [2] and D2 according to ISO 5436-1 [3]

intended for the use with a profile filter cutoff length of lc ¼ 0.25 mm, the length
of the profile has to be at least five times of lc, that means 1.25 mm. The rough-
ness standard specimens introduced in 1995 [4] contain such features. In Figure
20.1, a specimen is shown where the profile repetition can be recognized. During
its use a set of traces is measured at agreed positions as shown below. The mea-
sured traces also have a length of five times lc. So the extraction of information
from the surface remains constant, even if the arrangement of the traces deviates
from the agreed position. For the comparison with interference microscopes, the

270 20 Investigations of Nanoroughness Standards by Scanning Force Microscopes

Table 20.1 Measurement conditions for contact stylus
instruments according to ISO 4288

Periodic profile Aperiodic profile Profile filter wavelength Evaluation length
RSm (mm) Rz (mm) Ra (mm) lc (mm) lm (mm)

0.01–0.04 I0.1 I0.02 0.08 0.40

0.04–0.13 0.1–0.5 0.02–0.1 0.25 1.25

0.13–0.4 0.5–10. 0.1–2.0 0.8 4.0

0.4–1.3 10–50 0.02–10. 2.5 12.5

1.3–4.0 i50 i10 8.00 40.0



measurement over this profile length takes already some efforts because of the
limited measurement field of view of interference microscopes (typically 100–
700 mm). In [5], the conditions for the microscope are defined by several measure-
ment fields with a certain amount of displacement and overlap between them.

20.3
Manufacturing of Calibration Specimens

20.3.1
Conditions for Smaller Roughness

This measurement strategy is transferred now into the next finer roughness
range noted in the first line of Table 20.1, thus setting the manufacturing condi-
tions for the Nanoroughness standards.
By a look into this table two problems arise: the measurement conditions in the

first line have an open lower end, and furthermore, they do not fit to the specifi-
cations of most of the SFMs. This means in detail:
x The rules for roughness values below 100 nm leave the lower
roughness limit open, where the next finer cutoff (in an assumed
extrapolation for lc ¼ 25 mm) should start.

x A waviness cutoff wavelength of 80 mm has to be applied.
Following the rules for the roughness calibration specimens
described in Chapter 2, a roughness field with a width of 400 mm
has to be manufactured and repeated after that length. However,
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Anfangspunkte der 
12 Messstrecken

starting points of the 
12 evaluation lengths

III

length of profile

IV

trace
0

II

III
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1,45

1,33

1,39

1,27

0,37

0,43

0,25

0,31

2,47

2,41

2,29

2,35

Spur
Profillänge

IV

4 mm

II

I

1,25 mm

Profilwiederholung
profile repetition λc = 0,25 mm

Fig. 20.1 Roughness calibra-
tion standard with measure-
ment scheme for lc ¼ 0.25
mm. The starting points of the
evaluation lengths are noted
below the profile, referring to
the outer beginning of the
profile.



compared with the typical scan ranges of the SFMs that are
usually limited to 100 mm or even less (typically only 20 mm), it is
obvious that it would usually take too much effort to measure this
complete length of profile and even much more effort to measure
the profile repetition. The practical consequence is that the rules
for measurements with the SFMs need to be modified. The
modifications are determined by the “natural” waviness cutoff
wavelength being the double of the scan range, i. e., for instance
about 40 mm for a 20 mm scanner. Taking into account the edge
influence of modern profile filters only about 15 mm profile
length is useable from a typical scan range of 20 mm. This leads to
a cutoff of 30 mm and a profile length of about 150 mm, which is
consequently to be manufactured and repeated.

20.3.2
Manufacturing Process

The manufacturing process was designed according to these conditions. A mod-
ified process of “Nanogrinding” [6] was used. The usual “Nanogrinding” is a
lapping process with the specimen holder rotating around its (usually vertical)
axis independent of the rotation of the lapping disc.
In the special realization by IMT the grinding grain is embedded in a matrix of

a tin disc. Roughness values below Ra ¼ 1 nm with an irregular nature in both
lateral directions are feasible. For the manufacturing process of roughness cali-
bration specimens the blanks are fixed in their lapping holder, thus avoiding
their rotation. The result is a uniform smooth profile in the lapping direction
of the circumference and an irregular profile in the radial direction. To demon-
strate the feasibility of this technique, specimens of silicon and Sapphire were
manufactured with dimensions of 5 mm q 9 mm, having no structure but rough-
ness. As to be seen in Figure 20.2, arbitrarily arranged measurements yielded rough-
ness values in Rz of about 40 nm with a considerable amount of variation over the
length of the specimens and rather uniform behavior in the grinding direction.
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Fig. 20.2 Specimen with a uniform rough surface.



20.3.3
Profile Repetition

For the generation of a rough profile and its repetition according to the conditions
developed in Chapter 3.1, the extension of the grinding area must be limited and
the blank must be moved laterally in relation to the “table mountains” between
consecutive grinding steps. The working principle is shown in Figure 20.3.
By this principle, a plain contact is kept between the tool and the blank, thereby

preserving the flattening behavior of the lapping process. Another advantage is
that a big number of specimens is manufactured in one step. In order to inves-
tigate the features of the repeated profile sections, the separation of the grinding
traces was chosen in a way that there was no overlap. In order to identify definite
measurement areas, an additional array of sectioning lines nearly perpendicular
to the grinding direction was added by a wafer saw. The result is shown in Figure
20.4 with different magnifications.
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Fig. 20.3 Working principle for profile repetition overview (left) and detail.

Fig. 20.4 Surface on a silicon
specimen after the “Nano-
grinding” process; total view
by dark field illumination
(horizontal lines: sectioning
lines cut by a wafer saw),
intermediate view by interfer-
ence microscope with 20q
magnification, detail view by
SFM.



The small angle of the grinding traces is intended to provide roughness profiles
with a lateral offset between the lines of the rectangular scan fields, as it would be
necessary for a measurement scheme corresponding to Figure 20.1.

20.4
Measurements

20.4.1
Identification of the Fields of Interest

For the identification of columns containing nominally the same profile, an over-
view with white light interference fringes was set up. As a result, the columns of
interest could be numbered for further measurements.
As Figure 20.5 shows, the columns have a trough-shaped profile, though the tool

is an inverse table mountain. For this reason, it was agreed to subtract a cylinder
from the raw profile data for all further measurements. This method makes sure
that one does not run into problems when the usual filtering technique is applied
later. Further on, for the measurement positions of the instruments it was agreed
that the centers of their measurement fields are to be adjusted to the center of the
dedicated roughness fields, marked by row and column numbers.

20.4.2
Correlation of Fields

In order to quantify the degree of similarity between different roughness fields
the correlation function was calculated. Compared with roughness parameter
according to ISO 4287 [7] this parameter is mathematically independent from dif-
ferent interpretations of roughness evaluation software. Moreover, the maximum
of the correlation not only quantify the degree of similarity between the measure-
ment fields, but also the displacement between them. This gives a value for the
accuracy of the positioning facility, with which the roughness fields are moved
to the measurement position.
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Fig. 20.5 Identification of roughness columns
with repeated profiles.



20.4.3
Measurements with Interference Microscope

For this investigation an interference microscope “Micromap” was used in white
light mode with an objective 50q, having a field of view of 160 mm q 120 mm. The
sampling density is 0.26 mm in that case. Because of the known short wavelength
cutoff of about 2 mm, this instrument can only deliver the agreement for the coar-
ser structures, but offers a fast and easy handling. In Figure 20.6, the measured
fields of three columns of row 10 on the specimen NRN6 are to be seen in false
color coding, showing the same structure. The evaluation of the normalized
correlation function between these fields is to be seen below in Figure 20.6.
The correlation to the next but one column increases. The value of the maximum
of about 0.8 gives an outlook on the maximum achievable standard deviation of
roughness parameters, if measurements would be carried out on both fields. A
standard deviation of 20% of the measured value can therefore be expected.
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Fig. 20.6 Topography (by “Micromap” interference microscope) and correlations between
fields of row 10 in column 7 (number 1), column 8 (number 2) and column 9 (number 3)
on specimen NRN6. The displacement due to nonidentical positioning of the fields can be
recognized.



20.4.4
Scanning Force Microscope Measurements

In order to get a more detailed view of the surface, an SFM from SIS (Herzogen-
rath, Germany) was used with a scan length of about 100 mm in one axis and 50 mm
in the other. It was used in contacting mode with a silicon tip at a sampling
density of 0.1 mm. Because of the better resolution, determined by the 10 nm
tip radius, here it was reasonable to calculate roughness parameters without
filtering.
With the evaluation software “SPIP” [8] the correlation was also calculated. The

correlation between different fields is expressed as a length and therefore values
must be normalized to the maximum of the autocorrelation function measured
within one field, as it is shown in Figure 20.7.
These results indicate that the correlation between the fields decreased com-

pared to the interferometric measurements. The reason is that the deviations be-
tween the ground columns are hidden in the details of the topography and con-
sequently not taken into account when calculating the correlation between inter-
ference microscope images, while they are detected well by the higher resolution
of the SFM–tip (Figure 20.8).
The evaluation for roughness parameters of four repeated measurements are

listed in Table 20.2. The evaluation of the Abbot–Firestone curve yields a smooth
curved shape (Figure 20.9), which confirms that the amplitude distribution is
ideal for a roughness calibration standard.
The data shown here only represents a very small fraction of the measurement

results obtained on these roughness specimens at PTB. For the control of tip wear
in the SIS instrument, the tip was examined by using a tip characterizing speci-
men before and after all measurements. Little degradation of the tip was to be
detected, but too small to influence the results significantly.
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Fig. 20.7 Autocorrelation of
the SFM image recorded in
field row 10, column 8, maxi-
mum 146 nm.
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Table 20.2 Results of some roughness parameters derived
from SFM measurements

Average (nm) Standard deviation (%)

Sa 8.3 1.7

Sq 10.8 1.4

Sz 103 18

Spk 11.3 5.3

Sk 23.9 2.6

Svk 13.3 2.6

Fig. 20.8 Correlation of SFM images
in row 10; in the upper: between col-
umns 7 and 8, maximum 84 nm; in
the lower: between columns 8 and 9,
maximum 75 nm. Related to the
maximum value of correlation of
Fig. 20.7, the maximum of correlation
is in the upper 0.58, respectively, 0.51
in the lower.



20.4.5
Long Range SFM Measurements

In the next step, a new long range SFM was used by Dai et al. [9]. Because of its
large scanning capability, the measurements and evaluations could be proceeded
closer to the rules of ISO 3274 and ISO 4288. The measurement length was
200 mm, the sampling interval 0.1 mm. The profile was divided into five evaluation
lengths of 40 mm as it would be for a lc of 40 mm. The waviness filtering was
approximated by a third-order polynomial fit for a better comparison with the
other measurements. The measurements were carried out on specimen NRN5,
which is from the same manufacturing set as NRN6, showing a rather agreeable
stability of the manufacturing process. The remaining waviness especially at the
ends of the profile indicates, however, that the subtraction of a polynomium is not
the best choice.
The evaluation of a scanned area of 200 mm q 100 mm delivered the results in

Table 20.3.
It should be mentioned here that these measurements are just a first estima-

tion of the measurement capabilities of the long range SFM on nanoroughness
standards (Figure 20.10). Therefore, no statistics or reliable uncertainty estima-
tions are available until more detailed comparison measurements are carried
out.
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Table 20.3 Roughness parameters for NRN5 using long range SFM

Sa Sq Sz Spk Sk Svk

13.1 17.1 19.1 19.5 39.2 22.7

Fig. 20.9 Abbot–Firestone
curve of an SFM image.



20.4.6
Relation to Proven Roughness Standards

The correlation function gives an expressive description of the homogeneity of the
roughness as an important feature for a roughness calibration standard. For a
valuation of the degree of correlation obtained here the correlation of the profile
repetition of a classical roughness calibration standard was determined. A maxi-
mum value of about 0.95 was achieved. With such calibration standards following
a measuring scheme as in Figure 20.1 a standard deviation of about 5% of the
measured parameters is proved.

20.5
Conclusions and Outlook

As a result of the relations between the correlation functions discussed above, the
following conclusion is drawn: the degree of correlation between consecutive pro-
files found here cannot improve the stability of data extraction, which is usually
carried out by a set of laterally displaced measurement traces. Nevertheless, the
“Nanogrinding” surfaces will be used further on, because they have a lot of useful
features, as it was demonstrated here:
x range of Rz roughness between 30 nm and 80 nm,
x uniform roughness over complete specimen,
x unidirectional profile,
x wide spectrum of spatial frequencies,
x amplitude distribution is symmetrical, without holes or turning
points, and

x dimension of specimen fits to usual instruments holder.

However, another strategy must be established that fits better to the measuring
capabilities of commonly available SFMs. In contrast to the stylus instruments,
they have a better defined measurement position. They may therefore be easily
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Fig. 20.10 Profile measured on NRN5 with long range SFM.



guided to well-defined (e. g., marked) measurement areas of roughness without
any major effort. The idea of marking the measurement field is shown in Figure
20.11 as a first attempt: table mountains are generated by removing the surround-
ing material, in this case by about 1 or 2 mm. The removing process was ion-beam
etching. The remaining of the surface topography as to be recognized in Figure
20.11 is an accompaniment, which is not necessary for the function. Even
when a layer with a thickness of, e. g., 0.5 mm is taken away, the residual plateaux
can be easily identified visually and by the measuring signal of the instruments.
Thus, the fields can be measured definitely by the instruments in the calibration
chain.
The design in Figure 20.12 shows a set of frames to be etched in this way, con-

taining some orientation marks (details not shown here). The length of the fields
for different cutoffs is between lc ¼ 5 mm and lc ¼ 80 mm with a step factor of 2.
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Fig. 20.11 Topograpy of
a “measurement island” in
a roughness field, about
40 mm q 400 mm.

Fig. 20.12 Design for an
array of definition marks for
fields with scanning lengths
between 35 mm and 560 mm.



The homogeneity in grinding direction allows the measurement of similar rough-
ness areas under different conditions.
One advantage of this concept for the calibration procedure should be pointed

out: even though these extensive experiments did not really degrade the tip, this
principle of table mountains is less burdening for the tip than the originally
intended array of measurement fields.
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Testing the Lateral Resolution in the Nanometre Range
with a New Type of Certified Reference Material
M. Senoner, Th. Wirth, W. Unger, W. �sterle, I. Kaiander, R. L. Sellin, and D. Bimberg

Abstract

A new type of test sample for the determination of lateral resolution in surface
analysis is presented. The certified reference material BAM-L002 “Nanoscale strip
pattern for the length calibration and testing of lateral resolution” is an embedded
cross section of epitaxially grown layers of AlxGa1�xAs and InxGa1�xAs on GaAs
substrate. The surface of the sample provides a flat pattern with strip widths
ranging from 0.4 to 500 nm. The combination of gratings, isolated narrow strips,
and sharp edges of wide strips offers improved possibilities for the calibration of
length scale, the determination of lateral resolution and the real-time optimiza-
tion of instrument settings. Numerical simulations of the imaging process illus-
trate the determination of lateral resolution and give the relation between differ-
ent parameters used to describe the lateral resolution of instruments in surface
chemical analysis.

21.1
Introduction

The lateral resolution of instruments is a key point for the accuracy of imaging in
the nanometer range. Correspondingly, the determination of lateral resolution is
of great importance for the application of methods of surface analysis and the
comparability of results. But in most of the cases, there is only limited informa-
tion on lateral resolution of instruments. This deficiency is mainly due to the lack
of appropriate reference materials.
In the area of surface chemical analysis the lateral resolution is defined as “dis-

tance measured either in the plane of the sample surface or in a plane at right
angles to the axis of the image-forming optics over which changes in composition
can be separately established with confidence” [1]. Note 2 to this definition gives
two measures of lateral resolution.
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“In practice, the lateral resolution may be realized as either (i) the full width at
half maximum (FWHM) of the intensity distribution from a very small emitting
point on the sample or (ii) the distance between the 12% and 88% intensity
points in a line scan across a part of the sample containing a well-defined step
function for the signal relating to the property being resolved. These two values
are equivalent for a Gaussian intensity distribution. For other distributions,
other parameters may be more appropriately chosen. Often, for a step function,
the distance between the 20% and 80% intensity points or the 16% and 84%
intensity points in the line scan are used. The latter pair gives the two sigma
width for a Gaussian resolution function” [1].
The definition of lateral resolution is based on the smallest distance that can be

resolved with confidence. This definition enables a direct estimation of lateral
resolution by imaging of gratings with different periods. This method works with-
out any numerical analysis and therefore it is particularly suitable for the “real-
time” adjustment of instruments and the optimization of instrument settings.
For an exact determination of lateral resolution note 2 of the definition gives
two measures. The determination of these measures demands well-defined struc-
tures: a very small area or a straight edge (step transition).
At the time, different test samples with geometric and/or material patterns

were available. In surface chemical analysis straight edges, mesh bars of copper
grids, and gold islands were used for the determination of lateral resolution,
but no samples with regular structures with dimensions between lithographic
patterns (i 100 nm) and the crystal lattice (I 1 nm) are available. For this reason,
BAM developed a new type of test sample: the certified reference material
BAM-L002 “nanoscale strip pattern for length calibration and testing of lateral
resolution”.

21.2
Description of the Reference Material

The strip pattern (Figure 21.1) can be used for the calibration of a length scale and
the determination of such instrument parameters as lateral resolution and beam
diameter. It is applicable to all measurement methods which are able to differen-
tiate between the materials forming the semiconductor strip pattern. This in-
cludes an analysis using electrons, ions, photons or scanned probes. The applica-
tion of BAM-L002 in scanning electron microscopy (SEM, Figure 21.2), secondary
ion mass spectroscopy (SIMS, Figure 21.3), and x-ray photoelectron spectroscopy
(XPS) [2] was successfully tested.
The sample is an embedded cross section of a multilayer stack of GaAs,

Al0.65Ga0.35As, and In0.33Ga0.67As layers on a GaAs substrate. The multilayer
stack was grown by metalorganic chemical vapor deposition (MOCVD). The
coated 2 inch wafer was sawed into 5 q 5 mm platelets. A coated GaAs platelet
and an uncoated GaAs platelet were brought into close contact and embedded
together in conducting epoxy. After curing the epoxy block was ground and
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polished perpendicular to the plane of the two embedded platelets. As a result, the
surface of the block shows a cross section of the multilayer stack (Figure 21.2).
The strip pattern is solely caused by elemental composition and the flat surface
shows no substantial three-dimensional structure. Correspondingly, shadowing
and edge enhancement like that observed in Auger microscopy at the edges of
layers [3] do not appear in imaging of BAM-L002. The calibration length and
four strip widths (underlined in Figure 21.1) were certified by transmission
electron microscopy (TEM).
Figure 21.3 shows an example of application. BAM-L002 was imaged with a

time of flight secondary ion mass spectrometer (TOF–SIMS IV, IONTOF
GmbH, Germany). The element mapping for aluminum shows that grating 1
with its 300 nm strips is clearly resolved and grating 2 with the 80 nm strips is
at the limit of resolution. The convolution of the strip pattern with a 150 nm
wide Gaussian yields a profile (top) that is very similar to that through the mea-
sured aluminum distribution (bottom).

21.3
Modeling of Lateral Resolution

Based on the definition of lateral resolution in surface chemical analysis (see
above [1]), there are three methods to determine the lateral resolution of imaging
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Fig. 21.1 Scheme of the strip
pattern. Only the underlined
nominal values are certified.
The exact values are given in
the certificate.



28521.3 Modeling of Lateral Resolution

Fig. 21.2 (a) Scheme of the whole sample
and (b) the SEM image of the detail marked
in Figure 2(a).

Fig. 21.3 Calculated intensity profile (top) and ToF–SIMS analysis (bottom) of BAM-L002.
The measured profiles are accumulated from 256 horizontal line scans. The points are
measured values (scan points).



instruments: the imaging of straight edges (step transitions), small areas (points
or narrow strips), and gratings. The strip pattern of BAM-L002 enables all these
methods. The advantages and limitations of the different methods will be demon-
strated by numerical simulations of the imaging process.
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Fig. 21.4 Determination of the line spread function (LSF) for scanned beam instruments
demonstrated for two different intensity distributions of incident particles. The z values
corresponds to the intensity of incident particles and the signal intensity within the image,
respectively.



Imaging of an object can be simulated by a convolution of the object pattern
with the instrumental function of the imaging instrument. Instrumental func-
tions can be represented by the image of a small point (point spread function
(PSF)) or a cross section through the image of a narrow line (line spread function
(LSF), see Figure 21.4). The latter one is restricted to one dimension, but its
determination is more practicable. Imaging of a narrow line is easier than imag-
ing of a small point, because the extended dimension of a line gives higher signal
intensities and correspondingly an improved signal-to-noise ratio.
For instruments using scanned beams the PSF corresponds to the two-dimen-

sional intensity distribution of incident particles on the sample surface1). Shifting
of this intensity distribution over a narrow line yields the LSF (see Figure 21.4).
Mathematically, this corresponds to the integration of the two-dimensional inten-
sity distribution I(x, y) along the direction of the narrow line:

LSF(x)w
Z +1

–1
I(x,y) dy. (21.1)

The LSF is in general different from a cross section through the two-dimensional
distribution of intensity on the sample surface [5]. In Figure 21.4, this is demon-
strated for the top hat distribution. Only in the case of the two-dimensional Gaus-
sian distribution, which is often used to describe the intensity distribution in light
and particle beams, the line spread function is identical to the corresponding one-
dimensional distribution:

I(x)w
I0

s
ffiffiffiffiffiffi

2p
p exp –x2/2s2ð Þ. (21.2)

Therefore, we used the one-dimensional Gaussian distribution for our model
calculations. The second model function used is the Lorentzian distribution:

I xð Þw I0qb

p(x2 + b2)
. (21.3)

It has broader tails (Figure 21.5) and may be used to describe strongly blurred
spots. The corresponding line spread function is unknown because the integra-
tion over the two-dimensional Lorentzian distribution according to Eq. (21.1)
yields no analytical expression. For the sake of simplicity, we used the one-dimen-
sional Lorentzian distribution given in Eq. (21.3). The Lorentzian distribution is a
borderline case of intensity distribution because of its extremely extended tails. In
practice, a weighted sum of Gaussian and Lorentzian functions, the pseudo-Voigt
function, is more convenient to describe blurred spots.
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1) The scanning step width does not influence
the PSF if it is chosen sufficiently small.
For electron beam methods the image is
caused by primary and backscattered elec-
trons, but the contribution of backscattered

electrons is small compared to that of pri-
mary electrons [3, 4]. Correspondingly, for
scanning methods the PSF is mainly deter-
mined by the distribution of particles within
the incident beam.



For all beam methods the lateral resolution is determined by the size and shape
of the incident beam (scanning methods) or the characteristics of the lens system.
For both cases, the LSF can be used to describe the lateral resolution of the imag-
ing system. Beam profiles and LSF are characterized by their full width at half
maximum (FWHM).

21.3.1
Analysis of a Narrow Strip

The analysis of narrow strips was not used for the determination of lateral resolu-
tion in the submicron range because no samples with sufficient narrow strips
were available. The strip pattern of BAM-L002 includes Al0.65Ga0.35As strips of
50 nm, 5 nm, and 0.5 nm, respectively. The TEM image of the strip pattern
shows the 50 nm and the 5 nm strips with sharp edges. The 0.4 nm InAs strip
S7 (Figure 21.1) was detected with SIMS (Figure 21.3). The ratio of the peak
areas of the strips S7 and S8 (note the different indium concentration) in the
measured indium profile confirms the width of 0.4 nm.
In general, the image of a pattern is the convolution of the pattern with an

instrumental function. Two borderline cases are of interest. If the beam
FWHM is small compared to the smallest details of the imaged pattern, then
the convolution yields an image that is very similar to the original pattern. If
the beam FWHM is large compared to the width of an imaged strip, then the con-
volution yields the line spread function (Figure 21.4). The latter case is that
needed for a simple determination of the line spread function without a decon-
volution procedure.
But what means the beam FWHM is large compared to the strip width? Figure

21.5 shows that the convolutions of a 50 nm wide strip with 50 nm wide Gaussian
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Fig. 21.5 Convolution of a 50 nm wide strip with different beam profiles. The calculated curves
are normalized to the same height. The given values are the full widths at half maximum of the
beam profiles.



and Lorentzian profiles have a FWHM of more than 50 nm. The deviation of the
image FWHM (calculated by the convolution) from the true beam FWHM is
given in Table 21.1 for Gaussian and Lorentzian distributions of different
FWHMs. The deviation from the true beam FWHM is smaller than 2% for Gaus-
sian beam profiles and 5% for Lorentzian beam profiles, respectively, if the strip
FWHM is at least three times smaller than the beam FWHM. From this condi-
tion, it follows that the 0.5 nm and 5 nm strips of BAM-L002 enables the analysis
of beam profiles down to FWHMs of 1.5 nm and 15 nm, respectively.
A further necessary condition for the analysis of beam profiles is that the nar-

row strip is separated from other structures in the samples surface. The superpo-
sition of images induces a broadening of features in the image and correspond-
ingly a broadening of the measured beam profiles (see below Section 21.3.3).
The distance to the next structure must be at least equal to the FWHM of the
beam for Gaussian profiles and more than the FWHM in the case of long-tailed
distributions like Lorentzian profiles.

21.3.2
Analysis of a Straight Edge

The most commonly used method to determine the lateral resolution is the imag-
ing of a straight edge. The straight edge is a sufficiently sharp chemical gradient
between two constant levels of concentration of a chemical constituent, a so-called
“chemical edge”. For our calculations, we used the ideal case of a straight edge:
the step transition. The area of constant levels on both sides of the edge must
be large compared to the lateral resolution of the imaging system, because the
image of the step transition must show two areas of constant intensity. Figure
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Table 21.1 Determination of beam FWHM by imaging of
a 50 nm strip. Deviation of the image FWHM from the true
beam FWHM for Gaussian and Lorentzian beam profiles

Beam halfwidth Convolution of a 50 nm strip with different beam profiles
Gaussian Lorentzian

FWHM (nm) FWHM/Wstrip FWHM
of
convolution
(nm)

Deviation
from true
beam FWHM
(%)

FWHM
of
convolution
(nm)

Deviation
from true
beam FWHM
(%)

50 1 62 24.0 70 40.0

70 1.4 78 11.4 86 22.9

90 1.8 96 6.7 102 13.3

120 2.4 124 3.3 130 8.3

150 3 153 2.0 158 5.3

200 4 202 1.0 206 3.0



21.6 shows the convolution of different beam profiles with a 500 nm wide strip,
representing S6 of BAM-L002 (see Figure 21.1). The convolutions with Gaussian
profiles of 200 nm FWHM and more have no level of constant intensity and there-
fore such profiles cannot be analyzed with a 500 nm wide strip. From this it fol-
lows that for the analysis of Gaussian beams the strip width of a step transition
Wstrip must be at least three times larger than the FWHM of the beam profile:
Wstrip j 3 q WFWHM. For beam profiles with longer tails the minimum strip
width for the determination of lateral resolution is much larger. The convolution
of a 90 nm wide Lorentzian with a 500 nm wide strip yields no level of constant
intensity (Figure 21.6) and, therefore, it is not possible to determine the beam
profile from an image of this strip.
The profile measured at the step transition corresponds to the integral of the

line spread function over x (the direction perpendicular to the edge of the step
transition, see Figure 21.4) and correspondingly the first derivative of this profile
yields the line spread function. But the profile of a step transition may yield also
information on lateral resolution without differentiating. In accordance with note
2 of the definition of lateral resolution (see above [1]), the distance between points
of well-defined intensity is taken as a measure of lateral resolution. For Gaussian
beams the distance between the 12% and 88% intensity points (indicated in
Figure 21.7) corresponds to the FWHM of the beam profile. For Lorentzian
beams and other profiles with extended tails the 12–88% distance is much larger
than the FWHM of the beam profile (Figure 21.7). The 12–88% distance of
237 nm for the convolution of the step transition with the 90 nm Lorentzian is
shorter than the correct value because the strip width of 1000 nm taken for the
calculation of Figure 21.7 is not wide enough to reach the 100% level. The rela-
tion of the different parameters for Gaussian and Lorentzian distributions is
given in Table 21.2.
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Fig. 21.6 Convolution of a 500 nm wide strip with different beam profiles. The given values are
the full widths at half maximum of the beam profiles.



21.3.3
Analysis of Gratings

The imaging of gratings gives a direct impression of lateral resolution without
any further mathematical analysis and therefore this procedure is in particular
suitable for the “real-time” adjustment and parameter optimization of imaging in-
struments. Furthermore, it enables the determination of the modulation transfer
function (MTF). The modulation describes the contrast of objects and images and
is defined as

mw(Imax–Imin)/(Imax+ Imin), (21.4)

where Imax is the maximum value of a periodic structure (object or image) and Imin

is the minimum value between two maxima (see Figure 21.10). The maximum
value of modulation m ¼ 1 is reached if the intensity between two maxima
drops to zero (Imin ¼ 0). The modulation transfer function is defined as
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Fig. 21.7 Convolution of
different beam profiles with a
step transition between two
1000 nm strips. The given
values are the full widths at
half maximum of the beam
profiles. The 12–88% distance
is given for the 90 nm Gaus-
sian and the 90 nm Lorent-
zian.

Table 21.2 Relation between the rise of intensity in the image
of a step transition and the parameters of the profiles used for
imaging (after [5]). For the meaning of s and b see Eqs. (21.2)
and (21.3), respectively

Rise at a step
transition (%)

Gaussian Lorentzian
s FWHM b FWHM

12–88 2.35s 1 q FWHM 5.07b 2.54 q FWHM

16–84 2s 0.85 q FWHM 3.67b 1.84 q FWHM

20–80 1.68s 0.72 q FWHM 2.75b 1.38 q FWHM



MTF(k)wmi/mo. (21.5)

This function describes the transfer of the object modulation mo to the image
modulation mi as a function of spatial frequency k (reciprocal of the spatial period
of the grating). The ideal imaging instrument is characterized by mi ¼ mo and
correspondingly MTF ¼ 1. With decreasing strip width of a grating the image
modulation mi and therewith MTF decreases. Correspondingly, the MTF reflects
the lateral resolution of an imaging instrument.
According to the definition (see above [1]), the lateral resolution is the “dis-

tance … over which changes in composition can be separately established with
confidence”. An objective criterion for “separately established with confidence”
gives the Rayleigh criterion

mj 0.152, (21.6)

which corresponds to a dip of about 26% between two maxima in the image of a
periodic structure. Although this criterion is derived from diffraction optics it is
commonly used also to describe the resolution of instruments in surface chemical
analysis [4].
The strip pattern of BAM-L002 includes two gratings of 600 nm and 160 nm

period, respectively. To analyze the relation of lateral resolution and beam
FWHM, we calculated the image of a 160 nm grating by convolution with differ-
ent beam profiles. Figure 21.8 shows some examples. The convolutions with
120 nm and 150 nm FWHM Gaussian and Lorentzian beam profiles, respectively,
show well-pronounced dips between the strips of the grating. The convolutions
with a 180 nm FWHM beam yield a dip only for the Lorentzian beam profile.
The general relation between modulation of the image mi (see Eq. (21.4)) and a
normalized beam FWHM is given in Figure 21.9. The Rayleigh criterion for reso-
lution is fulfilled up to a beam FWHM that is about 75% of the grating period.
The cutoff beam FWHM is about 110% and 130% of the grating period for Gaus-
sian and Lorentzian beam profiles, respectively. The real limit of resolution de-
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Fig. 21.8 The convolution of a 160 nm grating with different beam profiles. The inserted values
are the FWHM of the beam profiles.



pends on the signal-to-noise ratio of the measurements and lies between Rayleigh
criterion and modulation cutoff.
The lateral resolution demonstrated in Figures 21.8 and 21.9 is valid only for a

grating with 100% material contrast (mo ¼ 1). The image contrast depends on the
lateral resolution of the instrument as well as on the material contrast between
the strips of the grating with respect to the method of analysis applied. The ma-
terial contrast between the Al0.65Ga0.35As and GaAs strips of BAM-L002 is much
greater in the SIMS image (Figure 21.3) than in the REM image (Figure 21.2).
A reduced material contrast of the grating also reduces contrast and lateral reso-
lutions of the image. Figure 21.10 shows the effect of decreased material contrast
on the contrast in the image. The reduction of the materials contrast from 100%
to 60%, which corresponds to a reduction of the object modulation mo from 1.0 to
0.43, decreases the image modulation mi by the same ratio. As a consequence, the
Rayleigh criterion mi j 0.152 is not fulfilled and in this sense the grating is not
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Fig. 21.9 Relation between
image modulation mi and
the ratio of beam FWHM to
grating period. The arrows
indicate the values taken from
the convolutions given in
Figure 21.8.

Fig. 21.10 The convolution of two 160 nm gratings with different material contrast with a
120 nm FWHM Gaussian.



resolved. If the lateral resolution for a certain sample should be estimated, the
modulation transfer function, determined by the properties of the instrument,
must be multiplied by the object modulation.

21.4
Conclusions

The certified reference material BAM-L002 is a new type of test sample for the
determination of lateral resolution in surface analysis. Its flat semiconductor
strip pattern provides chemical contrast without any substantial three-dimen-
sional topography. For the first time, regular structures with dimensions between
0.4 and 100 nm are available for the determination of lateral resolution. The com-
bination of gratings, isolated narrow strips, and sharp edges of wide strips offers
improved possibilities for the calibration of a length scale, the determination of
instrument parameters and the “real-time” optimization of instrument settings.
The numerical simulation of the imaging process illustrates the determination
of lateral resolution and gives the relation between the different parameters
used to describe the lateral resolution of instruments in surface chemical analysis.
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22
Reconstruction and Geometric Assessment of AFM Tips
Torsten Machleidt, Ralf K�stner, and Karl-Heinz Franke

Abstract

At present, many researchers are working on different tasks to turn tactile scann-
ing microscopy from a pure “Imaging tool” into a precision measuring instru-
ment. Furthermore, the semiconductor industry requires larger and larger mea-
suring ranges at a resolution below some nanometers. At the Ilmenau Technical
University, these new requirements were taken into account, and a novel measur-
ing machine for nanometer resolution was developed in cooperation with the
SIOS Meßtechnik GmbH and the Zentrum f�r Bild- und Signalverarbeitung
e. V. This machine already possesses a measuring volume of 25 q 25 q 5 mm3

(W q L q H), which is a million times more than that of conventional atomic
force microscopes (AFMs). Furthermore, a resolution of 0.1 nm can be achieved.
Because of the enormous requirements, a normal atomic force microscope is
used for scanning the sample surface. If a metrological evaluation of the AFM
data is to be carried out, the shape and the position of the AFM–tip has to be
known. Its characteristics are not static but are changing dynamically due to phys-
ical effects (e. g., friction) and normal attrition. Procedures for the reconstruction
of the tip on the basis of the AFM measurement data are necessary to evaluate
these changes. In the technical literature, there are different approaches for deter-
mining the tip geometry, which were all investigated and assessed in detail. Based
on these procedures the evaluation of the AFM–tip can be realized. Proceeding on
the determined tip shape, procedures for extensive interpretation and quantitative
characterization of the tip geometry will be introduced. Several approaches will be
presented, which realize the transformation of topological data into geometrical
primitives. As a result their properties allow the assessment of quality and posi-
tion of the AFM–tip and the involved physical effects. In the outlook, it will be
focused on the usage of the procedures to prove the physical influences between
tip and sample. In what way will the geometry and position of the “reconstructed
AFM–tip” change under different measurement conditions (measurement veloc-
ity, normal power, and measurement direction)?

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



22.1
Introduction

The research team “Nanomeasuring technology”, headed by Prof. J�ger from the
Ilmenau Technical University and comprising scientists of various disciplines,
have developed a novel nanopositioning and measuring method [1]. This method
permits for the very first time the Abbe error-free coordinate measurement in
three coordinates simultaneously. Thus, the fundamental accuracy limitations
of already existing solutions can be overcome. In addition, another decisive draw-
back of already existing solutions is removed, namely, the inevitable errors of me-
chanical guiding systems which influence the measuring result negatively. These
guiding errors are nearly completely compensated by an intelligent control con-
cept offered by this new method. Thus, the bases have been created permitting
the user to really penetrate the nanometer and subnanometer ranges also in
large measuring volumes.
On the basis of this novel concept, a nanopositioning and measuring machine

(NPM) has been realized (Figure 22.1) which, in the case of large measuring and
positioning ranges (25 q 25 q 5 mm3) and a high traveling dynamics (up to
50 mm/s), permits measurements and positioning exact to the nanometer (reso-
lution of 0.1 nm and error tolerances of I 5 nm).
If a certain resolution requirement to be met by the scanning force measure-

ment is exceeded, then the insufficiently narrow shape of the tactile tip (radius
about 10 nm) will result in extremely inexact measurements. Thus, for example,
it is not possible to record particularly abrupt changes of the topology as the geo-
metry of the probe does not allow it to penetrate the structure completely. On the
other hand, steep slopes and edges appear to be slanted and gentle due to the
conical or pyramidal shape of the tip. Figure 22.2 clearly illustrates this problem.
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Fig. 22.1 Nanopositioning and nanomeasuring machine realized at the Ilmenau Technical
University.



Formally, the imaging function of a tip P (mirrored in all coordinates) and a
sample S on an image I corresponds to a morphological operation and can there-
fore be described as dilatation in the following way:

IwS� P.

Consequently, after performing an erosion – the mathematical reversal of the
dilatation1) – the reconstructed surface Sr, which is identical to the imaged
sample in an ideal case, results according to the following equation:

SrwI � P.

This idea constitutes the basis for a reconstruction of the measuring data, but it
requires to know the shape of the tip. In what follows, three fundamental
approaches are described by means of which the geometry of the tactile tip can
be determined.

22.2
Reconstruction of the Tactile Tip

22.2.1
Imaging the Tip Using Scanning Electron Microscopy

The tip assessment can be realized by applying scanning electron microscopy.
The line-by-line sampling process using a beam of electrons solely generates
two-dimensional information describing the perspectively projected structure
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Fig. 22.2 Imaging errors.

1) The erosion is only an approximation of the
mathematical reversal of the dilatation!



(Figure 22.3). Because of the expensive tip preparation and the fact that the probe
might probably be destroyed during the measurement, this method is not
intended for practical use. Its purpose restricts to experimental fields.

22.2.2
Reconstruction by Known Sample Structure

The image recorded shows the superposition of the sample and the tactile tip. If
the geometry of the sample is exactly known, it is possible to determine the shape
of the probe from the measuring data. Therefore, calibration normals are used
whose surfaces present exactly determined structures in the form of pyramids,
waves, or blocks. An example of such a normal is shown in Figure 22.4.
As the reliable reconstruction of a topological image always requires to know

the tip (the tip, however, can greatly change during the measuring process
under certain circumstances), such calibration normals must be employed rela-
tively often in an ideal case. Also, they are relatively expensive and have a limited
service life only. Therefore, some more flexible methods for the reconstruction of
the tactile tip were developed [3].
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Fig. 22.3 Tip scanned by SEM.

Fig. 22.4 Calibration normal TGT01.



Furthermore, these calibration normals describe the tactile tip only “macrosco-
pically” because of the size of the structures. A description in the subnanometer
range would require very small, highly exact structures [2].

22.2.3
Blind Tip Estimation

The blind tip estimation determines the potential geometry of the probe without
using more exact information about the sample used for the characterization. The
basic approach is based on the assumption that the image of the shape of the tip –
as explained above – is always a component part of the topological maps of a sam-
ple that can be generated by means of dilatation. An iterative algorithm, as pres-
ented in [3], is thus able to permit an estimation of the maximum dilation of the
probe (Figure 22.5).

22.2.4
Motivation

Having a closer look to an upper-bound estimation for the tip provided by the
blind reconstruction method leads to a first, qualitative impression of its geo-
metric properties. Since investigating the tip and reconstruction quality include
the task of comparing results originating from several measurements, a quantita-
tive characterization approach has to be found. Motivated by the idea of being able
to prove various effects on the tip, e. g., wear or lateral and deformation forces, a
solution should provide flexibility as well as robustness. The characterization
results then can be used to determine strategies for choosing parameters,
which optimize the reconstruction process.
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Fig. 22.5 Tip estimation
resulting from the blind tip
estimation.



Figure 22.6 gives an impression of the manifold quality demands the recon-
struction method has to meet. Whilst the influence of tip wear on the measure-
ment results seems to be absolutely obvious, proving physical interaction effects
are much more challenging.

22.2.5
Tip Assessment

22.2.5.1 Two-Dimensional Characterization
A modest approach for characterizing and analyzing tip shapes is the geometrical
interpretation of slices resulting from a cut through the tip structure. Although
the loss of information in the consequence of the dimensional reduction should
not be underestimated, a variety of simple algorithms allow the determination of
angle and curvation parameters in an efficient and robust way.
Let the topological function of the tip image defined at the sample points (xi, yj)

for iw1, . . . ,imax and jw1, . . . , jmax be denoted as

zi,j = f (xi, yj).
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Fig. 22.6 A titanium object is
scanned using a new (top) and a worn
(bottom) tip.



Choosing the location of the cutting plane takes place without any relevant pre-
vious knowledge about the tip structure. Only the maximum of the three-dimen-
sional function describing the probe is assumed to be contained in the slice. The
approach introduced defines a cut gk(xi) parallel to the (x,z)-plane of the Cartesian
coordinate system and thus can be described as follows:

zsi = gk(xi) = f (xi,k)jmax{f (xi,yj)} 2 f (xi,k).

22.2.5.2 Geometrical Interpretation
Figure 22.7 shows a sample tip as well as the location of the cutting plane on
which the analysis and assessment of the probe is based. Hereby, a geometrical
interpretation can be made under several aspects.
Since the mechanical sensing device is manufactured with a conical, tetrahe-

dral, or pyramidal shape, the microscopic slice mostly looks similar to the one
illustrated below. That’s why a keen interest focuses on the angle enclosed by
the function intervals to the left and the right of the maximum.
Whilst the microscopic scale makes the tip look sharp, the profiles appear

rounded near the maximum in the nanometer scale, as shown in Figure 22.8.
If those effects are not based on the filtering mechanisms used during the mea-
surement or the reconstruction process, the rounding can be considered as real,
quantitative characteristic of the probe resulting from the manufacturing process,
repulsive interaction forces or simply wear. Thus, a geometrical interpretation can
be given using a semicircle defined by its radius or by determining the curvation
of a second-order polynomial approximating the profile.
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Fig. 22.7 Tip slice.



22.2.5.3 Tip Angle
The determination of the angle a enclosed by the function intervals to the left and
the right of the tip’s maximum xmax is based on the principle of simple linear
regression. For that reason let the points defining the tip are denoted as

zliwg lk(xi)wgk(xi) xiJxmaxj and zriwgrk(xi)wgk(xi) xijxmax.j

Thus, finding two straight lines ẑzl(x)wmlx + nl and ẑzr(x)wmrx + nr approximating
the slice geometry by nearly matching those points means minimizing their
summed up squared distances to the profile:

El(mI,nl)w
X

max

iw1

(zli–ẑzl(xi))
2 respective Er(mr,nr)w

X

imax

jwmax

(zri –ẑzr(xi))
2.

The wanted angle a can then be determined by calculating:

awp–gl–(p–gr)wgr–glwarctan(mr)–arctan(ml).
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Fig. 22.8 Microscopic (top) and
nanoscopic (bottom) tip slice.



22.2.5.4 Tip Radius
Determining the tip radius r means finding the semicircle that approximates the
given slice best. Similar to the simple linear regression procedure, hereby the
summed up squared distances between the sample points and the estimated geo-
metry have to be minimized. Fixing one of the three possible degrees of freedom
by assuming the semicircle’s center M(xc,zc) to be placed somewhere on a parallel
to the abscissa, the approximating function can be denoted as

(x–xc)2+ (z–zc)2wr2.

Thus, the summed up error results in

E(xc,zc,r)w
X

imax

iw1

Li–rð Þ2, with Liw
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(xi–xc)2+ (zi–zc)2
q

.

A feasible approach for minimizing the error term is the fixed point Iteration
derived from the gradient-based Newton’s algorithm.

22.2.5.5 Tip Curvation
The determination of the tip curvation k is based on approximating the profile to
a second-order polynomial, generally denoted as

ẑzs(x)wa0+ a1x+ a2x2.

This leads to the following error term:

E(a0,a1,a2)w
X

imax

iw1

(zsi–ẑzs(xi))
2.

Given the fitting polynomial the curvation is defined as

k(x)w
ẑzsL(x)

(1+ ẑzsl(x)2)
2
3

, with ẑzsl(x)w
@ẑzs
@x

wa1+ 2a2x, ẑzsL(x)w
@2ẑzs
@x2

w2a2.

Setting x to the maximum’s position x̂xmax leads to the simple expression:

kwk(x̂xmax)w2a2.

The curvation can also be considered as the angle enclosed by two tangents on the
endpoints of an infinitesimal small interval of the polynomial. Furthermore, the
so-called curvation radius can be determined by rwk–1. Because of the fact that
the curvation at a function’s maximum is always negative, k is generally supposed
to be contained in (0,–1]. While flat second-order polynomials have a k near zero,
the values decrease with a strengthened rounding. The reader should note that in
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contrast to the radius, which gives a good absolute impression of the tip geometry,
the curvation is more or less expected to be the basis for relative characterizations.

22.2.5.6 Review
Figure 22.9 shows a geometrical interpretation of the approaches presented above.
In general, all methods presented realize a fast and robust two-dimensional tip
characterization. Solely, the reliability of the quantitative results is nearly unpre-
dictable due to the missing knowledge about the three-dimensional geometry
of the probe. Thus, the estimation depends roughly on the cutting plane’s orien-
tation and it seems uncertain that the chosen tip slice is really representative for
the whole structure. Due to this an extended approach considering the complete
tip geometry is introduced.

22.2.6
Three-Dimensional Characterization

The characterization of the three-dimensional tip structure requires its approxi-
mation to spatial geometric primitives. Because of the fact that this process is gen-
erally based on nonlinear and nonsteady error functions, specialized optimization
algorithms are needed. Those algorithms mainly feature a minimum search
which is not gradient-driven and thus need no first-order derivatives.

22.2.6.1 Geometrical Interpretation
Since tips are manufactured in various ways resulting in different shapes, con-
centrating exclusively on one primitive makes very little sense. The introduced
method for defining geometric shapes in a flexible way assumes probe structures
which appear convex along the spatial z-axis. It should be noted that the blind
reconstruction algorithm indeed exactly generates this kind of topological func-
tions describing an upper-bound estimation for the real tip.
The main idea of this approach is to define primitive shapes by determining

parameters for a set SFw{A1, . . . ,Am} of analytical second-order surfaces forming
its facets. Because of the convex appearance of the tip the function describing
the primitive can be described generally as follows:
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Fig. 22.9 Determination of tip angle (left), radius (middle), and curvation (right).



ẑzw min
1JkJm

{Ak 2 SF}.

For example, let the idea in [4] be seized, where the tip shape is assumed to be
pyramidal (Figure 22.10). Thus, the primitive can be defined using four planes
and five degrees of freedom. Whilst the pyramid’s apex should be fixed exactly
at the maximum of the estimated topological function, the angles enclosed by
the perpendicular raised through the apex and the bounding planes, denoted as
a1, a2, a3 respective a4, and a rotation angle f, which allows rotating the
whole primitive around the perpendicular, distinctly define its geometry. Further,
assuming other shapes means parameterizing corresponding second-order sur-
faces. In this way, all kinds of tips are quantitatively characterizable as, e. g., tetra-
hedron, cone, etc., and wear can be detected by considering may be hemispherical
structures or pyramidal stubs.

22.2.6.2 Simulated Annealing Algorithm
An optimization approach satisfying the requirements stated above is the simu-
lated annealing algorithm, which is derived from the principle of liquid annealing
in physics. Thus, its main idea is motivated by the fact that cooling down liquid
matter at a low rate leads to optimal energetic configurations resulting in grid
structures. Besides providing an exclusively error-driven minimum search, this
randomized uphill–downhill method owns the ability to differentiate between a
local and a global extremum. For a detailed introduction in simulated annealing
please see [5].
Referring to the example drafted above, a parameter vector defining the geome-

try to be approximated and used for the optimization might be denoted as

~ccw(a1 a2 a3 a4 f)T.
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Fig. 22.10 Characterization of a pyramidal tip.



Next, an error function E(~cct) quantifying the approximation quality for the itera-
tion t and motivating the minimum search is needed. Defining a measure
d(Pi;j,ẑzt) for the distance between a point Pi,j(xi,yj,zi,jwf (xi,yj)) of the estimated
tip and the approximated geometry ẑzt(x,y), the overall error can be described as

E(~cct)w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

imaxjmax

X

imax

iw1

X

jmax

jw1

d(Pi,j,ẑzt)2
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In the context of this approach, two possible distance measures have been defined
and implemented. A highly efficient method simply determines the difference of
the function values provided by the estimation f (xi,yj) and the approximation
ẑzt(xi,yj). Alternatively, orthogonal distances might be computed (Figure 22.11).
Furthermore, the annealing mechanism controlling the system’s temperature

T(t) itself has to be chosen. A modest approach assumes a constant loss of energy
at a rate tv, 0ItvI1, which simply leads to exponentially decreasing annealing
steps denoted as

T(t)wT0ttv.

The parameter T0 states the starting temperature in a feasible way. Last but not
the least, a random generator applying various changes to the optimization para-
meters has to be defined.

22.2.6.3 Convergence
Following a good evolutionary strategy for finding the global optimum, the con-
vergence of the algorithm is very likely but not certain under all circumstances.
This mainly addresses the choice of primitives, which strongly differ from the
estimated tip structure. However, in general, the approach introduced above
reaches a useful optimization result after three- to four-thousand iteration
steps. Applying the orthogonal distance measure to the error term slightly accel-
erates the convergence. Unfortunately, the speedup in time remains insignificant
due to the higher computing complexity of this method.
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Fig. 22.11 Distance measures: difference of the functions (left) and orthogonal distances
(right).



22.2.7
Experimental Results

Figure 22.6 shows measurements realized by using differently worn tips. A solely
visual inspection of the sample data does not lead to a clear proof of the probe’s
states. Exclusively massive worn might be identified without quantitatively char-
acterizing the tips using the Blind Reconstruction method.
Figure 22.12 illustrates the results obtained by applying this procedure. The

estimated tips can be characterized and compared using the presented methods.
Assuming a hemispherical geometry, radii of 81 nm and 94 nm have been
calculated for the new respective worn tip.

22.3
Summary and Outlook

At the Ilmenau Technical University, a new generation of nanopositioning and
measuring devices has been developed. The extremely high resolution of the sys-
tems requires an exact investigation of the imaging process. It was shown that
imaging errors result from the dilatation of the tactile tip. These errors can be
eliminated partly by means of morphological methods. For this, it is necessary
to have exact knowledge of the shape of the tactile tip which can be determined
via the known tip characterization and the blind tip estimation.
However, the practical demands include the assessment of the probe consider-

ing wear and other artifacts. The approach presented introduced two-dimensional
and three-dimensional methods that allow a quantitative parameterization of the
tip’s geometry, thus realizing its comparability. Because of the fact that the three-
dimensional characterization process is not based on a dimensional reduction of
the tip data, the spatial approach showed important advantages.
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Fig. 22.12 New (left) and worn (right) tip reconstructed using the blind tip estimation.



In the future, work is going to face the modification of reconstruction methods
to yield better results concerning disturbances. Furthermore, the approach pres-
ented is going to be applied for the analysis of physical tip–sample interaction.
Changes of the measurement parameters should result in changes of the physical
effects, thus causing different characterization parameters. In that way, the influ-
ence of tip–sample interaction on the measured data can be determined.
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23
Comparison of Different Methods of SFM Tip Shape
Determination for Various Characterisation Structures
and Types of Tip
S. Czerkas, T. Dziomba, and H. Bosse

Abstract

Recently scanning force microscopy (SFM) has become a very important tool for
measurement of the widths of small features (e. g., critical dimension or CD
metrology). Contrary to pitch measurements however, knowledge of the exact
tip shape is needed for absolute linewidth measurements. For this reason we ana-
lyze the possibility of determining tip width and shape based on SFM images
recorded at different samples. Our investigation takes different tip types into
account. The SFM measurements were performed on different well-known sili-
con structures with sharp edges, gold nanospheres, and also unknown sharp fea-
tures. All samples were investigated with standard silicon tips; additionally some
of them were also imaged with sharp e-beam deposited (EBD) carbon needle tips.
Depending on the sample features, either blind tip reconstruction or erosion of
the image was used, with latter requiring knowledge of the sample shape. We
could observe differences in calculated tip shape obtained with different calibra-
tion samples. In our chapter we try to explain these discrepancies.

23.1
Introduction

The determination of the width of small artificially fabricated nanostructures (CD
metrology) is directly influenced by the tip shape. As shown in Figure 23.1 the
conventional SFM gives no information about the actual sidewalls. The sidewalls
appearing in an SFM image at a location of a steep sample slope are indeed an
image of the probe and not the sample. There is no information about the area
under the edges. Even when using very sharp conventional tips (Figure 23.1(b))
the situation remains the same at least at 90h and undercut structures. Just the
uncertainty in the profile becomes smaller. For this reason only the determination
of the width of top plateau (top CD) makes sense for conventional tip shapes, pro-
vided that the tip is either sufficiently sharp or that its own end plateau width is
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known so that the measured top width can be corrected accordingly to determine
the real top CD. A bottom or middle CD does not yield any additional information
about the sample, and furthermore the influence of the probe shape (i. e., finite
probe diameter) is larger than that for the top CD.
The problem of dilation of image features by the SPM tip is known already for

several years. There were many suggestions on how to solve this problem [1–3].
In the following a number of samples were proposed in order to estimate tip
shape [4–6]. In order to evaluate their practical applicability for CD metrology,
we compare the results obtained with several of these different tip shape estima-
tion and characterization techniques in this chapter.

23.2
Instrumentation

All the investigations presented in this chapter were performed with a modified
commercial SFM system based on the Nanostation (SIS GmbH, Herzogenrath,
Germany)1). The change in cantilever deflection is measured by a glassfiber inter-
ferometer in this system. Lateral scanning is performed with a piezo scanstage
equipped with capacitive sensors for active position control (Physik Instrumente,
Germany). The SFM is calibrated in regular intervals either by physical transfer
standards or by temporarily attaching laser interferometers. All measurements
were done in noncontact mode. The tip–sample distance was controlled by keep-
ing the damping of the tip oscillation amplitude at a constant value. All tip shapes
shown in this chapter were calculated from measurements conducted with the
same tip (unless other stated).
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Fig. 23.1 Real geometry (rectangular sample and with sidewall undercut) and SFM image for a
dull (a) and a sharp probe (b).

1) Certain commercial equipment is identified
in this report in order to describe the experi-
mental procedure adequately. Such identifi-
cation does not imply recommendation or

endorsement by the Physikalisch-Technische
Bundesanstalt, nor does it imply that the
equipment identified is necessarily the best
available for the purpose.



23.3
Results and Discussion

23.3.1
Needs of CD Metrology

As a typical example of CD measurement by SFM, Figure 23.2 shows a section of
an SFM image of a chromium line on a quartz substrate and the corresponding
line profile (also marked by the white line in the SFM image). As the profile
depicts, the plateau surface is not imaged perfectly flat, which is due to the imper-
fections of the structure itself (i. e., surface roughness), instrument noise, etc. Con-
sequently, it is not possible to determine conveniently the width of the top plateau.
A possible solution of this problem is to define top CD as the cross-section between
the line profile and a horizontal line a few nanometer below the middle height of
the top plateau. These few nanometers need to be determined in such a way that
the distance from the top is just large enough to overcome the problems with
surface roughness, noise, etc., while on the other hand, it needs to be kept as
small as possible to reduce the influence of the probe diameter to a minimum.
The proper value of this height difference can vary from sample to sample. Typi-
cally, 3 nm prove enough at most samples. If different specimens are to be com-
pared, a uniform and therefore usually larger value of, e. g., 8 nm should be chosen.
Top CD defined in this way is very easily measurable and good reproducible. In
order to eliminate the influence of tip shape on such determined CD, just the
knowledge of the tip diameter at a chosen height from the tip end is needed.
A very important issue in CD metrology is tip wear. If the tip wears off during

the measurement, reproducible results cannot be achieved. The tip wear can be
quantified by characterizing the tip before and after the CD measurement. Alter-
natively, repeated CD measurements are a good means to check for tip wear by
monitoring as they yield the same CD value as long as there is no wear of the
tip. Figure 23.3 shows an example of such repeated typical CD measurements.
There is no trend in these four consecutive measurements; it can therefore be
concluded that there was no tip wear during these measurements. As seen
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Fig. 23.2 SFM image of a chromium line on quartz (a) and a corresponding line profile (b).



from this figure the repeatability of the CD value is in the range of 2 nm. Any
changes of the tip diameter to values greater than these 2 nm in the course of
measurements would be visible in the graph and could thus be identified easily.
As the changes of tip shape thereby can be monitored very easily during the
actual CD measurements, just one additional measurement on a special tip char-
acterizer sample is required at any time in order to obtain the absolute value of
the tip diameter. In most cases tip wear occurs predominantly with new tips;
in general, the speed of tip wear decreases with the duration of its use so that
the tip finally remains stable over many measurements. Consequently, it is advi-
sable to perform some initial prescans to make sure that the tip reaches a suffi-
ciently stable shape before the actual valid measurements are recorded.

23.3.2
Tip Shape Determination

We investigated the possibility of determining the absolute value of the tip dia-
meter on many different samples that appear suited for such a characterization.
First we used three different silicon test structures: triangular, rectangular, and
with undercut sidewall.
Figure 23.4 shows a typical SFM image of rectangular silicon structure with 90h

sidewalls. This sample with very well-defined structures and only very few irregu-
larities has already been described by H�bner et al. [4]. With this kind of struc-
tures the determination of the edge position (the highest point in the case of
profile shown in Figure 23.4) is – similar to CD metrology – somehow arbitrary,
which may lead to a large error in the calculated tip shape. Provided that the
topographic profile of the trench is actually perfectly rectangular as assumed,
the tip shape equals the imaged profile of the 90h sidewall (Figure 23.4 (right)).
Four profiles are shown, the two in the middle are typical ones, while the other
ones are examples of extreme profiles (thick gray and black lines) that can be ob-
served at different locations within the same image. As these profiles are each
well repeatable, they can be assigned to sample irregularities. The widest curve
(thick black line) can be explained by a location at the trench, where the corner
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Fig. 23.3 Linewidth distribu-
tion along the Y axis for four
consecutive measurements.



roundness is larger than in average. The very sharp profiles (thick gray line), how-
ever, do not necessarily represent sharper corners of the trench, but appear where
an artifact is visible on the top plateau. This means that due to actually unwanted
artifacts on a sample, the effective corner roundness becomes smaller. As these
sites are more or less accidentally distributed over the sample, they are not well
suited for repeatable characterization of the probe.
As can be seen in Figure 23.1, no differences between the SFM images of sam-

ples with rectangular shape and those with undercut sidewall are to be expected
as long as only the geometrical factors are considered. In experiment, however,
significant differences can often be identified between such pairs of SFM images,
which are to be attributed to differences in the physical interactions (tip bending,
differences in the force field above the sample, material contrast, etc.) in both
cases. Meli [7], for example, showed that there is a difference of up to some nan-
ometers between the geometrical shape of the tip and tip shape calculated from
measurements on samples with sidewall undercuts. Figure 23.5 therefore com-
pares experimental line profiles from such a sample and one with rectangular
edges. While the gray profile (rectangular sample) has a form clearly different
from the profile for sample with undercut (black line with empty circles) and is
furthermore also much wider, the black line (for the same rectangular sample
as the gray curve) actually depicts the same behavior as the blue one although
the measured widths under the top plateau differ. The measured sidewall profile
equals the probe shape if a perfect rectangular structure is assumed (see Figure
23.5 (left)). If a finite corner rounding is assumed one has to deconvolute the
image in order to determine the shape of the tip. In this chapter we adhere to
the worst case scenario (i. e., the dullest tip that would yield the observed
image of the assumed surface) and calculate the tip shape using the mathematical
approach presented by Villarubia [8]. Figure 23.5 (right) presents tip shapes de-
duced from respective line profiles in the right image of this figure. For a rectan-
gular sample a corner rounding of 4 nm and for a sample with undercut sidewalls
a perfect edge was assumed. As Figure 23.5 demonstrates, a very good agreement
(within 2–3 nm) between the tip shapes deduced from these two samples is
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Fig. 23.4 SFM image of a rectangular tip characterization sample (left) and selected sidewall
profiles (right).



already reached if we introduce a small assumed corner roundness. It can be con-
cluded that we see no evidence for any deviations from the simple geometrical
model in the case of these two investigated samples. This means that no sam-
ple-specific tip bending or similar can be distinguished with ordinary pyramidal
silicon tips.
Figure 23.6 shows a typical SFM image of a triangular silicon structure, and

also an example line profile and a plot of the structure width determined 8 nm
below the edge along the Y axis for forward and backward scan. With the instru-
ment used here, the repeatability of typical CD measurements is in the range of
2 nm. Until now the smallest width obtained with an ordinary Si tip and sharp
EBD tip are 17 nm and 10 nm, respectively. These values were not obtained at
the same positions. In the case of triangular samples, interaction between
probe and sample can lead to effective tip radii that are different from those
for rectangular CD structures. The advantage of a triangular shape is that it allows
an easy and unambiguous determination of the edge position.
Figure 23.7 shows a typical overview SFM image of gold nanospheres with a

nominal diameter of 30 nm on mica. In this image both isolated spheres and
also groups consisting of up to 10 spheres are visible. Only the isolated spheres
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Fig. 23.5 Tip shape profiles calculated from line profiles measured at a rectangular sample
(assumptions: perfect edges in the left image and 4 nm corner rounding in the right image) and
with undercut sidewall (assumed perfect edges in both images). Measurements on these
samples were conducted with two different Si tips of the same type. Profiles in the left image
were mirrored for visualization purposes.

Fig. 23.6 Triangular silicon sample: SFM image (left), line profile (middle), and variation along
the Y axis of linewidth 8 nm below the edge.



are taken into account for tip shape characterization. Measurements done here
aimed to check the influence of the scanning parameters on the imaged specimen
shape. Figure 23.7 depicts some example line profiles through the middle of a
gold sphere for different remaining cantilever oscillation amplitudes in the
range of 40–72% of the free amplitude. There are no significant differences in
these profiles, i. e., the imaged profile does not depend on the sample-probe
force in the investigated range. These results are in good agreement with Vesenka
et al., who did not observe any compressibility for gold nanospheres with dia-
meters of 5–20 nm either [6]. In Figure 23.8, SFM profiles through the middle
of a gold nanosphere are compared for ordinary Si and EBD tips.
The figure underlines that the EBD tip images the upper half of the sphere

almost perfectly, which means that these nanospheres are not suited for the char-
acterization of such ultrasharp tips. As the sphere is imaged perfectly it is not pos-
sible to distinguish any differences between different EBD tips until they are too
dull to follow the sphere’s shape. Furthermore, a difference can be recognized in
the profiles taken on two different gold nanospheres with two ordinary tips. For a
tip evaluation knowledge of the specimen geometry is needed. As the forces
acting on a Au particle bounded on the substrate are not symmetric, but highly
anisotropic, it is probable that the shape of Au particles on the substrate is not
spherical. For this reason Vesenka et al. [6] assumed a hemispherical shape of
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Fig. 23.7 Gold nanospheres on mica: AFM image (left) and line profiles for different remaining
oscillation amplitudes (right).

EBD-Tip Si-Tip

Fig. 23.8 Gold nanosphere on mica. AFM line profiles for ordinary Si and sharp EBD tips and
SEM images of such typical tips. SEM image of EBD tip by courtesy of NanoTools GmbH.



the specimen. In this work a spherical shape is assumed, and as seen in the SFM
profile recorded with an EBD tip, any shape duller than a sphere is excluded (at
least in the upper half of a gold particle). Because the diameter of gold spheres
varies a lot from the value specified by the vendor, for every sphere an individual
diameter equal to its height is used.
Completely blind reconstruction was applied in the case of the TipCheck sam-

ple from Aurora Nanodevices (see Figure 23.9). The difficulties arising in the use
of this method are the comparatively high risk of tip wear at the sharp features of
this sample and the extreme sensitivity of this evaluation technique on noise and
feedback errors.
Furthermore, the sample structure is very complicated and thus the force field

varies in an unpredictable way across this rough surface contrary to the much bet-
ter defined conditions at well-defined CD structures. For this reason special atten-
tion needs to be devoted to the scan control parameters. They need to be adjusted
carefully in order to get the best possible image. If the simple geometrical inter-
action model does not satisfactorily explain the tip–sample interaction, the cali-
bration of the tip used for CD metrology by means of such a sample can yield
a wrong effective tip radius. The SFM image shown in Figure 23.9 is a good
example of potential problems when using such a sample: In the upper part of
the image the structures are clearly sharper than in the lower half, which
indicates that the tip suffered from wear during the scan process and that the
tip apex thus became larger.

23.3.3
Conclusions

Figure 23.10 compares the tip shapes derived from the measurements on differ-
ent samples with SEM images of a new tip of the same type. For rectangular sam-
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Fig. 23.9 SFM image of the
TipCheck sample for complete
blind tip reconstruction.



ples a 4-nm corner rounding, for Au particles a perfect spherical shape, and for
triangle structure a perfect triangle with 40h apex angle were assumed. In all cases
a worst case tip is shown. In the left image a good agreement between the SEM
imaged tip and that calculated from SFM measurement of rectangular structures
is visible. In the middle picture an SEM image with greater magnification and tip
shapes calculated from measurements of all samples investigated in this chapter
are shown. Also in this picture a good qualitative agreement is visible, although
the quality of the SEM image does not allow any precise conclusions about the
differences between the SEM and the SFM results. In order to visualize the dif-
ferences between the tip shapes extracted from SFM measurements of different
samples a graph is shown on the right side of Figure 23.10. Tip shapes deter-
mined on gold nanospheres and TipCheck (completely blind reconstruction)
have an angle of about 40–50h, when measured about 20 nm from the tip end.
For all other samples, the tip angle has a value of about 60–70h. For rectangular
structures the angle value reaches always about 70h not later than 40 nm below
the tip end. The angle values obtained at gold nanospheres and TipCheck are
clearly lower than those determined by scanning artificially etched silicon struc-
tures. The possible reason is a lack of high angled features on these samples
that are a prerequisite for the characterization of these parts of the tips.
As stated already in the introduction, for linewidth metrology (more precisely,

for top CD determination) the width of the tip at a certain distance from its end
(e. g., 8 nm as in the example discussed above) is needed. The values of this tip
width determined on different samples (see Figure 23.10) vary between 17 nm
and 35 nm with the mean of 26 nm. Differences in obtained tip shapes may
be caused by the fact that worst case tips were calculated, i. e., the real tip
shape might be sharper than those determined at some of the samples here.
More investigations with tips that have smaller and bigger tip radii are needed
to achieve a better understanding to what extent the tip shapes calculated on
the basis of SFM data recorded at different test samples differ and how these
discrepancies can be taken into account accordingly to allow us to state reliable
absolute values (including their uncertainties) for the tip shape.
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Fig. 23.10 Tip shapes calculated from SFM images of different samples and SEM images of a
Si tip. See the text for details.



23.4
Summary

The possibility of determining tip shape from SFM images of different samples
were analyzed. The silicon rectangular structures show the valuable advantage
that they are very similar to the actual measurement object, i. e., CD structures:
For both samples the probe has the same effective radius, even if there are very
strong deviations from the simple geometrical model. The disadvantage of
these samples is the difficulty in determining an adequate edge position contrary
to the triangular silicon structures that allow us to determine the edge position
unambiguously. The lack of sharp high-angled features on gold nanospheres
makes it impossible to characterize sharp tips on these samples. The method
of a completely blind reconstruction (used for the TipCheck sample) is very sen-
sitive to noise, as one cannot distinguish easily between sample features and
noise, because the sample shape is unknown.
For the tip width of about 8 nm from the tip end, values determined on the

basis of measurement data of different samples such as various etched silicon
structures or gold nanospheres vary by about e 10 nm. It was shown that the
introduction of an assumed very small corner roundness in the order of usually
a few nanometers leads to a very good agreement between the tip shapes deduced
from images recorded at samples with rectangular and undercut features. More
investigations are needed in order to show if the differences in calculated tip
shapes are due to imperfections of the used samples or whether they stem
from physical effects. Furthermore, we did not succeed in repeating the whole
measurement series with the same tip. The reasons were tip wear and inability
to find the same measurement position on some of the samples. The tip charac-
terization for the same tip over many repeated measurements were made for
selected samples pairs. Another important aspect that deserves much more atten-
tion is the contribution of material contrast to image formation and consequently
to which extent this effect needs to be taken into account when characterising
tips. Furthermore, different interaction detection systems are likely to influence
the tip charachterisation results as their sensitivity towards the different tip bend-
ing motions varies.
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24
Double Tilt Imaging Method for Measuring Aperture Correction
Factor
Yen-Liang Chen, Chao-Jung Chen, and Gwo-Sheng Peng

Abstract

This study presents a method for measuring the correction factor of numerical
aperture in phase measurement by an interference microscope. The numerical
aperture affects the spacing of the fringes in measuring surface topographies,
meaning the height value needs to be corrected after measurement. In this
study, a double tilt imaging (DTI) method is used to determine this factor. A
reflected mirror with l/10 flatness is fixed on the top surface of a square gauge
block positioned on the sample stage of the interference microscope with
quasi-monochromatic light source. The straight fringe pattern of the reflected
mirror is formed after adjusting the focal position and the inclination of the sam-
ple stage. An autocollimator is positioned adjacent to the square gauge block to
measure the tilt angle of its lateral surface. After tilting the sample stage in posi-
tive and negative inclines separately, both images of the fringe patterns are re-
corded. The spatial frequency of the fringe images is then calculated by the
sine curve fitting algorithm. The value of the wavelength and the difference
both in angle and in spatial frequency between positive and negative tilts provides
sufficient information to allow the determination of the aperture correction factor
directly. An experimental setup of an interference microscope with a 10q Mirau-
type objective lens is utilized to measure the aperture correction factor by adopt-
ing the DTImethod. The result yields a traceable average value of 1.01936 for the
correction factor with a relative standard uncertainty of 5.7q 10–4.

24.1
Introduction

Surface profilers are popular tools for measuring small features on semiconduc-
tor chips or MEMS devices with high vertical and lateral resolution. These mea-
surements are performed by stylus instruments [1], scanning probe microscopes
(SPM) [2], or optical methods such as confocal and interference microscopes
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(IMs). For determining or comparing the performance of these instruments, step-
height or depth-setting standards are popular for vertical scale calibration [3].
An interference microscope is an efficient and powerful tool for measuring sur-

face textures with high sensitivity and vertical resolution of below 1 nm [4]. In
IMs such as Michelson, Mirau, or Linnik types, the optical path differences of po-
sitions on sample surfaces are not equal to twice the difference in height because
of the focus by objective lens [5]. Figure 24.1 illustrates the measurement between
different heights of the sample surface; the height H is not equal to half of the
optical path difference unless the incident light is perpendicular to the surface.
Hence, the effective numerical aperture (NA) of the system affects the spacing
of the fringes and the height value needs to be corrected after measurement.
This investigation presents a double tilt imaging (DTI) method for measuring

the correction factor of NA in phase measurement by an IM. A reflected mirror, a
square gauge block, and an autocollimator are used to measure the correction fac-
tor of the microscope with a 10q Mirau-type objective lens. Using this simple
method, the experimental result yields a traceable correction factor of 1.01936
with a relative standard uncertainty of 5.7q 10–4.

24.2
Traceability of Step Height

A traceable interference microscope (TIM) has been established to calibrate the
step-height standards at the National Measurement Laboratory (NML) in Taiwan.
It consists of a commercial IM, a stabilized helium–neon laser, and a ground
glass. The light source of the IM is replaced by a stabilized laser. To eliminate
the sparkle noise during the optical fiber transmission, the laser passes through
a rotated ground glass before the interference. By analyzing the fringe interval in
the interference image, the height value of the standard would be calculated and
traced to the definition of meter via the stabilized laser.
Figure 24.2 shows the traceability of step height. For SPMs, Ims, or stylus in-

struments, users usually need the step-height standard to periodically calibrate
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Fig. 24.1 Optical path difference with height
difference.



the displacement sensors. The step-height standard can be calibrated by our TIM
with stabilized laser to be traced to the length standard. On the other hand, the
DTI method is used to measure the NA correction factor. In this method, two
tilted angles are measured by an autocollimator, which is calibrated by angular
standard and traced to the circle closure principle.

24.3
Working Principle of DIT method

Figure 24.3 reveals the relationship between the spatial wavelength L (or pitch) of
interference fringes and the height difference. When the incident light is perpen-
dicular to the sample surface, the height difference between single fringe interval
is l/2, where l is the light wavelength. Because of the effect of focus by objective
lens, the height difference has to be corrected by multiplying by a factor k, which
is called the NA correction factor. Thus, the inclined angle �uu can be expressed by
trigonometric function as

�uuw tan–1 k � l=2
L

O
k � l=2

L
.

Using our proposed DTI method, we measured a flat surface twice at different
inclined angles (u1 and u2). Simultaneously, we also measured two spatial
frequencies (v1 and v2) of the fringe patterns. The spatial wavelengths would be

regarded as L1w2p=v1 and L2w2p=v2. Therefore, we get u1O
k � l=2
L1

w
k � l � v1

4p
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Fig. 24.2 Traceability of step height.



and u2O
k � l � v2

4p
. Assuming that uwu1 + u2 and vwv1 + v2, the NA correction

factor can be obtained:

kw
4p � u
l � v .

Here the values of u and l must be traced to the circle closure principle and the
definition of the meter respectively, and v can be obtained by the sine curve
fitting algorithm [6].

24.4
Experimental Setup

Figure 24.4 illustrates the experimental setup for measuring the NA correction
factor. The stabilized laser beams (1) are separated by beam splitter (2) and
then focused by Mirau-type objective lens (3). A reflected mirror with l=10 flat-
ness is fixed on the upper surface of square gauge block (5) positioned on the
sample stage of the IM. An autocollimator (6) is positioned adjacent to measure
the inclined angle of the lateral surface of the square gauge block. After tilting the
sample stage in positive (7) and negative (8) inclines separately, both images of
the fringe patterns are recorded.
Figure 24.5 shows the straight fringe image of the reflected mirror (9), which is

recorded by the CCD camera (4), after adjusting the focal position and the incli-
nation of the sample stage. The image size of the field of view must be calibrated
by microscale before measurement. The spatial frequency of the fringe images is
then calculated by the sine curve fitting algorithm. The value of the wavelength
and the difference both in angle and in spatial frequency between positive and
negative tilts reveal sufficient information to allow for the determination of the
NA correction factor directly.
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Fig. 24.3 Fringes interval with
height difference.



Table 24.1 lists the 20 repeat measurements of the NA correction factor of a
10q Mirau objective lens by the DTI method. The average value is 1.01936 and
the standard deviation is 5.6q 10–4.
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Fig. 24.4 DTI method for
measuring NA correction
factor.

Fig. 24.5 Sine fitting to
obtain the spatial frequency
from fringe pattern.

Table 24.1 Twenty repeat measurements of NA
correction factor

1 1.01829 6 1.01950 11 1.01956 16 1.01985

2 1.02008 7 1.01926 12 1.01948 17 1.01977

3 1.01985 8 1.01968 13 1.01945 18 1.01896

4 1.01923 9 1.01820 14 1.01895 19 1.01912

5 1.01912 10 1.02043 15 1.01874 20 1.01971



24.5
Relative Standard Uncertainty of Numerical Aperture Correction Factor

From the equation of the numerical aperture correction factor (k), the relative
standard uncertainty can be expressed as

u2rel(k)wu2rel(u) + u2rel(l) + u2rel(v).

1. Relative standard uncertainty of angle measurements by
autocollimator, urel(u):
The summation of positive and negative tilted angles is
uwu1+ u2, where u1 and u2 are measured by autocollimator
(ELCOMAT 2000/244). The error sources of angle measure-
ment are (1) traceability, u(u0) (2) repeatability, u(u00); and
(3) resolution, u(u000).
(1) Traceability: The autocollimator was calibrated by PTB

of Germany. The standard uncertainty of traceability is
u(u0)w0.1500=2w0.07500, and the degree of freedom is
evaluated as 50.

(2) Repeatability: Every value of angle is the average value of
250 repeat measurements, and the standard deviation of
these measurements does not exceed 0.200. Therefore, the
standard uncertainty of repeatability is evaluated as
u(u00)w0.200

�
ffiffiffiffiffiffiffiffi

250
p

w0.01300, and the degree of freedom is
249.

(3) Resolution: The resolution of the autocollimator is 0.0500,
the standard uncertainty is evaluated as
u(u000)w0.0500

�

2
ffiffiffi

3
p

w0.01400, and the degree of freedom is
evaluated as 12.5.

The standard uncertainty of the summation angle is
u2(u)wu2(u01) + u2(u001) + u2(u0001 ) + u2(u02) + u2(u002) +
u2(u0002 )w2q [u2(u0) + u2(u00) + u2(u000)], therefore u(u)w0.1100

and the combined degree of freedom is v(u)w115. Assuming
the measured angle is about 80000, the relative standard
uncertainty of angle is evaluated as
urel(u)w0.1100=2q 80000w6.9q10–5.

2. Relative standard uncertainty of laser wavelength, urel(l):
A stabilized helium–neon laser (l ¼ 0.632991 mm) is used as
the light source. The uncertainty of the light wavelength
would not exceed 0.01 nm, which is sufficient to serve as the
light source. The relative standard uncertainty of laser
wavelength is urel(l)w0.01=632.99w1.6q 10–5, and the
degree of freedom is evaluated as 50.

3. Relative standard uncertainty of spatial frequency, urel(v):
The spatial frequency, obtained by the “four-parameter fitting
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of sine” algorithm, is the sum of two spatial frequencies of
the fringe images (vwv1Sv2). The error sources that would
affect sine fitting are (1) theory limitation, u(v0), and (2)
optical quality, u(v00).
(1) Theory limitation: From the limitation of the sine fitting

algorithm, Dv0=v0I
ffiffiffi

2
p �

p � 2NS2, where Dv0 is the range
of frequency varied, v0 is the fitted frequency value, and
N is the digital resolution of the bit number. Although
the bit number of CCD is 8, we assume that N ¼ 7 to take
into account the occurrence of lower visibility. Assuming
that v0z0.084 = mm–1 for the angle of 80000, we then get
Dv0I 7.4q 10–5 mm–1. The standard uncertainty of theory
limitation u(v0)w 7.4q 10–5

�

2
ffiffiffi

3
p

w 2.14q 10–5 mm–1

and the degree of freedom is evaluated as 12.5.
(2) Optical quality: The frequency values of fitting lines

across sections of the fringe image were not the same
due to the optical quality. The maximum difference be-
tween any two values Dv00 did not exceed 2.2q 10–4 mm–1.
The standard uncertainty is u(v00)w 2.2q 10–4

�

2
ffiffiffi

3
p

w

6.4q 10–5 mm–1 and the degree of freedom is 12.5.
The standard uncertainty of the sum of two spatial
frequencies is u2(v)wu2(v0

1)Su2(v00
1)Su2(v0

2)Su2(v00
2)w

2q [u2(v0)Su2(v00)] therefore u(v)w 9.5q 10–5 mm–1 and
degree of freedom is 60. After normalizing the evaluated
value of v (2q 0.084w 0.168 mm–1), the relative standard
uncertainty of spatial frequency is shown as
urel(v)w9.5q 10–5=0.168w 5.7q 10–4:

Thus, the relative standard uncertainty of the numerical aperture correction
factor would be shown as urel(k)w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(6.9q 10–5)2S(1.6q 10–5)2S(5.7q 10–4)2
p

O 5.7q 10–4 and the combined degree of freedom is 61.

24.6
Uncertainty Analysis of the Numerical Aperture Correction Factor

Table 24.2 illustrates the uncertainty budget of NA correction factor. We can see
that the optical quality caused by the defocus error makes the largest contribution.

24.7
Conclusion

The double tilt imaging method was used for measuring the correction factor of
numerical aperture in the phase measurement of an interference microscope
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with a 10q Mirau-type objective lens. The error sources such as angle measure-
ment, wavelength of light source, and fitting spatial frequency are considered for
evaluating the relative standard uncertainty of the numerical aperture correction
factor, k. This method shows that the average value for k is 1.01936 with a relative
standard uncertainty of 5.7q 10–4, which is also traceable to both the definition of
meter and angle standard.
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Table 24.2 Uncertainty budget of NA correction factor

Quantity Estimate Type Dist. Std. Uncertainty Rel. Uncertainty yi

k 1.01936 – – – 5.74 q 10–4 61

u 1600L – – 0.11L 6.9 q 10–5 115

u1 Traceability B N 0.075L 50

u1 Repeatability A t 0.013L 249

u1 Resolution B R 0.014L 12.5

u2 Traceability B N 0.075L 50

u2 Repeatability A t 0.013L 249

u2 Resolution B R 0.014L 12.5

l 632.991 nm B – 0.01 nm 1.6 q 10–5 50

v 0.168 mm–1 – – 9.5 q 10–5 mm–1 5.7 q 10–4 60

v1 Theory limit. B R 2.14 q 10–5 mm–1 12.5

v1 Optical qual. B R 6.4 q 10–5 mm–1 12.5

v2 Theory limit. B R 2.14 q 10–5 mm–1 12.5

v2 Optical qual. B R 6.4 q 10–5 mm–1 12.5

References

1 J. F. Song and T. V. Vorburger, Standard
reference specimens in quality control of
engineering surfaces, J. Res. NIST 96,
271–289 (1991).

2 J.M. Bennett, V. Eling, and K. Kjoller,
Recent developments in profiling optical
surface, Appl. Opt. 32, 3442–3447 (1993).

3 U. Brand and W. Hillmann, Calibration of
step-height standards for nanometrology
using interference microscopy and stylus
profilometry, Prec. Eng. 17, 22–33 (1995).

4 B. Bhushan, J. C. Wyant, and C. L. Kolio-
poulos, Measurement of surface topogra-

phy of magnetic tapes by Mirau inter-
ferometry, Appl. Opt. 24, 1489–1497
(1985).

5 G. Schulz and K. E. Elssner, Errors in
phase-measurement interferometry with
numerical apertures, Appl. Opt. 30,
4500–4506 (1991).

6 T.Z. Bilau, T. Megyeri, A. S�rhegyi,
J. M�rkus, and I. Koll�r, Four-parameter
fitting of sine wave testing results:
iteration and convergence, Comput.
Stand. Interfaces 26(1), 51–56 (2003).



25
How Statistical Noise Limits the Accuracy of Optical
Interferometry for Nanometrology
Victor Nascov

Abstract

Our chapter states out the highest degree of accuracy that one can actually get by
measuring lengths and wavelengths using optical interferometry followed by pro-
cessing interference fringes that are digitally recorded and affected by statistical
noise. It is substantially based on some of our previous papers concerning with
statistical processing of elementary fringe patterns. Here only theoretical results
are presented. However, they may be applicable to design real life interferometers
when using the best optical components, just in the case of the highest demand
of accuracy.

25.1
Introduction

Optical interferometry is a classical method in metrology, commonly used for
measurement and testing with micrometer accuracy. Even in nanometrology, op-
tical interferometry is nowadays a main tool for measurement and testing, but in
order to increase the sensitivity and accuracy, one uses phase-shift interferometry
or multiple wavelength interferometry and, of course, advanced means for detec-
tion and information processing [1]. Other new methods of interferometry have
been developed recently in order to perform measurements at nanoscale: com-
bined optical and X-ray interferometry [2], homodyne interferometry [3], hetero-
dyne interferometry [4].
In any case, the accuracy on measuring lengths or wavelengths depends on the

accuracy with which one can determine the fringe spacing and the fringe posi-
tion. Many authors report in their papers statements like this: “We get the fringe
spacing with a relative accuracy of 1/1000” without any justification. We have ana-
lyzed in more detail just this problem of establishing the accuracy of measuring
digitized fringes.
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There are two main kinds of factors affecting the accuracy of optical metrology.
The first kind consists of a lot of uncorrelated disturbances that produce statistical
noise, for example, electronic and quantum noise in the CCD detector. In our
analysis we have taken into account only these random error sources, which
can be globally described by a Gaussian distribution function. The other class
of error sources includes deformation of wavefronts due to optical components,
imperfections in the CCD detector, mechanical instability of the optical compo-
nents, temperature instability, etc. Unlike the statistical noise of the first kind,
all these error sources have a deterministic nature and our analysis does not
take them into account.

25.2
Optical Interferometry Overview

25.2.1
Two Waves Interferometry

Most interferometers divide an incident light beam into two secondary waves,
which can be regarded as originating from pointlike sources located at certain
positions S1(x1, y1, z1); S2(x2, y2, z2), of course neglecting astigmatism. Their
complex amplitudes are

u1(x,y,z)wa1 � eiF1(x,y,z), u2(x,y,z)wa2 � eiF2(x,y,z),

F1(x,y,z)w
2p

l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(x–x1)2S(y–y1)2S(z–z1)2
q

,

F2(x,y,z)w
2p

l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(x–x2)2S(y–y2)2S(z–z2)2
q

.

(25.1)

We give more importance to the phase functions of the complex amplitudes; that
is why we set their real amplitudes to be constant. One obtains plane waves as the
limit case when the point sources are located at infinity. The fringe pattern of two-
wave interference has a harmonic intensity distribution:

I(x,y,z)Z u1Su2j j2wI0SI1 � cos (DF), I0wa21Sa22, I1w2a1a2, DFwF2–F1,(25.2)

where I0 is the background intensity and I1 is the intensity of the fundamental
harmonic. Regardless of their specific setup, all interferometric devices can be
characterized by only a set of a few parameters: the position of each secondary
point source relative to the screen (x1, y1, z1); (x2, y2, z2) and the size of the screen
Lx q Ly. The fringe pattern depends only on these geometrical parameters, regard-
less of the fact that the secondary point sources are real or virtual.
There are two types of well-known elementary fringe patterns: Young’s fringes

and Newton’s rings.

332 25 How Statistical Noise Limits the Accuracy of Optical Interferometry for Nanometrology



Young’s fringes occur when the two secondary point sources are located on a
direction parallel to the screen. Let their positions be: S1(–d/2,0,0), S2(d/2,0,0),
as in Figure 25.1. The phase difference function becomes the following third-
order series development:

DF(x,y)w2p � d
l
� x
z
–p � d

l
� x

2Sy2

z2
� x
z
. (25.3)

The first term belongs to a fringe pattern with straight equispaced fringes and a
spatial frequency of d/lz. This is the dominant component of the fringe pattern
while the other term estimates the systematic phase error that we may do when
considering such a fringe pattern to have perfect straight and equispaced fringes.
Such an interferometric setup outlines the spatial coherence feature of the

light, which is a common feature of all light sources, i. e., any light source is
able to produce Young’s fringes (at large distance from the point source).
We will use the discrete version of the phase function, with Nx q Ny samples:

DFmnwDF(mdx,ndy)w
2p

Nx
Nfx �m–

2p

Nx
Nfx � 12 �

L2x
z2

�m
2Sg2n2

N2
x

�m,

Nfxw
d

l
� Lx
z
, gw

dy

dx
mw0,1, . . . ,Nx–1, nw0,1, . . . ,Ny–1, (25.4)

where Nfx denotes the number of fringes along the x direction, and dx and dy
denote the sampling steps on the two orthogonal directions x and y.
Newton’s rings occur when the two secondary point sources are located on a

direction perpendicular to the screen. Let their positions be: S1(0,0,–d/2) and
S2(0,0,d/2), as in Figure 25.2. The phase difference function becomes the follow-
ing fourth-order series development:
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Fig. 25.1 Young’s fringes
interferometer setup.



DF(x,y)w2p � d
l
–p � d

l
� x

2Sy2

z2
S
3p

4
� d
l
� x2Sy2

z2

� �2

. (25.5)

The first two terms are commonly used to describe Newton’s rings, with their
characteristic quadratic dependence of the ring’s radius with respect to the inter-
ference order. This is correct if the interfering waves are not spherical, but para-
bolic. The last term gives more precision and may serve to estimate the systematic
error done by considering such a fringe pattern to have perfect quadratic depen-
dence of the ring’s radius with respect to the interference order.
This interferometric setup outlines the temporal coherence feature of the light.

Since this is not a common feature of all light sources, only high coherence light
sources (with coherence length greater than d) are able to produce such fringes.
The most convenient discrete version of the phase function with Nx q Ny sam-

ples is

DFmnwDF(mdx,ndy)wf–
8p

N2
xSg2N2

y

� Nf (m2Sg2n2)S48p � N2
f �

l

d
� m2Sg2n2

N2
xSg2N2

y

 !2

,

fw2p � d
l
mod2p, Nfw

d

l
� L

2
x

8z2
(1Se2g2), ew

Ny

Nx
, gw

dy

dx
,

mw–
Nx

2
, . . . ,

Nx

2
–1, nw–

Ny

2
, . . . ,

Ny

2
–1.

(25.6)

If the two secondary point sources are located on a direction that is neither nor-
mal nor parallel to the screen (Figure 25.3), the fringe pattern becomes a mixture
of Young’s fringes and Newton’s rings.
Let us analyze the fringe pattern of the Michelson interferometer, which has

two plane mirrors designed to be perpendicular to each other (Figure 25.5). Be-
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Fig. 25.2 Newton’s rings
interferometer setup.
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Fig. 25.3 General setup of
two point sources interfero-
meter.

Fig. 25.4 Multiple point
sources interferometer in a
Newton’s rings setup.

Fig. 25.5 Michelson inter-
ferometer.



cause of various reasons, these mirrors may have some tilts relative to their nor-
mal position. Figure 25.6 shows the basic geometry of the sources relative to the
mirrors and screen, as the two arms of the interferometer were aligned to the
same direction. The primary source is located at S and the two secondary sources
are located at S1 and S2, being the virtual images of the primary source trough the
mirrors.
Generally each of the two reflecting surfaces has two degrees of freedom: a tilt

angle a and an azimuth b, so that the two secondary point sources are located at

S1(–(rSd1) sin 2a1 cos b1,–(rSd1) sin 2a1 sin b1,(rSd1) cos 2a1), (25.7)

S2(–(rSd2) sin 2a2 cos b2,–(rSd2) sin 2a2 sin b2,(rSd2) cos 2a2). (25.8)

Therefore, the phase function has the following third-order series development:

DF(x,y)w4p
d2–d1
l

S4p � a2 cos b2–a1 cos b1
l

� 1S
z

r
S
z2

r2

� �� �

� xS4p � a2 sin b2–a1 sin b1
l

� 1S
z

r
S

z2

r2

� �� �

� y

–2p � d2–d1
l

S
a2 sin b2–a1 sin b1

l
� y

� �

� x
2

r2
–2p � d2–d1

l
S

a2 cos b2–a1 cos b1
l

� x
� �

� y
2

r2

S4p � –
d2a2 cos b2–d1a1 cos b1

lr
� 1S3

z

r

� �

S2
d22a2 cos b2–d

2
1a1 cos b1

lr2

� �

� x

S4p � –
d2a2 sin b2–d1a1 sin b1

lr
� 1S3

z

r

� �

S2
d22a2 sin b2–d

2
1a1 sin b1

lr2

� �

� y.
(25.9)

The expression above contains a mixture of straight, equidistant fringe patterns
and Newton’s rings, which generally are not circular. This geometry and expres-
sion (25.9) describe, as well, any other interferometric device with two reflecting
surfaces: Twyman-Green, Fabry Perot, Murty, optical wedge, etc.
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Fig. 25.6 Geometry that generally describes interferometers having two reflecting surfaces.



25.2.2
Multiple Waves Interferometry

When interfering waves originating from NS sources of the form
ukwakeikDF,kw0, . . . ,NS–1, the fringe pattern becomes NS –2 higher harmonic
terms, besides the fundamental harmonic:

IwI0SI1 � cos (DF)SI2 � cos (2DF)S � � �SINS–1 � cos ((NS–1)DF)

I0w
X

NS–1

kw0

a2k, Ilw2
X

NS–l–1

kw0

akakSl , lw1, . . . ,NS–1.
(25.10)

This is the case of interferometric devices with high reflectivity surfaces. More
than two secondary point sources are virtually produced due to multiple reflec-
tions and all of them are situated equidistantly on the same direction (Figure
25.4).
There is also another reason why the fringe patterns may have high-order har-

monics: By acquiring data with a nonlinear device the output signal becomes
higher order harmonics. In such cases the acquired signal is often related to
the fringe intensity by raising it to a power

IwJ0 1SV cos (DF)½ �g, gw0.5�2.5, Vw–1�1, (25.11)

where V is the fringe contrast. This signal has the following cosine Fourier series:

IwI0SI1 � cos (DF)SI2 � cos (2DF)S � � �SIN–1 � cos ((N–1)DF)

I0wJ0 � 1S
X

1

kw1

V

2

� �2k

� g � (g–1) � � � (g–2kS1)

(k!)2

" #

,

Ilw2J0 � V

2

� �l

�
X

1

kw1

V

2

� �2k

� g � (g–1) � � � (g–2k–lS1)

k!(kSl)!
, lw1, . . . ,N–1.

(25.12)

25.3
Statistical Errors on Processing Elementary Fringe Patterns

Some of our previous papers are concerned just with statistical processing of
these two elementary types of fringe patterns: straight equispaced fringes and
Newton’s rings [5–9]. For this purpose we commonly use least-squares fitting
(LSF) routines to compute the basic parameters of the fringe patterns as statistical
quantities.
Straight equispaced fringes are often regarded to have a harmonic distribution

of intensity along a direction x or over a plane (x, y):
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1D fringe pattern:

I(x)wI0SI1 � cos (2pnxSf) (25.13a)

2D fringe pattern:

I(x,y)wI0SI1 � cos 2p(nx � xSny � y)Sf
� �

, (25.13b)

where n is the spatial frequency of the fringes having two components for the 2D
fringe pattern and f is a phase parameter that specifies the global positioning of
the fringe pattern.
Fringe pattern acquisition by a CCD leads to a set of sampled and quantized

values of the intensity distribution:

1D:

IkwI(k � dx)wI0SI1 � cos 2p

N
Nf kSf

� �

; NfwN � n � dx, kw0,1, . . . ,N–1

(25.14a)

2D:

ImnwI(m � dx,n � dy)wI0SI1 � cos 2p � m � Nfx

Nx
Sn � Nfy

Ny

� �

Sf

� �

;

NfxwNx � nx � dx, NfywNy � ny � dy, mw0,1, . . . ,Nx–1, nw0,1, . . . ,Ny–1

(25.14b)

where dx and dy denote the sampling steps, which are the spacing between two
adjacent CCD pixels, on the two orthogonal directions x and y. Instead of the spa-
tial frequency n it is more convenient to use the adimensional parameter Nf, that
is the number of fringes in the fringe pattern. It has also two components in the
case of 2D fringe pattern.
Compare relations (25.14a) and (25.14b) with (25.4) to find out the relationship

between the interferometric device parameters (d, z, L, l) and the fringe pattern
parameters (Nf, @).
We have found by analytical calculus [6, 7] that, when applying a LSF computer

routine to process such a fringe pattern, the fringe parameters can be determined
with the following statistical uncertainties (standard deviations):

1D:

Aw I0 I1 Nf f½ �, sAw
1
ffiffiffiffi

N
p � sI
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2
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6
p
p
sI
I1

2
ffiffiffi

2
p sI
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h i

(25.15a)

2D:
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1
ffiffiffiffi

N
p � sI
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p
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ffiffiffiffiffi

14
p sI
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(25.15b)
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assuming that there are additive Gaussian noise with 0 mean and s2
I variance in

the image of the fringe pattern (sIw
ffiffiffiffiffi

s2
I

p

).
Moreover, if the intensity fluctuations of all the pixels in the fringe pattern are

statistically independent and each of them has Gaussian distribution, then the
statistical fluctuations of A are Gaussian too (multivariate normal distribution).
We created computer programs for fringe processing based on LSF or discrete

Fourier analysis [6, 7]. We proved the theoretical results (25.15) by statistically pro-
cessing the results of a lot of simulated fringe patterns (i 10 000) and concluded
that these formulae estimate well the actual uncertainties in fringe processing if
the fringe pattern contains at least three sine fringes or 15–20 not harmonic
fringes (Fabry Perot), which may have as well not uniform contrast. The statistical
errors (25.15) do not depend on the number of fringes if the sampling does not go
lower than eight samples for fringe spacing.
Newton’s rings patterns have the following distribution of intensity:

1D fringe pattern:

I(x)wI0SI1 � cos pd

lz2
� (x–x0)2– 2pd

l

� �

(25.16a)

2D fringe pattern:

I(x,y)wI0SI1 � cos pd

lz2
� ((x–x0)2S(y–y0)2)–

2pd

l

� �

(25.16b)

(x0, y0) being the center of the rings. The most convenient digitized form of the
Newton’s rings has been proved to be

1D:

IkwI(k � dx)wI0SI1 � cos 8p

N2
� Nf � (k–Cx �N)2Sf

� �

, kw–
N

2
, . . . ,

N

2
–1, Cxw

x0
Lx

(25.17a)

2D:

ImnwI(m � dx,n � dy)wI0SI1 � cos 8p

N2
xSg2N2

y

� Nf � (m2Sg2n2)Sf

 !

,

mw–
Nx

2
, . . . ,

Nx

2
–1, nw–

Ny

2
, . . . ,

Ny

2
–1, gw

Ny

Nx
.

(25.17b)

For simplicity, 2D Newton’s rings were regarded here to be centered, but see
paper [6] for further details in the general case. We have found by analytical
calculus [9] that, when applying a LSF computer routine to process such a fringe
pattern, the fringe parameters can be determined with the following statistical
uncertainties (standard deviations):
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2D:
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(25.18b)

assuming that there are additive Gaussian noise with 0 mean and s2
I variance in

the image of the fringe pattern. See reference [9] for more details about these
statistical errors.

25.4
Wavelengths and Displacements Measurement

Let us design an interferometer for measuring wavelengths or relative displace-
ments with a relative accuracy of 10–11, which being the accuracy of specifying
the international etalon of meter nowadays. We choose a Murty interferometer
in a setup that provides straight equispaced fringe pattern: a few minutes optical
wedge whose faces make up an optical path d (referring to Figure 25.6, d ¼ d2–d1).
The light beam should be collimated (primary source S located at infinity).
Applying a computer LSF routine to the digital fringe pattern we get the fringe

parameters (Nf, f) with the statistical uncertainties (sNf ,sf), theoretically esti-
mated by (25.15). The high-order terms in (25.9) can be used to determine the
systematical phase error due to various reasons (the beam may be not very well
collimated, the reflecting surfaces may be misaligned, etc.). The systematical
errors have to be compared with the statistical ones, which critically depend on
the CCD resolution (number of samples N).
Determining the number of fringes Nf we can get the wavelength l relative to a

reference wavelength l0 of an etalon source that makes a fringe pattern with Nf0

fringes. The accuracy achieved by now is not so good, but it can be improved in a
next step, using the information contained in the phase parameter , as well and
designing the interferometer to work at high interference order (thickness d as
large as possible). Firstly, we get a coarse value l* of the wavelength based on
the proportionality between fringe spacing and wavelength. Then we compute
the interference order k and at last we get the wavelength l with increased accu-
racy:
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l*wl0 � Nf0

Nf
, kw d




l*
� 	

, lw
2pd

2kpSf
,

sl
l
z

sf

2kp
. (25.19)

Hence, the larger the interference order k is, the better the accuracy of the
distance measurement will be. However, the interference order k cannot be
increased indefinitely, but as much as it can be determined with an accuracy of
one unit, using the fringe number Nf:

skwk
sNf

Nf
I1 ) kI

Nf

sNf

wNf

ffiffiffiffi

N
p p

ffiffiffi

6
p � I1

sI
(25.20)

The thickness d should not exceed a maximal value given by dIkmaxl. Thus, we
find out the accuracy limit on measuring the wavelength using the whole infor-
mation contained in the straight equispaced fringe pattern with N samples:

skI1 ) sl
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2p
� sNf
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ffiffiffiffiffi

21
p

p2N Nf
� s

2
I

I21
. (25.21)

Relations (25.20) and (25.21) were established by using formulae (25.15b).
If the thickness d is set to 0 (i. e., interference order k is 0 too), the interfero-

metric device is equivalent with the setup in Figure 25.1, for producing Young’s
fringes. Such a setup cannot be used for precise measurements, since the accu-
racy is limited to the accuracy of Nf because the phase parameter becomes use-
less. This case is like measuring with a caliper without vernier. Such an interfe-
rometer cannot reach nanometric accuracy since the accuracy of Nf is typically of
about 10–4 (assuming N¼106 pixels and sI/I1¼0.1).
Assuming a 1024 q 1024 pixels CCD and a relative noise of 5% (sI=I1w0.05),

the wavelength can be measured with a relative accuracy of 10–11 if the fringe pat-
tern has about 110 fringes. In this case the sampling rate would be of about
9 pixels/fringe spacing. Note that the sampling rate should not go less than
8 pixels/fringe spacing.
The same interferometer can also measure relative displacements with the

same relative accuracy, but only using the parameter because the number of
fringes Nf gives no information about displacements (it depends only on the
wedge angle). Only by fringe counting one can measure large displacements,
but this is a lengthy task, strongly affected by various disturbances. This case is
like measuring with a caliper that has a vernier but the coarse scale is missing.

25.5
Absolute Distance Measurement

We have found the expression absolute distance measurement in reference [10] with
the following meaning: precise distance measurement by two-wave optical inter-
ferometry, without need of relative displacements and fringe counting. In that
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reference the method used was phase shift interferometry, but now we will check
if absolute distance measurement is possible as well, by statistically processing a
single fringe pattern instead of using phase shifting.
Let us think about the interferometer setup in Figure 25.2. The device para-

meters (l, z, L) should be kept precisely constant, while d is the variable to be
measured. Based on the fringe pattern parameters (Nf, ) computed by a LSF rou-
tine with the statistical uncertainties (sNf ,sf), theoretically estimated by (18), the
distance d can be measured in two steps: Firstly, we get a coarse value d* based on
the proportionality between this quantity and the number of rings Nf in the fringe
pattern. Then we compute the interference order k and at last we get the distance
d with increased accuracy:

d*wNf � 8z2

L2x (1Se2g2)
� l, kw d*=l½ �, dw kS

f

2p

� �

� l, sdwl � sf
2p

,
sd

d
z

sf

2kp
.

(25.22)

Hence, the larger the interference order k is, the better the accuracy of the
distance measurement will be. However, the interference order k cannot be
increased indefinitely, but as much as it can be determined with an accuracy of
one unit, using the fringe number Nf:

skwk � sNf

Nf
I1 ) kI
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The maximal distance d that can be measured is given by dIkmaxl. Thus we find
out the accuracy limit on absolute distance measuring, using the whole informa-
tion contained in the Newton’s rings pattern with N samples:
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� s

2
I

I21
. (25.24)

We established relations (25.23) and (25.24) by using formulae (25.18b) and sup-
posing quadratic pixels (dx¼dy) and CCD area (Nx¼Ny).
Note that all these measurements depend on a reference wavelength and the

parameters of the device, which are length quantities too. Thus, the distances
can be measured only relatively to a reference length. The interferometric device
has to be calibrated using a very precise reference distance d0. The reference dis-
tance d0 should also be measured relative to the wavelength of the source used.
For this purpose the interferometric device absolutely requires a moving part to
continuously modify the distance d0 in the range from 0 to an upper limit. During
this movement one needs to count the fringes. Only by this way it is possible to
calibrate the interferometric device relative to a reference wavelength, as the
nowadays metrological standards state. Once calibrated, we can further use the
interferometric device to measure fixed distances (not relative displacements,
i. e., absolute distance measurement).
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As a light source we should use the best-stabilized He–Ne laser (l ¼
632.99139822 nm), which is one of the radiation sources recommended by the
“Bureau International des Poids et Measures” (Paris) to be used as maximum pre-
cision etalon [11].
The same interferometric device can be designed to measure wavelengths, hav-

ing the same relative accuracy like in the case of measuring distances:
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� sNf
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w

3
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p

4p2N � Nf
� s

2
I

I21
(25.25)

Also the measuring result depends on the device’s parameters, which has to be
calibrated so that all the measurements can be expressed relatively to a reference
wavelength, accordingly to the international metrological statements. (The meter
etalon itself is expressed as a multiple of a reference wavelength.)

25.6
Conclusions

We were concerned with establishing theoretically the accuracy limit of optical
interferometry and concluded that it is possible to reach nanometric accuracy
on measuring lengths and wavelengths when processing digitized fringe patterns
with a number of samples of about 1 Mpixel. We have found that both straight
equispaced fringe patterns and Newton’s rings can be used for measuring wave-
lengths and relative displacements with the same level of accuracy, when they
have the same number of samples.
The possibility for absolute distance measurement was discussed by statistically

processing a single fringe pattern of Newton’s rings type, instead of applying
phase shifting as presented in [10].
Although the overall error budget for the real life optical interferometers

includes more other terms than the Gaussian statistical errors, these theoretical
results approach the accuracy limit of the best manufactured optical interfero-
meters, working in the best conditions when all deterministic errors are mini-
mized.
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26
Uncertainty Analysis of the PTB Measuring Equipment
for the Investigation of Laser Interferometers
G. Sparrer and A. Abou-Zeid

Abstract

A measuring facility of the highest precision for the calibration of the complete
laser interferometers (LI) for length measurements is described. During calibra-
tion a shifting comparison with a standard LI is made. So-called Abbe errors
are thus avoided. The comparator is situated in a measuring chamber wherein
temperature, and later air pressure, too, can be measurably varied. The calibration
facility also includes a highly accurate weather station and temperature gauge
with which the absolute refractive index, respectively, thermal expansion can be
determined and compensated. Uncertainty budgets for the two main components
of the calibration facility, the mechanics/optics of the comparator and the stan-
dard LI with compensators are being compiled according to GUM. The measure-
ment uncertainties for a number of variants and eventually the expanded uncer-
tainties for the entire unique facility are given.

26.1
Introduction

Laser interferometers for length measurements (in the following called “LI”)
range are among the most precise means of length measurement. Their in prin-
ciple high accuracy can, however, be impaired by numerous influencing quanti-
ties and components (e. g., laser head, interferometer optics, measuring electro-
nics, air and body sensors, weather station resp. compensator, software, and, if
applicable, associated air refractometer, etc.) [1–3, 7, 10]. This disadvantage can
be compensated by calibrating the LI. There are two basic methods to calibrate
an LI which can at times be combined:

1. Calibation of all individual components of the LI.
2. Calibration of the entire LI with interaction of all compo-

nents in a shifting comparision preferably with a standard LI
on a comparator.

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



At PTB a shifting comparator for the calibration of LIs has been put on stream
which mainly operates according to method 2 [3–9] (Figure 26.1). The aim is
to determine the resulting average systematic length-dependent measurement
deviation and the measurement uncertainty of the LI to be calibrated. If these
calibration values are used for the correction of the measurement result, the
accuracy of an LI can be increased by approx. one order of magnitude. However,
precondition is the most accurate knowledge of the measurement uncertainty of
the standard measuring equipment. Therefore, the main part of the work is to
describe and analyze the measurement uncertainties of the most important char-
acteristics of this unique equipment to which belong the comparator, three
standard LI, and a standard weather station.

26.2
The Calibration Facility

In the calibration procedure applied, comparison measurements are carried out
between the complete laser interferometer to be calibrated and a PTB standard
LI. The lengths of the two measurement beams are varied by the same amount
and free of so-called Abbe errors. This is achieved by a comparator with a specific
optical measuring setup (Figure 26.2). The main component thereof is a large
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Fig. 26.1 Comparator for the
calibration of complete LIs
with measuring chamber.



triple mirror mounted on a measuring carriage [3–9] (straightness deviation of
the guide I 30 mm, angle deviation I 1’). The triple mirror consists of three
wrung zerodur plates each with an optical layer which practically does not influ-
ence the polarization condition of the impinging laser beams (beam deviation
I 5’’, straightness of surface I l/20). The dead paths in Figure 26.2 amount to
a maximum of some 100 mm, are showing, however, for both measuring
beams the same amount so that their effect is self-erasing so that the correction
of the dead stretches can be abandoned.
The two measurement beams are so adjusted that they touch this triple mirror

parallel to each other (beam distance 26.5 mm), are then reflected antiparallel to
their respective measurement triple prisms 4 and 4’ (these are usually movable
but in this case fixed), and are then directed back via the triple mirror to the
respective detectors of the LIs. The avoidance of the so-called Abbe error is achieved
by the use of the large triple mirror. This mirror effects self-centering of the two
measuring axes (each one being the symmetry line between outgoing measure-
ment beam and returning measurement beam) of the LIs to be compared, i. e.,
these axes always agree ideally.
The measuring setup also guarantees that the two measurement beams to be

compared are more or less located in the same beam corridor and in the same
measurement circle and that, as a result, the same refractive index and the
same thermal expansion influence act on the two LIs.
The calibration equipment also includes calibrated precision measuring devices

for the determination of the air parameters (temperature, pressure, humidity, and
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Fig. 26.2 Optical principle of the comparator with a large triple mirror (schematically);
standard-LI: 1 – laser, 2 – beam splitter, 3 – reference triple prism, 4 – measuring triple prism –
to be calibrated LI: the same numbers as standard LI but with apostrophe;
5 – large triple mirror, 6 – measuring axis, 7 – deviating prism (top and side view).



CO2 content) and of the body temperature. The traceability of the standard mea-
surement installation (hence also of the wavelength of the radiation of the used
standard LI, and, if necessary, also of the LIs to be calibrated by frequency com-
parison with the primary standard of length, the 127J2 stabilized He–Ne laser) is
guaranteed by PTB calibrations and measurement comparisons.
A high accuracy of the calibrations is further achieved by arranging the LI, ex-

cept for the laser heads, within a thermostated and to the exterior well-insulated
measuring chamber. The interior of the chamber is of aluminum. Because of the
good thermal conduction and the thermal short circuit thus induced, very small
air temperature gradients, spatially and temporally stable, prevail in the chamber
(I 20 mK/m resp. I 10 mK/h even during movement of the triple mirror. The
temperature changes of the body temperature sensors for specimen and standard,
which are arranged in the same spot, are smaller than 1 mK/h). With the aid of
thermostats it is possible to keep the temperature constant or to vary it in the
range of 20 hC e 5 K. The measuring chamber is constructed as a manostat so
that within a foreseeable time a variation of the air pressure can be created.

26.3
Measurement Procedure

The measured values are recorded at fixed positions in a working range of about
2 m and in steps of predominantly 80 mm. The respective results of counts of the
two LIs (uncorrected increments of fractions of the laser wavelength of the stan-
dard LI as well as corrected metric measurement values for the LI to be examined,
obtained by the compensation unit of the LI to be calibrated) were recorded
synchronously by means of external trigger pulses. In the same way, the air para-
meters assigned to the calibration device and the body temperature were
recorded. With these synchronously measured air parameters, the current abso-
lute refractive index of air is determined according to [11], and the thermal expan-
sion is ascertained from the registered body temperatures and the linear expan-
sion coefficient a, both for each measurement interval. The corrected length
values measured with the standard LI are calculated from the calibrated vacuum
wavelength, the number of measured increments, the respective refractive index
of air, and the thermal expansion.
i measurement points in j measurement sequences and k measurement series

are recorded at different air parameters. From the measured value pairs for the
corrected lengths LPijk and LNijk of the LI to be tested resp. of the standard LI,
all individual measurement deviations DLijk were calculated as follows:

DLijk wLPijk–LNijk, (26.1)

e. g., with 1 J i J 26, 1 J j J 10 and 1 J k J 7.
The average length-dependent systematic measurement deviation DL of the LI to

be calibrated was calculated from all value pairs [LNijk; DLijk] by linear regression:
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DLw aSbLN. (26.2)

On the calibration certificate, the respective length-depending correction value
and the expanded measurement uncertainties of the calibrated LI calculated
according to GUM [12, 13], with and without the use of the stated correction,
will be shown. For the calculation of these measurement uncertainties, it is neces-
sary to determine the measurement uncertainty of the complete calibration facil-
ity. The systematic measurement deviations of the sensors of the specimen and
their measurement uncertainties are also determined.

26.4
The Uncertainty of the Complete Calibration Facility

The calibration facility consists of two main components:
1. mechanics/optics of the comparator,
2. standard LI with the measuring facilities for determining the

refractive index of air (the so-called weather station) and the
thermal expansion (depending on the task, also without the
latter).

In the following, a measurement uncertainty budget according to GUM [12, 13] is
drawn up resp. calculated for each of the two components. The calculating rule
given therein will only be outlined here. Between the overall uncertainty u(y) of
the estimated value y of the result quantity Y, the individual uncertainty contribu-
tions ui(y) of the estimated values xi of the result quantities Xi, the standard mea-
surement uncertainties u(xi), and the sensitivity coefficient ci, the following
applies:

u2 yð Þw
X

u2i yð Þ (26.3)

ui yð Þwciui xð Þ (26.4)

ciw
@f

@Xi
. (26.5)

The model function f must be differentiated partially each time according to Xi. In
the uncertainty budgets, a distinction is made between length-independent and
length-dependent components.

26.4.1
The Measurement Uncertainty of the Comparator

For the investigation of the so-called “comparator error”, two high-quality stan-
dard LIs with calibrated vacuum wavelengths were first of all compared to each
other according to Figure 26.2. In principle, the influences of the refractive
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index of air and of the thermal expansion cancel out each other. During further
investigations, the measurement setup with a biaxial LI could be used which is
metrologically more advantageous. Here, both measurement axes are operated
with one and the same laser source (in Figure 26.2, beam deflector 7 is then
inserted according to the arrow direction).
The advantage of this setup is that the uncertainties of the two separate wave-

lengths as above no longer occur and that the uncertainty of the one wavelength is
even compensated. Thus, only those deviations remain which are caused by the
mechanics/optics of the comparator provided that any possible differences
between the measurement electronics assigned to the two axes have previously
been ruled out by exchange.
The differences DLKijk of the corrected lengths LN1ijk und LN2ijk measured in

both axes and the regression line of the comparator DLK from the value pairs
[LN1ijk; DLKijk] result – analogous to (26.1) and (26.2) – as follows:

DLKijk wLN2ijk–LN1ijk (26.6)

DLK waSbLN1. (26.7)

Instead of the value zero which had been expected, slope b showed þ88 nm/m on
average, which means that in the exterior axis 2, it had – compared to the interior
axis 1 – always been measured too long by the amount mentioned. The investiga-
tions with regard to the exact reasons for this deviation have not been concluded
yet. It was found that the value of b remained quasi constant over months, despite
interim readjustments. The precondition for this was that by means of an adjust-
ment shields, always the same points had been set for the measuring beams to
touch the triple mirror. The standard uncertainties of b were only a few nm/m.
Thus, with opposite signs, the determined systematic measurement deviation
of the comparator can be used for correction. This correction is also valid during
calibration of an LI if one lets the measuring beam of this LI touch the large triple
mirror with the same coordinates as previously the measuring beam of axis 2 of
the standard LI. A further precondition for the constancy of b is that the measur-
ing beam of axis 1 remains in the original position, too.
The high linearity and reproducibility of the measurements can be seen in

Figure 26.3. The figure shows the differences of the individual measurements
between the two axes of a biaxial LI in a working range of approx. 2 m in relation
to the regression line. The differences of the mean values of the individual mea-
surements relative to the regression line show a maximum nonlinearity of only
7 nm. The standard measurement uncertainties of the individual measurements
were a maximum of 3 nm. The result of nonlinearity arises through superposi-
tion. Therefore, it is here not determinable whether a genuine interpolation
error of one or both LIs is concerned, or whether other influences, e. g., the
straightness deviation of the carriage guide show an impact. Through special
investigations it could be proven that in this case the measurement result was
mainly affected by the quality of the guide.
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In the following, the model equations needed for the measurement uncertainty
budget (Table 26.1) of the mechanics/optics of the comparator are shown
(see signs and symbols at the end of the chapter, D-values are correction values,
d-values are standard uncertainties):

DLKwDLKRSdlKRSdlKB (26.8)

DLKRwaSbL (26.9)

dlKRwdlKRa2SddlKRa2SdlKRESddlKRESdlSRa1SddlSRa1SdlSRa2SddlSRa2S

� � �SdlSRESddlSRES dlKRb2SddlKRb2SdlSRb1SddlSRb1SdlSRb2SddlSRb2ð ÞL (26.10)

dlKBwLN2–LN1 (26.11)

LN2w ZEN2–ZAN2ð Þ cos e2 l0N
q

1

ntpfxN

1

1Sa tKN–20hCð Þð Þ (26.12)

e2warctan
S2

V
(26.13)

S2w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2hð Þ2S S2vð Þ2
q

(26.14)

LN1w ZEN1–ZAN1ð Þ cos e1 l0N
q

1

ntpfxN

1

1Sa tKN–20hCð Þð Þ (26.15)

e1warctan
S1

V
(26.16)
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Fig. 26.3 Differences between the two axes of the standard LI to the regression line (single
measurements).



S1w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S1hð Þ2S S1vð Þ2
q

(26.17)

Usually the Edl�n equations according to [11] are used for the correction of the
lengths. In this case, they are omitted because in the following uncertainty bud-
get, they do not make any contributions (Table 26.1).
The measurement uncertainty uKt1 of the mechanics/optics of the comparator

for the temperature range t1 ¼ 20 hC e 1 K is

uKt1w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

5.5 nmð Þ2S 2.6 p 10–9Lð Þ2
q

. (26.18)

The measurement uncertainty uKt of the mechanics/optics of the comparator for
the temperature range t2 ¼ 20 hC e 5 K is

uKt2w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8.5 nmð Þ2S 5.0 p 10–9Lð Þ2
q

(26.19)

26.4.2
The Measurement Uncertainty of the Standard Laser Interferometer Taking Into
Account the Refractive Index of Air and the Thermal Expansion

In the following, the model equations needed for the measurement uncertainty
budget (Table 26.2) of the standard LI are shown (see signs and symbols at the
end of the chapter):

Model equations:

LNw ZEN–ZANð Þ cos eN l0N

q

1

ntpfxN

1

1Sa tKN–20hCð Þð Þ (26.20)

tKNw
tK1NStK2N

2
(26.21)

eNwarctan
SN

V
(26.22)

SNw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ShNð Þ2S SvNð Þ2
q

(26.23)

with [11]:

ntpfxNwntpxN–DnfNSdnE (26.24)

nNtpxw1S nxN–1ð Þ pN
93214.60

1S10–8 0.5953–0.009876tLNð ÞpNð Þ
1S0.0036610tLN

(26.25)
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Table 26.1 Uncertainty budget of mechanics/optics of the
comparator for the temperature range t1 ¼ 20 hC e 1 K

Quantity Value Standard
uncertainty

Sensitivity
coefficient

Uncertainty
not length
depending
(nm)

Uncertainty
length
depending
(nm/m)

a 2.72 nm 0.40 nm 1 0.4

b 87.53 nm/m 1.80 nm/m 1 1.8

dlKra2 0 nm 0.54 nm 1 0.5

ddlKra2 0 nm 0.05 nm 1 0.1

dlKRE 0 nm 4.42 nm 1 4.4

ddlKRE 0 nm 0.39 nm 1 0.4

dlSra1 0 nm 1.46 nm 1 1.5

ddlSra1 0 nm 0.25 nm 1 0.3

dlSra2 0 nm 0.34 nm 1 0.3

ddlSra2 0 nm 0.54 nm 1 0.5

dlSRE 0 nm 0.88 nm 1 0.9

ddlSRE 0 nm 0.18 nm 1 0.2

dlKRb2 0 nm/m 0.44 nm/m 1 0.4

ddlKRb2 0 nm/m 0.05 nm/m 1 0.1

dlSRb1 0 nm/m 1.50 nm/m 1 1.5

ddlSRb1 0 nm/m 0.63 nm/m 1 0.6

dlSRb2 0 nm/m 0.26 nm/m 1 0.3

ddlSRb2 0 nm/m 0.54 nm/m 1 0.5

Z2EN 809 165 272 1 1.2 nm 1.2

Z2AN 0 1 �1.2 nm �1.2

l0N 632.991486 nm 4 p 10�6 nm 0 0.0

TKN 20 hC 2.5 p 10�3 K 0 0.0

S2h 200 mm/m 11.5 mm/m �13 p 10�6 m/mm �0.1

S2v 200 mm/m 11.5 mm/m �13 p 10�6 m/mm �0.1

Z1EN 809 165 272 1 �1.2 nm �1.2

Z1AN 0 1 1.2 nm 1.2

S1h 200 mm/m 11.5 mm/m 13 p 10�6 m/mm 0.1

S1v 200 mm/m 11.5 mm/m 13 p 10�6 m/mm 0.1

dn 0 1.4 p 10�8 0 0.0



pNw
p1NSp2N

2
(26.26)

nNw1S nSN–1ð Þ 1S0.5327 p 10–6 xN–400ð Þð Þ (26.27)

nSNw1S 8091.37S
2 333 983

130– l0Nð Þ–2 S
15 518

38.9– l0Nð Þ–2
 !

p 10–8 (26.28)

DnfNw
rfN
100

eE 3.8020–0.0384
1

l20N

 !

p 10–10 (26.29)

rfNw
rf1NSrf2N

2
(26.30)

EwA tLNSt0ð Þ2SB tLNSt0ð ÞSCSD tLNSt0ð Þ–1. (26.31)

The measurement uncertainty uNa1 for the standard LI with correction of the
refractive index and thermal expansion for a1 ¼ 11.5 p 10�6 K�1 (steel) is
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Table 26.2 Uncertainty budget for the standard LI with
correction of refractive index and thermal expansion for
a1 ¼ 11.5 p 10�6 K�1

Quantity Value Standard
uncertainty

Sensitivity
coefficient

Uncertainty
not length
depending
(nm)

Uncertainty
length
depending
(nm/m)

ZEN 809 165 272 1.4 1.2 nm 1.7

ZAN 0 1.4 �1.2 nm �1.7

l0N 632.991486 nm 4 p 10�6 nm 1.6 p 106 6.4

tK1N 20 hC 2.5 p 10�3 K �5.8 K�1 �14.0

tK2N 20 hC 2.5 p 10�3 K �5.8 K�1 �14.0

ShN 200 mm/m 11.5 mm/m �13 p 10�6 m/mm �0.1

SvN 200 mm/m 11.5 mm/m �13 p 10�6 m/mm �0.1

dnEN 0 10�8 �1.0 p 106 �10.0

p1N 105 Pa 2.6 Pa �1.3 p 10�3 Pa�1 �3.5

p2N 105 Pa 4.0 Pa �1.3 p 10�3 Pa�1 �5.3

TLN 20 hC 7.8 p 10�3 K 0.94 K�1 7.4

XN 400 ppm 10 ppm �1.40 p 10�4 �1.4

rf2N 50% 0.5% 4.3 p 10�3 2.2

rf1N 50% 0.5% 4.3 p 10�3 2.2



uNa1w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2.5 nmð Þ2S 25.4 p 10–9Lð Þ2
q

. (26.32)

The measurement uncertainty uNa0 for the standard LI with correction of the re-
fractive index but without the thermal expansion having been taken into account
(a0 ¼ 0 K�1) is

uNa0w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2.5 nmð Þ2S 15.5 p 10–9Lð Þ2
q

. (26.33)

26.4.3
The Expanded Measurement Uncertainty of the Entire Calibration Facility

The expanded measurement uncertainty U of the entire measuring facility for ca-
libration of an LI for length measurements is calculated from the measurement
uncertainties uN and uK of their two main components standard LI and compara-
tor. With the expansion factor k ¼ 2

Uw2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2NSu2K

q

. (26.34)

Accordingly, by combination of pairs of the calculated measurement uncertainties
(Eqs. (26.18), (26.19), (26.32), and (26.33)) with the above-mentioned linear expan-
sion coefficient a1 ¼ 11.5 p 10�6 K�1 or a0 ¼ 0 K�1, the two temperature areas
t1 ¼20 hC e 1 K and t2 ¼ 20 hC e 5 K and k ¼ 2, the four expanded measurement
uncertainties for the entire calibration facility is with (26.18) and (26.32):

Ua1t1w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

12 nmð Þ2S 51 p 10–9Lð Þ2
q

, (26.35)

with (26.18) and (26.33):

Ua0t1w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

12 nmð Þ2S 31 p 10–9Lð Þ2
q

, (26.36)

with (26.19) and (26.32):

Ua1t2w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

18 nmð Þ2S 52 p 10–9Lð Þ2
q

, (26.37)

with (26.19) and (26.33):

Ua0t2w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

18 nmð Þ2S 32 p 10–9Lð Þ2
q

. (26.38)
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Signs and Symbols of the Model Equations and the Uncertainty Budgets:

u: standard uncertainty (general); DLK: measuring deviation of the comparator for
calibration of LI; DLKR: regression line of all length differences DLijk measured
between the two axes of the standard LI depending on the length measured
with axis 1; dlKR: u in connection with the regression line DLKR; dlKB: u in connec-
tion with the calculation of the length differences between the two axes; a: dis-
tance on y-axis of regression line DLKR; b: slope of regression line DLKR; L: nomi-
nal length; dlKRa2: u of distance a of regression line DLKR of a series of measure-
ments; ddlKRa2: u of the mean value of all dlKRa2 (of all series of measurements);
dlKRE: u of all measuring deviations DLij in relation to regression line DLKR of a
series of measurements; ddlKRE: u of the mean value of all dlKRE; dlSra1: distance
a of regression line DLSR (of standard uncertainties depending on length) on
the y-axis of a series of measurements; ddlSra1: u of the mean value of all dlSRa1;
dlSRa2: u of distance a of regression line DLSR on the y-axis of a series of measure-
ments; ddlSra2: u of the mean value of all dlSRa2; dlSRE: u of all measuring devia-
tions DLij in relation to regression line DLKR of a series of measurements; ddlSRE:
of the mean value of all dlSRE; dlKRb2: u of slope b of regression line DLKR of a se-
ries of measurements; ddlKRb2: u of the mean value of all dlKRb2; dlSRb1: u of slope b
of the regression line DLSR (of standard uncertainties depending on length) of a
series of measurements; ddlSRb1: u of mean value of all dlSRb1; dlSRb2: u of the
mean value of all DLSR of a series of measurements; ddlSRb2: u of the mean
value of all dlSRb2; LN2 (LN1): length corrected is measured by standard LI, axis
2; N: measured by the standard LI resp. by the standard weather station
(index); ZEN2 (ZEN1): increments measured with standard LI in measuring axis
2 (1) at the end of the measurement (standard deviation of the limits contains
“digit errors”); ZAN2 (ZAN1): increments measured with standard LI in measuring
axis 2 (1) at the start of the measurement (standard deviation of the limits con-
tains “digit errors”); e2 (e1): angle deviation from the parallelism between the
beam direction of axis 2 (1) to the axis of movement; l0N: vacuum wavelength
of standard LI for both measuring axes; q: interpolation factor (resolution of stan-
dard LI); ntpfxN: refractive index of air dependent on temperature, pressure, hu-
midity, CO2 content; a: linear thermal expansion coefficient; tKN: body tempera-
ture; S2 (S1): resultant beam displacement particular to the measuring axis 2
(1) of a LI after displacement V, measured with a position-sensitive detector; V:
effective displacement of the laser beam by beam folding (4 m); S2h (S1h): horizon-
tal component of S2 (S1); S2v (S1v): vertical component of S2 (S1); LN: corrected
length measured by standard LI; ntpxN: refractive index of dry air dependent
from temperature, pressure, and CO2 content; DnfN: refractivity of air through in-
fluence of the relative humidity; dnE: u of the Edl�n equation [11], nxN: refractive
index of dry air under standard conditions dependent on CO2 content; pN: air
pressure; tLN: air temperature; nSN: refractive index of dry air under standard con-
ditions dependent on the vacuum wavelength; xN: CO2 content of air; rfN: relative
humidity; t0: 273.16 K; A: 12.378847 p 10�6 K�2; B: �0.019121316 K�1; C:
33.93711047; D: �6643.1645 K.
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27
Lateral and Vertical Diameter Measurements
on Polymer Particles with a Metrology AFM
F. Meli

Abstract

Particle counters measure particle size distributions and therefore they must not
only be able to count the particles correctly but also to determine the particle sizes
precisely. For the calibration of particle counters typically monodisperse reference
particles such as gold colloids or polymer spheres with various sizes are used. The
diameter of the reference particles themselves can be determined in a traceable
way with a metrology atomic force microscope (AFM). There are two different
methods of calibrating particles by an AFM measurement. Firstly, the height of
individual particles spread out on an atomically flat mica surface can be mea-
sured. The height corresponds to the particle diameter if the interaction distance
of the AFM tip is the same on the particle and on the flat reference surface and if
no particle embedding in a possible surface layer occurs. Secondly, for a close-
packed particle monolayer on a mica surface one can determine the particle dia-
meter from the lateral distance of the particles. A metrology AFM with interfer-
ometrically calibrated capacitive position sensors was used in tapping mode to ac-
quire the particle image data. A specially made image evaluation software helped
us evaluate data from hundreds of particles. Results of lateral and vertical dia-
meter measurements on polymer and gold particles are shown and compared.
Some fundamental properties of AFM tapping mode height measurements are
discussed.

27.1
Introduction

Particle counters are widely used to characterize medical and industrial clean
rooms. Quality control systems require regular calibrations of the instruments ap-
plied in these fields. Also an increasing demand for accurate particle measure-
ments is expected in relation with environmental particle monitoring and for
characterization measurements of exhaust gases from furnaces, turbines, and

Nanoscale Calibration Standards and Methods: Dimensional and Related Measurements in the Micro- and Nanometer Range.
Edited by Gunter Wilkening, Ludger Koenders  Copyright c© 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

ISBN: 3-527-40502-X



combustion engines. Especially exhaust gases of diesel engines contain submi-
cron carbon particles that are themselves agglomerates of about 20 nm small car-
bon globules. Accurate particle measurement procedures will help us enforce
quality systems and legal regulations for environmental protection.
Because particle counters typically determine a particle size distribution they

need to be able to classify the particles in diameter ranges. Correct diameter de-
termination and correct counting are important. There are many different particle
counters using different measurement principles on the market. Often particle
transportation properties in gases or liquids are used to determine the particle
size, e. g., by sedimentation, differential mobility analysis [1], laser Doppler velo-
cimetry, etc. As these methods are indirect methods most counters need to be
calibrated with well-known reference particles of various sizes.
The diameter of monodisperse reference particles such as gold colloids or poly-

mer spheres can be measured in a traceable way by various microscopy tech-
niques [2]. For the microscopic observation the particles must be deposited on
sample carriers in order to measure their size or height. Besides scanning elec-
tron microscopy (SEM) and transmission electron microscopy (TEM), atomic
force microscopy (AFM) provides an easy, nondestructive measurement under
ambient condition. For accurate measurements the metrological performance
and the calibration of the AFM scanner are essential. A powerful image evaluation
method is also necessary as many particles on many images have to be analyzed
to obtain a meaningful size distribution and the average diameter or the more
robust median.
With an AFM, particle diameters can be calibrated using height or lateral mea-

surements. Ideally the height of individual particles on an atomically flat surface
should correspond to the particle diameter; however, a few questions remain with
respect to the surface interaction of the AFM tip and the embedding of the par-
ticle in a possible surface layer. On the other hand, it is possible with certain par-
ticle surface combinations to deposit a close-packed monolayer of particles. In this
situation it is possible to determine the particle diameter from the lateral distance
of the particles. This distance is not influenced by the AFM tip shape or the sur-
face interaction (Figure 27.1).
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Fig. 27.1 Possible ways to determine a particle diameter with an AFM. (1) A lateral diameter
measurement on a single particle is strongly influenced by the AFM tip. (2) Particle diameter
measurement using its height. (3) Diameter determination using the lateral distance of a close-
packed particle surface layer.



In this chapter, a comparison of lateral and vertical diameter measurements is
made with a metrology AFM on gold colloid and polymer particles with sizes in
the range from 4 nm to 194 nm.

27.2
Experimental Setup

The AFM system used to acquire the particle images consists of a commercial
metrology AFM head (Digital Instruments) and a linear sample displacement
stage with a laser interferometer. The AFM head includes a parallelogram-type
scanner with an x–y–z range of 70 mm q 70 mm q 7 mm. The x–y–z displace-
ments are measured with capacitive position sensors. A reference cube located
close to the tip acts as the counter electrode. The x–y sensors are used in feedback
loops to linearize the x–y motion while the z-sensor signal is recorded. Because of
the linear behavior of the sensors and the low pitch, roll and yaw of the AFM
scanner a high level of accuracy is achieved.
Below this stand-alone metrology AFM head there is a sample displacement

stage with monolithic flexures forming a double parallelogram. This piezo actu-
ated stage provides a linear motion over 380 mm. Its displacement is simulta-
neously measured by a capacitive transducer and a laser interferometer (Figure
27.2). The stage with the interferometer is used to calibrate the capacitive position
sensors of the AFM head. In order to calibrate also the z-axis sensor, which is im-
portant for the particle height measurements, a mirror was attached to the z-scan-
ner below the AFM tip and a 90h-deflection prism was used to deflect the two
horizontal laser beams of the differential double pass plane mirror interferometer
into the vertical direction.
The linear long-range displacement stage is similar to a construction made ear-

lier at the PTB [3]. It was fabricated out of a single piece of a 22-mm-thick har-
dened aluminum alloy containing 4.7% Zn, 3.1% Mg and 0.6% Cu. After a
rough preshaping, the work piece was again heat treated to regain good and
homogeneous mechanical properties. The critical holes, which define the position
and the thickness of the flexures [4], were grinded on a precision grinding ma-
chine. Position and diameter were measured to be within a tolerance of 2 mm.
The stage is actuated by a 150 V piezo with a nominal stroke of 70 mm. A lever
amplifies the motion by a factor of 6 to provide a linear displacement over
380 mm.
Small errors of motion are, together with a small Abbe offset, the basis for an

accurate displacement measurement. Pitch and yaw of the linear stage motion
were measured with an autocollimator. They are roughly linear with the displace-
ment and smaller than 0.7 arcsec over the full stroke. With an Abbe offset I1 mm
this results in an error of less than 3 nm.
The position of the linear displacement stage is measured by a capacitive posi-

tion sensor (Queensgate) and a double pass differential plane mirror HeNe-laser
interferometer of the Jamin type developed at the NPL [5]. Both the capacitive and
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the interferometric measuring systems have subnanometer resolution capability.
The capacitive sensor signal is used in a PID feedback loop to control the piezo
with a DSP controller having 21-bit AD converter. The differential interferometer
measures the displacement of the sample with respect to the fixed part of the
AFM head where the reference mirror is attached. Therefore relative drift of
the stage frame with respect to the AFM head is cancelled. The moving mirror
and the reference mirror are located in the same plane in order to avoid a dead
path for the laser beam. The two detectors of the interferometer provide two sinu-
soidal signals in phase quadrature with a periodicity of 158 nm (l/4) for the fringe
counter board. Preamplifiers before the A/D conversion allow software adjust-
ments of gain and offset of the interferometer signals. To obtain a linear phase
interpolation down to subnanometer accuracy and to correct for any phase mixing
a numerical method described by Heydemann [6] is applied.
The AFM head supports various modes, such as contact mode, tapping mode,

and lateral force mode. Only a few measurements were made in contact mode
because particle removals were observed frequently. On the other hand, tapping
mode [7] proved to be very reliable with very little particle removals. With this
mode, the cantilever with the tip is vibrated at its resonance frequency around
300 kHz with an amplitude of approx. 15 nm. During scanning, the damping
of the oscillation amplitude due to the proximity of the tip to the sample surface
is held at a constant value (setpoint). This mode gives very reproducible measure-
ments because of the intermittent contact and the therefore negligible lateral
forces.
An optical zoom video microscope and a coarse x–y table allow for easy posi-

tioning of the sample below the tip. The control of the interferometer and of
the piezo HV amplifier as well as the acquisition of the capacitive sensor signal
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Fig. 27.2 General setup of
the metrology AFM system.
(a) Metrology AFM head in-
cluding a video microscope,
(b) piezo actuated linear long-
range displacement stage with
monolithic flexures forming a
double parallelogram, and (c)
schematic of the differential
double pass plane mirror in-
terferometer with HeNe laser.



from the displacement stage and from the AFM head is programmed in LabView.
More details about this system and about accurate pitch, step height, structure
width (CD), and roughness measurements were published earlier [8–12].

27.3
Measurement Results and Discussion

The two possible methods of calibrating particle diameters with an AFM by lateral
or height measurements have both their advantages and drawbacks. Height mea-
surements are possible for most types of particles as they require only that a few
particles stick somewhere on a flat surface. Lateral measurements require that at
least islands of single layer of close-packed particles are formed on a surface.
While the determination of the particle diameter from lateral measurements is
straightforward, this is not the case for the height measurements as the apparent
height can be influenced by the surface interaction of the AFM tip and the parti-
cle embedding on the surface. The following two sets of measurements on gold
colloids and polymer spheres clarify the degree of equivalence of both methods.

27.3.1
Height Measurements on Gold Colloids

Gold colloids of five different nominal sizes were deposited on cleaved mica sur-
faces. The cleaved mica provides atomically flat surface regions, which are neces-
sary as a reference plane for the particle height determination. A pretreatment
with poly-l-lysine is needed to adjust the surface charges and therefore to enhance
the adhesion of the particles. The colloid solutions were diluted with ultrapure
water to obtain a suitable particle density. All solutions and the mica carriers
were obtained from Pelco as a “Gold calibration Kit” (Ted Pella Inc., Redding,
CA). Surface regions of about 50 particles were imaged with AFM scan sizes be-
tween 600 nm and 1.4 mm. Most AFM measurements were performed in tapping
mode using Pointprobe silicon AFM tips from Nanosensors (now Nanoworld,
Neuch�tel, Switzerland).
A METAS designed image evaluation software was used to determine the

particle heights in a few simple steps (Figure 27.3):
1. The image background is flattened line by line using a sec-

ond- or third-order polynomial fit. Only background data
points are used for this fit. The particles are discriminated
using an appropriate height threshold (Figure 27.3(b)).

2. In the flattened image all possible particles are first recog-
nized and then the particle multiples are discarded on the
basis of their larger surface area. Also all particles on the
border of the image are discarded (Figure 27.3(c)).

3. The remaining single particles with clear surrounding are
further analyzed. The three highest pixels are averaged to
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give the height (diameter) of a single particle. Alternatively, a
circular fit can be applied to each individual particle bump.
In this way also the AFM tip radius can be estimated (Figure
27.3(d)).

4. Based on the analysis of all particles in the image the mean
and the median particle diameters as well as the standard
deviation are calculated.

By analyzing a few images taken from the same sample, particle data are accumu-
lated and the size distribution can be determined. Figure 27.4 shows the particle
size distribution of the 8.3 nm gold colloids. Evaluating 391 particle diameters the
standard deviation was 0.7 nm resulting in a standard deviation of the mean of
only 0.03 nm (i. e., 0.7 nm/sqrt(391)).
Often the shape of the tip or the particle is not very well approximated by a

sphere and the circular fit does not yield the correct height value for the particle.
A three-point height average was used for the results presented here on gold col-
loids. On the other hand, the circular fit allowed also an estimate of the tip radius.
It was already suggested that such gold colloid particles could be used as AFM tip
characterizers [13, 14]. Unfortunately, a perfect, fresh tip with a tip radius of only
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Fig. 27.3 Steps of the AFM image evaluation: (a) original AFM data 2 mm q 2 mm with 16 nm
gold colloids, (b) background selection for image flattening using a height threshold,
(c) selecting valid particles for height estimation, and (d) particle height and AFM tip radius
evaluation by fitting a circle segment to the measured points of the particle bump (rpart ¼ 16 nm,
rtip ¼ 29 nm).



1 nm as estimated on a tip characterizer [10] is quickly contaminated by picking
up gold colloids. The observed AFM tip radii were then in the same range as the
measured particles, i. e., 10–30 nm. This had mostly no direct influence on the
AFM height measurement because no twin or multiple tip image artifacts
appeared.
Table 27.1 summarizes the results obtained on five different gold colloid parti-

cles. The size variation of the monodisperse particles gives only a small contribu-
tion to the uncertainty of the average particle diameter (0.03–0.2 nm) because
a large amount of particles was analyzed. The AFM z-scale calibration, which is
better than 0.5%, has also a minor influence on the diameter uncertainty
(0.02–0.13 nm) as will be seen in the following discussion.
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Fig. 27.4 Particle diameter distribution of 8.3 nm gold colloids deposited on mica and
measured by AFM microscopy.

Table 27.1 Evaluated mean particle diameters and size
distributions of five different gold colloids

No. of particles Mean (nm) SD (nm) SD of mean (nm)

185 4.16 0.67 0.05

391 8.28 0.69 0.03

131 13.70 1.32 0.12

222 17.14 1.24 0.08

139 26.73 2.40 0.20



27.3.2
Possible Systematic Deviations with Height Measurements on Gold Colloids

The average particle size can be measured reproducibly using an AFM by statis-
tical evaluation of many particles. However, some fundamental questions related
to the tip sample interaction need clarification before the full uncertainty can be
given.
First the influence of the AFM tapping mode setpoint was investigated. In tapp-

ing mode the tip oscillates at its resonance frequency with a certain amplitude.
As the tip approaches the surface this amplitude is reduced until the so-called set-
point amplitude is reached. This setpoint amplitude is then kept constant by the
feedback mechanism. Additionally, the phase of the oscillation is imaged. On the
same sample location various images were measured using different setpoints.
Between light and hard tapping a particle height change of 1 nm on the 17 nm
particles was observed (Figure 27.5). Harder tapping reduced the apparent particle
height as if the particles were softer than the mica. The tapping mode is sensitive
to the force gradient between the tip and the sample [15] while in the contact
mode the tip is held at a distance of constant force, i. e., constant AFM cantilever
deflection. Contact and tapping mode particle heights should be the same. With
contact mode measurements, however, usually most of the particles were
removed from the surface so that only some very good adhering species were
left for their height determination. Especially sharp tips removed the particles
easily while with dull tips, with a tip radius above 30 nm, the removal rate was
lower. At sites where particles were removed by the AFM tip a small bump of
about 1 nm could be observed that consist maybe of some gold removed from
the particles.
On 44 individually selected particles the height obtained with contact mode and

light tapping mode was compared. The mean diameter measured with tapping
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Fig. 27.5 Dependence of the measured gold colloid particle height with respect to the AFM
tapping mode setpoint.



mode of 17 nm was only 0.3 nm larger (Figure 27.6). The standard deviation of
the mean difference between the two modes was 0.2 nm so the deviation was
not significant.
Measurements made by Mulvaney and Giersig [2] comparing TEM and contact

mode AFM measurements on 16 nm diameter gold colloids showed that the
mean diameter determined from TEM measurements was 0.2 nm larger than
the contact AFM height value. Using this result the difference between TEM
and tapping mode AFM diameter would be only 0.1 nm.
It seems that there is no big systematic height difference between light tapping

and contact mode. However, the possibility still exists that there is a systematic
effect for both methods due to the different tip sample interaction on mica and
on the gold colloid particle (Figure 27.7).
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Fig. 27.6 Measured particle height differences between light tapping and contact AFM mode.

Fig. 27.7 The measured
particle diameter could be
systematically influenced by
differences between the tip
sample interaction on mica
and the one on a particle.



27.3.3
Lateral Measurements on Polymer Spheres

With polymer particles instead of gold colloids it was in some cases possible to
deposit a close-packed particle monolayer layer on a mica surface [16]. For such
a layer the particle diameter can be determined from the lateral distance. This dis-
tance might be only influenced by particle–particle interaction forces but not by
the AFM tip shape or the tip–surface interaction as for height measurements.
Again the particles were deposited on atomically flat cleaved mica that was pre-
treated with poly-l-lysine. To obtain a close-packed layer the particle size distribu-
tion must be very narrow. Single larger or smaller particles can introduce defects.
Good results were obtained with polymer spheres from Duke Scientific Corp.
(NanoshpereTM Size Standards, type 3200A) with a nominal size of 198 nm.
For the evaluation of the lateral distance only perfect single lines of particles
were used. The sample was aligned such that the particle rows were parallel to
the fast scanning x-axis (Figure 27.8).
The individual particle positions were determined from their center of gravity

on a single image profile. The average diameter was then obtained by a linear
fit to lateral particle locations.
These measurements are very accurate. An average particle diameter of 193.9

nm was found with a standard uncertainty of only e0.25 nm. Deviations of single
particle positions from the linear fit were within a range of e8 nm (Figure 27.9).
From lateral measurements it is difficult to deduce the particle size distribution

because the local position variation is not only influenced by the size of a single
particle. Also the height method cannot be applied to the image shown in Figure
27.8 as the mica reference plane can be seen only in a few locations.
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Fig. 27.8 AFM top view
image of a close-packed layer
of polymer spheres deposited
on cleaved mica.



On the other hand, it would also be interesting to have a direct comparison
between lateral and vertical particle measurements on the same sample to see
if systematic differences exist.
As very often the close-packed particles form small islands on the surface, there

is also a good chance to find a place that looks like the one shown in Figure 27.10.
Here a part of a long slender island can be seen with a visible mica reference sur-
face on the left and right sides of the image. The left and right sides of the image
are also the beginning and the end of single profiles in the fast scanning direc-
tion. This situation allows again a similar evaluation as for the gold colloids
with the difference that in this case not each particle is surrounded by a reference
plane but that still the entire image can be flattened line by line, using the left and
right border parts as background reference (Figure 27.11). In the flattened image,
particles are automatically recognized and particles on the border of the image
and a few outliers are discarded. To the remaining particles a circular fit is applied
to obtain the height as well as the AFM tip radius.
Based on the evaluation of 415 particles in the image, the particle size distribu-

tion with median diameter and standard deviation was determined (Figure 27.12).
The particle standard deviation was 3 nm resulting in a standard deviation of the
mean of 0.15 nm. As the size distribution is slightly asymmetric the more robust
median value is used instead of the mean value. The mean value was roughly
0.4 nm smaller.
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Fig. 27.9 Top: A profile across a close-packed particle row was evaluated to obtain the lateral
particle positions. Bottom: The deviation from a linear fit to the particle positions gives the
average particle diameter and the local variation.



Again, as for the gold colloids, the particle height varied with the tapping mode
setpoint. The median values were in the range from 193.8 nm to 194.9 nm for
setpoints from 90% to 60% with respect to the tip lift off amplitude. Also the
tip radius varied depending on the setpoint between 13 nm and 24 nm whereby
lighter tapping increased the radius. This could also have been influenced by the
feedback setting and the scanning speed. A relatively slow scan speed of 5 mm/s
was used to acquire the images.
The final standard uncertainty estimation of 1.5 nm is mainly influenced by the

height variation with the tapping mode setpoint and the z-calibration. Figure
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Fig. 27.10 Region of a long
slender island of close-packed
polymer spheres with 194 nm
diameter deposited on cleaved
mica allowing correct line-by-
line image flattening to be
applied.

Fig. 27.11 Steps of the AFM image evaluation showing a region of a long slender island of
194 nm polymer spheres. Image size 5 mm q 5 mm. Left: Raw AFM image with height data.
Middle: Background selection for image flattening using a height threshold. Right: Selecting
valid particles by size filtering and individual particle height evaluation by fitting a circle
segment to the measured points of the particle bump.



27.13 shows the comparison between the average particle diameter determined
from the lateral particle distance and the particle height obtained for various
AFM tapping mode settings. Considering the estimated uncertainties for both
types of measurements the results are in a good agreement indicating that no
additional significant systematic error is involved here.
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Fig. 27.12 Diameter distribution of 194 nm polymer particles deposited on mica determined
from particle heights measured with AFM tapping mode.

Fig. 27.13 Comparison of the polymer particle diameter determined from the lateral mea-
surement with the ones from the particle height evaluations obtained for various AFM tapping
mode setpoints.



27.4
Conclusion

A metrology AFM with tapping mode is well suited for traceable diameter calibra-
tions of small particles in the range of 4 nm to 1 mm. Two methods can be used
for the diameter determination: Lateral measurements on close-packed particle
monolayer do not suffer from tip effects and give the smallest uncertainty. This
method, however, is not always applicable and it does not indicate the particle
size distribution. Alternatively, height measurements are possible for most
types of particles as it is only necessary that a few particles stick somewhere on
a flat surface. As the apparent height is influenced by the interaction distance
of the AFM tip, these measurements are less accurate. With the work presented
here these effects are considered to be smaller than e1.5 nm. No evidence within
the uncertainty of the results was found that indicates a systematic effect larger
than the tapping setpoint dependence. In contrast to hard tapping, light tapping
leads to better AFM particle height results when compared with the lateral mea-
surements.
Usually particle and substrate material are not the same, and therefore, besides

different mechanical properties, also the different surface potential must be con-
sidered [17]. Understanding the tip sample interaction as a function of the mate-
rial, the sample topography and the tip shape are of great importance. Further
investigations in this field will be of general interest to people who use metrology
AFMs for height and structure width calibrations.
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28
Pitch and CD Measurements at Anisotropically Etched
Si Structures in an SEM
C.G. Frase, S. Czerkas, H. Bosse, Yu. A. Novikov, and A. V. Rakov

Abstract

Pitch and CD measurements were performed on a calibration standard developed
for SEM and AFM application (Ch. P. Volk, E. S. Gornev, Yu. A. Novikov, Yu. V.
Ozerin, Yu. I. Plotnikov, A.M. Prokhorov†, and A. V. Rakov, Linear standard for
SEM–AFM microelectronics dimensional metrology in the range 0.01–100 mm,
Russ. Microelectron. 31(4), 207ff (2002)). The specimen consists of several struc-
ture groups centered on a 15 mm q 15 mm silicon chip that contains arrays of
anisotropically etched trenches with a sidewall angle of 54.7h, a depth of approxi-
mately 630 nm, a nominal pitch of 2.0 mm, and a length of 100 mm. Subject to
measurements were pitch and width (critical dimension or CD) of the trenches
in the central structure group. The measurements were performed with the elec-
tron optical metrology system (EOMS) at the PTB (W. H�ßler-Grohne and H.
Bosse, Electron optical metrology system for pattern placement measurements,
Meas. Sci. Technol. 9, 1120–1128 (1998)), a low-voltage SEM equipped with a
laser-interferometer controlled specimen stage that was used for calibration of
scan magnification by means of laser-interferometrical displacement measure-
ments. For a correct interpretation of signal profiles, secondary electron (SE)
image formation was modeled by Monte Carlo simulations including an SE
ray-tracing algorithm considering the detector’s collecting electric field. The simu-
lations showed good conformity with measured data. For each structure in the
array, a measuring window of 6 mm (covered by three images of about 2 mm q

2 mm) was defined. Signal profiles averaged over 50 scan lines (i. e., over a length
of 220 nm) were extracted from the images for subsequent evaluation of CD,
pitch, and line edge roughness. A CD evaluation algorithm based on prior work-
ings (Ch. P. Volk, Yu. A. Novikov, and A. V. Rakov, SEM calibration in the micro-
meter and submicrometer range by means of a periodic linear measure, Meas.
Technol. 43(4), 346–352 (2000)) and adapted for imaging of structures in the
EOMS instrument was developed. The algorithm separates the signal profiles
in sections that can be approximated by linear regression. The resulting linear
functions are extrapolated to determine the intersection points of the straight
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regression lines. On the basis of this linearization of the profile, the algorithm
determines the upper width and the basis width of trenches and deduces CD
and pitch values. The main advantages of this method are a good robustness
against signal noise due to the large number of data points used, and a minimi-
zation of the probe diameter’s influence because of automatic rejection of non-
linear parts of the profile from regression. Furthermore, an estimation of the
effective SEM probe diameter can be derived from the analysis of signal flanks.
At the moment, structures with an upper width of about 100 nm and below
are created (Yu. A. Novikov, A. V. Rakov, and Yu. V. Ozerin, Test object of solid sur-
face micro and nanorelief, Seminar NanoScale 2004 (Abstract)) that will be inves-
tigated next.

28.1
Introduction

The GWPS-2.0Si standard (Gauge of Width and Periodicity Special, nominal
pitch 2.0 mm, made of (100) silicon) is a linewidth standard proposed by the Rus-
sian Academy of Sciences. It is usable for pitch and CD calibration in nanometrol-
ogy. The structures of the standard are etched anisotropically with a sidewall angle
of exactly 54.7h, the angle between the silicon (100) and (111) lattice plane. This
design has the advantage that the projection of the sidewalls into the xy-image
plane is quite broad and upper and lower linewidths can be measured separately
and largely independent of the electron probe diameter. Therefore, CD calibration
has the potential to provide smaller uncertainty than for approximately rectangu-
lar structures.
The first subject of this contribution is a detailed analysis of the SEM image

formation at the structures by means of Monte Carlo simulations. From this,
an algorithm for pitch and CD evaluation is derived that uses the advantages of
the specimen’s special design. This algorithm is used for SEM measurements
at the structures that are compared with additional AFM measurements.

28.2
GWPS Specimen

The GWPS standard is incorporated on a 15 mm q 15 mm silicon chip together
with “find me” structures. In an active area of 1 mm q 1 mm, five structure
groups are centered. Every structure group contains three arrays of 11 trenches
with a nominal pitch of 2.0 mm and a length of 100 mm. The sidewall angle of
the anisotropically etched structures is 54.7h and the depth of the structures is
approximately 630 nm. The arrays are marked with roman numerals I, II, and
III and a horizontal line denoting the center of the trenches (Figure 28.1). Subject
to the measurements were pitch and critical dimension (CD) of the trenches in
the array II of the chip’s central structure group.
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28.3
SEM Instrumentation

The SEM we used for these measurements, the electron optical metrology system
(EOMS), is described in detail in [1]. Briefly, it can be described as a low-voltage
SEM mounted on top of a large vacuum chamber that can load planar objects of
up to 300 mm. The main task of this instrument was to perform 2D coordinate
measurements on photomasks. The low-voltage SEM column features a thermal
field emitter (Schottky emitter), a beam booster, i. e., the electron beam is held on
a high potential of 8 kV within the SEM column and decelerated to the intended
landing energy in the objective lens, a magnetic-electrostatic detector objective
lens (MEDOL), and an on-axis scintillation SE detector to obtain highly symmetric
image contrasts. Typical primary electron energy we use is 1 keV. The xy-coordi-
nate stage consists of a “one-level-table” supported by four Teflon pads, which
moves on a lapped ground plate. It offers a travel range of 300 mm in both direc-
tions. The position of the stage is measured by laser interferometry with a resolu-
tion of about 0.6 nm. The interferometer controlled specimen stage is used for
calibration of magnification and for characterization of scan field distortions as
well.

28.4
SEM image formation and Modeling

Contrast formation in the low-voltage SEM’s secondary electron (SE) imaging
mode results from the elastic and inelastic scattering of primary electrons in
solid state together with excitation and emission of secondary electrons. When
the SEM’s focused electron beam with a diameter of a few nanometers is scanned
over the specimen surface the electrons undergo processes of elastic and inelastic
scattering that form a characteristic diffusion cloud in the specimen. The inelastic
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Fig. 28.1 Overview of the GWPS 2.0-Si layout. In the left image the whole active area with five
structure groups, in the central image the central structure group, and in the right image the
central array II with 11 trenches are shown.



scattering process results in the excitation of secondary electrons (SE) with an en-
ergy by definition to be smaller than 50 eV. Therefore, SE can only escape from
surface layers of a few nanometers. The emitted SE are absorbed by the objective
lens and projected on a scintillation detector above the lens that measures the
image signal.
The contrast in secondary electron imaging mode is affected by three main con-

trast mechanisms, the surface tilt contrast, the SE reabsorption in trenches (shad-
owing), and the conversion of high-energy backscattered electrons (BSE) in sec-
ondary electrons.
Surface tilt contrast is a result of the reduced penetration depth of the electron

probe when hitting a tilted surface such as the sidewalls of the structures, result-
ing in a higher SE signal. It was often described in literature, see, e. g., [2]. The
other two effects, SE reabsorption and backscatter conversion, are antagonistic
effects: The reabsorption of SE generated in trenches by the sidewalls results
in a signal decrease in the trenches, whereas the reabsorption of high-energy
backscattered electrons by the sidewalls results in the generation and subsequent
emission of additional secondary electrons and therefore in a signal increase. The
balance between the two effects is strongly influenced by the electric field of the
objective lens. In the case of the GWPS specimen measured by EOMS, we observ-
ed a contrast inversion: The SE signal from the trenches is slightly higher than
the signal from the lines.
An additional contrast mechanism is the diffusion contrast that introduces non-

linear effects in the SE signal profile close to the specimen edges. The edge detec-
tion algorithm that was applied here suppresses nonlinearities. However, the dif-
fusion contrast can also form the basis of a CD edge detection algorithm, see,
e. g., [3].
The image formation was modeled by Monte Carlo simulations of electron dif-

fusion in solid state and SE excitation and emission. For these investigations, the
Monte Carlo program package MOCASIM (developed at the University of M�n-
ster) was used [4]. It is a Monte Carlo simulation program adapted for low-voltage
SEM modeling, so it uses the quantum mechanical Mott cross section instead of
the classical Rutherford cross section. However, comparison of the modeled sig-
nal profiles with experimental results on the GWPS structures showed a com-
pletely different contrast behavior. Therefore, the simulation was extended for sec-
ondary electron ray tracing in the electric field above the specimen. The combined
simulation of Monte Carlo and electron ray tracing in vacuum showed a good con-
formity with experimental results, even the contrast reversal could successfully be
modeled, see Figure 28.3. Figure 28.2 shows the simulated electron trajectories in
solid state in the original simulation and the SE trajectories in vacuum in the ex-
tended simulation with SE ray tracing.
The finite diameter of the electron probe also has to be taken into account for a

correct analysis of the SE intensity profiles. For the case of a well-aligned, nearly
parallel electron beam, the real profile can be approximately regarded as a convo-
lution of an ideal profile (i. e., probe diameter zero) with the intensity distribution
of the probe electrons on the specimen surface (see Figure 28.4). From the result-
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ing profile, one can see that there remain linear parts in the profile that can be
approximated by linear functions and that the center positions of the peak flanks
are isofocal.
The influence of the finite probe diameter can also be shown in a geometric

model of probe–specimen interaction (see Figure 28.4). At point 1 the probe be-
gins to hit the sidewall. The signal rises sharply until the whole probe is located
on the sidewall at point 2. The contrast difference between points 2 and 3 is due
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Fig. 28.2 Left: Monte Carlo simulation of electron diffusion in solid state. Right: Simulation of
secondary electron trajectories in an electric field above the specimen surface. Electron probe
position is the center of the trench. The second source of SE emission on the right sidewall is
due to backscatter conversion.

Fig. 28.3 Experimental and simulated SE intensity profile. The extended simulation with
consideration of the electric field reproduces the slight contrast inversion satisfactorily whereas
the original simulation without electric field consideration shows a strong signal decrease in the
trench that was not observed in experiments.



to the contrast mechanisms of shadowing and backscatter conversion. At point 3,
the probe starts leaving the sidewall and at point 4 it has completely left the side-
wall. The flanks 1–2 and 3–4 of the sidewall peak have the width d equal to the
probe diameter. The control points A and B that are located in the center of the
flanks are isofocal, i. e., they are largely independent of the probe diameter d. The
projection S of the sidewall is defined as the distance A–B and thus is also inde-
pendent of the probe diameter.
For our CD evaluation algorithm, two points are crucial: A profile that is distin-

guishable into approximately linear parts and the center of the peak flanks being
isofocal. Prerequisite for this is the condition S ii d. Otherwise, the two peak
flanks would merge into a single, Gauss-like peak. Therefore, the anisotropically
etched sidewalls of the GWPS sample with a low sidewall angle and a broad side-
wall projection S offer the possibility of CD measurements to be performed and
evaluated largely independent of the probe diameter.
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Fig. 28.4 Left: Scheme of the convolution of the ideal profile (a) with probe intensity profiles of
different diameters (b) resulting in the real profiles (c). Right: Geometric model of the inter-
action between an assumed uniformly distributed electron probe with the diameter d and the
specimen topography. (a) and (b) show the specimen topography and the impact points of the
electron probe, and (c) shows the resulting intensity profile.



28.5
SEM Measurement Method

The analysis of the image formation revealed that the SE intensity profile can be
segmented into parts that can be approximated by linear functions. A complete
linear parameterization of the profile is therefore achievable.
From the SEM image (512 q 512 pixel) of one silicon trench, an intensity pro-

file, averaged over 50 scan lines, is extracted. The first derivative is calculated and
the two maxima respectively minima are detected that refer to the signal flanks of
the two sidewall peaks. The full-width-half-maximum (FWHM) of the derivative
peaks is defined as “flank regions” and a linear regression is applied in the indi-
vidual regions of the original profile. The profile is then divided into four flank
regions and five intermediate segments with approximately constant slope. In
each intermediate segment, a slope histogram is calculated and the most probable
slope is determined. Then, a subset of data points within the segment is taken,
considering only data points lying in a slope window of, e. g., the most probable
slope es. This eliminates all profile parts with nonlinearities from the subse-
quent linear approximation of the subset. As a result, four linear functions of
the peak flanks and five linear functions of the intermediate segments are deter-
mined. The functions are extrapolated to determine the intersection points and
this procedure finally results in a completely linear parameterized signal profile
(see Figure 28.5). The center positions of the flank regions are defined as control
points A, B, C, and D. The model of image formation shows that A and D are
assigned to the upper left and the upper right positions of the trenches’ sidewalls,
and B and C to the lower left and lower right positions. The distance A–D is there-
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Fig. 28.5 Measured intensity profile and linearized profile. The control points A–D are placed
in the center of the sidewall peak flanks.



fore the upper width of the trench, and the distance B–C the lower trench width.
The above-described algorithm was applied to the CD evaluation in the measure-
ments.

28.6
Measurement Results

The following measurement scheme was applied to the central array of the GWPS
specimen: For each of the 11 trenches, a measuring window of 6 mm was defined
that is covered by three images of 2 mm q 2 mm field of view (see Figure 28.6). In
each image, 10 profiles averaged over 50 scanlines are extracted. So, in total 30
profiles were extracted for each of the 11 trenches. The measurements were
repeated five times.
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Fig. 28.6 Measuring scheme of the 11 trenches in the central array.

Fig. 28.7 Measurement results for the upper and basis trench widths.



The results for upper and basis trench width are shown in Figure 28.7. In
trench number 11 a dust particle was observed, so the results were not further
analyzed for this trench. Trench numbers 1 and 10 showed larger deviations in
trench width; the other trench width variations lie in a range of 12 nm. The
error bars shown in Figure 28.7 refer to the 1s repeatability of the measurements
and the CD variations in the 6-mm measuring window for each trench. The re-
peatability of the EOMS tool was determined from five repetitions at all 30 q

11 measuring positions as 2 nm (1s). The CD variations observed in the 6 mm
measuring window at trench numbers 1–10 are 3.5 nm (1s) for the upper trench
width and 5.4 nm (1s) for the bottom trench width.
For pitch evaluation, images of two adjacent trenches were analyzed. The posi-

tions of the control points A, B, C, and D were determined in both images and the
absolute distance of the two measurement positions was measured by laser inter-
ferometry. Then, the absolute distances A–A, B–B, C–C, and D–D were evaluated
and a mean pitch from the four values and the 30 intensity profiles was calcu-
lated. Figure 28.8 shows the pitch results for trenches 1–2 to 9–10. The mean
pitch variation over the 6-mm measuring window of 10 trenches is 4.4 nm (1s).
In addition to the SEM measurements, AFM measurements have been per-

formed with a commercial AFM tool. Figure 28.9 shows a comparison of trench
width variation at trench number 10 between both measurement tools. The mea-
sured curves show an offset of 50 nm due to a large AFM tip radius because a
worn tip was used. No absolute CD comparison was intended but a comparison
of CD variation within the measurement window. The variation curves of SEM
and AFM measurements follow each other smoothly.

38328.6 Measurement Results

Fig. 28.8 Pitch
measurement results
for trenches 1–2 to
9–10.



28.7
Conclusion

A robust algorithm for CD evaluation at anisotropically etched silicon structures
was presented. The trapezoidal topography of the structures together with the
special algorithm allows CD measurements that are largely insensible to defocus-
ing effects. The investigations will be continued at structures with a much smaller
CD range (20–100 nm top linewidth). It has to be tested, down to which mini-
mum structure size the algorithm is applicable. Furthermore, it has to be tested
in Monte Carlo simulations to what extent the algorithm is influenced by electron
diffusion in solid state.
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Fig. 28.9 Comparison of SEM and AFM measurements for top trench width variation at trench
number 10.
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Analysis and Comparison of CD-SEM Edge Operators:
A Contribution to Feature Width Metrology
C.G. Frase, W. H�ßler-Grohne, E. Buhr, K. Hahm, and H. Bosse

Abstract

We report on feature width or critical dimension (CD) measurements by the
means of scanning electron microscopes (CD-SEM). For CD evaluation, CD-
SEM edge operators are used to deduce the critical dimension of structures in
the submicrometer region from SEM measurements. Three algorithms are pres-
ented and discussed that extract information about microstructures, especially
chromium structures on chromium-on-quartz photomasks, from SEM images,
respectively, secondary electron intensity profiles. An exponential fit operator
(peak flank fit) is used in two variations to determine the top edge position of
a feature, a Gaussian peak fit operator is applied for line edge roughness (LER)
measurements. Furthermore, a signal decay operator is presented that is used
to estimate the degree of charging of the quartz substrate. A Monte Carlo
model of the SEM image formation is applied to investigate the effect of para-
meter variation, both specimen and measurement tool parameters, on signal for-
mation and CD evaluation. It will be shown that for the low-voltage SEM instru-
mentation used in our group the application of the exponential rise operator
allows to determine the top edge position of a feature from the measured SEM
images with achievable uncertainties of about U ¼ 15 nm (k ¼ 2).

29.1
Introduction

Scanning electron microscopes (SEM) are widely used today as metrology tools
offering high resolution and good linearity in wafer and mask manufacturing pro-
cess control. This type of instruments are mostly used in parallel to other CD me-
trology instrumentation like optical transmission microscopes and scanning force
microscopes (SFM or AFM). The measurement results of the different metrology
instruments used in industry have to be compared and carefully matched in order
to operate with sound, reliable, and appropriate CD specifications during the
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manufacturing and qualification process. It is thus important to analyze and un-
derstand the possible physical reasons for discrepancies which might be observed
in the results of different or even similar instruments [1].
Therefore, sound physical modeling of the SEM image formation is necessary

which correlates the SEM images with the specimen topography. This analysis of
the image formation is done by the means of Monte Carlo simulations which si-
mulate the diffusion of probe electrons in solid state and the excitation and emis-
sion of secondary electrons. All the Monte Carlo simulations have been per-
formed with the program package MOCASIM, developed at the University of
Muenster [2]. It uses the tabulated Mott scattering cross sections [3] for elastic
scattering and the Bethe continuous slowing down approximation (CSDA) for in-
elastic scattering processes [4]. SE generation and diffusion is taken into account
by a simple but effective parametric model based on a mean SE generation energy
and a mean SE exit depth. The simulation offers a free configuration of specimen
geometry and detector strategy. In the model, specimen topography is defined by
structure height, top linewidth (as the distance of the left and right top corner po-
sitions), top corner rounding radius, and edge slope angle. The top edge position
is defined as the intersection point of the tangent terminating the upper plateau
with the edge slope tangent. Therefore, the corner roundness does not affect the
position of the top edge (Figure 29.1).
From the model, algorithms for edge determination are derived. These CD-

SEM edge operators are applied to determine feature width measurement values
especially at chromium-on-quartz photomasks from SEM images, respectively,
measured secondary electron line profiles. In this contribution, three different
edge operators are investigated: an exponential fit operator (peak flank fit) in a
low and high sidewall angle application and a Gaussian fit operator (peak fit)
for CD evaluation and a signal decay operator that estimates the degree of electri-
cal charging of the quartz substrate.
We will report on the dependencies of these edge operators on different mea-

surement conditions. Moreover, the correlation of the results of the different
CD-SEM edge operators to geometrical details of the line features will be dis-
cussed. This discussion is related to the question of appropriate definition of
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Fig. 29.1 Definition of top CD, here for CoG structures. For a finite edge roundness radius R,
the intersection point of tangent 1 and tangent 2 defines the top edge position. The distance of
the left and right top edge positions is defined as top CD.



the measurand ‘CD’ on an imperfectly defined feature. This point also has been
addressed by the NIST as the pilot laboratory of the Nano1 international compar-
ison on CD measurements, scheduled to be started in 2004.

29.2
Exponential Fit Operator

29.2.1
Secondary Electron Image Formation at Structural Edges

When SEM’s electron beam impinges the specimen surface the electrons under-
go several processes of elastic and inelastic scattering that form a characteristic
diffusion cloud. Inelastic scattering processes result in the excitation of secondary
electrons in the whole diffusion region. But due to their low energy of some elec-
tron volts they can escape only from a thin surface layer of a few nanometers. Sec-
ondary electrons (SE) are separated into SE1 that are excited by the primary elec-
tron beam on it’s way into the specimen and SE2 that are excited by backscattered
electrons on their way out of the specimen. Figure 29.2 shows a schematic presen-
tation of the diffusion cloud and the lateral distribution of generated SE within
the diffusion region, calculated by the Monte Carlo simulation. The lateral distri-
bution of generated SE can be approximated by an exponential distribution:

NSE(x) = A exp[ – x/w] (29:1)

where NSE is the number of generated SE, A is the amplitude, and w is the width
of the distribution.
Only a small amount of the generated SE can escape the specimen. But when

the electron beam approaches a surface step the amount of SE2 increases due to
SE escaping through the step’s sidewall. Because of the exponential distribution
of SE generation within the diffusion cloud, an increase of SE signal at surface
steps is observed that is well approximated by an exponential function.

S(x) = S0 + A exp[ – x/t] (29:2)

where S0 is the signal in infinite distance to step, A is the amplitude, and t ¼ 1/e
width.
Figure 29.3 shows the Monte Carlo simulated SE intensity profiles in front of a

surface step of 400 nm height for the energy range 0.5–25 keV. The width t of the
signal curves differs with energy but in all cases an exponential increase is observ-
ed which reaches its maximum at the step.
For further considerations, two cases have to be distinguished: the cases of a

sidewall angle of 90h and larger (undercut) and a sidewall angle smaller than
90h. For an angle of j90h, the SE signal shows a sharp drop of intensity at the
step whereas for sidewall angles <90h the SE peak broadens into a plateau.
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This is caused by the surface–tilt contrast that intensifies the SE signal due to the
reduced penetration depth of the electron beam at tilted surfaces. The effect has
already been described by other authors, see e. g., [5]. Figure 29.4 shows the
Monte Carlo calculated SE intensity signals for the cases of a sidewall angle of
90h and 79h, respectively. In both cases, the maximum intensity is reached at
the upper sidewall position.
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Fig. 29.2 Top: the schematic
presentation of the electron
diffusion cloud. The grey level
indicates the amount of gen-
erated secondary electrons.
Bottom: the lateral distribu-
tion of generated SE (Monte
Carlo simulation, silicon, 5
kV).
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Fig. 29.3 Monte Carlo simulation of SE intensity as a function of beam energy and distance
from a surface step of 400 nm height.

Fig. 29.4 Secondary electron intensity profile for a 50 nm silicon surface step: (a) for 90h
sidewall angle and (b) for 79h sidewall angle.



29.2.2
Definition of Top CD Operator

It has been shown that the exponential signal rise in front of surface steps is so-
lely produced by the basic mechanism of electron diffusion in solid state and is
therefore largely independent of specimen features as material composition,
edge slope, etc. In consequence, a robust and well-defined edge criterion can
be derived that determines the upper position of feature’s edge.
An exponential function is approximated to the exponential growing flank of the

edge peak. The fit range is restricted to values below a threshold of 50%–75% of
the peak maximum. Thus, deviations from the exponential behavior near the
peak maximum due to SEM’s finite probe diameter are excluded from fitting.
The approximated function is then extrapolated to a value of 100% peak maximum
and this position is defined as a top edge position (see Figure 29.5). The distance of
the left and right top edge positions is defined as top CD. Top CD linewidth mea-
surements based on the exponential fit CD operator already showed good confor-
mity with AFM measurements at silicon structures [6].
An important constraint for this CD operator has to be mentioned: the feature

to be measured has to be large enough so that the left and right SE peaks do not
overlap because otherwise the base level S0 cannot be found. For an acceleration
voltage of 1 kV, the minimum feature size is about 50 nm.

29.2.3
SEM Model Input Parameter Variations

The model input parameters of the Monte Carlo simulation were varied to inves-
tigate the effects on the simulated signal profiles and top CD evaluation. Subject
to parameter variations were: electron probe diameter, edge slope, and top corner
radius. In the model, the shape of the electron probe is assumed to be Gaussian.
The probe diameter was varied from 0 nm to 20 nm FWHM for different para-

390 29 Analysis and Comparison of CD-SEM Edge Operators: A Contribution to Feature Width Metrology

Fig. 29.5 Definition of expo-
nential fit operator. An expo-
nential function is approxi-
mated to the peak flank. The
region next to the peak maxi-
mum is excluded from fitting
because the upper plateau is
rounded due to the finite
probe diameter.



meter compositions of edge slope and top corner rounding. Acceleration voltage
of the electron probe was set to 1 kV which is a typical value for low-voltage SEM.
The effect of the finite electron probe is quite different for edge slope angles ca.

<85h (i. e., a plateau is observed) and edge slope angles i85h (no plateau). Figure
29.6 shows simulated SE signal profiles for a surface step of 90h and 79h and
Gaussian beam diameters of 0–2.5 nm (FWHM). The signal profile at the 90h
step is strongly affected; a loss of peak maximum and a shift of the peak maxi-
mum position are observed. In contrast, the signal profile at the 79h conserves
its shape in the case of finite probe diameters. In consequence, for typical edge
slopes of 60h–80h, top CD measurement results are little affected by the probe
diameter. Typical SEM probe diameters smaller than 8 nm introduce a systematic
shift of less than 0.5 nm with a variation range of 2.5 nm. On the other hand, for
edges with a slope anglei85h the projection of the edge transition is smaller than
the probe diameter and a loss of peak maximum intensity results due to resolu-
tion limitation. In consequence, if the probe diameter is increased to 10 nm the
top CD value shifts about 10 nm. Therefore, a modified exponential fit operator
for high sidewall angle structures is presented in the next section.
Top corner roundness results in a signal increase slightly slower than exponen-

tial behavior. For corner radii smaller than 20 nm this results in a systematic shift
of 0.5 nm with a maximum variation range of 2 nm. Simulations showed no sig-
nificant effect of chromium layer thickness on top CD because for typical COG
masks, the chromium layer thickness (60–100 nm) is much larger than the elec-
tron penetration depth of I20 nm. The trends in CD variation due to the varia-
tion of model parameters which are presented here are confirmed by other Monte
Carlo investigations for silicon structures and bottom CD evaluation [7].

39129.2 Exponential Fit Operator

Fig. 29.6 SE intensity profiles for different electron probe diameters (Gauss, FWHM): (a) for a
90h surface step and (b) for 79h surface step. The 90h profile is affected much stronger by the
finite probe diameter than the 79h profile.



29.2.4
Experimental Parameter Variations

Several experimental parameters have been varied to investigate the effect on top
CD evaluation: the fitting range threshold of the exponential fit operator was var-
ied in the interval of 50%–75% peak maximum. It is assumed that threshold var-
iations in the range of 50%–70% will result in a robust exponential fit edge
determination. The threshold variation of 20% results in a CD variation of
about 3 nm (Figure 29.7). During experiments, a maximum variation of the
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Fig. 29.7 Threshold sensitivity of exponential fit operator for CD measurements in the range of
100–1300 nm. A threshold variation of 20% results in a CD variation of about 3 nm.

Fig. 29.8 Focus dependency of exponential fit operator. In experiments, the focus current can
be kept in a range of e100 mA.



focus current (i. e., objective lens current) of e100 mA was observed. Focus series
were performed that resulted in a corresponding CD variation of 5 nm at maxi-
mum (Figure 29.8). For a test series of 40 repeated measurements, a systematic
drift of CD values of 3 nm was measured which can be attributed to electron-
beam-induced carbon contamination. This means that in a typical series of
about 10 measurements, the maximum corresponding drift is below 1 nm. In ad-
dition to the evaluation of the model dependencies and the experimentally deter-
mined influences of input parameter variations on the CD uncertainty, the follow-
ing paragraph will cover the long-term reproducibility for top CD results inferred
by the described exponential fit on a COG mask.

29.2.5
Measurement Results

Characterizations of the long-term reproducibility including reload of the mask
into the SEM vacuum chamber were carried out on several CD structures. Figure
29.9 shows an example for clear structures on one CD test mask. Additional AFM
measurements showed a slope angle i70h for this mask. Measurement windows
of 5 mm length were used to define the area of interest for the repeated measure-
ments at the opaque and clear line structures embedded in different environ-
ments. Three subsequent high-resolution SEM image scans of 1.7 mm each
were performed to cover the 5 mm window.
Within each of the scans, subsequent integrations over 50 lines each (i. e., over

a length of 160 nm) were made to determine accumulated line profiles on which
the exponential CD fit was calculated to extract the corresponding top CD value.
This integration window was stepped subsequently by 25 lines to cover the whole
quadratic SEM image and 19 integrated line profiles were analyzed per image.
At least five repeated SEM image scans were made on each position to increase

the reliability of measurement and to be able to exclude missed measurements
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Fig. 29.9 Measurement of long-term reproducibility on a CD test mask.



due, e. g., to stage instabilities. In summary, 19 q 3 q 5 ¼ 285 CD measurement
results could at maximum be used to calculate the mean CD over the defined
5 mm measurement window.
Achievable measurement uncertainty depends on the line edge variations,

namely, line edge roughness and waviness of the structures. On good line struc-
tures, with small line edge roughness values of about 5 nm (3s rms), our preli-
minary uncertainty budget yields measurement uncertainties U smaller than
15 nm (k ¼ 2) for the top CD, measured by SEM and the described exponential
fit algorithm. The dominant uncertainty contributions in this case are the
long-term reproducibility, the focus setting stability, the scan calibration, the fit
threshold dependency, and the line edge roughness.

29.3
Modified Exponential Fit Operator for High Sidewall Angles

In the preceding section, it was shown that the exponential fit operator shows de-
viations for edge angles j90h and larger probe diameters. Therefore, a modified
exponential fit operator was developed that takes the Gaussian electron probe into
account and can be applied to perpendicular edges. Two assumptions are made to
derive the model SE profile:

1. The spatial intensity distribution of the incident electron
probe can be described by a Gaussian function, i. e., the
intensity profile in the scan direction can be written as

I(x) =
1
ffiffiffiffiffiffi

2p
p

s
exp –

x2

2s2

� �

. (29:3)

2. The edge profile which would be obtained for an infinitesi-
mal small electron probe is given by an exponential function
on the line (x i x0) and a constant level on the substrate
(x J x0):

S(x) =
S0 for xJx0
S1 + A exp( – (x – x0)/t) for xix0

�

; (29:4)

where, x0 is the edge position, S0 and S1 are the signal levels for substrate and line
structure, A is the amplitude of the exponential, and t is the parameter describing
the width.
The edge profile for a Gaussian-shaped electron beam is the convolution P of

the two functions I and S,

P(x) = S(x)*I(x) =
Z

1

– 1
S(xl)I(x – xl) dxl. (29:5)
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The convolution can be solved analytically. One obtains for P(x):

P(x) = S0 + (S1 – S0)G
x – x0

s

� �

+ A exp( – (x – x0)/t) exp
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(29:6)

with the Gaussian integral G(x) defined by

G(x) =
1
ffiffiffiffiffiffi

2p
p

Z

x

– 1
exp –

xl2

2

� �

dxl.

The model SE profile P(x) is approximated to the experimental SE profile and the
edge position x0 as well as the parameter s describing the Gaussian probe profile
is returned. The operator was tested at a series of Monte Carlo generated SE in-
tensity profiles with Gaussian probe diameters ranging from 0 nm to 20 nm
FWHM. As a model structure, a single line of 500 nm width and 300 nm height
with rectangular sidewalls was chosen and the acceleration voltage was set to
7.5 KeV. The modified exponential fit operator was then used to determine the
linewidth and the Gaussian parameter s from the profiles. For the whole range
of modeled probe diameters, the linewidth deviation from the exact value was
less than 1 nm.
Figure 29.10 shows the application of the modified exponential fit operator to a

Monte Carlo generated SE profile for a probe diameter of 10 nm. The approxi-
mated functions for the left and right sidewall regions show a good conformity
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Fig. 29.10 Application of the modified exponential fit operator at a Monte Carlo generated SE
profile. The model describes a single silicon line of 500 nm width and 300 nm height on silicon
substrate. Acceleration voltage is 7.5 kV and Gaussian beam diameter is 10 nm FWHM.



with the modeled profile. An example for the application of the operator to experi-
mental data is shown in Figure 29.11. Although the characteristics and the achiev-
able uncertainty have to be tested in detail, yet the first experimental results show
a good stability and accuracy of the operator.

29.4
Gauss Fit Operator

In contrast to the exponential fit operator, the edge position determined by the
Gauss fit operator is not strictly correlated to a specific point in the specimen to-
pography. It is not based on a physical model but experimental results show that
the SE edge peak convoluted with the Gaussian SEM electron probe profile can be
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Fig. 29.11 Application of the modified exponential fit operator at experimental data. Top:
secondary electron image of a silicon structure within a grating. Structure height 0.7 mm, width
0.9 mm, and acceleration voltage 7.5 kV. Bottom: extracted intensity profile and approximated
functions for the left and right sidewall regions.



well approximated by a Gaussian peak function. Figure 29.12 shows the definition
of the Gauss fit operator. Fitting range is the full waveform of the peak, restricted
to values above the chromium signal level S0. A Gauss function S(x) is approxi-
mated to the measured data within the fitting range:

S(x) = S0 + A exp[ – (x – xmax)2/t2] (29:7)

where S0 is the chromium signal level, A is the amplitude, xmax is the position of
peak maximum, and t is the peak width.
The Gauss operator returns two parameters: the position of the Gauss maxi-

mum xmax and the width of the Gauss peak t. The advantage of this operator is
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Fig. 29.12 Definition of
Gauss peak fit operator. A
Gaussian function is fitted to
the whole waveform of the
peak.

Fig. 29.13 Comparison of noise dependency for Gauss peak fit (after line average of 10, 34
resp.) and exponential fit operator.



a low dependency to noise because the full waveform of the SE peak is used for
fitting. Therefore, line integration (for noise reduction) can be limited to a few
scan lines. Because of this, the operator is especially suitable for application in
line edge roughness (LER) characterization. Figure 29.13 shows the edge position
along a measuring window of 1.7 mm, measured by the Gauss operator with a
scan line integration of 34 and 10, respectively, and also measured by the expo-
nential fit operator with a scan line integration of 10. The Gauss operator
shows much smaller variation than the exponential fit operator. Therefore,
high-frequency contributions to LER can be observed by application of the
Gauss fit operator. Moreover, comparative investigations by SFM indicate a corre-
lation between the width of the Gauss peak and the edge slope angle of the struc-
ture.

29.5
Signal Decay Operator

The signal decay operator is not a CD operator but a useful tool for the analysis of
charging behavior of dielectric specimen, especially for uncovered quartz surfaces
on photomasks. Specimen charging is a severe problem in SEM metrology. In the
conventional range of acceleration voltage (typical 10–30 kV), negative charging of
the specimen is observed that can reach some kilovolts and leads to beam deflec-
tions and electric discharge. Therefore, in SEM photomask metrology the so-
called low-voltage SEM is applied with a typical accelerating voltage of 1–3 kV.
In this region, the total electron yield (i. e., backscattered electrons plus secondary
electron) exceeds unity. As a result, a positive chargeup of the specimen occurs
that is self-limiting: positive charging generates a positive electric field that reab-
sorbs secondary electrons until the effective electron yield becomes unity. There-
fore, positive charging cannot exceed the typical SE energy of ca. 2–5 eV. Al-
though deflections of the electron beam and discharge is avoided in low-voltage
SEM, even slight surface charging has an impact on image formation. If the elec-
tron beam hits the surface for the first time, the electron yield d0 is about 2.5 (for
quartz at an accelerating voltage of 1 kV). Because of the chargeup, the electron
yield (and the corresponding SE detector signal) decreases to unity.
At conducted and grounded parts of the specimen (like chromium), electron ab-

sorption and emission follow the Kirchhoff law. We define the current direction
into the specimen as positive and the current out of the specimen as negative.

IProbe – IEmission + IGND = 0 (29:8)

where IProbe is the probe current, IEmission is the emission current, and IGND is the
specimen current.
Probe current and emission current are connected via the secondary electron

yield d0 (emission of high-energy backscattered electrons is neglected here due
to a comparatively small yield):
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d0 =
IEmission

IProbe
) IProbe(1 – d0) + IGND = 0. (29:9)

At nonconductive parts of the specimen (like quartz), imbalance between probe
current and emission current cannot be compensated by the specimen current.
Therefore, a charge Q builds up.

IProbe(1 – d0) +
dQ

dt
= 0. (29:10)

For constant currents IProbe and IEmission the charge increases linearly. In the case
considered here, the secondary electron yield d0 exceeds unity and therefore the
specimen surface charges positively. The surface charge Q leads to a surface po-
tential U that can be calculated by solving the Poisson equation and depends on
the way of exposure (i. e., it will be different for a small spot of exposure and for a
larger area). Because of the potential U all emitted electrons with an energy smal-
ler eU will be recollected by the specimen and the effective electron emission deff

decreases. The buildup of the potential continues until the effective electron emis-
sion reaches unity and IEmission ¼ �IProbe.
The energy distribution of the secondary electron emission is approximately a

Maxwell distribution, i. e., for higher energies the exponential part is dominant
(the low-energy part is neglected here):

dd

dE
= d0 exp( – E). (29:11)

The effective electron emission deff covers the emission of all secondary electrons
with an energy E i eU.

deff = d0

Z

1

eU

exp( – E) dE = d0 exp( – eU). (29:12)

Therefore, the secondary electron signal decreases exponentially with increasing
surface potential. Figure 29.14 shows a schematic SE energy distribution together
with the emitted and reabsorbed part of the electrons for an assumed surface
potential of 2 V.
Next, the time-dependent charge Q and SE emission deff is calculated. For rea-

son of simplicity, we assume that U is proportional to Q. The probe current re-
mains constant but the emission current decreases exponentially with the charge.

dQ

dt
= IProbe(d0 exp( – Q(t)) – 1). (29:13)

39929.5 Signal Decay Operator



The equation is approximated linearly and we get the time-dependent charge Q
and the effective emission:

Q(t + Dt) = Q(t) + DtIProbe(d0 exp ( – Q(t)) and deff = d0 exp( – Q(t)).

(29:14)

Equation (29.14) is solved iteratively with the start condition Q(t ¼ 0) ¼ 0, so deff

¼ d0. For t p T, we get deff p 1, i. e., emission current and probe current are in
equilibrium. It was shown that for a stationary electron probe an exponential sig-
nal decrease can be observed. In the case of a scanning electron probe we assume
that at least a part of the charge Q is moving with the probe. Otherwise, no signal
decrease would be observed.
The signal decay operator approximates the signal profile at the chromium–

quartz transition by an exponential function

S(x) = S0 + A exp[ – x/t], (29:15)

where S0 is the quartz signal level, A is the amplitude, and t is the decay length.
Amplitude and quartz signal levels are fixed, so the only free fitting parameter

is the decay length (see Figure 29.15); the operator returns the double decay
length, i. e., the length in which the signal drops to exp[�2] or 13.5%. Figure
29.16 shows the decay length measured five times in succession at a single,
grounded chromium line on a photomask. On the right edge (i. e., the
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Fig. 29.14 The schematic presentation of the SE energy distribution. Electrons with an energy
smaller than the surface potential are reabsorbed, the other electrons can escape the specimen.



chrome–quartz transition) the decay length becomes smaller with every measure-
ment due to the residual charging of the preceding scan. The loss of decay length
due to the precharge becomes evident in Figure 29.17 which shows a combined
Monte Carlo model (for topographic contrast) and analytical model (for quartz
chargeup). The operator sets a fixed threshold (i. e., a signal level corresponding
to the chromium signal level) as unity and then determines the scan position at
which the signal level has dropped to 13.5% of the threshold level. Because of the
precharge, the initial amplitude of the chargeup function is lowered and therefore

40129.5 Signal Decay Operator

Fig. 29.15 Definition of
exponential decay operator. An
exponential function is fitted
to the signal profile at the
chromium–quartz transition.
The decay length of the func-
tion is a measure for the de-
gree of charging.

Fig. 29.16 Application of the signal decay operator to a chromium line on quartz. At the
chromium–quartz transition (right) the signal decay decreases with every measurement whereas
at the quartz–chromium transition (left) the decay remains unchanged because a condition of
equilibrium is already reached.



the scan position corresponding to the exp[�2] signal level (i. e., the double decay
length) becomes smaller.
In contrast to the chrome–quartz transition, we observe on the left edge of the

line (i. e., the quartz–chrome transition) an exponential increase of the signal with
a stable decay length of about 30 nm. In this case, the electron probe comes from
the quartz direction and the effective electron yield has already reached equili-
brium. When the electron probe establishes electrical contact to the chromium
line (the electron range in quartz is about 30 nm for 1 keV) the surface charge
Q discharges and in consequence, the effective emission current increases to
its original value.

29.6
Conclusion

Three CD-SEM edge operators have been presented: The exponential fit operator
allows a precise definition of top CD and is therefore comparable to other experi-
mental results, e. g., SFM measurements. The measurement uncertainty for our
instrumentation and application of the exponential fit operator is U ¼ 15 nm
(k ¼ 2). The exponential fit operator was modified for application at high sidewall
angle structures and shows a good stability and accuracy both for the Monte Carlo
modeled and experimental data. In addition to the exponential fit operator,
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Fig. 29.17 Monte Carlo model of topographic contrast (for scan position I 320 nm) combined
with analytical model (for scan positionI 320 nm), calculated for different values of precharged
quartz. Profiles were convoluted with a Gaussian probe profile of 10 nm FWHM.



a Gauss fit operator has been presented that fits a Gauss function to the full wave-
form of the sidewall peaks. In consequence, this operator is little affected by noise
and can be used in particular for line edge roughness characterization. The signal
decay operator is used to supervise the charging behavior of the specimen and
therefore assures that the other edge operators are not affected by specimen
charging. It is further planned to investigate the performance characteristics of
the described edge operators on other type of CD-SEM instrumentation.
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30
Measurement of High-Resolution Interferential Encoders
Using the PTB Nanometer Comparator
J. Fl�gge, R. Koening, and H. Bosse

Abstract

The PTB nanometer length comparator was developed in cooperation with the Dr.
Johannes Heidenhain GmbH and the Werth Messtechnik GmbH. The compara-
tor was designed to be applied for calibrations of graduations on objects like line
scales and photomasks, and for calibrations of length measurement systems like
displacement probes, interferometers, and incremental linear encoders. The max-
imum translation range of the 1D comparator is 610 mm. In this chapter mea-
surements on high-resolution incremental linear encoders are presented, which
were performed to verify the current measurement performance of the nano-
meter comparator.

30.1
Principle

The base of the comparator is a stiff granite block (Figure 30.1). A slide that
moves on air bearings supports the calibration object, for example, a line scale,
a grating of an incremental encoder or a measurement mirror of an interferom-
eter. The translation of the slide is measured by an interferometer, whose beams
are located in an evacuated metal bellow and metal pipes. In this way, the inter-
ferometer is completely located in vacuum, although the calibration objects can
still be mounted under atmospheric conditions. This approach also ensures the
highest level of measurement performance on calibration objects which are ap-
plied under ambient conditions. Different structure localization sensors can be
applied to a universal carrier, which is mounted on a solid bridge above the mea-
suring slide. Incremental scanning heads and two photoelectric microscopes, one
equipped with a measurement slit and a photomultiplier and the other with a
CCD camera are available.
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30.2
Laser Interferometer

The integration of the laser interferometer into the comparator setup is a key
component of the nanometer comparator [1]. The interferometer is based on
the Jamin type where the reference beam is connected to the carrier bridge to
compensate for the dilatation and bending of the granite base. Because the mea-
surement and reference beams are not in line, a tilt between the carrier bridge
and the interferometer beamsplitter results in a measurement deviation. There-
fore, a second interferometer of the same type compensates for these angular
movements. Because of the interferometer setup, only rather small and therefore
more stable mechanical parts made of material with low thermal expansion are
within the effective measurement frame of the comparator. This approach mini-
mizes the influence of the thermal and mechanical distortions.
The interferometer utilizes the heterodyne principle. Interpolation nonlineari-

ties in classical heterodyne interferometers are mainly caused by mixing the
two frequencies in the interferometer arms due to an imperfect separation of
the associated polarizations. This problem can be solved by keeping the two fre-
quencies spatially separated until interference. A reference interferometer is used
in this design to compensate phase changes between the two separated beams, for
example, due to the frequency shifting by an acousto-optical modulator (AOM)
[2]. In the nanometer comparator the angle compensation interferometer also
acts as the reference in the spatially separated beam interferometer design,
which is shown in Figure 30.2. Both incoming beams are splitted by neutral
beamsplitters and the transmitted beams are reflected at the upper part of the zer-
odure spacer. The measurement and reference reflectors are roof mirrors and the
two returning beams of the right incoming beam are reflected by mirrors fixed on
the upper spacer to bring the spatially separated beams in pairs to interference.

40530.2 Laser Interferometer

Fig. 30.1 Principle of the nanometer comparator.



This design also allows the use of optical fibers to feed the light of the laser to the
interferometer. The light source is a frequency-doubled, iodine-stabilized Nd:YAG
laser [3]. A photo of the interferometer parts in the vacuum chamber is shown in
Figure 30.3.

30.3
Incremental Linear Encoders

Two incremental encoders, a LIP 382 with 70 mm and a LIP 481 with 520 mm
measurement length and a U-shaped scale profile, both with zerodure scales,
were measured. The LIP 481 which has a signal period of 2 mm has mainly
been used to perform repeatability and reproducibility investigations. The grating
was mounted directly on the aluminum slide. The LIP 381 has a signal period of
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Fig. 30.2 Principle of the laser interferometer.

Fig. 30.3 Photo of the inter-
ferometer beamsplitter in the
vacuum chamber.



only 128 nm and a grating period of 512 nm and is therefore suitable to investi-
gate the noise level and the interpolation nonlinearities of the nanometer com-
parator. Additionally, it was possible to mount the short scale directly on an
Invar console fixed at the holder of the measurement mirror to check for the
time-dependent drift of the comparator. The mounting possibility of long and
short scales on the comparator is shown in Figure 30.4.
The signal detection of encoders are mostly based on the homodyne principle.

Because of a movement of the grating Ds a phase shift of 2pm Ds/g occurs in the
diffracted beams with the diffraction order m. If two different diffraction orders
are recombined, the same signal as in a homodyne laser interferometer is gene-
rated. The measurement spots on the scale are normally much larger than the
grating period; therefore, a large number of lines are involved in the signal gene-
ration. This is the main reason for the high resolution, good repeatability, and ro-
bustness to contamination of the encoder system. Because of this principle of si-
gnal generation, it is not easily possible to compare the measurement results of
an encoder with measurements of single structures on the same scale. As an ex-
ample, the measurement principle of the LIP 382 is illustrated in Figure 30.5.

40730.3 Incremental Linear Encoders

Fig. 30.4 Mounting of scales on the comparator. Left: long scales, right: short scales.

Fig. 30.5 Operation principle of the LIP 382 [4].



30.4
Measurement Results

The LIP 481 has mainly been used to demonstrate the reproducibility of the com-
parator. The counter card1) used achieves a resolution of 0.5 nm. The compensa-
tion of the interpolation nonlinearities was not activated but the encoder and the
interferometer were triggered at multiples of the encoder signal period. The re-
sults of three measurement series are shown in Figure 30.6. Each measurement
curve consists of three single measurements in both directions. The scale and the
reading head have been removed after each measurement series and newly
aligned for every new series. The measurements shown in Figure 30.6 have
been carried out in dynamic mode at a constant speed of 2 mm/s.

The observed difference of the measurements results of the LIP 382 and the
laser interferometer over a few seconds was in a range of e0.4 nm. Over some
hours the difference shows a very good correlation with the temperature of the
measurement slide. The coefficient was 1 nm/mK with a steel component of ap-
proximately 75 mm in the holder of the reading head, which will be replaced by
Invar in the near future. The interpolation nonlinearities of the systems are
shown in Figure 30.7. The encoder without signal correction showed a cyclic in-
terpolation error of e1 nm. After correction, using the Heydemann procedure [5],
the signal period of the encoder is no longer visible and the current residual non-
linearity error of the interferometer can be determined approximately to be within
e0.2 nm.
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Fig. 30.6 Reproducibility of
encoder measurements.

1) The interpolation card used here is a Hei-
denhain IK 320. This VME-Bus interpolation
card fits well in the data acquisition system of

the nanometer comparator and interpolates
the signal up to one part in 4096.
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31
Experimental Characterization of Micromilled Surfaces
by Large-Range AFM
P. Bariani, G. Bissacco, H.N. Hansen, and L. De Chiffre

Abstract

The chapter describes an experimental investigation of topography of surfaces ob-
tained with ball nose end milling using sub-mm tools. Accurate characterization
of fine surface details was achieved by the use of an atomic force microscope
(AFM) mounted on a CMM. Other measuring techniques such as stylus profilo-
metry, optical profilometry, and stereoscopic scanning electron microscopy were
used for comparison. Surface characterization methods are compared with each
other and with computer simulations based on ideal tool motion.

31.1
Introduction

Surface generation by ball nose micromilling can be simulated based on process
parameters (ball nose radius, axial and radial depth of cut, feed rate, cutting
speed).
However, surface 3D topography of such machined surfaces often widely differs

from the simulated one due to the distinctive behavior of workpiece material,
particularly when submicrometer chip thicknesses are considered and when
machining hard materials.
Quantification of surface topography is of fundamental importance for the eva-

luation of the generated surface, high resolution and wide measuring range being
highly desirable for the evaluation of tool–workpiece interaction. The goal of the
experimental study was twofold:
x To compare experimental results obtained by a large-range AFM
to simulations.

x To study which other measurement techniques can be used to
characterize these surfaces in a similar fashion.
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31.2
Micromilling of Hardened Tool Steel

Mechanical material removal techniques are valid alternatives to energy assisted
micromachining techniques, and among them ball nose micromilling is gaining
interest because of its capability of generating nearly any type of 3D surface. Mo-
reover, its applicability to machining of hardened tool steel makes micromilling a
popular choice for manufacturing of micromolds.
The reduction of end mills diameters, necessary for the reduction of machin-

able features’ size, requires machine tools with high rotational speed capabilities
in order to maintain the cutting speed at reasonable values. Although high-speed
machine tools are used, the maximum rotational speed is rarely higher than 50
000 rpm, which, with micro end mills of 200 mm in diameter, means a maximum
cutting speed of approximately 30 m/min. Furthermore, in ball nose end milling,
the effective radius varies with the slope of the surface being machined. The effect
is a further reduction of the actual cutting speed. Prediction of the generated sur-
face in conventional size milling is possible by use of computer programs, based
on ideal tool motion, when the process is unaffected by chatter [1].
In micromilling excessively low cutting speeds together with increasing cutting

edge radius to chip thickness ratios and material hardness are responsible for an
altered interaction between cutting edges and workpiece material. Therefore, sur-
face generation modeling based on ideal tool motion can no longer be applied for
the prediction of the machined surface. Smearing of the material behind the tool
and formation of high ridges along the feed direction become dominant factors in
the overall 3D surface topography. Considering the small values of the cutting
parameters involved, understanding and evaluation of relevant tool–workpiece
material interaction phenomena require 3D measuring instruments with high
resolution and relatively large range. The latter in order to verify patterns as for
instance repetitive built up edge formation and destruction. Furthermore, for
measurements carried out by use of contact probing instruments, probe radius
must be as small as possible, in order to avoid introducing undesired mechanical
filtering that would bias the measurement results.
In the following, an experimental investigation on alternative measuring tech-

niques for characterization of micromilled surfaces is presented. The two test
workpieces examined consist of surfaces produced by ball nose micro milling
on powder metallurgy tool steel in its hardened state at 58 HRC. Both surfaces
were machined at 70h inclination angle on a three-axis milling machine equipped
with a 50 000 rpm high-speed spindle. Cutting parameters for the two surfaces
are reported in Table 31.1.
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31.3
Surface Topography Measurement

The action of the cutting tool generated a lay characterized by a wavelength on the
order of 10 mm (step over value in Table 31.1) and amplitude of few micrometers.
Such roughness is measurable by any topography-measuring instrument, at least
in terms of range-resolution characteristics.
Appropriate surface sampling is the result of matching instrumental character-

istics with the surface topography to be measured. Any topography measuring
system, regardless of its working principle, can be characterized in terms of band-
width. The short wavelength limit is given by the most restrictive among the
following limiting factors:
x The frequency response of the instrument
x The probe size
x Sampling interval D

Frequency response and sampling interval can be adjusted within certain instru-
ment specific limits; in contrast, the probe size is a fixed quantity. This cannot
be matched with the surface topography and is in practice often the limiting factor.
The long wavelength limit is often a tradeoff between functional and instrumental
requirements. In general, measuring range should be sufficient to probe a region
representative of the whole surface; on the other hand, instrument sampling inter-
val should be as small as possible, but compatible with constraints regarding time
and the resolution of the instrument analog-to-digital converter. However, at pres-
ent, no standard guideline for selecting sampling conditions for topography mea-
surement in three dimensions exists. This problem was addressed in the past by
some researchers [2], and different criteria were proposed. According to Dong
and others [3], optimal sampling conditions can be determined based on the nor-
malized cumulative power spectrum of the roughness profile. However, in the
present investigation, sampling conditions were fixed based on experience, taking
into account the limits discussed above regarding instruments bandwidth. Cumu-
lative power spectra from the different instruments were eventually compared and
evaluated and three-dimensional roughness parameters were calculated.

41531.3 Surface Topography Measurement

Table 31.1 Machining parameters

Surface ID Surface 1 Surface 2

Tool radius (R) 100 mm 100 mm

Rotational speed (n) 31 831 31 831

Surface inclination angle (a) 70h 70h

Actual cutting speed (V) 20 m/min 20 m/min

Feed per tooth (az) 0.4 mm 1.6 mm

Step over (at) 10 mm 10 mm



31.4
Large-Range Atomic Force Microscopy

In the past few years, an integrated AFM-CMM instrument has been developed at
IPL-DTU [4]. An AFM sensor was mounted on a CMM. The CMM is used as a
positioning system for the sensor, the (x,y) axes are provided with electronic scales
for measuring displacements. The purpose of such setup is to operate surface
mapping. This measuring strategy consists of probing the surface with the
AFM sensor, displacing the probe of amounts just few micrometers smaller
than the scan side length, then operating the AFM again, and so forth. Data
sets resulting from probing surface contiguous regions are eventually stitched
together with a special software, developed for the purpose at IPL-DTU [5].
The use of the stitching routine based on surface features recognition, allows

compensation of CMM (x,y) translational errors. Surface mapping with the
AFM-CMM integrated instrument allows enlarging the AFM measurable range,
but it brings also the possibility of enhancing range to sampling interval ratio
through higher scan ranges, which is limited only by computers capability of
handling large data files.
One relevant additional advantage of such measuring strategy consists of ther-

mal drift effects avoidance, by scanning the desired range with some shorter
scans rather than a single long scan.
Surface mapping of the machined surfaces was carried out taking three single

scans with a range of 56 q 56 mm2, the overlap was on the order of 5 mm. The
digitization was 512 q 512 pixels2. Surface topography images before and after
stitching are shown in Figures 31.2 and 31.3.

31.5
Techniques Used for Comparison

Optical profilometry, stereoscopic scanning electron microscopy, and stylus profilo-
metry were used for comparison. The optical instrument was a UBM Microfocus
1080 scanning laser profilometer. This instrument is based on focus detection;
area-sampling interval was 1 q 1 mm2. In the following, it will be referred to as
focus detection profilometer (FDP). Topography reconstruction from SEM stereo-
graphs was accomplished by the stereo-pair technique, as implemented in a com-
mercial software package [6]; the microscope used was a Jeol 5900 located at IPL-
DTU. A magnification of 500q was used for the micrographs, corresponding to a
pixel size of 0.2 q 0.2 mm2. Areal sampling interval for the stylus profilometer
was 0.5 q 0.5 mm2. This will be referred to as the contact (CP) profilometer in the
following. Theoretical surface topography, simulated as described above, was also
considered in this study. For conventional size ball nose end milling operations,
3D surface roughness parameters calculated on the simulated surfaces are in excel-
lent agreement with those measured on the actual machined ones as discussed in [1].
Software-simulated topography will be referred to as SW in the following.
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31.6
Evaluation of Sampling Conditions for the Different Techniques

Surface roughness is the result of the distinctive interaction between the cutting
tool and the workpiece. The choice of the long wavelength cutoff should be made
on the basis of some aprioristic decision on what wavelength values are to be con-
sidered as roughness, what else are to be considered as waviness and therefore
filtered out. In the present study, the theoretical surface texture being strongly an-
isotropic and periodic, with period determined by the step over value in Table
31.1, a Gaussian filter with cutoff frequency of 25 mm was chosen [7]. The evalua-
tion of sampling conditions can be carried out on the basis of the Fourier trans-
form of single profiles taken across the lay. In particular, power spectra can be
used for the purpose.
For any given instrument, the maximum detected frequency is given by the

Nyquist folding frequency:

fc =
1

2D
,

where D is the sampling interval dimension. The roughness cumulative power
spectrum should, in the case of effective probing, be well below the Nyquist
folding frequency. On the other hand, the larger the sampling frequency, at the
desired measuring range, the larger the amount of data points, and therefore
measuring time. For any single instrument, frequency spectra of single profiles
showed fairly small deviations. The spectrum from a single profile was therefore
considered representative of the instrument sampling conditions.

41731.6 Evaluation of Sampling Conditions for the Different Techniques

Fig. 31.1 Sampling conditions for the different instruments.



Cumulative power spectra for the four instruments are shown for comparison
in Figure 31.1, based on profiles taken on Surface 1 (Table 31.1). Sampling length
was approximately 150 mm.
From the curves of Figure 31.1, it is seen that a cutoff frequency value of 0.04

mm–1 is appropriate. The long wavelengths attenuated by filtering hold small per-
centages of the respective cumulative powers (given by the intersection between
the line representing the cutoff frequency and the spectra). The dominant fre-
quency, for all the instruments, is located at about f ¼ 0.1 mm–1, corresponding
to the milling step over value. The fundamental component of the roughness is
therefore detected correctly by all the instruments used. For any of the curves
shown in Figure 31.1, the Nyquist limit is given by the frequency value corre-
sponding to cumulative power unitary value. The AFM shows the highest Nyquist
to fundamental frequency ratio (approximately 40), while the optical profilometer
(FDP) has a ratio of 5, meaning that only 10 points are sampled on the fundamen-
tal wavelength. The most effective probing is obtained by the AFM-based tech-
nique, at the cost of using a more complicated measuring procedure and of hand-
ling heavy data files.

31.7
Results

Visual representation of the topographies measured by the AFM-CMM instru-
ment on Surface 1 is given in Figure 31.2. Three single AFM scans (respectively
(a), (b), and (c)) were taken on adjacent surface regions, and stitched to produce
the topography image shown in Figure 31.3.
In Figure 31.4 the topography of Surface 2 obtained using the AFM-CMM in-

strument is shown. The surface quality of Surface 2 seems improved compared to
Surface 1. Computer simulated topography is shown in Figure 31.5, under condi-
tions as for Surface 1.
Selected three-dimensional surface roughness parameters [8] were calculated

on the data sets, over an area of 150 q 50 mm2. Results are shown in Figure 31.12.
Amplitude roughness parameters, namely Sq and Sz, calculated over the

images from the four instruments show large deviations. Roughness amplitude,
measured by the SEM-based technique and the optical instrument, is overesti-
mated. Calculation of topography elevation with the stereoscopic SEM is rather
uncertain, especially when relatively low magnifications are used to image surface
regions of several hundred microns side length [9]. Measurements obtained with
such technique are shown in Figures 31.6 and 31.7. Topographies measured with
the optical profiler (FDP) are shown in Figures 31.8 and 31.9. It is seen that
spikes artifacts are generated due to lack of reflection in correspondence of sur-
face local slopes. In the presence of local spikes artifacts, Sz is seen not to be
an appropriate parameter to evaluate surface finish. Local spikes are not elimi-
nated by frequency filtering, leading eventually to wrong conclusions, the Sz
value being based on local peak values indeed. Average amplitude parameters,
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Fig. 31.2 Three single AFM scans on Surface
1 to be stitched. x range 56 mm, y range 56 mm.
z amplification factor for visualization: 5.

Fig. 31.3 Image resulting from stitching the three topography images shown in Figure 31.2.
x range 155 mm, y range 55 mm, z range 1.762 mm. z amplification factor for visualization: 5.

Fig. 31.4 Topography of Surface 2 resulting from the AFM-CMM instrument measurements.
x range 154 mm, y range 56 mm, z range 1.248 mm. z amplification factor for visualization: 5.
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Fig. 31.5 Surface topography resulting from simulating ideal tool motion under conditions as
for Surface 1. x range 150 mm, y range 50 mm, z range 0.125 mm. z amplification factor for vi-
sualization: 50.

Fig. 31.6 Topography of Surface 1 resulting from the use of stereoscopic scanning electron
microscopy (SEM). x range 149 mm, y range 50 mm, z range 2.962 mm. z amplification factor for
visualization: 5.

Fig. 31.7 Topography of Surface 2 resulting from the use of stereoscopic scanning electron
microscopy (SEM). x range 148 mm, y range 50 mm, z range 3.971 mm. z amplification factor for
visualization: 5.

Fig. 31.8 Topography of Surface 1 resulting from the use of the focus detection profilometer
(FDP). x range 150 mm, y range 50 mm, z range 3.463 mm. z amplification factor for visualization: 5.



such as Sq, in contrast, show the same trend as the AFM (Figures 31.12(a) and
31.12(b)). Measurements from the contact profilometer (CP) are shown in Figures
31.10 and 31.11. This is, to some extent, in agreement with the AFM. In partic-
ular, amplitude parameters (Sq and Sz) are systematically biased to lower levels.
This is likely to be due to a better contact of the sharp AFM tip with narrow sur-
face corrugations compared with the stylus instrument. Values calculated for the
computer-simulated surfaces are much lower than those from measurements.
The Surface-bearing index Sbi measures the bearing property of a surface; higher
Sbi values indicate good bearing. Among the parameters selected, Sbi was the one
showing smaller relative deviations between the instruments. The texture aspect
ratio (Str) is an indicator of the degree of anisotropy of the detected surface rough-
ness. (It refers to the texture direction determined on the surface angular spec-
trum.) An Str value close to zero indicates an anisotropic surface. The AFM-
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Fig. 31.9 Topography of Surface 2 resulting from the use of the focus detection profilometer
(FDP). x range 150 mm, y range 50 mm, z range 3.589 mm. z amplification factor for visualization: 5.

Fig. 31.10 Topography of Surface 1 resulting from the use of the stylus profilometer (CP).
x range 150 mm, y range 50 mm, z range 0.886 mm. z amplification factor for visualization: 5.

Fig. 31.11 Topography of Surface 2 resulting from the use of the stylus profilometer (CP).
x range 150 mm, y range 50 mm, z range 0.633 mm. z amplification factor for visualization: 5.



CMM instrument measurement detected surface anisotropy better than the other
instruments, resulting in Str closer to the values obtained by software simulation.
Measurement artifacts already discussed strongly affect correct detection of sur-
face texture directionality. Spikes resulting from uncertain topography calculation
(SEM) are isotropically distributed over the surface; the lay is eventually masked
by such artifacts. Concerning the FDP instrument, spikes mainly occur on top of
the existing peaks, namely over the main ridges along the feed direction (Figures
31.8 and 31.9). These artifacts, together with the low sampling frequency, are
reckoned to be responsible for the higher apparent topography isotropy as com-
pared to results from AFM. Measurements performed with the stylus instrument
(CP) suffer from lack of straightness of the slow scanning direction (along the
lay). This is particularly evident in Figure 31.11, where the smoother surface is
imaged. A similar problem is often seen in AFM images due to relative thermal
drift between the sensor and the sample. Use of mapping procedures based on
stitching is seen to improve instrument performance with respect to this issue.

31.8
Discussion and Conclusions

Surface topography was measured with four different techniques. Sampling con-
ditions for the instruments were discussed. These were found to be appropriate
for any of the instruments used. The fundamental topography frequency was
well below the Nyquist limit. The AFM-CMM instrument was found to be the
most appropriate for measuring such topographies characterized by small fea-
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Fig. 31.12 Three-dimensional roughness parameters.



tures resulting from the tool–workpiece interaction. This is mainly due to the
small tip radius and aperture angle of the AFM tip.
Concerning the two ball nose end milled surfaces analyzed, all the calculated

3D surface roughness parameters show better values for Surface 2 than for Sur-
face 1. This means that the tool–workpiece material interaction is more effective
at higher feeds per tooth among those considered here. Although absolute values
of roughness parameters are deviations between the instruments, the tendencies
with different levels of the process parameters are recognized by all of them.
Therefore, while quantitative determination of surface topography should be car-
ried out with the AFM-CMM instrument, a comparative analysis for process para-
meters selection and optimization in ball nose micromilling is, in principle, pos-
sible also with the other instruments. As shown by the present study, prediction
of the generated surfaces in ball nose end micromilling based on ideal tool mo-
tion is no longer reliable. This is presumably due to the tool–workpiece material
interaction at micro scale, which becomes outstanding on the surface features
generated considering ideal tool motion.
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Investigation of the Surface Roughness Measurement
of Mass Standards
C. Zerrouki, L.R Pendrill J. M. Bennett, Y. Haidar, F. de Fornel, and P. Pinot

Abstract

The surface roughness of weights in the nanometer and micrometer range is an
important surface quality factor that can affect the stability of these mass stan-
dards. The mass metrologist is faced with a choice between a wide variety of
methods of measuring surface roughness. To aid the mass metrologist in this
choice, a number of different laboratories participated in a EUROMET Mass Pro-
ject 551 to investigate the applicability of five techniques in measuring the surface
roughness of four “typical” mass standards ranging from 50 g to 2 kg. Most meth-
ods were noncontact, of particular interest for mass metrology, including the op-
tical angle resolved scattering, total integrated scattering, and near field scanning
optical microscopy, complemented by mechanical profilometry. Results obtained
from these techniques yielded different roughness values because of the different
vertical and lateral resolutions and surface spatial frequency bandwidth limits.
Also, defects on the surfaces of some weights were associated with particular sur-
face spatial frequencies. This review may be useful as a basis for future studies
relevant to mass metrology, such as: the ranges of surface spatial frequencies
that have a primary effect on mass stability; assessing the effectiveness of cleaning
methods, by comparing roughness measurements made before and after clean-
ing; and improving the manufacturing process by measuring surface roughness
for each polishing step.

32.1
Introduction

In mass metrology, the stability of weights, over a range of milligrams to tonnes,
has naturally always been a major concern. Models have been used to describe
the various factors that affect mass stability. Surface quality is one important factor
that can include the amount and type of pollution (such as adsorbed water or var-
ious hydrocarbons) present on the surface. However, another important factor is
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surface roughness, particularly in the nanometer and micrometer ranges [1]. Va-
lues of surface roughness need to be given that are commensurate with acceptable
mass stability. Despite its importance, to date only a few international recommen-
dations of limits on surface roughness for mass standards exist (see Section 32.2).
The mass metrologist is additionally faced with a choice amongst a wide variety

of methods of measuring surface roughness. A multitude of methods for measur-
ing surface roughness has been developed over the past 40 years, in part, in
response to growing interest in surface roughness as a parameter that influences
many physical or physico-chemical processes. These methods differ in their prin-
ciples of operation, in their lateral and height resolution, and by the type of infor-
mation that each method provides, such as profile, image of defects, power-spec-
tral-density or auto-correlation function of the surface roughness, or different
statistical parameters such as the root-mean-square (RMS) height (or roughness)
d and the correlation length s [2].
In this article, we consider several methods that are appropriate for determin-

ing the surface roughness of mass standards (Section 32.3). The methods listed
below were used in the Euromet Mass Project 551 by different laboratories to
measure the surface roughness of four “typical” mass standards ranging from
50 g to 2 kg. Most methods were non contact, of particular interest for mass me-
trology, including the optical angle resolved scattering (ARS), total integrated scat-
tering (TIS) methods, and near field scanning optical microscopy, complemented
by mechanical profilometry. Some of these methods are appropriate for measur-
ing surface roughness of mass standards both during the manufacturing process
(especially during polishing) and during use.

32.2
Requirements for Surface Roughness of Mass Standards

Surface roughness of weights is included in the specifications and test procedures
of the new version of an International Recommendation OIML R111. One of the
principal aims of this Recommendation is to set limits on the maximum permis-
sible errors (MPE) between the measured and the nominal value of a weight,
against which individual weights are tested (verified) in order to determine the
appropriate accuracy classification for each weight. As an example, a 1 kg mass
should have an error in mass of less than e500 mg, while the smallest mass,
1 mg, must have an MPE of e3 mg, to be classed as an E1 weight of the highest
accuracy. In order to meet these accuracy limits over such a wide range of nom-
inal mass values, from 1 mg to over 50 kg, and accuracy classes, the International
Recommendation defines surface conditions of weights for use in legal metrology
[3]. In many cases, a visual examination of the surface may suffice. However, in
case of doubt or dispute, the new International Recommendation gives limits
(Table 32.1) to the surface roughness according to the different accuracy classes.
The maximum value of surface roughness permitted for weights greater than
50 kg shall be twice the values specified.
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A procedure recommended in the OIML R111 Recommendation is to compare
the surface of the weight with a comparison specimen according to ISO 2632-2 [4]
and two sets of comparison specimens shall be used, one with plane surfaces and
one with cylindrical surfaces.

32.3
Surface Roughness Measurement Methods Applied to Mass Standards

In this review, some results of the recent Euromet Mass Project 551 are quoted to
illustrate how a number of surface roughness methods are used to measure four
“typical” mass standards. The basis for the choice of the five specific instruments,
whose characteristics are summarized in Table 32.2, was either because they were
available at one of the three National Metrology Institutes participating in the pro-
ject, or were at laboratories that were collaborating with one of these laboratories.
Thus, the study is not exhaustive, but is considered appropriate for metrologists
who characterize the surface roughness of mass standards.
For more comprehensive studies of surface roughness measurement methods

in general, see the references by Bennett [1, 5] and Whitehouse [6].
We will compare and discuss the advantages and limitations of each roughness

measurement technique used to characterize mass standard surface quality in
order to interest metrologists in systematic studies of correlation between the sta-
bility of mass standards and their surface roughness. This will make it possible to
determine which fabrication methods lead to the most stable surface finish for
the standards.
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Table 32.1 Maximum values of surface roughness [3]

Class E1 E2 F1 F2

Rz (mm) 0.5 1 2 5

Ra (mm) 0.1 0.2 0.4 1

Table 32.2 Characteristics of the different instruments

Instruments Illuminated surface
area or profile length

Height resolution
RMS d (nm)

Spatial frequency bands
(mm�1)

Mechanical profiler
(NAWC-US)
Optical near field micro-
scope (LPUB-Fr)
ORM (BNM-INM/CNAM)
Lasercheck (US)
Scatter sphere (SP)

I 2 mm

I 100 q 100 mm2

1.5 mm2

1 q 4 mm2

I 49 mm2

0.05

0.1

2.5
0.1
0.1

5 q 10�4–13.1

10�2–50

7.94 q 10�2–2.67
1.89 q 10�3–7.5 q 10�2

2.3 q 10�2–1.5



32.3.1
Mechanical Profiler (NAWC-US)

A stylus instrument is conventionally used to measure the surface roughness of
machined surfaces. With this instrument, a sharp stylus is traced very gently
along a line on the surface and the vertical movement of the stylus is recorded
as a function of the position along the line. In this way, a profile of the surface
is recorded.
In the present study, a Talystep commercial profiler was modified and provided

with Bennett–Fellows software [2]. Using a conical tip (as well as a shovel-shaped
tip) with different stylus radii from 0.3 to 8 mm, and very light loads from 0.1 to
1 mg, the mechanical profiler can obtain high vertical and lateral sensitivity.
Features of this instrument are summarized in Table 32.3.
In the operation of the Talystep, a linear variable transformer changes the ver-

tical mechanical motion of the probe into an electrical signal, which is then digi-
tized and fed to a computer for further data processing. The profile is detrended
by using a least squares algorithm so that surface heights are measured above and
below the mean surface level. In addition to the surface profile, various statistical
parameters can be calculated: (RMS roughness d, correlation length s…) or
power spectral density (PSD) and autocorrelation function.

32.3.2
Near Field Microscope (LPUB, FR)

The apparatus used by the LPUB combines two microscopes that give, respec-
tively, the topography of the sample surface and information on the optical
near field distribution using a scanning near-field optical microscope (SNOM).
Shear force regulation is used to obtain the topography of the surface at the

same time as the probe, which is made from an optical fiber, detects the optical
near field close to the surface and furnishes images of the optical field distribu-
tion. The probe tip is kept in the near field of the object at a constant distance
(usually 5 nm) from the surface thus avoiding contact between the tip and the sur-
face sample during the scanning [7, 8].
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Table 32.3 Features of the Talystep

Roughness measure-
ment range (RMS d)
Noise level (RMS)
Step height measure-
ment range

0.04– 4.0 q 103 nm

0.04 nm
0.0002–25 mm

Lateral measurement
range
Lateral sampling dis-
tance
Lateral resolution
(for d I 1 nm)

0.2 mm–2 mm

0.03–0.3 mm

0.1 mm



The optical image collected with the fiber probe depends on the nature and the
topography of the surface, but it also depends on illumination parameters: wave-
length, incidence angle, and polarization [9–11]. Moreover, the formation of the
optical near-field image is a function of the nature of the fibre used to fabricate
the probe (multimode or single mode fibre with a radius of curvature of the
probe tip apex of the order of 25 nm) and to a certain extent of the shape of
the probe tip. All these different parameters have to be considered to get an accu-
rate analysis of the structure.
The surface topography will give the roughness in the scanned area, and optical

images can give information, for example, about local inhomogeneities on the
surface.

32.3.3
Angle-Resolved Light Scattering (BNM-INM, FR)

In the BNM-INM Optical Roughness Meter, the surface is illuminated at oblique
incidence by p-polarized monochromatic light. Then measurements of the angu-
lar distribution of the scattered light are taken in the plane of incidence.
Angle-resolved scattering theory (ARS) allows the angular distribution of the

scattered light to be related to the surface roughness [12–14]:
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is the difference between the wave vector of

the incident light and that of scattered light in the direction u (components par-
allel to the surface). The term wj j2 is a function of angles u and u0, the dielectric
permittivity e, of the sample, and the polarization of the incident light.
The use of an appropriate analytic model for S Dkð Þj j2 allows us to determine

the RMS height d (also called Rq) of the asperities as well as their transverse
correlation length s, with which the surface roughness can be described by
these two statistical parameters [15].

32.3.4
Angle-Resolved Light Scattering (Lasercheck, US)

Lasercheck is an instrument manufactured by Optical Dimensions, and is based
on the same principle as the optical roughness meter of the BNM-INM. However,
the angular distribution of the scattered light is measured by a linear array of

428 32 Investigation of the Surface Roughness Measurement of Mass Standards



fixed detectors in the plane of incidence rather than by a single detector that
moves in an arc of circle, also in the plane of incidence. The source is a laser
diode emitting monochromatic light with a wavelength of 660 nm. The angle
of incidence on the sample is 75h.

32.3.5
Total Integrated Light Scattering (SP, SE)

A traditional optical method of estimating roughness of length end gauge blocks
[16, 17] and optical components [18] uses total integrated light scattering. The sur-
face roughness is estimated either from measurements of the amount of specu-
larly reflected light or from its complement, the total scattered light. The total
integrated light scattering method is applicable over a wide range of surface
roughness (0 I d/l I 0,3). For smooth surfaces, @spec the light flux reflected
in the specular direction is approximately equal to the total reflected flux
@tot = @spec + @scat and its value is insensitive to changes in roughness. Here it
is preferable to measure the integrated scatter @scat, which in the smooth-surface
limit is directly proportional to the mean-square roughness:

@scat

@tot

z
4pd cos u0

l

� �2

(32:2)

an equation that is valid for any height distribution. The value of d obtained from
Eq. (32.2) does, however, depend on the bandwidth of spatial wavelengths sensed
by the measuring instrument [19].
The light scattering method for surface roughness measurement may be cali-

brated by making measurements on the same surface samples with other tech-
niques such as interferometry [16, 20]. However in the present work, Eq. (32.2)
is found to give reasonable agreement with profilometer-calibrated gauge blocks
within uncertainties (including filtering to match the different spatial spectral re-
gions of the different methods) and is therefore used directly. Details of the meth-
od and equipment are given in [21]. In the present measurements, a diode laser
(wavelength 650 nm) replaces the white light source used earlier.

32.4
Results and Instruments Comparison

As mentioned previously, only some results will be given here. For the complete
study, see the final report of the EUROMET Project 551[22].
As a preliminary to using any of the roughness measuring techniques de-

scribed here, it is preferable first to image the surface, for example by using an
optical microscope. The image can give information about the best area to use
for further measurements. As an example, the image of a site on the top of the
2 kg mass (Figure 32.1) shows one directional polishing scratches.
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To provide more information on the roughness measurement instruments,
each technique will be considered separately. First, we will consider the two scan-
ning-probe devices and then the optically-based techniques.
As already been explained, the scanning probe devices (the mechanical profiler

and the SNOM) does not involve, in general, any damage on the surface, because
the two instruments can be used with very light loadings. With those instru-
ments, the profile is a convolution of the true profile with the stylus tip. There-
fore, any measurement is affected by the spatial-frequency response of the instru-
ment. This effect becomes more significant when the surface has fine structure
with steep slopes. The major advantage of these instruments is their excellent lat-
eral resolution as well as the different types of information that they can provide.
The principal advantage of optically based techniques, on the other hand, is that

they are nondestructive even for adsorbate layers. However, their lateral resolution
is limited by several factors, including the optical wavelength.
We will now give examples of the results of surface roughness measurements

of 2 kg mass made at BNM-INM (optical roughness meter) and at LPUB (SNOM).
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Fig. 32.1 Optical microscopy picture of site
pertaining to 2 kg mass (top).

Fig. 32.2 PSD functions
(measurement BNM-INM and
model equation (32.1)) con-
cerning one site on the upper
base of 2 kg mass.



These are shown in the form of power spectral density function graphs where
S Dkð Þj j2 is plotted versus Dkj j2 (Figure 32.2) and versus spatial frequencies
(Figure 32.3).
The best fit to the measured data is obtained by using the sum of Gaussian and

Lorentzian terms describing the short- and long-range roughness (The autocorre-
lation function of the surface height is then represented by the sum of Gaussian
and exponential functions). We emphasize, however, that the separation between
short- and long-range roughness which depends critically on the particular sur-
face, is an arbitrary choice because there is no definition of the bandwidth limits
for short-range and long-range roughness. The RMS roughness d determined
from these measurements is about 7.5 nm.
One of the advantages of the SNOM is the ability to change the spatial

frequency bandwidths by changing the measured size of the surface area:

[0.25 mm�1 – 32 mm�1] for (4 q 4 mm)2,
[0.025 mm�1 – 3.2 mm�1] for (40 q 40 mm)2.

The RMS roughness d determined from these areas varies between 7 nm and
11 nm for the first spatial frequency band and between 11 nm and 14 nm for
the second band, respectively.
Some measurement results from the EUROMET Mass Project 551 are sum-

marized in Table 32.4. These are roughness values measured on 500 g and 2
kg mass standards by three of the optically-based instruments. For the optical
roughness meters, taking account of the different spatial frequency bands
(Table 32.2), it is clear that the values determined by TIS and SNOM (40 q

40 mm)2 and those determined by ARS and SNOM (4 q 4 mm)2 are comparable
within uncertainties. The value of the RMS roughness d generally depends on
the bandwidth limits and especially on the lower limit. In summary, the results
obtained by means of the three instruments agree well.
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Fig. 32.3 PSD functions con-
cerning one site on the upper
base of 2 kg mass obtained by
means of SNOM.



32.5
Conclusion

Five roughness measurement techniques have been described in this comparative
study of measuring the surface roughness of weights. Results for 500 g and 2 kg
masses obtained from three instruments are given for comparison. When mea-
sured with different instruments that have comparable surface spatial frequency
bands (especially the lower band limit) [22, 23], the roughness values of the two
masses agree well. However, the measured roughness is different even if the
same instrument is used, but with different surface spatial frequency bands.
The present study emphasizes for the weighing community that no one single

value of surface roughness for a particular surface can be given, not only because
of actual local variations in roughness across the surface of a mass standard, but
also due to the well-known fact that different methods cover different ranges of
surface spatial wavelengths and surface spatial frequencies (reciprocals of the sur-
face spatial wavelengths).
This review may be useful as a basis for future studies relevant to mass

metrology:
x to determine which surface roughness techniques are most
appropriate for mass metrology, i. e., the ones most sensitive to
the ranges of surface spatial frequencies that have a primary
effect on mass stability,

x to assess the effectiveness of cleaning methods, by comparing
roughness measurements made before and after cleaning. Preli-
minary studies have already been performed at the BNM-INM [1],

x to improve the manufacturing process by measuring surface
roughness for each polishing step. This is possible only for those
laboratories that polish their own mass standards.
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Table 32.4 Average values of d (in nm) for 500 g and 2 kg
masses

500 g 2 kg

TIS/SE 11.5 e 4.0 11.0 e 3.0

ARS/FR 7.8 e 1.8 7.5 e 5.5

SNOM/FR (40 q 40 mm)2 11.7 e 1.2 12.4 e 1.2

SNOM/FR (4 q 4 mm)2 6.4 e 0.6 9.1 e 0.9
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Surface Analysis of Precision Weights for the Study
of Commonly Occurring Contaminants
Ulf Jacobsson and Peter Sj�vall

Abstract

The increasing demand for mass precision measurements in the manufacturing
industry raises the requirements on the stability of precision weights used for
mass calibration. In this work, the results from a surface chemical analysis by
time-of-flight secondary ion mass spectrometry (TOF–SIMS) are presented. Two
types of precision weights were used, one wire weight used in the field, and
one sheet weight used at the Swedish national laboratory for mass. From initial
analysis results, silicone oil was found to be the major contaminant on both
weights. The mass and the surface chemical composition of the precision weights
were monitored (i) one day after cleaning, (ii) after approximately one year of
laboratory or field use, respectively, and finally (iii) one day after undergoing an
additional cleaning treatment. The TOF–SIMS results show that the silicone con-
taminant was efficiently removed by the cleaning procedure, while other contami-
nants, such as fatty acids, remained on the surface. The cleaning procedure used
involved sequential immersion and agitation in n-heptane and ethanol. The
weighing results showed no significant mass changes of the laboratory weights,
while the field weights displayed a significant mass reduction upon the initial
cleaning.

33.1
Introduction

The SI definition of mass is realized with a man-made object composed of noble
metals (Pt–Ir), while the most common material currently used in precision
weights is austenitic stainless steel engineered so that the density is 8000 kg/m3.
Therefore it is of high importance that primary mass standards as well as preci-
sion weights are as stable as possible and/or that the mass stability is monitored.
Some important factors influencing weight stability are:
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x Material choice
x Surface finish
x Environmental conditions
x Handling

In order to limit variations in the latter two factors, mass standards are stored and
handled in clean environments using clean tools and cotton gloves, according to
documented procedures [1]. However, low-level contamination of the mass stan-
dard surfaces will always take place and its significance will increase along
with the increased requirements on weight stability. Water adsorption on the sur-
face of mass standards is also a major concern in high precision mass metrology.
The use of precision weights for calibration of balances for customers outside the
clean laboratory environment poses new challenges in order to estimate stability
and handling of contaminants.
The standard methods used when cleaning weights have several levels depend-

ing on the type and amount of visible pollutants on the weight’s surface.
x Light brushing, gently blowing with a rubber ball
x Chamois leather
x Ethanol and chamois leather
x Water or ethanol in ultrasound bath
x Steam jet cleaning
x Soxhlet extraction

However, none of these methods is tailored to the specific chemical composition
of the pollutants [2, 3].
A number of surface studies on high precision mass standards has been con-

ducted using various techniques, such as X-ray photoelectron spectroscopy
(XPS) [4], ellipsometry, [5] and secondary ion mass spectrometry (SIMS) [6].
The results from these studies all show different aspects of the surface properties.
Ellipsometry provides information about the optical path through a contamina-
tion layer, but information about the chemical composition is limited. XPS and
SIMS, on the other hand, give detailed information about the chemical compo-
sition.

33.2
Experimental

Two sets of high precision (OIML class E1) mass standards in the range
500–10 mg were used. One set of standards (sheet weights) was kept at the Swed-
ish National Laboratory for Mass at SP. The other set (wire weights) was used for
calibration and verification of high precision analytical balances by EXAKT
V�gteknik AB. An example of the shape of small OIML-weights can be seen in
Figure 33.1.
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The experimental sequence of weighings, cleaning treatments, and TOF–SIMS
measurements is shown in Table 33.1. The events are described as BC1 (Before
Cleaning 1), AC1 (After Cleaning 1), and so forth.
The principle of the TOF–SIMS experiment is shown in Figure 33.2. A mass

spectrum of the outermost molecular layer of the sample is obtained by using
a primary ion source that irradiates the surface with high-energy primary ions.
As a result of the primary ion bombardment, particles from the sample surface
escape into the vacuum, some of them as ions, which then can be extracted
into a time-of-flight mass spectrometer. The resulting mass spectrum contains
detailed information about the chemical composition of the sample surface.
For TOF–SIMS analysis, the mass standard samples were mounted on the sam-

ple holder using metallic clips. Handling of the samples was done in a laminar-air
flow box using clean tools and support surfaces. Before introducing the sample
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Fig. 33.1 Shapes of small precision weights
in accord with OIML standard. The weight’s
nominal masses are coded by their form.
The weights are from top to bottom: 500 mg,
200 mg and 100 mg.

Fig. 33.2 Principle outline of the TOF–SIMS experiment.



into the vacuum chamber, possible dust particles were removed by gently blowing
nitrogen gas across the sample surface. The TOF–SIMS analysis was carried out
in a TOF–SIMS IV instrument (ION–TOF GmbH, Germany) using 25 keV Gaþ

as primary ions at a current of approximately 1 pA. The analysis area was typically
100 q 100 mm2 and the analysis time was 50 s, always keeping the accumulated
ion dose below the static limit, 1013 cm�2 [7].
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Table 33.1 Experimental sequence with dates when the
different tasks were performed

Sheet weight set E11 owner: SP.

Designation Date Event Note

BC1 2001-11-28 TOF-SIMS

2001-12-04 cleaning n-heptane þ ethanol

AC1 2001-12-07 TOF-SIMS

AC1 2002-01-31 calibration

AC1 2002-02-01 TOF-SIMS

2002-03-26 calibration regular cal

2002-04-18 calibration together with 238:1

2002-04-20 –2002-12-11 internal laboratory work

BC2 2002-12-11-13 calibration

BC2 2002-12-13 TOF-SIMS 500 mg only

2002-12-13 cleaning n-heptane þ ethanol

AC2 2002-12-16 TOF-SIMS 500 þ 200 mg

AC2 2002-12-16-18 calibration

Wire weights 238:1 owner: Exakt V�gteknik, Malm�.

Designation Date Event Note

BC1 2002-04-09 Calibration

BC1 2002-04-11 TOF-SIMS 500 mg only

2002-04-11 Cleaning n-heptane þ ethanol

AC1 2002-04-15 TOF-SIMS 500 mg only

AC1 2002-04-16-18 Calibration with E11

2002-04-26–2002-12-11 field work with the weights

BC2 2002-12-11-13 Calibration

BC2 2002-12-13 TOF-SIMS 500 þ 200 mg

2002-12-13 Cleaning n-heptane þ ethanol

AC2 2002-12-16 TOF-SIMS 500 þ 200 mg

AC2 2002-12-16-18 Calibration



The weighing procedure used is one of SP’s Standard Operating Procedures for
substitution weighing. The object under test is weighed against two standards,
which in turn are compared with each other. The mass difference between the
standards should not have changed significantly since their calibration, thus en-
suring consistency in the high precision weighing process. The balance used was
a Mettler Toledo/Metrotec A5 robotized comparator with max load 5.1 g and scale
division 0.1 mg.
The cleaning procedure was tailored to the type of contamination found in the

TOF–SIMS analysis. It consisted of a sequence of immersing and agitating the
studied weights in first n-heptane and then ethanol. The first step was designed
for removal of contaminants that are not soluble in ethanol. The second step was
for removing contaminants soluble in ethanol and the residues of n-heptane.

33.3
Results

The chemical composition of contamination of two different mass standards, a
500 mg sheet weight and a 500 mg wire weight, was investigated by TOF–
SIMS at four different measurement occasions: (i) before and (ii) after initial
cleaning, and (iii) before and (iv) after a second cleaning treatment that was
carried out after an extended period of storage (sheet weight) or field use (wire
weight). Positive and negative spectra were recorded at each measurement
occasion.
Figure 33.3 shows positive TOF–SIMS spectra from the sheet weight recorded

before and after the initial cleaning treatment, respectively. At low ion masses
(I100 u), the spectra are dominated by peaks corresponding to different hydrocar-
bon fragments (CxHy

þ), indicating surface contamination by organic substances,
and to metal ions from the weight material (Crþ and Feþ). At higher masses
(i 70 u), the spectrum obtained before cleaning shows several strong peaks cor-
responding to fragments from polydimethylsiloxane (PDMS, marked P in spec-
trum). PDMS is a common form of silicone oil and the spectrum thus indicate
considerable contamination of the sheet weight by PDMS before cleaning. After
cleaning, the PDMS peaks have disappeared, as expected since the cleaning
treatment was specifically designed to remove PDMS from the weight surfaces.
Apart from the absence of PDMS peaks, the spectrum obtained after cleaning
shows a somewhat increased signal from Naþ, significant signal intensity from
di-isooctyl phthalate (DOP, common plasticizer in PVC, present e. g. in vinyl
gloves) and similar signal intensities from hydrocarbon fragments as before
cleaning. These spectra indicate that the cleaning treatment removed most of
the PDMS, but that other contaminants may have been deposited during clean-
ing, such as sodium salts and DOP. The hydrocarbon fragments reflect the
presence of organic contaminants on the sample surface and are always observed
on samples that are handled in air before analysis.

438 33 Surface Analysis of Precision Weights for the Study of Commonly Occurring Contaminants



The negative TOF–SIMS spectra (not shown) provide additional information
about the chemical composition on the sample surfaces. The signal intensities
from Cl�, PO3

� and SO3
� ions indicate the presence of substances containing

these fragments on the surface. In addition, relatively strong signal intensities
were observed for C14H27O2

� (227 u), C15H29O2
� (241 u), and C16H31O2

� (255 u),
indicating the presence of fatty acids on the surfaces.
In Figure 33.4, the effect of the cleaning treatments on each of a selection of ion

peaks in the TOF–SIMS spectra can be observed. The diagram shows normalized
TOF–SIMS signal intensities for a selection of ions from the analysis of the sheet
weight at the four different measurement occasions. The diagram should be ana-
lyzed by looking at how the signal intensity of each ion varies throughout the
sequence of the four different measurement occasions. However, comparisons
between ions cannot be interpreted in terms of abundance differences (due to
the normalization procedure used, see figure caption).
From Figure 33.4 it can be concluded that the cleaning treatment is very effi-

cient at removing PDMS from the surface, while other contaminants, such as
salts (e. g., sodium chloride, phosphates, and sulphates), hydrocarbons and fatty
acids, are not removed as efficiently as PDMS.
The efficient removal of PDMS and the less efficient removal of other contami-

nants by the cleaning treatment are also observed in Figure 33.5, which shows the
normalized signal intensities before and after the second cleaning treatment, for
the sheet and wire weights, respectively. The PDMS intensities are lowered dra-
matically by the cleaning procedure, both for the sheet and wire weight. For
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Fig. 33.3 Positive TOF–SIMS spectra of a mass standard (sheet weight, 500 mg) recorded
before and after the first cleaning procedure (BC1 and AC1), respectively. The origin of the major
peaks are indicated, where DOP stands for di-isooctyl phthalate and P stands for polydimethyl
siloxane.



the other ions, however, the signal decrease is considerably less pronounced and
in some cases the signal intensity even increases after cleaning (notably the fatty
acids on the wire weight). The signal increase may be due to unintentional de-
position of contaminants during cleaning in combination with a cleaning proce-
dure that is inefficient at removing this particular contaminant.
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Fig. 33.4 Normalized TOF–SIMS signal for a selection of ions recorded at different stages of
the experimental procedure on a 500 mg sheet weight (E11). The TOF–SIMS signals have been
normalised first against the signal intensity of Feþ and FeO2

� for the positive (Na, PDMS, and
CxHy) and negative (Cl, PO3, SO3 and CxHyO2) ions, respectively, and then against the sum of the
signals from the specific ion at all four measurement occasions (the sum of all four bars for
each ion is thus 1).

Fig. 33.5 Normalized TOF–SIMS signal for a selection of ions before and after the second
cleaning procedure, comparing the results from the sheet weight (E11) and the wire weight
(238). The normalisation procedure was the same as described in Figure 33.4.



In Figure 33.6, the intensity variations of the selected ions throughout the mea-
surement sequence for the wire weight are shown. The results confirm that the
cleaning treatment is efficient at removing PDMS, but less efficient for other con-
taminants. The increase in PDMS signal after the initial cleaning procedure is ex-
plained by the low PDMS signal before cleaning; this sample was not significantly
contaminated by PDMS before the first cleaning treatment. The large decrease in
the sulphate signal after the initial cleaning procedure suggest that the sample at
this occasion may have been contaminated with a sulphate-containing substance
that could be efficiently removed by the cleaning treatment, but that this partic-
ular substance was not present on any of the other analyzed surfaces.

44133.3 Results

Fig. 33.6 Normalized TOF–SIMS signal for a selection of ions recorded at different stages of
the experimental procedure on the 500 mg wire weight (238). The normalization procedure was
the same as described in Figure 33.4.

Fig. 33.7 Mass change in relation to the
starting mass during the experiment sequence
for 500 mg weights. E11 500 mg is the sheet
weight, 238:1 is the wire weight.



Figure 33.7 shows the mass change for the weights throughout the experimen-
tal sequence. It can be seen that the mass decreased after initial cleaning for both
weights. The decrease was more pronounced for the wire weights used in the
field than the sheet weights kept at a laboratory. During the period between clean-
ings there was a mass gain for both weights. However, taking the uncertainty of
calibration into account the results from weighing can be considered as inconclu-
sive. No statistically significant mass change was observed after the second clean-
ing.

33.4
Discussion and Conclusions

The results in this work demonstrate the importance of surface chemical analysis
for obtaining optimal cleaning procedures for mass standards and that TOF–
SIMS is a particularly suitable method for this analysis. The sensitivity, chemical
specificity, and lateral resolution (Z200 nm, not demonstrated in this work) cap-
abilities of TOF–SIMS can be used to provide detailed information about the na-
ture of contaminants on the mass standard surfaces. This information can then
be used to design optimal cleaning procedures.
Earlier works regarding contamination and cleaning of mass standards [2–5]

have primarily focused on 1 kg primary mass standards kept at National Labora-
tories. To our knowledge, this is the first study using tailored cleaning and small
weights used for balance calibration. The mass changes derived from the weigh-
ings were inconclusive. This depends mostly on the relatively high level of weigh-
ing uncertainty for this kind of small weights.
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34
Tip-Shape Effect on the Accuracy of Capacitance Determination
by Scanning Capacitance Microscopes
�SStefan L�nyi

Abstract

The capacitance measurement error, caused by the stray field of capacitance mi-
croscope probes of various designs, has been computed by means of the finite ele-
ment method. Cylindrical islands and wells of varying radius and height or depth,
in conducting surfaces and structures containing dielectric films, were used as
test features for modeling. The results show that high accuracy and good contrast
transfer are contradictory requirements. Probes with small tip radius yield smaller
errors on features with small diameter but larger ones on features with large dia-
meter, than tips with large radius of curvature. The stray field causes that the ra-
dius needed to image 25 nm high protrusions or deep depressions in air, with an
error smaller than 10%, is as large as 6 mm, assuming a shielded probe of realistic
dimensions. For best results the probe should be shielded as close to the tip apex
as possible. Unshielded microfabricated probes on cantilevers are little suited for
quantitative analysis.

34.1
Introduction

The scanning capacitance microscopes (SCM) [1–6] are able to image and analyze
structures on the free or insulator-coated surface of conductors, and buried struc-
tures in semiconductors and dielectrics. They are expected to satisfy the needs of
semiconductor industry for high-resolution and high-accuracy determination of
dopant concentration in semiconductor structures on the nanometer scale, iden-
tified for future generations of ULSI integrated circuits [7].
The factors influencing the accuracy of the capacitance measurement, when the

amplitude of the applied voltage is limited, as in semiconductor structures, and
high-lateral resolution is aimed, are the signal-to-noise ratio (SNR) of the capaci-
tance transducer achievable at a reasonable bandwidth, and the ability of the
probe to concentrate on the electrostatic field to a small volume. Though the
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idea of SCM is one of the first among the scanning probe methods [1], attempts to
describe or analyze the stray field of the probe, and of its consequences on the
fidelity of imaging are scarce [3, 8–10].
The sensitivity of various types of capacitance transducers, applied in SCMs,

has been analyzed in Ref. [11]. The expected limit of resolution, obtained by simu-
lation respecting the achievable sensitivity, was found to be about 2 nm, albeit at
rather low contrast [10], i. e., large error on small artifacts. The sensitivity of the
probe, defined as a measurable capacitance between the probe and a surface ele-
ment at a distance r from the probe axis, not only depends on the tip/counter-
electrode separation, but also on the shape of the probe. The steeper this depen-
dence, the smaller is the influence of distant parts of the sample and higher the
achieved contrast.
The requirement on measurement accuracy opens the question of calibration of

microscopes. In the trivial case of conductors, the obtained surface topography
can be compared with images obtained by means of a scanning tunnelling micro-
scope (STM) or scanning force microscope (SFM). The microscopes using the
RCA CED Video Disc, or similar capacitance transducer cannot measure the ab-
solute value of the capacitance. They produce an output voltage proportional to
capacitance difference and to an unknown measuring signal [1, 12]. Even if the
transducer yields the true capacitance, like the low-frequency SCM [5], fine details
of the tip shape, like the radius of curvature, which due to the stray field do not
affect the measured capacitance markedly, may introduce serious uncertainty
regarding the local contribution to the measured value. Thus a calibration is
unavoidable. The aim of the present chapter is to quantify the measurement
errors that would arise when imaging distinct topographic features or buried
structures in a dielectric. It intends to show the expectable quality of raw data,
which is important for further processing and reconstruction.
The effect of stray field, interpreted in the context of the present chapter as a

measurement error, manifests itself most clearly as a distortion of nanometer-
or even micrometer-size surface or sub-surface features. At present, no true
three-dimensional simulations of probe/sample capacitance for nonplanar sur-
faces exist, but rather of simple 2D or combinations of 2D and 3D methods
[13–16]. These simulations have shown that the least affected is the center of
the protrusions or holes.
As a method of conservative estimation of measurement error, the difference

between the capacitance sensed by the probe situated above the center of cylind-
rical protrusions or depressions in a plane and that sensed above a plane at the
same distance, has been suggested [17, 18]. This approach has been now extended
to a comparison of shielded and unshielded probes of different shapes, with
accent on radius of curvature of the tip apex. The capacitance has been computed
using the finite element method [19] by means of the MEP 6.0 code [20].
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34.2
Probe geometry

The probes used in SCMs comprise sharpened wires [2, 21], conducting SFM can-
tilevers [22], and shielded sharpened wires [5, 23]. Both unshielded and actively
shielded probes have been analyzed. The model of shielded probe had a radius
of curvature r ¼ 25 nm and cone angle 10h. The shield orifice radius Ro was
25 mm, and the tip protruding by 5 mm. The same tip geometry, as well as with
larger cone angle (20h), and with a larger radius (1 mm), have been analyzed with-
out shield. In a search for an ideal probe, a shield with orifice radius 1 mm and tip
protruding 0.5 mm have also been included.
The shielding limits the fringing of the electrostatic field of the tip, thus render-

ing a good definition of boundary conditions possible. On the contrary, the stray
field of unshielded probes is not limited. Even worse, the capacitance between an
infinite plane and a cone grows approximately linearly with the size of the cone.
However, simulation has shown that the flux density near the tip apex did not dif-
fer by more than 2.5% when the size of the cone, except the tip radius, has been
doubled. Therefore, the tasks were bounded by a force line in the form of a cir-
cular arc, in three dimensions a hemisphere, with radius 250 mm. Such model
underestimates the stray capacitance of real unshielded probes mainly by ignor-
ing the contribution of the cylindrical shaft or lead.
The cone angle of SFM tips, used in SCM, is usually about 25h to 35h and the

tip radius 20 to 100 nm. In our model the angle, height, and radius were 30h,
15 mm and 25 nm, respectively. The parasitic capacitance of the probe cantilever
and of its holder, which may be as large as 1 pF, has been first neglected and then
introduced replacing the oblong or triangular cantilever by a cone with angle
160h. The models of the probes are seen in Figure 34.1.

44534.2 Probe geometry

Fig. 34.1 Models of the probes. (a) un-
shielded probe (height 240 mm, cone angles
10h and 20h, tip radii 25 nm and 1 mm),
(b) shielded probe (orifice radii 25 mm and
1 mm, protruding 5 mm and 1 mm, respectively,
tip radius 25 nm), (c) microscopic tip (15 mm,
cone angle 30h tip radius 25 nm), and
(d) microscopic tip on cantilever.



34.3
Simulated topographic Artifacts

Cylindrical islands or holes may be considered the simplest approximations of
topographic or structural features, representing practically important details in in-
tegrated circuits. Though the outer surface in semiconductor structures is usually
flat, local variations of doping level affect the depth of depletion regions, which
may be considered dielectric. Then the boundary between the depleted and unaf-
fected semiconductor is equivalent to an internal insulator/conductor boundary
with protrusions or depressions. The model is simplified in that it ignores the
rounding of the boundaries in real structures.
The space between the tip apex and the conducting surface was assumed to be

filled either with air (relative permittivity er ¼ 1) or with a dielectric with er ¼ 5.
The models of the topographic features are shown in Figure 34.2. The height of
an island was the normal distance from the tip apex to the plane surrounding the
protrusion, with its top kept at constant distance (5 nm) from the tip. The depth
of wells was the tip-to-bottom distance, with the surrounding plane 5 nm from
the tip apex. They ranged from 5 to 500 nm, with radius from 0.05 to 12 mm.
The probe has been positioned axially.
The employed software is able to compute the flux with fairly high accuracy.

However, the solved models contained details ranging from a few nanometer
up to tens to hundreds of micrometer. Since each data point is computed
using a different geometry, with certain dimensions varying, the mesh cannot
be the same in all cases. Then minor changes, caused by the mesh generator, oc-
casionally lead to scatter of data. To keep it at acceptable level, the node spacing of
the triangular mesh in critical areas was as low as 0.25 nm (over 13 000 elements
and up to 6900 nodes in total). The capacitance has been obtained as the flux at
unit potential difference. In the case of “sensitivity” the planar electrode has been
considered split to concentric rings divided by narrow gaps, and the flux from the
tip to each ring has been computed. In all other cases the capacitance has been
obtained from the integral flux between the probe and surface.
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Fig. 34.2 Models of test structures.
(a) cylindrical protrusion and (b) cylindrical
depression.



34.4
Results

To link up with previous work [8–10], we shall use the shielded macroscopic
probes as a basis for illustration of the performance of other probe geometries.
Figure 34.3 shows the normalized dependence of the capacitance change on
the radius of test features, sensed by such probe (r ¼ 25 nm, angle 10h) for the
more favorable case of er ¼ 5 that yield smaller errors [18]. The dashed lines
mark 10% deviation from the correct value. Figure 34.4 shows the sensitivity,
the capacitance between the probe and a surface element of a conducting
plane, in dependence on its distance from the probe axis, for tips with radii
25 nm and 1 mm, and a tip-to-plane distance 2 nm. Its gradient directly relates
to the degradation of contrast transfer as a result of increasing tip radius, in
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Fig. 34.3 Normalized depen-
dence of capacitance change
on artifact radius. Shielded
probe.

Fig. 34.4 Sensitivity of un-
shielded probes.



spite of the same sensitivity just in front of the tip apex. Its consequence is seen
in Figure 34.5. Note the two y-axis scales that show the very different useful
capacitance change achieved with the two tip radii. The absolute error, obtained
on artifact radius exceeding approximately 3 mm, was nearly the same. This indi-
cates that the error at large diameters is caused by the contribution of the conical
part of the tip. The straightforward approach to its suppression would be as com-
plete shielding as possible.
The performance of shielded probes with large orifice radius, radius reduced to

1 mm, of unshielded probe and of a microscopic tip at small depression radii and
50 nm depth is shown in Figure 34.6. All probes had the same tip radius of 25 nm.
In spite of that the capacitance of the probes ranged from 4.23 fF (unshielded
probe) to 0.023 fF (shielded with small orifice diameter), it changed within
a radius of 500 nm only between 4.5 aF (shielded) and 3.9 aF (unshielded).
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Fig. 34.5 Error with tips of
different apex radii.

Fig. 34.6 Error with different
probes.



The electrostatic field of the probe with small orifice diameter is best concen-
trated. The normalized capacitance change with such probe is seen in Figure
34.7. The improvement with respect to Figure 34.3 is evident.
The capacitance with an ideal probe in a fixed distance from the top of the pro-

trusion would have to be independent of its diameter and height, and it would
change with respect to a plane at the distance of the bottom of a hole. Figure
34.8 shows the results obtained with the shielded probe and er ¼ 5.
The capacitance of the microscopic tip was 0.66 fF. The value obtained using

the complete model of the tip on cantilever yielded 112 fF and the “correct”
value was not even approached on the length scale of the simulation.
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Fig. 34.7 Normalized depen-
dence of capacitance change
on artifact radius. Shielded
probe with small orifice radius.

Fig. 34.8 Dependence of ca-
pacitance on protrusion height
and hole depth. Shielded
probe.



34.5
Discussion

Of all the probe models only the shielded are well defined, since the choice of the
Neumann (force line) boundary condition connecting the shield with the plane
has no effect on the tip-to-sample capacitance. On the other hand, the capacitance
of the unshielded ones depends to some extent on the selection of the outer Neu-
mann boundary condition. Changing it into a semicircle (similar to Figure
34.1(c)), comprising an area four times larger, increased the result only by
38%, partly due to inclusion of the base of the cone. Therefore, the obtained
stray capacitance is an acceptable approximation. It might be difficult to have
an unshielded probe, made from a wire, as short as assumed in the models.
The diameter of the cone base would be 40 mm and 85 mm for 10h and 20h
cone angle, respectively. Even using wires of such diameter, the probes would
be mostly longer, containing also a cylindrical shaft and a connection to it. How-
ever, as long as these components were perpendicular to the surface, their contri-
bution to the stray capacitance would decay relatively rapidly.
Surprising is the much smaller relative error achieved with the tip having the

1 mm radius. Its advantage on larger artifacts is straightforward, but the very local
contribution is the same as with the sharper tips. It means that the accuracy of
local data may be comparable, in spite of worse contrast transfer on the deep
sub-micrometer scale. In SCM the signal-to-noise ratio is an important and fre-
quently limiting issue. Therefore, the higher capacitance change, correspondingly
higher accuracy on large topographic features and the contrast transfer on small
diameters, which is degraded far less than proportional to tip radius, poses the
question of usefulness of very sharp probes in SCM. While on conducting sur-
faces or very thin insulating films tips with radii around 25 nm or less yield better
results, for imaging structures containing not extremely thin dielectric films
blunter tips would be superior.
Modeling the SFM cantilever by an obtuse angled cone may well approximate

a triangular cantilever but it underestimates the influence of the end of an oblong
beam. It still ignores the parasitic capacitance of the millimetre-sized cantilever
chip. Disappointing is the effect of the stray capacitance of such probes. It
might remain unrecognised in routine work, since the most frequently used
transducers, based on a strip-line resonator, suppress the capacitance by tuning
that obscures its real magnitude. The contrast transfer on small-scale features
is little affected either. However, due to the closeness of the cantilever and the
chip to the sample, the whole assembly acts as the probe. As it has been
shown recently, differential sensing, i. e., modulation of the probe-to-sample se-
paration, does not suppress its stray capacitance efficiently [24].
A tip with proper radius of curvature and shielded as close to its apex as pos-

sible, would be the correct choice, as long as the used capacitance transducer
would allow its application. The cantilevers should be shielded at least on their
side facing the sample.

450 34 Tip-Shape Effect on the Accuracy of Capacitance Determination



The unaccounted stray capacitance makes any analytic method based on cali-
bration standards problematic. It can yield reliable data only if the pitch of the
standard and of the analyzed structure are the same.
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35
Atomic Force Microscope Tip Influence on the Fractal
and Multi-Fractal Analyses of the Properties of Randomly
Rough Surfaces
P. Klapetek, I. Ohl�dal, and J. B�lek

Abstract

In this chapter, several fractal and multi-fractal analysis methods are studied to
characterize their efficiency on evaluating fractal properties of randomly rough
surfaces. Moreover, results concerning the estimation of atomic force microscopy
(AFM) tip influence on evaluation of fractal properties of rough surfaces are pres-
ented. Randomly rough surfaces are simulated by means of spectral synthesis
method and AFM tip convolution with the simulated surface is numerically per-
formed. The results of the fractal and multi-fractal analysis before and after tip
convolution are compared. It is shown that significant discrepancies can be
observed between different fractal analysis methods applied on the same simu-
lated data. This fact is true, in particular, if the data are convolved with AFM
tip having relatively large apex radius in comparison to objects forming surface
roughness.

35.1
Introduction

In practice, objects exhibiting random properties are encountered. It is often as-
sumed that these objects exhibit the self-affine properties in a certain range of
scales. Self-affinity is a generalization of self-similarity which is the basic property
of most of the deterministic fractals. A part of self-affine object is similar to whole
object after anisotropic scaling. Many randomly rough surfaces are assumed to
belong to the random objects that exhibit the self-affine properties and they are
treated self-affine statistical fractals. Of course, these surfaces can be studied
using atomic force microscopy (AFM). The results of the fractal analysis of the
self-affine random surfaces using AFM are often used to classify these surfaces
prepared by various technological procedures [1–4].
However, it is known that a process of measurement frequently influences the

values of quantities characterizing the randomly rough surfaces determined using
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AFM. Finite dimensions of the tip of the atomic force microscope mainly influ-
ence these results.
In this chapter, the influence of the tip on the fractal and multi-fractal proper-

ties will therefore be studied. It should be noted that the influence of AFM mea-
surements on the results of the fractal analysis was partially investigated in sev-
eral chapters [5, 6]. In these chapters, it was shown that it could be very proble-
matic to compare the results of the fractal analysis of the surfaces obtained by dif-
ferent analytical methods. In this chapter, we compare results of different fractal
analysis methods on simulated data having known fractal properties. This enables
us to determine properties of different fractal analysis methods and to compare
different methods mutually. Using the simulation of AFM measurement for
our simulated data we can determine the tip convolution effect on determined
fractal properties.
Moreover, we employ the multi-fractal analysis for studying the AFM tip influ-

ence on the fractal properties of randomly rough surfaces. In contrast to the frac-
tal analysis the multi-fractal one is more complex and complicated. This multi-
fractal analysis enables us to determine more parameters characterizing the
random surfaces. For the multi-fractal analysis, we will also study the AFM tip
convolution influence on the results of this analysis.

35.2
Data Simulation and Processing

For simulation of the surfaces with the well-defined multi-fractal properties, a
spectral synthesis method is used (see, e. g., [7]). This method is designed to pro-
duce surfaces with the properties of the fractional Brownian surfaces. Fractional
Brownian motion (fBm) is an extension of regular Brownian random walk for
which the correlation between successive steps is controlled by a parameter H
known as the Hurst exponent. The spectral synthesis method enables us to define
the required Hurst exponent H of the surface (measure of the regularity) that is
connected with the fractal dimension Df of the surface as Df ¼ 3 � H.
The result of the spectral synthesis method is a surface with an important prop-

erty – its intersection with any plane parallel to z-axis represents a fractional
Brownian motion realization. The surface generated by means of this method
has a self-affine property characterized by a given fractal dimension Df.[7].
We have tested all the fractal and multi-fractal analysis methods on the sets of

isotropic fractional Brownian surfaces generated by the spectral synthesis meth-
od. We used a set of 25 images (1024 q 1024 points) for each fractal dimension
within the interval (2.1, 2.2, . . ., 2.9) and we averaged the results obtained by these
images.
It is known that some artifacts (systematic errors) arise in AFM measurements

of all fine structures. The main artifact concerns the “tip convolution” due to the
fact that the tip exhibits finite linear dimensions (i. e., the tip has not an ideal
form represented by the d-function). This effect causes a misrepresentation of
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the data describing a fine surface geometry studied. Here, we shall deal with the
theoretical analysis concerning the influence of the tip dimensions on the values
of the fractal and multi-fractal properties characterizing the surface roughness
based on the following stages:

1. The self-affine surface structure is simulated by means of the
spectral synthesis method (see above). Further, the fractal
properties of this simulated surface are determined.

2. Using the Villarubials algorithm [8] an AFM image of the
simulated surface is simulated for a chosen AFM tip geo-
metry.

3. The fractal and multi-fractal properties are determined using
the data corresponding to this image, i. e., using the data
corresponding to the structure influenced by the tip dimen-
sions (uncorrected structure).

For this purpose, the procedure presented by Villarubia [8] has been employed in
this chapter. This procedure (tip–sample dilation) enables us to include the influ-
ence of the finite dimensions of the tip on the geometry of the surface measured,
i. e., it enables us to construct the surface measured using an AFM tip.
For the purposes of our theoretical analysis, we have selected a model of the

standard pyramidal contact AFM tip (i. e., this tip is formed by a pyramid with
a spherical apex). The apex radius was equal to 10–50 nm. This assumption
corresponds to the real contact or noncontact tip properties.

35.3
Fractal Properties Analysis

We have used the four different methods for the determination of the fractal
dimension of our simulated data. For each fractal dimension within the interval
(2.1, 2.2, . . ., 2.9) we have simulated 25 images and we have analyzed them by
corresponding method. Error bars plotted in these figures show root mean square
deviation of the fractal dimension obtained by averaging analyzed fractal dimen-
sions over the set of 25 different images generated with same fractal dimension.
Cube counting method [1, 5] is derived directly from a definition of box-counting

dimension

Df = lim
lp0

logN(l)

log l–1
,

where N(l) is the smallest number of cubes with size l we need for covering whole
surface. This means that we expect a self-similar character of the surface. The
algorithm is based on the following steps: a cubic lattice with lattice constant l
is superimposed on the z-expanded surface. Initially l is set at X/2 (where X is
the length of the edge of the surface), resulting in a lattice of 2 q 2 q 2 ¼ 8

454 35 Atomic Force Microscope Tip Influence on the Fractal and Multi-Fractal Analyses



cubes. N(l) is then number of all cubes that contain at least one pixel of the image.
Lattice constant l is then reduced stepwise by factor of 2 and the process repeated
until l is equal to the distance between two adjacent pixels. The slope of a plot of
log(N(l)) versus log(1/l) gives fractal dimension Df directly. Results of the analysis
of simulated surfaces by means of cube counting method are presented in Figure
35.1.
Triangulation method [1] is very similar to the cube counting method. Here, we

again expect a self-similar character of the surface (Z is chosen to equal the X and
Y ranges). For the surface area it is true that S lð ÞZN(l)l2; moreover, N lð ÞZl–Df,
thus we obtain relation for fractal dimension

Df = lim
lp0

logS(l)

log l–1
+ 2,

where l has the same meaning as in the cube counting method. A grid of unit
dimension l is placed on the surface. This defines the location of the vertices of
a number of triangles. When l ¼ X/4, for example, the surface is covered by 32
triangles of different areas inclined at various angles with respect to the x–y
plane. The areas of all triangles are calculated and summed to obtain an approx-
imation of the surface area S(l) corresponding to l. The grid size is then decreased
by successive factor of 2, as before, and the process continued until l corresponds
to distance between two adjacent pixel points. The slope of a plot of log(S(l)) ver-
sus log(1/l) is then corresponding to Df � 2. Results of the analysis of simulated
surfaces by means of triangulation method are presented in Figure 35.2.
The variance method [2, 6] is based on the fact that variance of fractional Brow-

nian motion obeys this law:

var(Z(x2)–Z(x1))Z x2–x1j j2H.

As it is true that Df = 3–H, it is simple to calculate the fractal dimension.
In practice, in the variance method one divides the full surface into equal-sized

squared boxes, and the variance s2 is calculated for particular box size as
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Fig. 35.1 Dependence of the esti-
mated fractal dimension on real fractal
dimension of the simulated surface
using the cube counting method. Red
line corresponds to the ideal result.



s2(B) =
1

B2–1

X

B2

i=1

(zi–�zz)2
* +

where B2 is total number of data points in one box, zi is the height in each point, �zz
is the average height in a box, and � � �h i denotes averaging over all nonoverlapping
boxes covering the total image. Fractal dimension is evaluated from the slope b of
a least-square regression line fit to the data points in log–log plot of s2(B) as
Df = 3–b/2. Results of the analysis of simulated surfaces by means of variance
method are presented in Figure 35.3.
Power spectrum method [2, 6, 9] is based on the fact that the power spectrum of

fractional Brownian motion obeys the following law:

P(v)Zv–(2HS1).

In the power spectrum method, every line height profiles that forms the image is
Fourier transformed and the power spectrum evaluated and then all these power
spectra are averaged. Fractal dimension is evaluated from the slope b of a least-
square regression line fit to the data points in log–log plot of P(v) as
Df = 7/2–b/2. The results of the analysis of the simulated surfaces by means of
power spectrum method are presented in Figure 35.4.

456 35 Atomic Force Microscope Tip Influence on the Fractal and Multi-Fractal Analyses

Fig. 35.2 Dependence of the esti-
mated fractal dimension on real fractal
dimension of the simulated surface
using the triangulation method. Red
line corresponds to the ideal result.

Fig. 35.3 Dependence of the esti-
mated fractal dimension on real fractal
dimension of the simulated surface
using the variance method. Red line
corresponds to the ideal result.



35.4
Multi-Fractal Properties Analysis

For the multi-fractral analysis, we used two methods. the correlation function
method [10] is based on the measurement of one-dimensional correlation func-
tion defined as follows:

Gx,q(tx) =
1

N M–mð Þ
X

N

l=1

X

M–m

n=1

znSm,l–zn,lj jq,

where m = tx/D, N q M is scan size (N and M denote the numbers of rows and
columns in the scan), znl and znþm,l represent the values of the heights of the ir-
regularities of the surface in two different points of this surface, tx is the distance
between these two points along x-axis, D is the sampling interval, and q is the
order of the correlation function. Note that the one-dimensional correlation func-
tion is only determined along the rows of the scan.
Below, it will be assumed that the scaling behavior of the function Gx,q is given as

Gx,q(tx)Zt
qHq
x ,

where Hq denotes the Hurst exponent corresponding to the given order of the cor-
relation function. If all the coefficients Hq are equal, the above equation describes
a self-affine surface with mono-fractal properties. If the coefficients Hq are differ-
ent for at least some values of order q we talk about surface having multi-fractal
properties. These surfaces can be described by a set of the values of Hq.
In Figure 35.5, the results of correlation function method applied on the simu-

lated surfaces are plotted. It can be seen that the coefficients Hq are constant and
the results of the evaluated fractal dimension correspond to the real fractal dimen-
sion of the simulated surfaces.
The wavelet transform modulus maxima (WTMM) method is based on the ability

of the continuous wavelet transform to detect singularities. Wavelet transform of
the one-dimensional signal f(x) is defined as
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Fig. 35.4 Dependence of the esti-
mated fractal dimension on real fractal
dimension of the simulated surface
using the power spectrum method.
Red line corresponds to the ideal
result.



W [f ](a,b) =
1
ffiffiffiffiffi

aj jp

Z

1

–1
f (x)f* x–b

a

� �

dx

where function f(x) is called wavelet, parameter a controls scale of the wavelet (its
magnification), and parameter b controls its shift along the time axis. Wavelet
transform does a decomposition of the signal into space–frequency domain in
a way similar to windowed (short-time) Fourier transform. However, in contrary
to windowed Fourier transform, the spatial resolution of different frequency com-
ponents is not same, but depending on the frequency of the component (deter-
mined by corresponding scale parameter). When going toward smaller scales,
the wavelet transform of a signal shows more and more details of the signal.
Therefore, it is sometimes called as “mathematical microscope” [11]. It can be
shown that these properties of the wavelet transform can be efficiently used for
determining properties of singularities in the signal. For practical implementa-
tion, we used method developed by Arn�odo et al. [12] for multi-fractal analysis
of the 2D data. We will only describe the method very roughly here (for details
see [12]). The WTMM method is based on the following steps:

1. Wavelet transform modulus is computed for different scales
a of the wavelet.

2. Local maxima of wavelet transform modulus are found in
the directions of the wavelet modulus gradient. These max-
ima form connected chains.

3. Local maxima within connected chains are found. These
points are used for further computation.

4. Points found in the previous step are interconnected through
all scales a of the wavelet. This forms the so-called wavelet
transform skeleton.
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Fig. 35.5 The dependences of the Hurst exponent evaluated for different orders q of correla-
tion function (right) and the dependence of the estimated fractal dimension on the real fractal
dimension of the simulated surface using correlation function method (left). Line corresponds
to the ideal result.



5. Scale adaptive partition function Z(q,a) is computed from
the wavelet skeleton.

It is then assumed that the scale adaptive partition function has the following
scaling properties:

Z q,að ÞZat qð Þ

where q is the order of scale adaptive partition function. The fractal properties of
the surface can be then evaluated from the scaling exponents. For example, the
fractal dimension is given by equation

Df = max(2,1–t(1)).

It can be shown that for the fractional Brownian motion the scaling exponents are
connected with the Hurst exponent H of the surface as

t(q) = qH–2,

i. e., the t(q) function is a linear function of q with slope given by the Hurst ex-
ponent. The linearity of the function is thus a sign of mono-fractal properties
of the surface. Moreover, from the dependencies of t(q) it is possible to determine
the Hurst exponent of the surface.
In Figure 35.6, the results of WTMM method while analyzing the simulated

data are plotted. It can be seen that the dependencies of t(q) are linear and the
estimated fractal dimension corresponds to the real fractal dimension of the
simulated surfaces.

45935.4 Multi-Fractal Properties Analysis

Fig. 35.6 The dependences of scaling exponent t(q) evaluated for different orders q of scale
adaptive partition function (left) and the dependence of the estimated fractal dimension on real
fractal dimension of the simulated surface using WTMM method (right). Line corresponds to
the ideal result.



35.5
Results and Discussion

From Figures 35.1–35.4, we can deduce some estimation about the efficiency of
different fractal analysis methods. It can be seen that the two simplest methods
based directly on fractal dimension definition – the cube counting and triangula-
tion – produce relatively poor results. The results of the variance method and
power spectrum method are relatively better. However, the methods generally
fail for small and high fractal dimension values. Moreover, the error of the fractal
dimension estimation (here based on repeated estimations on different realiza-
tions of fractional Brownian motion) is relatively high for all the methods.
In Table 35.1, the results of fractal analysis of the simulated surfaces convolved

with AFM tip are presented. Tip convolution effects on evaluating fractal dimen-
sion of the simulated data can be seen. The influence of tip is different for differ-
ent methods. In the cube counting and triangulation methods the effect is very
similar. The convolution of the tip and image does not affect the linearity of
the graphs from which the fractal dimension is evaluated. However, the estimated
fractal dimension of the surfaces is lowered. In the case of the variance and power
spectrum methods, the situation is inverse to situation before. The linearity is af-
fected mainly in short values of the length, but if we use only the part of graph
which is not affected we can obtain a good result; however, it is debatable whether
we can ignore the nonlinear part.
In Figure 35.7, the results of the CF and WTMM methods by analyzing the

multi-fractal properties of simulated and convolved data are plotted. It can be
seen that the dependencies of H(q) and t(q) are losing their linear character.
After the tip convolution, the image of surface loses its mono-fractal character
as artificial multi-fractal properties are introduced. These effects could explain
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Fig. 35.7 The dependences of the Hurst exponent evaluated for different orders q of the cor-
relation function for data convolved with AFM tip (left) and the dependences of scaling expo-
nent t(q) evaluated for different orders q of scale adaptive partition function for data convolved
with AFM tip (right).



large errors obtained within fractal analysis of real surfaces measured by means
of AFM, as the tip convolution can change the surface properties. Real surface
fractal properties (predicted by means of growth or crack theories) can be there-
fore obscured by the AFM measurement influence.

35.6
Conclusion

It was shown that the accuracy of different fractal analysis methods varies very
strongly. It is therefore difficult to compare the results obtained by means of
different fractal analysis methods. The variance method and power spectrum
method were found to produce satisfactory results. However, in the presence of
the strong tip convolution effects the accuracy of all the methods is significantly
decreasing.
It was also shown that the tip convolution effects could change the estimated

value of fractal dimension. Moreover, they can also introduce a nonlinearity
into the multi-fractal spectra that is not present in the original surface. This
fact should therefore be respected when interpreting the results concerning the
fractal properties of randomly rough surfaces evaluated using the AFM.
The practical meaning of both of these theoretical analyses consists in the nu-

merical evaluation of the tip influence on the fractal properties of surfaces that are
estimated to be self-affine. The results of this analysis can enable us to perform
the rough estimation of the errors achieved within AFM studies of these surfaces.

46135.6 Conclusion

Table 35.1 Fractal dimension evaluated on the same
simulated data convolved with the tips having radius of 0, 10,
30, and 50 nm

R ¼ 0 nm R ¼ 10 nm R ¼ 30 nm R ¼ 50 nm

Cube counting 2.48 2.44 2.36 2.33

Triangulation 2.59 2.56 2.47 2.44

Variance 2.71 2.69 2.67* 2.65*

Power spectrum 2.72 2.68 2.55 2.46
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36
Atomic Force Microscope Indentation Measurement Software
David Shuman

Abstract

Hardness testing could be a convenient method to measure the mechanical prop-
erties of materials from nanometer to millimeter deep indentations, however as
the depth of the indentation decreases the difficulty in measurement increases.
The objective of this chapter was to use an atomic force microscope to measure
hardness indentations accurately. Automated computerized image analysis soft-
ware was developed that measured the indentation depth, projected area, and con-
tact area. The residual indent was digitally reconstructed into the same shape as
the fully loaded indentation. The reconstructed image was used to calculate the
projected area function and contact area function. This software was accurate en-
ough to measure the hardness of a single indentation quantitatively. The mea-
surement error was small enough to observe variation in hardness at the nano-
scale. This computerized software provides all researchers with a standardized in-
dentation measurement technique from any type of scanning probe microscope.

36.1
Introduction

There is a need for a method to measure hardness test indentations accurately at
both the microscopic and nanoscopic scales (Figure 36.1). ISO 14577-1 describes
two types of hardness, which will be discussed in this chapter, the Indentation
Hardness HIH (Equation 36.1) and Martens Hardness HM (Equation 36.2) [1].
Martens hardness includes both the plastic and elastic deformation contact area
and can be used for either Vicker’s or Berkovich style indenters.

HIH =
Force

Projected Area
, (36:1)

HM =
Force

Contact Area
. (36:2)

Nanoscale Calibration Standards and Methods: Dimensional and Related
Measurements in the Micro- and Nanometer Range.
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Small-scale hardness results for plastic, metals, and ceramics appear to increase
with decreasing indentation size, commonly called the indent size effect (ISE)
[2]. Rodr�guez and Gutierrez carried out a series of indentation tests using a na-
noindenter from the nanometer to micrometer depth on different metals with all
of the results showing ISE. However, research by Nix and Doerner [3] observed
that when the contact area was measured correctly for single crystal silicon the
hardness remained constant.
A hardness test is done by forcing an indenter into a material. The projected

area and contact area are then determine and used to calculate the desired hard-
ness type. This chapter focused on improving the measurement of the projected
area and contact area measurement at the nanoscale.
Hardness testing at the nanoscale refers to the depth of the indentation, but

could be associated with grain size or film thickness. Monolithic, or amorphous
materials should have a constant hardness from the nanometer to millimeter
depths. As the indentation depth decreases into the nanometer depth regime a
broad range of hardness are expected for most materials. At the nanoscale poly-
crystalline and multiphase materials should have a range in hardness depending
on the location of the indenter. The shape of the indenter and how it is orientated
compared to the crystal structure could also influence the hardness. Computer si-
mulation predicts that as the grain size decreases it will reach a peak strength and
then decrease. Similarly to this model of the grain size strength could also influ-
ence the hardness [4].
Current technology depends on using a device called a depth sensing indenta-

tion (DSI) tester to measure nanohardness [5]. A DSI records the displacement
and force during indentation. By analyzing the shape of the unload curve it is pos-
sible to determine the penetration depth. The depth and geometry of the indenter
are used to determine the contact area. The maximum force and contact area are
used to calculate the hardness. The main advantage of using the DSI over other
hardness testing technique such as Rockwell and Vicker’s is that the resulting in-
dentation does not have to be imaged and make a measurement manually. For
example, Vicker’s hardness testers require a person to visually measure using
an optical microscope to measure the diagonal across the residual indentations.
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Fig. 36.1 The predicted hardness
with decreasing indentation depth
based on the indent size effect (ISE)
and the polycrystalline effect (PCE).



How the microscope is focused and where the operator chooses to measure the
diagonal causes a variation in the results. The DSI technique avoids having to
measure the indentation shape manually. However, there are several uncertainties
associated with the depth sensing indentation method such as frame compliance,
thermal drift, zero contact point, tip rounding, and depth measurement sensitiv-
ity. Because of these technology problems it is uncertain whether the hardness
test variation such as the ISE is caused by the material or by the instrument mea-
surement error. Herrmann et al. wrote that the geometry of the indenter always
causes the greatest uncertainty [6]. VanLandingham of National Institute of Stan-
dards and Technology (NIST) did a review study of nanoindentation testing in
2003 and concluded that better measurement methods are needed [7]. Nazarov
et al. [8] published an article in Microscopy and Analysis magazine in September
2003 about nanoindentation testing and stated that the measurement of indents
from an AFM image was too complicated and unreliable and preferred using a
nanoindenter with the Oliver–Pharr method [5]. Several other research papers re-
lated to nanoindentation discussed the need to improve the indenter contact area
measurement [9–12]. It would be advantageous to measure the indentation shape
using the AFM instrument.
The state-of-the-art method for AFM indentation area determination is to use a

technique called Threshold. Many image analysis software packages use threshold
such as the popular NIH, or NanoScope. Threshold is done by dividing a grays-
cale image into a binary image above and below a grayscale value or in the case of
AFM images its height. For the indentation research the threshold is commonly
used to measure the projected area. After doing the threshold the highlighted bin-
ary pixels are summed to equal the projected area. In order to avoid the surround-
ing surface noise the threshold height is commonly slightly below the native sur-
face height, which causes a projected area measurement error. However, the out-
line around indents are more complex than the flat plane assumption used for
Threshold because of sink-in and pile-up.
The most critical scientific problem for this research is that the AFM residual

indent image only presents the resulting plastic deformation. A standard AFM
image could be used to measure the indentation hardness, which is the force di-
vided by the projected area, because the projected area does not change during
unloading (details see below). However, Martens and Vicker’s hardness requires
measuring the indenter to sample contact area at full load including both the elas-
tic and plastic deformation. Hardness determination becomes even more compli-
cated from an AFM image because of the three-dimensional shape, computer pro-
cessors speed, graphical user interface, and RAM memory utilization.
This chapter describes new computerized image analysis software, called

NanoMc, developed by the author [13]. The NanoMc automatically measures
the indentation shape from an atomic force microscope (AFM) image. It was writ-
ten using Microsoftr Visual Cþþ. Two dynamic link library (DLL) programs were
made that plug into NanoScope 5.12 or 5.13 from Veeco Instruments and into
SPIP from Image Metrology. The NanoScope and SPIP software’s handle the
complicated graphical user interface. The advantage of the SPIP program is
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that it imports a wide variety of scanning probe microscopes (SPM) image types.
NanoMc automatically measures any size indent in any material with or without
the pile-up area and the possibility of sink-in. By using this software only the force
is required from an indentation tester to calculate the hardness.
An object character recognition type of technique was developed to locate the

indent in the image. Then the NanoMc software measured the residual indent
depth, projected area, and surface area. It has a function that digitally reconstructs
the residual indent to equal the fully loaded indentation shape including both the
elastic and plastic deformation. The contact depth and contact area are then mea-
sured from the elastically reconstructed image. The reconstructed image was used
to calculate the projected area and contact area functions from a single indent.
These functions have several useful applications for indentation analysis. For ex-
ample, it could be used to calibrate a depth sensing indentation tester. Another
application would be to use the projected area to calculate the contact depth
and contact area based on the theory that the projected area stays the same
after unloading [14].

36.2
Experimental Details

The experimental objective was to test the accuracy and usability of the NanoMc
AFM indentation measurement software techniques. A Shimadzu DUH-W201S
hardness tester was used to make the indentations with a Berkovich indenter.
This test machine was only used to make the indentation and not to measure
the hardness. Old and new Berkovich indenters were used. The contact area
was measured using an AFM. The DSI owner’s manual stated that the force
range for this device was from 0.196 to 1961 mN with an accuracy of e19.6 mN
and a displacement range from 0.001 to 10 mm e2% of full scale. The force
given by this DSI was assumed to be accurate to within the manufacture specifi-
cations. After indentation the samples were imaged with an AFM. There were
32 indents imaged with 13 in 6066-O aluminum, 15 in 1020 steel and four in
electrolytic copper. Prior to imaging the AFM scanner was calibrated (for details
see below).
AFM images were made of the indentations. The projected area and contact

area were determine with the NanoMc and used to calculate the hardness. The
contact depth was used to determine the Vicker’s hardness. This Vicker’s hard-
ness is similar to that measured with a DSI, because it equals the contact area
between the indenter and the sample at full load according to ISO 14577-1. How-
ever, this research is different from the ISO described method because it uses an
AFM to measure the contact area.
Indenters wear down during service. When the indenter tip becomes too

rounded the results are unreliable. It is therefore important to monitor the tip
shape in order to know when it should be replaced. The NanoMc projected
area function was used to determine the indenter angle and tip radius. The

468 36 Atomic Force Microscope Indentation Measurement Software



NanoMc tip shape measurement technique was tested on an old and new Berko-
vich indenter.

36.2.1
Sample Preparation

Samples of 6066-O aluminum, 1020 steel, and electrolytic copper were chosen for
these experiments because they are readily available. The samples came in the
form of a 2.54 cm diameter rod. The rods were cut into round samples and
then mechanically polished. They were hand sanded with 240, 400, 600, 800,
and 1500 grit SiC wet sandpaper. Next suspended diamond 3 mm was used for
3 min and then 1 mm for 2 min. The final polish was done with an industrial pol-
ishing agent called Struersr OP-S. The resulting surface root-mean-square (RMS)
roughness over a 10 mm by 10 mm scan area was 4.5 nm for aluminum, 2.6 nm
for steel, and 3.8 nm for copper. Struersr OP-U was used for the final polishing
step on a second steel sample. The OP-U solution highlighted the pearlite and
ferrite microstructures of steel.

36.2.2
Indentation Procedure

Indents from 250 to 900 nm were made into the three samples. The laboratory
conditions were temperature 20oC and relative humidity 60%. The test setup
was slightly different for the old and new Berkovich indenter. The approach
rate on the old indenter samples was 10 s and on the new indenter samples
was 30 s. A scratch mark was intentionally made on the sample as a reference
point. The indentations were placed near the end of the scratch mark so that
they could easily be found with the AFM optical microscope. Indents of the
same force were placed in a straight line equally spaced so they could be distin-
guished from the randomly scattered debris.

36.2.3
AFM Calibration

A Veeco Instruments Dimension 3100 AFM was used to image the residual in-
dents. However, before the indents were imaged the AFM was calibrated. The
manufacture recommended calibration procedure was used with a 1 mm grid pat-
tern. This method involves various scan rates, scan sizes, and scan orientations.
After many images are recorded the length was measured for each image and
used to determine the x and y calibration factors. The scanner z was calibrated
by imaging a standard grid with a step height of 800 nm. Several other calibration
samples were imaged to determine the scanner accuracy. It was determined that
this AFM had an error of less than 5% for the x-, y- and z-directions in the x–y
scan size of 0.5–40 mm and z height from 0 to 800 nm using a 1 Hz scan rate,
after the scanner had relaxed. The scanner was considered relaxed when the me-
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chanical polishing scratches appeared straight. It usually required one scan area
time for the scanner to relax. The scanning parameters were adjusted so that the
scanning probe created an accurate image down to the lowest point inside the
indent.

36.2.4
Surface Height and Roughness

The NanoMc software has many internal functions for locating and measuring
the indent shape. Two of the main functions are surface height and roughness.
The surface height is the plane of the virgin surface and roughness is one stan-
dard deviation from this plane. For a uniform indent free surface the average of
all the pixels can be used to calculate the surface heights [15]. However, the aver-
aging method does not work when there is an indent, which falsely decreases the
depth and increases the roughness. This would cause an error in all the indenta-
tion shape measurements. Any pixels that were altered because of the indentation
had to be eliminated. These pixels are in an area called the indent-effected-zone
(IEZ). To avoid the IEZ pixels a height probability distribution was used to mea-
sure the surface height and roughness. This is a histogram of the pixel heights. A
majority of the pixels occur at the surface height, which is at the apex of the his-
togram except for the surface roughness noise. By taking the full-width-half-max-
imum (FWHM) of this distribution avoids the IEZ and the surface roughness
noise. The average at the FWHM equals the surface height and the width equals
the roughness. This method works best when the indent covers less than half the
image area. The distance between the “surface height” to the indent minimum
gives the indent depth. The projected area and surface area also depend on the
surface height and roughness measurement.

36.2.5
Projected Area

The indent area must be separated from the rest of the image in order to measure
its shape. To do this the software creates digital outlines around the residual in-
dent [16]. All the pixels inside this area are considered to be part of the projected
area or surface area. There are two types of outlines called the “surface outline”
and “pile-up outline” (Figure 36.2). The surface outline was the main topic for
this research, because it is used to determine the projected area and contact
area similar to that defined in ISO 14577-1. Placing the outline correctly is crucial
for making accurate hardness measurements.
After finding the indent in the image area it was digitally divided into many x-

sections 360h around the indent (Figure 36.3). All the x-section lines start at the
indent minimum and go to the image edge. The pile-up outline was included for
future research as a method to measure the hardness more accurately. Current
standard hardness testing procedures only require the indenter contact area
below the surface height.
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Each of the section lines is analyzed to build the outlines. The surface outline is
where the indent crosses the surface height plane or virgin sample surface as
shown by white dots in Figure 36.3. The pile-up outline includes all the area
where the indenter made contact with the sample surface.
The NanoMc software finds three possible points, called the “sink-in point”,

“pile-up point” or “surface point” for each section line (Figure 36.4). Pile-up
and sink-in both have a similar characteristic when considering where the inden-
ter last made contact with the sample. A tangent line was taken in the upper por-
tion of the section line, just below the surface height. When the height between
the tangent line and surface height is more than three sigma times the roughness
indicated a sink-in or pile-up point. If there was sink-in then the surface outline
must trace below the surface height. The section points are connected together by
straight lines to form the surface outline.
Adjusting a function called the “Tangent Height%” controls the quality of the

outlines. It is used to correct for outline errors such as when the outline some-
times goes far beyond the trench area do to surface roughness. Normally the Tan-
gent Height% was set to 95% causing the top end to be 5% less than the surface
height and the bottom end to be 45% of the surface height. However, for indents
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Fig. 36.2 A 3D AFM image of an indent with
the surface outline and pile-up outline.

Fig. 36.3 X-sectioning 360h to locate the
indent outline points.



with sink-in the Tangent Height% must be decreased to keep it from straying out-
side the indent area. Changing the Tangent Height% usually only has a small ef-
fect on the projected area outline even when it was adjusted to its full range from
50 to100% (Figure 36.5) for smooth faced indents. When the residual indent bot-
tom is curved because of tip rounding the Tangent Height% should be set to the
maximum height.
The tip radius influence was measured by comparing a new shape indenter to

an old indenter. The Tangent Height% was varied for a new and old Berkovich
indenter. The new Berkovich indenter had the same projected area down to
80% of the indent depth, however the old indenter began to deviate at 90% Tan-
gent Height%. When the Tangent Height% was set between 90 and 100% for
both the new and old indenters the projected area function had the same residual
error of e0.74%.
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Fig. 36.4 A sketch of the
tangent lines used by the
software to locate the surface
outline points (circled) and a
pile-up point (squared).

Fig. 36.5 The computer software generated surface outline shown in white at 50% and 100%
Tangent Height%.



36.2.6
Projected Area

The projected area is the summation of the pixel area elements inside the surface
outline that are in the same plane as the virgin sample surface. The area of each
pixel is equal to the scan size divided by the sample rate. For example a 1 mm scan
size with 512 pixels has a pixel width of 1.95 nm. A square pixel element has the
area of 3.80 nm2. A flood-fill technique was done from inside the outline to high-
light each of the projected area pixels. As a test this projected area should be
slightly more than the Threshold area discussed earlier. The new software auto-
matically draws a white outline at the surface height on the results image for
visual inspection. If the outline strays beyond the indent area then the Tangent
Height% should be adjusted.

36.2.7
Surface Area

The surface area of the indent refers to the indent lining. It is the summation of
all the pixel elements that cover the surface of the indent. The same pixels are
used as with the projected area except now the height is considered. Each pixel
surface area element has the shape of a quadrilateral because all four sides
have different lengths (Eq. 36.5). A pixel quadrilateral element is made from
the initial pixel at (x0, y0) to the neighbor pixels (x1, y0), (x0, y1), and (x1, y1).
The distance measured between the pixel corners in three-dimensional space
gives the four sides of the quadrilateral (s1), (s2), (s3), (s4), and its diagonal (d)
from (x1, y0) to (x0, y1). The surface area is the summation of all the quadrilateral
area elements under the projected area. The hardness contact area is measured in
the same manner after doing the elastic reconstruction when the indent depth
equals the contact depth.
Equation 5. The surface area of an indentation pixel element quadrilateral.
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36.2.8
Elastic Reconstruction

In order to measure the contact depth and contact area the indentation must be
measured with both the plastic and elastic deformation. The NanoMc software
adds the elastic deformation digitally back into the residual indent image. Stillwell
and Tabor studied the shape of residual indents and found that the faces appeared
to be smooth but at a lower slope than the actual indenter tip angle [14] (Figure
36.6). Finite element simulation and the observation of residual indents made in
metals indicates that the diameter or the indent does not change upon unloading
[17, 18]. The indent center experiences the greatest amount of force and therefore
had the greatest elastic recovery. This software used the Stillwell and Tabor model
as a basis for the elastic reconstruction method. However note that the Stillwell
and Tabor model does not take into account asymmetric effects caused by crystal-
lography, or microstructure.
Observe the difference from the indenter to the residual indent surface angles

bi and br in the schematic (Figure 36.6). By increasing the depth of each pixel pro-
portional to its initial depth will increase the indent image face angle. To measure
the contact depth and contact area it is desirable to make this angle equal to the
indenter face angle. An equation was derived to calculate how much to increase
the depth for each pixel element called the “elastic constant” (Eq. 36.3). The dif-
ference between the indenter angle (bi) and the residual indent face angle (br)
equals the elastic constant (ec).

ec = (bi – br)/br. (36:3)

Each pixel depth was increased by the elastic constant (ec) according to Eq. (36.4).
The depth of each pixel hf(x, y) was measured from the surface height (hsurf). The
elastic constant (ec) determined how much to increase the depth. All of the pixels
inside the surface outline area increased in depth depending on its distance from
the surface height. The pixel elements at the edge had little change in depth and
the ones in the center had the most increase in depth. This effectively increased
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Fig. 36.6 The Stillwell and Tabor schematic of indentation loading and unloading with the
indenter angle and residual angle added.



the face angle of the residual indent. By properly adjusting the elastic constant (ec)
it is possible to reconstruct the indent image to have the same shape as the inden-
ter even with tip rounding.

hc(x,y) = (hsurf – hf (x,y) ) ( 1 + ec ). (36:4)

For verification of the elastic reconstruction process the resulting image should
equal the contact depth and the angle of the sidewalls should equal the indenter
face angle (bi), typically 25h for a Berkovich indenter. The elastic reconstruction
technique was tested on an AFM residual indent image in steel. The amount
of elastic recovery was calculated using the known Berkovich indenter face
angle which is a ¼ 65h. It was found more convenient to relate the indenter
angle to the sample surface b ¼ (90h � a) ¼ 25h. The angle of each sidewall
face of the residual indent was measured as b1 ¼ 21.335h, b2 ¼ 21.365h, and b3

¼ 21.418h with an averaging of b ¼ 21.37h. The elastic constant was calculated
as the difference between the residual indent angle and the known indenter
angle. In this case the elastic constant (ec) equaled 0.1699. The physical signifi-
cance of the elastic constant value still needs to be studied. The software increased
the depth of each pixel inside the indent surface outline. The resulting elastic re-
construction image was then re-measured to check if it correctly matched the in-
denter angle, b1 ¼ 25.859h, b2 ¼ 24.650h, and b3 ¼ 24.509h, which has an average
of b ¼ 25.00h which equals the indenter face angle. The contact depth and contact
area were determined from the elastically reconstructed image.
The average of all three faces of the Berkovich residual indent must be used to

reduce the open-loop AFM scanner drift artifact. Scanner drift was seen by imag-
ing the same indentation rotated 200h. The angle on each sidewall changed but
the average was the same. For example the angle on one face was b = 24.81h.
When the sample was rotated and re-imaged the same face was b = 21.07h,
which showed that the AFM scanner caused an image artifact. This artifact was
related to the trace direction of the scanner and the speed it enters and exits
deep features. A closed-loop traceable scanning head could be used to reduce
this error, however it was not studied as part of this research.

36.2.9
Building the Area Functions

The NanoMc software calculates the area functions from a single indent. First the
indent image was elastically reconstructed. The elastic reconstructed image was
digitally divided into several heights (Figure 36.7). At each height the projected
area and contact area were measured. This array of measurements was used to
derive the projected area function and contact area function. Whichever equation
best fits the data should be used. The area-intercept must equal zero at zero
depth. For indenters that have a rough tip rounded shape the popular Oliver–
Pharr area function equation could be used [5]. However, caution should be
taken because the tip shape can influence the hardness. Tests of indents from
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200 to 900 nm deep had a correlation coefficient of R2 ¼ 0.999 when using a sec-
ond-degree polynomial linear-regression fit.

36.2.10
Indenter Angle and Radius

A second-degree polynomial projected area function (Eq. 36.6) can be used to cal-
culate the indenter angle (Eq. 36.7) and radius (Eq. 36.8). This model assumes
that the indenter has two basic shapes [19]. It is spherical at the tip and conical
at the edge. Therefore, this model can be used to represent indenters from sphe-
rical to pyramid shape. This method of indenter angle and radius measurements
could be used to help determine when to replace a worn out indenter. If there
were debris attached to the indenter or it was severally deformed such as being
broken at the tip than the linear regression correlation factor would indicate a
problem with the indenter.

A = a0 h2 + a1 h, (36:6)

a0 = tan2(a), (36:7)

a1 = 2 p R. (36:8)

This method of indenter shape measurement was tested on an old and new Ber-
kovich indenter. The average indenter angle determined from ‘a0’ for all the in-
dents in steel, copper, and aluminum was Ap ¼ 24.7 hc2 for both the old and
new Berkovich indenter, which closely corresponds to the ideal projected area
constant Ap ¼ 24.5 hc2. When all the indents made with the new indenter were
used, the result was a tip radius of 63 e 11.7 nm whereas the old indenter pro-
duced a tip radius of 924 e 115 nm calculated from the ‘a1’ term. The indents
made with the old indenter below 200 nm were excluded because the indentation
did not reach deep enough into the sample to include the pyramid part of the in-
denter. The large tip radius standard deviation was attributed to the crystallo-
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Fig. 36.7 A profile of an indent that
has been digitally sliced to provide the
area function data.



graphic differences of each indentation as visible by the asymmetric pile-up
shape.
The same method can be applied to a single indent to determine the indenter

shape. The projected area was measured at various depths of the reconstructed
indent image. A second-degree polynomial curve was fit to the depth versus pro-
jected area measurements using the method of least-squares. When the projected
area intercept was set equal to zero the curve fit equaled Eq. (36.6). The first term
‘a0’ was used to calculate the indenter angle and second term ‘a1’ was used to cal-
culate the indenter tip radius. Table 36.1 shows the NanoMc software results for
the new and old indenters. The resulting indenter angle should be around 70.2h

and the indenter radius should be near zero for a new Berkovich indenter.

36.2.11
NanoMc Hardness

As an example the NanoMc software was used to measure the Vicker’s hardness
of aluminum, steel and copper. The force was taken from the indentation ma-
chine and the contact area was measured from the residual indent impression
using the NanoMc software and then dividing by the acceleration of gravity
9.80665 m/s2. The hardness test results of each material were plotted together
for comparison as shown in Figure 36.8. This is not a perfect example of the
Vicker’s hardness, because the Berkovich indenter has three sides instead of
four however; Vicker’s and Berkovich indenters have almost the same conical
equivalent shape.
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Table 36.1 Old and new Berkovich projected area functions
each from a single AFM image of a residual indent

Indenter Projected area function Indenter angle (a) Tip radius (R)

Old Berkovich Ap (hc) ¼ 25.264 hc2 þ 6.3733 hc 70.6h 1014 nm

New Berkovich Ap (hc) ¼ 24.633 hc2 þ 0.1408 hc 70.3h 22 nm

Fig. 36.8 The Vicker’s hardness of
aluminum, steel, and copper using the
new and old Berkovich indenters.



The hardness test error bars were the summation of all the major measurement
errors. The force error was e19.6 mN according to the hardness tester manufac-
turer specifications. The contact area measurement was composed of several
errors mainly caused by AFM scanner drift. The AFM scanner caused e10%
area error. Other sources of hardness measurement error were also included.
The new software automatically measured the projected area so the accuracy of
this software technique also was determined. A change in Tangent Height%
caused a 0.74% error in the projected area measurement. The projected area
function fits for the new indenter had an error of 0.010 mm2 and the old indenter
was 0.037 mm2. The contact area function error was assumed to be the same as
the projected area function because they were calculated using the same indent
images. The maximum and minimum worst-case scenario was calculated for
each hardness measurement. The maximum possible force error was divided
by the minimum cumulative error for the contact area. The minimum error
was the opposite extreme with a minimum force divided by the maximum contact
area error. Table 36.2 shows the range in hardness for these metals at the nano-
scale.
Several indentation tests were done at different locations on the sample surface

using the same force. There were eight indentations made in aluminum using
2 mN force and ten indents made in steel using 5 mN force (Figure 36.9).
Each of the indents were imaged with the AFM and measured by the NanoMc
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Table 36.2 Hardness, force and depth range for aluminum,
steel, and copper

Material HM (MPa) Force (mN) Depth (nm) Samples

6066-O Aluminum 600–1330 1.5–34 160–960 13

1020 Steel 1200–3100 2.1–84 170–900 10

Electrolytic copper 550–970 1.5–21 225–840 4

Fig. 36.9 Hardness measurements
for 6066-O aluminum and 1020 steel
using the NanoMc image analysis
technique with a new Berkovich
indenter.



software. It was assumed that this broad range in hardness was caused by the
polycrystalline effect. Further research needs to be done to better understand
why the hardness varies at the nanoscale.

36.3
Conclusion

The primary accomplishment of this chapter was reliable image analysis software
to measure hardness test indentations using an AFM. The NanoMc software
could automatically measure the indent depth, projected area, and surface area.
It has a function called “Elastic Reconstruction”, which can digitally reconstruct
a residual indent image into the fully loaded indentation shape. The elastic recon-
structed indent image was used to measure the contact depth and contact area. By
digitally slicing the reconstructed indent image the projected area function and
contact area function could be derived. A simple second-degree polynomial
model was used to calculate the area functions. The advantage to this second-de-
gree projected area model is that the first term relates to the indenter angle and
the second term the tip radius. The hardness was measured for several indents.
This software helped to observe a variation in hardness possibly caused by crystal-
lography.
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37
Nanodeformation Analysis Near Small Cracks
by Means of NanoDAC Technique
J�rgen Keller, Dietmar Vogel, and Bernd Michel

Abstract

With the development of micro- and nanotechnological products such as sensors,
MEMS/NEMS, and their broad application in a variety of market segments new
reliability issues will arise. The increasing interface-to-volume ratio in highly in-
tegrated systems and nanoparticle filled materials and unsolved questions of size
effect of nanomaterials are challenges for experimental reliability evaluation. To
fulfill this need the authors developed the nanoDAC method (nano deformation
analysis by correlation), which allows the determination and evaluation of 2D dis-
placement fields based on scanning probe microscopy (SPM) data. In-situ SPM
scans of the analyzed object are carried out at different thermomechanical load
states. The obtained topography, phase, or error images are compared utilizing
gray scale cross correlation algorithms. This allows the tracking of local image
patterns of the analyzed surface structure. The measurement results of the nano-
DAC method are full-field displacement and strain fields. Because of the applica-
tion of SPM equipment deformations in the micro-, nanometer range can be
easily detected. The method can be performed on bulk materials, thin films,
and on devices, i. e., microelectronic components, sensors or MEMS/NEMS.
Furthermore, the characterization and evaluation of micro- and nanocracks or de-
fects in bulk materials, thin layers, and at material interfaces can be carried out.

37.1
Introduction

Scanning probe microscopy (SPM) has become a powerful imaging tool for sub-
micron surface analysis and nanoscopic structures. Profile measurements and
lateral pitch measurement, e. g., for semiconductor lines, have been established.
Regarding deformation measurements at material defects or micro cracks most
of the published approaches are qualitative or semiquantitative. Examples are
in-situ straining experiments on magnetic thin films carried out by Bobji and
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Bhushan [1] and the evaluation of crack propagation in NiAl single crystals that
was analyzed by G�ken et al. [2]. Recently, research on the combination of atomic
force microscope (AFM) images and digital image correlation (DIC) algorithms
has proved the ability to measure deformations on the nanoscale. The authors
of the chapter made use of AFM equipment for deformation field measurement
[3–5]. Chasiotis and Knauss [6, 7] and Soppa [8] used similar approaches to mea-
sure strain fields from AFM micrographs. In this chapter the underlying basic
principles of the DIC method and the stability and reproducibility will be dis-
cussed. The application of the AFM-based image correlation on micro- and nano-
materials will be shown by a crack analysis of a thermoset polymer material.
A second example is the thermal loading of a micromachined gas sensor.

37.2
Digital Image Correlation on SPM Images

37.2.1
Principle of NanoDAC

Digital image correlation methods on gray scale images were established by sev-
eral research groups. Examples from different fields of application can be found
in various publications, e. g., in [3–6, 9–11]. In previous research the authors de-
veloped and refined different tools and equipment in order to apply scanning
electron microscopy (SEM) images for deformation analysis on thermomechani-
cally loaded electronics packages. The respective technique was established as
microDAC, which means micro deformation analysis by means of correlation
algorithms [10].
The microDAC technique is a method of digital image processing. Digitized

micrographs of the analyzed objects in at least two or more different states
(e. g., before and during/after mechanical or thermal loading) have to be obtained
by means of an appropriate imaging technique. Generally, the utilized cross cor-
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Fig. 37.1 AFM topography image of a crack in a thermoset polymer material for different crack
opening displacements, scan size 15 q 15 mm.



relation algorithms can be applied to images extracted from a variety of sources
such as SEM or laser scanning microscopy (LSM). The basic idea of the underly-
ing mathematical algorithms follows from the fact that images commonly allow
us to record local and unique object patterns, within the more global object shape
and structure. These patterns are maintained if the objects are stressed by ther-
mal or mechanical loading. Figure 37.1 shows examples of AFM images taken
at a crack tip of a polymeric material. The markers indicate typical local patterns
(i. e., topographic structures) of the images. In most cases, these patterns are of
stable appearance, even if severe load is applied to the specimens so that they
can function as a local digital marker for the correlation algorithm.
The cross correlation approach is the basis of the DIC technique. A scheme of

the correlation principle is illustrated in Figure 37.2.
Images of the object are obtained at the reference load state 1 and at a different

second load state 2. Both images are compared with each other using a cross cor-
relation algorithm [5]. In the image of load state 1 (reference) rectangular search
structures (kernels) are defined around predefined grid nodes (Figure 37.2, left).
These grid nodes represent the coordinates of the center of the kernels. The ker-
nels themselves act as gray scale pattern from the load state image 1 that has to be
tracked, recognized, and determined by its position in the load state image 2. In
the calculation step the kernel window (n q n submatrix) is displaced inside the
surrounding search window (search matrix) of the load state image 2 to find the
position of best matching pattern (Figure 37.2, right).
This position is determined by the maximum cross correlation coefficient that

can be obtained for all possible kernel displacements within the search matrix.
The described search algorithm leads to a two-dimensional discrete field of corre-
lation coefficients defined at integer pixel coordinates. The discrete field maxi-
mum is interpreted as the location where the reference matrix has to be shifted
from the first to the second image, to find the best matching pattern. For
enhancement of resolution a so-called subpixel analysis is implemented in the
utilized software [12].
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Fig. 37.2 Displacement evaluation by a cross correlation algorithm; left: detail of a reference
image at load state 1; right: detail of an image at load state 2 [12].



The result of the two-dimensional cross correlation and subpixel analysis in the
surroundings of a measuring point primarily gives two components of the dis-
placement vector. Applied to a set of measuring points (e. g., to a rectangular
grid of points with a user-defined pitch), this method allows us to extract the com-
plete in-plane displacement field. An example for the DIC-based displacement
field is shown in Figure 37.3. For images originating from SPM techniques the
described approach has been established as the so-called nanoDAC method
(nano deformation analysis by correlation algorithms).

37.2.2
Stability Aspects of SPM Measurements

In comparison to DIC-based measurements treating optical or SEM images, some
more essential difficulties have to be overcome for SPM-based imaging. They cor-
respond to the extreme magnification of SPM techniques. Because SPM image
scans are taken over a time interval from one to several minutes smallest system
drifts can cause significant artificial object deformations. Classifying different
drift sources it can be distinguished between
x SPM scanner drifts, which are related to time-dependent behavior
of the piezo tube;

x relative movements between the scanning head and the sample
fixture, mainly caused by temperature changes;

x drift of sample loading parameters (temperature, forces, load
paths, etc.) within testing stages installed at the microscope; and
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Fig. 37.3 Digital image correlation results derived from SFM images of a crack tip, scan size
15 q 15 mm; left: image overlaid with the user-defined measurement grid and vector plot; right:
image overlaid with the user-defined measurement grid and deformed measurement grid;
displacement vector and deformed grid presentation are enlarged with regard to the image
magnification.



x incremental object deformations originating from viscoelastic
material behavior of test specimens, i. e., time-dependent object
deformations that take place even under constant loading para-
meters.

Substantial concerns regarding stability and reproducibility originate from drifts
of the SPM scanner piezo and the variation of thermomechanical loading para-
meters over time. As a consequence, the accurate selection of SPM equipment
and loading stages is a crucial issue. Moreover, the development and implemen-
tation of methods of drift control and compensation may be essential for partic-
ular applications. Practically serious problems arise from the fact that the drift ef-
fects described above are not evident from a single image achieved at a specific
load state of the specimen. In some cases severe drift effects come to light by di-
gital image correlation of several images acquired at the same load state. For ex-
ample, significant pseudo displacements occur if the scanner is adjusted to a new
position of its scanning range either by the zooming-in capability of the SPM con-
trol software or by a user-based definition of the new scanning range or scanning
position. The application of DIC to images taken just after such positioning pro-
cesses shows large pseudo displacements caused by scanner creep.
To underline the creep effect of the scanner a DIC displacement analysis is per-

formed on two images acquired directly after each other using the repeat function
of the SPM software. The 15 q 15 mm scans are carried out at an unloaded and
stable mounted object with a metallic surface where the fast scanning is in the
horizontal direction and the y-direction is scanned from top to bottom. The
images are taken in noncontact mode and the data are extracted from one scan
direction only to suppress artifacts caused by scanner hysteresis.
In this case only the y-direction of the displacement vector is of interest and the

determined results are shown together with one of the images in Figure 37.4. The
displacement results are given in pixel coordinates (1 pixel z 59 nm). The first
conclusion is that there is a general drift of several pixels across the vertical
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Fig. 37.4 Pseudo displacements caused by
scanner creep; contour lines of identical dis-
placement are closer to each other, indicating
a larger strain level in the upper part of the
image.



dimension of the image. Secondly, the displacement results clearly imply that
there are larger strain values in the upper half of the image than in the lower
half. This pseudostrain effect is caused by the creep behavior of the piezo scanner.
After a running-in phase it will converge into steady-state scanning behavior. As a
result the pseudostrain mainly occurs in the upper part of the image.
The presented example emphasizes the requirements of stable scanning behav-

ior to avoid artificial object deformation. As mentioned above another important
aspect is the thermal drifts of the apparatus including the AFM itself but also the
specimen, loading device, and its positioning system. Moreover, these different
drift sources superpose, so they cancel each other or enlarge each other depend-
ing on the actual environmental and system immanent influences. If one thinks
about correcting the displacement by elimination of a specific stability source
there will always be the problem of separation of the different sources.
Therefore, a strategy is necessary estimating the actual drifts of the complete

system in their summation rather than separating a single drift source. A possible
way to follow this objective is the description of the drift by a functional and ap-
plying a linearization to achieve an actual value for the system drift for a specific
time period. A practicable way to determine the actual system drift would be to
capture a series of two to three images at each of the load states that have to
be compared. By a subsequent displacement analysis of each series utilizing
the DIC code a mean drift value for each load state can be determined. If there
is a difference between the mean drift at the specific load states a correction
has to be applied to the obtained DIC results between these load states. The
described strategy can be tested by a series of scans on a fixed specimen. In
the following these tests will be called “zero displacement test.”
The displacements and their standard deviation determined from a zero dis-

placement test are also a measure for the accuracy of the DIC concept on SPM
images. According to [12] the applied DIC code has a pixel resolution of 0.01
for in-plane displacement components for CCD camera images. Assuming that
the code performs similar on AFM topographs, one expects a displacement reso-
lution of 0.3 nm. Practically it is difficult to translate a macroscopic specimen
with that accuracy. However, a zero displacement test and the resulting variation
of the displacement are a measure for the precision of the measurements. In the
following section these zero displacement tests are discussed. Nevertheless, it has
to be mentioned that new or somehow modified SPM and loading equipment
should be tested for stability and accuracy. The trend of the SPM manufacturer
to develop scanning equipment with increased line scan frequency can be very
helpful to minimize the thermal and creep induced drift. Furthermore, the appli-
cation of closed-loop scanners comprising a positioning control unit will compen-
sate scanning reproducibility problems.
The zero displacement tests were performed by 256 q 256 pixel scans on a Ni

layer on silicon substrate with scan sizes of 10 mm and a line frequency of 1 Hz.
The fast scan direction was the horizontal x-direction and noncontact topography
data were picked up in the positive x-direction only in order to eliminate scanner
hysteresis effects. The scans were carried out in a series of 15 images using the
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“repeat” option of the AFM control software, so that nonstop scanning was per-
formed for approximately 1 h.
A quantification of the prevailing drift can be easily performed by DIC tech-

niques. The image sequence is analyzed by means of digital image correlation
where each image is compared to its subsequent image. From the determined
displacement fields the following statistical values are extracted:

1. Mean system drift determination over scan time.
2. Standard deviation of the measured displacement in fast (x)

and slow (y) scan directions.

The results of the analysis are presented in Figures 37.5 and 37.6 where the eva-
luation of the mean displacement and standard deviation was carried out sepa-
rately for the x- and y-directions. Mean displacement values of the analyzed
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Fig. 37.5 Mean displace-
ment, u, in the x- and y-direc-
tions calculated from displa-
cement field vs. scanning
time; scan size of the image
10 q 10 mm.

Fig. 37.6 Mean displace-
ment, u, in the x- and y-direc-
tions calculated from displa-
cement field vs. scanning
time; scan size of the image
2 q 2 mm.



image series over scanning time clearly emphasize that system drifts can be de-
scribed with simple polynomial functions. The extrapolation from two or three
initial mean drifts to a subsequent image can be achieved with the obtained
fitting function. With the calculated mean drift a strain component over the
whole image can be calculated so that a pseudostrain can be eliminated from
the actual displacement measurements.
The standard deviation calculation of the determined displacement values was

also carried out separately for the x- and y-directions. Figure 37.6 shows that the
relative error at the beginning of the 10 q 10 mm zero displacement test is in the
range of e7.5 nm for the y-direction and e2.5 nm for the x-direction. This is
caused by creep effects of the piezo scanner and thermal instabilities. After five
scans the error is minimized to e1 nm for both directions.
The presented results and the discussion lead to the following statements for

system drift evaluation and compensation:
x By the application of the DIC analysis it is possible to quantify
system drifts during in-situ loading tests.

x A system drift compensation can be done using the results from
the drift analysis.

x For a scan size of 2.5 q 2.5 mm and a scanning field of 256 q 256
pixels a displacement value of 1 nm can be detected by the DIC
analysis.

However, it has to be noted that the accuracy of the DIC analysis strongly depends
on the experimental conditions (noise, image contrast, temperature stability).

37.3
Crack Evaluation

Cyanate ester resins and their modifications that are typically used in microelec-
tronic applications show a high modulus of elasticity but poor resistance to frac-
ture [13]. Because of the miniaturization in electronic packages micro material
testing of such material systems will be a key for successful design of microelec-
tronic packages. Therefore this type of material is chosen for crack evaluation
experiments.

37.3.1
Experimental Setup

A simple specimen configuration is selected to demonstrate the fundamental ap-
proach. With a compact tension (CT) crack test specimen as shown in Figure 37.7
mode I (opening) loading of the crack tip is enabled. The CT specimen is loaded
with the force P by a special tension/compression testing module, which can be
utilized for in-situ SEM and SPM measurements. Figure 37.7 shows the CT speci-
men and parts of the loading device under the SPM.
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For the deformation measurements AFM noncontact topography scans are
taken directly at the crack tip before and after loading. Afterward the DIC algo-
rithms are applied to the set of images and displacements are determined at pre-
defined grid nodes. Figure 37.9(left) shows the results in the form of a crack open-
ing displacement field, uy, extracted from the AFM scans at the cyanate ester resin
CT specimen.

37.3.2
Crack Opening Displacement Analysis

A straightforward approach for crack evaluation in the AFM is the technique of
crack opening displacement (COD) determination. In order to extract the mode
I stress intensity factor KI crack opening displacements, uuy and uly, are measured
along both the upper and lower crack boundaries (Figure 37.8).
If determined by linear elastic fracture mechanics they must be equal to

uu,ly = e
KI

2m

ffiffiffiffiffiffi

x

2p

r

(k + 1) for xJ 0 (37:1)

uuy = uly = 0 for xi 0, (37:2)
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Fig. 37.7 Left: Compact tension (CT) specimen; right: in-situ loading under the AFM.

Fig. 37.8 Crack opening dis-
placement according to linear
elastic fracture mechanics
(LEFM) for infinite bulk mate-
rial and mode I crack opening.



where m is the shear modulus and k is a function of Poisson’s ratio, n; k ¼ (3 – 4n)
for plane strain and k ¼ (3 – n)/(1 þ n) for plane stress. Taking the square of the
difference of upper and lower displacements, we obtain a linear function of the
x-coordinate or 0, depending on the position relative to the crack tip:

uuy – uly
2

 !2

= Cx xJ 0

= 0 xi 0.

(37:3)

For the equation above, the crack tip is set at location x ¼ 0. The crack tip location
on the real specimen can be found at the interception of a linear fit of the curve
Cx with the x-axis. The slope C allows us to estimate the stress intensity factor KI,
which is a measure of the crack tip load. It is given by

KI =
E

1Sn

1

k + 1

ffiffiffiffiffiffiffiffiffi

2pC
p

, (37:4)

where E is the Young’s modulus.
The discussed analysis is applied to the displacement field measurements pres-

ented in Figure 37.9 (left). The results of the linear fit according to Eq. (37.3) are
shown in Figure 37.9 (right).
The determined value for KI with the application of Eq. (37.4) is equal to 0.056

MPa m1/2, which is about 1/10 of the critical stress intensity factor for the cyanate
ester resin. The value calculated from the applied loads is 0.085 MPa m1/2. The
comparison shows that the value calculated from the specimen loading is 1.5
times higher than the value extracted from the crack opening field. Possible rea-
sons or error sources for the deviation are as follows:
x the value of the Young’s modulus is assumed to be too low for
this CT specimen;
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Fig. 37.9 Left: AFM image of the crack tip area (size 15 q 15 mm) with overlaid displacement
results in the y-direction, uy, lines for the upper and lower crack face are included; right: eva-
luation of slope C for the calculation of the stress intensity factor KI.



x the crack is not fully loaded at the surface of the specimen, due to
the fact that the crack front is a relatively straight line normal to
the specimen surface;

x the plane strain crack field solution is not accurate or is not
completely predominating at the surface of the specimen.

Concluding the results discussed in this section a detailed analysis of the crack tip
behavior by FE simulation is necessary.

37.4
Adaptation to Finite Element Analysis

The presented experimental results of the previous sections clearly underline the
difficulties involved in the experimental crack tip evaluation at the micro- and
nanoscale. Moreover, micro- and nanocracks in real electronic systems, MEMS
or NEMS, are nested in a variety of materials with different material properties.
In such cases the experimental approach on its own is not suited for the determi-
nation of critical stress/strain states or system reliability. A possible solution is the
strategy of using a hybrid analysis tool combining SPM-based experimental dis-
placement measurements and finite element concepts. The approach is realized
by a definition of an adaptation concept (Section 37.4.1). The basis for the concept
is the mesh adapter enabling the reduction of 3D-FE mesh data to 2D-DIC soft-
ware node coordinate data (Section 37.4.2). Furthermore, a common platform for
FEA and DIC results is defined and a verification algorithm for simulation/experi-
mental results is developed (Section 37.4.3).

37.4.1
Adaptation Concept

The objective of an adapted finite element concept is the creation of a tool, which
allows the verification of in-situ loading experiments and finite element results
using a combination of finite element simulation and DIC-based displacement
fields. FEA on its own is not sufficient to describe complex material and device
behavior for future micro- and nanomaterial testing. Unknown material constitu-
tive laws and complex interrelation between testing equipment and specimen
make it unreliable to evaluate reliability exclusively by FEA or analytical ap-
proaches. Consequent validation of FE models by suitable experiments is inevi-
table.
Comparison between measured and simulated deformation fields is the way to

achieve trustworthy testing results. Unfortunately in many cases simple determi-
nation of material properties by DIC measurements is impossible since there is
the general access restriction of DIC measurements to surface and in-plane defor-
mation. 3D and internal deformation data are indispensable for many testing pur-
poses, e. g., for the determination of parameters for advanced fracture mechanics

49137.4 Adaptation to Finite Element Analysis



criteria (J-integral, C*-, T-integral, etc.). Moreover, in some cases stress/strain data
on three-dimensional objects are needed, which cannot be obtained from in-plane
surface measurements. This information can be provided adapting FEA to DIC
measurement. Because of the fact that both methods are implemented in com-
pletely different and therefore incompatible software packages an adaptation con-
cept from FEA to DIC was developed. A flow chart of the concept is shown in
Figure 37.10.
Basically, the concept allows one to match simulation and measurement results

in order to provide material characterization on a best-fit strategy. At the end ma-
terial properties such as Young’s modulus or fracture mechanical properties are
determined combining FEA and DIC results. FE meshes from either PATRAN/
ABAQUS or ANSYS are utilized for simulation and DIC displacement field deter-
mination from load state images (see � in Figure 37.10). Therefore a transforma-
tion interface of FE mesh nodes to respective measurement mesh nodes was
developed.
Although determined in the same mesh nodes, simulation and measurements

results cannot be compared directly. DIC deformation fields are superposed by
rigid body displacements and rotations originating from, e. g., testing machine
drifts, or FE boundary conditions that are not equivalent to the actual experimen-
tal loading. Therefore, original DIC results have to be derotated and a translation
correction has to be applied before comparing them with FEA fields (see ` in
Figure 37.10). Within the concept a set of finite element displacement fields is
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Fig. 37.10 Principle of nanoDAC measurement and adaptation concept to FEA.



compared with a set of derotated and displaced measurement fields (see ´ in
Figure 37.10). Different simulated fields are provided varying specimen load con-
ditions or material properties. The best fit between simulation and measurement
field reveals the optimum input data (modeling) for simulation with regard to the
specimen load conditions under consideration. Utilizing these best-fit conditions
proven by experiment, additional or more advanced material properties can be
employed (ˆ in Figure 37.10).

37.4.2
Mesh Transfer from FEA to Experiment

Transfer of finite element nodes to the measured experimental area is a straight-
forward approach for data comparison. This technique allows one to determine
the experimental displacements at the position of the FE nodes, so that a direct
validation of the results can be performed. Figure 37.11 illustrates the concept
of the mesh adaptation from a three-dimensional FE model to a two-dimensional
region of interest of the experimental approach.
The digital image correlation technique determines displacements at specific

grid nodes that are similar to the nodes of the finite element mesh. In addition
to meshing by means of an internal mesh generator the DIC software allows
one to import user-defined meshes. During this mesh-import procedure the
user has to specify x, y-scaling factors for the transformation of [mm]-based
node location (from FE model data) to [pixel]-coordinates (of measurement
images).
In the present case the mesh adaptation is carried out between the FE-code

ANSYS or ABAQUS and the DIC software ADASIM. The interface macro pro-
duces mesh input files according to the interface definition of ADASIM.
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Fig. 37.11 Principle of nanoDAC measurement and adaptation concept to FEA; left: original
3D FE model, right: 2D DIC calculated displacement results based on 2D mesh, deformed and
undeformed mesh is illustrated.



37.4.3
Verification Platform

Mathworks MATLAB software is used as a platform for finite element and DIC
result data comparison. Import of finite element data is implemented by reading
predefined file output formats already modified by the 3D FEA-DIC mesh adapter
(compare to Section 37.4.2). The link between displacement values from different
sources is performed by node number allocation of the FE mesh. In the most
practical cases the mesh will consist of areas with varying node densities so
that weighting functions have to be applied to node results. However, in this
work weighting functions are not included.
The general aim is the verification of either FE model or DIC measurements.

The accomplished verification process implemented as a MATLAB program com-
prises two main functions:
x variation of DIC results for the compensation of rigid body rota-
tion and displacement within the region of interest and

x assessment of the degree of similarity between the FE and DIC
results in order to figure out optimum matching conditions and
the best fitting of FE results to the measurements.

In special cases information on appropriate rotation and displacement correction
values can be extracted directly from the measured field, i. e., if special symmetry
conditions are given in the loaded structure. However, for future application of
the adaptation concept a more general approach has to be employed. Therefore
the variation of the DIC results is done by addition of rotation and displacement
terms to the measured field values depending on the location of the measurement
point. The modification of the displacement field is done for different angles and
displacement values so that a variety of displacement fields are generated.
In the second step the modified displacement fields have to be evaluated ac-

cording to their similarity to the FE results. Therefore different statistical criteria
are implemented in the verification algorithm, e. g., cross correlation coefficient,
covariance, and least-squares methods.
In the following the verification algorithm is applied to the crack tip field of the

CT specimen presented in Figure 37.9. The COD concept led to the conclusion
that a combination of DIC and FE results will provide additional information
for the evaluation of a crack tip displacement field. The analysis of the required
fitting procedures reveals the following algorithm substeps: (1) derotation and
displacement matching and (2) determination of material properties.

Derotation and Displacement Matching
The measured displacement field was rotated stepwise within a predefined inter-
val of angle increments so that a set of modified displacement fields is generated.
The rotation center was chosen with regard to the rotation field data obtained by
the correlation software.
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Each of the modified displacement fields was compared to the FE results by the
three different statistical criteria mentioned above. Least-squares fitting and cross
correlation result in graphs with well-defined extremum values. Therefore they
can act as appropriate criteria for the determination of accurate derotation angles.
Figure 37.12 shows the computed cross correlation coefficients for a pair of FE
and modified displacement fields in dependence on the rotation angle.

Determination of Material Properties
For the determination of material properties the verification algorithm has to be
applied to a pair of measured and simulated results. In this case the FE results are
varied and the measured (or modified) field remain the same. FE simulations are
performed with different Young’s moduli within a reasonable scope of values, i. e.,
2600–5000 MPa. Each of the obtained FE displacement fields is compared to the
modified (derotated and rigid body displacement corrected) measured field by
means of the least-squares method.
Figure 37.12 illustrates the least-squares parameter versus the Young’s modulus

of the FE simulation. A minimum value of the least-squares parameter at a
Young’s modulus of 3600 MPa is indicating the best matching pair of displace-
ment fields.
The results of the verification algorithm clearly prove the capability of the adap-

tation concept in combination with the verification algorithm. The applied verifi-
cation strategy by comparison of measured and simulated displacement fields
leads to a well-defined best matching parameter set.
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Fig. 37.12 Left: Determination of the ideal derotation angle by means of cross correlation
of displacement fields, small derotation (0.038 grd) has taken place between finite element
simulation and DIC measurement; right: determination of material model with best matching
parameters (Young’s modulus).



Unfortunately the recursively derived Young’s modulus of 3600 MPa is not
equivalent to tensile test measurements where a value of 2800 MPa was deter-
mined. A reason for this can be that unmodified cyanate ester resins tend to
form a prestressed material configuration. This fact was indicated by the observa-
tion of cracks in the cured plates. Therefore a homogeneous material behavior
cannot be guaranteed within the complete volume of the cured plates and the spe-
cimens. Especially at the surface of the plates the curing parameters are different
from that of the middle resulting in varying material properties over the thickness
of the plates.

37.5
Application of DIC to Micromachined Gas Sensor

Sensor applications with local temperature regulation such as a gas sensor (Fig-
ure 37.13) are usually thermally loaded with rapid and frequent change in tem-
perature [14]. This thermal cycling and the temperature gradients over the struc-
ture imply thermal stresses and may cause failure of the component [15]. With
in-situ AFM measurements on this micro system the capability of the nanoDAC
approach is demonstrated by measuring material deformation resulting from
mismatch of material properties.
The gas sensor is designed to tolerate several hundreds of hC thermal load. The

thermal mismatch between the platinum electrodes (coefficient of thermal expan-
sion (CTE) ¼ 9 ppm K–1) and the SiO2 substrate (CTE ¼ 0.65 ppm K–1) leads to
high local stresses, if the entire device is heated up to its service temperature.
Local displacements resulting from the thermal load were measured by means
of the nanoDAC technique.
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Fig. 37.13 Left: Gas sensor membrane, membrane thickness: 2 mm, field of view: 500 mm;
right: AFM topography scan of platinum layer on top of the SiO2 membrane (detail 2 on the left
figure) [14].



In-situ noncontact AFM scans on top of the gas sensor membrane have been
carried out at room temperature and at 100hC. The area that was observed is illus-
trated in Figure 37.13 as location 2. At this area an overlap of the SiO2 membrane
by the platinum electrodes should result in a thermally induced stress/strain
field. The temperature was achieved by applying a defined voltage to the micro-
heater of the gas sensor.
The determined thermally induced displacement field shows that the platinum

layer with its higher CTE value reveals an inherent expansion toward the edge of
the layer (Figure 37.14). In supplementary tests with heating cycles with maxi-
mum temperatures in the range of 450hC delamination of the platinum layer
at the edges to the SiO2 substrate layer is observed (Figure 37.14). Details of
this testing cycle are described in more detail in [14].
Besides the information on deformation in the x–y plane the topographic AFM

data allow the determination of the out-of-plane displacements. The height infor-
mation of the AFM topography images before and after loading is analyzed for
evaluation of movements or deformations in the z-direction. Applying this tech-
nique to in-situ measurements of thermal deformations by AFM on the top of
the sensor membrane has revealed a high value of remaining deformations
even after a single heat cycle (25–100hC). Inelastic strains remain after cooling
down to room temperature.
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Fig. 37.14 AFM topography image of platinum and SiO2 layers; left: vector plot of displace-
ments, u, measured by nanoDAC; right: membrane after tempering at 450hC, Pt electrode
destruction (compare to Figure 37.13).



37.6
Conclusions

In this chapter the principle of DIC-based displacement measurements at in-situ
loaded structures under the AFM is successfully applied to crack tip evaluation of
a polymer material. The measurements were carried out at a commercially avail-
able scanning probe microscope equipped with specially designed loading stages.
In a second application example the capabilities for measurements at microelec-
tronic components were shown. The presented nanoDAC method is suited for in-
situ thermomechanical measurements of MEMS and sensor components. Mate-
rial data such as fracture properties, Young’s modulus, coefficient of thermal ex-
pansion, and Poisson’s ratio can be determined. In the future the technique
should also be used for tracking of structures or particles driven by diffusion pro-
cesses or nanomanipulators.

Acknowledgments

The authors wish to acknowledge the collaboration with J. Puigcorbe and J. R.
Morante from the University of Barcelona.

498 37 Nanodeformation Analysis Near Small Cracks by Means of NanoDAC Technique

References

1 M. Bobji and B. Bushan, In situ micro-
scopic surface characterization studies of
polymeric thin films during tensile de-
formation using atomic force microscopy,
J. Mater. Res. 16(3), 844–855 (2001).

2 M. G�ken, H. Vehoff, and P. Neumann,
Atomic force microscopy investigations of
loaded crack tips in NiAl, J. Vac. Sci.
Technol. B 14(2), 1157–1161 (1996).

3 D. Vogel and B. Michel, Microcrack eva-
luation for electronics components by
AFM nanoDAC deformation measure-
ment, in Proceedings of the 2001 1st IEEE
Conference on Nanotechnology. IEEE-
NANO 2001 (2001), pp. 309–312.

4 D. Vogel, J. Keller, A. Gollhardt, and
B. Michel, Evaluating microdefect struc-
tures by AFM based deformation mea-
surement, Proc. SPIE 5045, 1–12 (2003).

5 J. Keller, D. Vogel, A. Schubert, and
B. Michel, Displacement and strain field
measurements from SPM images, in
Applied Scanning Probe Methods, edited by

B. Bhushan, H. Fuchs, and S. Hosaka
(Springer, Berlin, 2003), pp. 253–276.

6 I. Chasiotis and W. Knauss, A new mi-
crotensile tester for the study of MEMS
materials with the aid of atomic force
microscopy, Exp. Mech. 42(1), 51–57
(2002).

7 W. Knauss, I. Chasiotis, and Y. Huang,
Mechanical measurements at the micron
and nanometer scales, Mech. Mater.
35(3–6), 217–231 (2003).

8 E. Soppa, P. Doumalin, P. Binkele,
T. Wiesendanger, B. Bornert, and
S. Schmauder, Experimental and numer-
ical characterisation on in-plane defor-
mation in two-phase materials, Comput.
Mater. Sci. 21(3), 261–275 (2001).

9 Y. Chao and M. Sutton, Accurate mea-
surement of two- and three-dimensional
surface deformations for fracture speci-
mens by computer vision, in Experimental
Techniques in Fracture, edited by J. Epstein
(VCH Publishers, 1993), pp. 59–93.



499References

10 D. Vogel, A. Schubert, W. Faust, R. Dudek,
and B. Michel, MicroDAC – a novel
approach to measure in situ deformation
fields of microscopic scale, Microelectron.
Reliability 36(11-12), 1939–1942 (1996).

11 D. Davidson, Micromechanics measure-
ment techniques for fracture, in Experi-
mental Techniques in Fracture, edited by
J. Epstein (VCH Publishers, 1993),
pp. 41–57.

12 M. Dost, E. Kieselstein, and R. Erb, Dis-
placement analysis by means of grey scale
correlation at digitized images and image
sequence evaluation for micro- and na-
noscale applications, Micromater. Nano-
mater. 1(1), 30–35 (2002).

13 I. Hamerton, Chemistry and Technology of
Cyanate Ester Resins (Blackie Academic,
Glasgow, UK, 1994).

14 J. Puigcorbe, D. Vogel, B. Michel, A. Vila,
I. Gracia, C. Cane, and J. Morante, Ther-
mal and mechanical analysis of micro-
machined gas sensors, J. Micromech.
Microeng. 13(5), 548–556 (2003).

15 J. Puigcorbe, A. Vila, J. Cerda, A. Cirera,
I. Gracia, C. Cane, and J. R. Morante,
Thermo-mechanical analysis of micro-
drop coated gas sensors, Sensors Actua-
tors A 97, 379–385 (2002).



38
PTB’s Precision Interferometer for High Accuracy
Characterization of Thermal Expansion Properties of
Low Expansion Materials
R. Sch�del and A. Abou-Zeid

Abstract

Demands on dimensional stability and on the detailed knowledge of thermal ex-
pansion properties of “high tech” materials are growing considerably. These prop-
erties can be investigated by observing changes of the absolute length of macro-
scopic samples as a function of temperature and time. This chapter describes
PTB’s so-called precision interferometer that can be used for such measurements.
The recent progress of this interferometer resolving sub-nm length changes of
samples up to 400 mm in length is demonstrated. An overview of different mea-
suring modes, including investigations of coefficient of thermal expansion (CTE)
inhomogeneity, is given and measurement examples demonstrate that the attain-
able uncertainty can be less than 0.1 nm under certain conditions.

38.1
Introduction

Demands on dimensional stability and on the detailed knowledge of thermal ex-
pansion properties of “high tech” materials are growing considerably from year to
year. One application is the further development of photolithography toward the
so-called EUV lithography using 13 nm as wavelength of the light source light
source, where it is very important to know the thermal expansion properties of
the substrates used for the masks but also for the mirrors used as main optical
components. These properties can be investigated by observing length changes
of macroscopic samples as a function of temperature. Simple dilatometers (see
Figure 38.1), commonly used for measurements of thermal expansion, are based
on the observation of temperature induced length changes, DL, of the sample.
However, DL might be affected by unwanted contributions due to temperature

changes of the solid arrangement used as a reference. In order to take this effect
into account a calibration must be made. Conclusively, such dilatometers cannot
be used for most precise determination of thermal expansion properties.
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A different concept for the investigation of thermal expansion is based on the
measurement of the total length (absolute length, see Figure 38.2) of a sample as
a function of the temperature. Length changes can then be extracted from the dif-
ference of the absolute length and a length measured at a reference temperature.
Length measuring interferometers are normally used for highest level calibra-

tions of gauge blocks. According to industrial needs such interferometers have
been improved drastically in the last decades [1–4]. With today’s instruments
using stabilized lasers and phase shift technique a measurement uncertainty of
up to about 10 nm can be obtained [5, 6] depending on the sample length (ran-
ging between about 0.5 mm and 300 mm). The limiting uncertainty contribution
of the measured absolute length mainly originates from the unknown interaction
between the sample and the end plate that is wrung to it. This regards to the
deformation of the plate and the sample induced by the wringing forces.
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Fig. 38.1 Simple dilatometer design where
length changes, DL, due to the sample tem-
perature can be recognized simply by any kind
of sensor. The disadvantage of this method
originates from the unknown contribution to
DL due to the solid arrangement.

Fig. 38.2 Typical sample, connected to an end
plate, designed for length measurements by
interferometry.



Figure 38.3 illustrates the basic principle of length evaluation using optical in-
terferometry. The length is defined as a multiple of the light wavelength, l, used:

L = 1
2lq I + Fð Þ, (38:1)

where I is a large integer number (typically on the order of 1 million). F is the
fractional order of interference, which is extracted from the interferogram:

F = 1
2p @P – @Sð Þ. (38:2)

Using only one wavelength would require the exact knowledge of integer interfer-
ence orders (entailed with a large-scale mechanical premeasurement) before the
exact length can be determined according to Eq. (38.1). The use of different wa-
velengths, however, results in three independent lengths, where the number of I
can be varied in each case. The actual length can be assigned to the average of
lengths that coincide best (method of exact fractions). This procedure drastically
enlarges the range of unambiguity so that a rough estimate of the length, obtain-
ed from a simple measurement, is sufficient (see [7]). Therefore, such interferom-
eters might be called “absolute measuring interferometers.” PTB’s so-called pre-
cision interferometer (PIF), described in this chapter, is such an interferometer. A
rough measurement of the initial length using a simple dial gauge (with an un-
certainty of about e100 mm) is sufficient because wavelengths of three stabilized
lasers are used and the interference fraction, F, is measured very precisely (see
below).
Strictly requirements for the design of the samples exist, i. e., the faces must be

parallel to each other within about 5 mrad (1 arcsec). The faces of the sample and
end plate must be flat within 30 nm to assure a good contact (wringing) between
them. The effect of wringing itself can be considered as constant as long as the
end plate has a similar coefficient of thermal expansion (CTE) and is not removed
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Fig. 38.3 Illustration of using different wavelengths for the determination of the sample length
by interferometry.



from the sample during the measurement cycle. It is obvious that interferometers
designed basically for length measurements (e. g., [1–7]) can be used for measure-
ments of the thermal expansion. In such measurements, performed on “conven-
tional” materials, the uncertainty of the temperature measurement and the refrac-
tive index of air at varying temperatures is a limiting factor, whereas the attainable
uncertainty of the extracted length changes can be considerably lower than the
uncertainty of the absolute length itself. The latter conclusion is based on the as-
sumption that the interaction between the sample and the end plate is not depen-
dent on the temperature.
PTB’s PIF, optimized during the past few years (e. g., see [8, 9]), was designed

in such a way that the interferometric length measurement can be performed in
vacuum. Furthermore, special care was taken to reduce uncertainty contributions
originating from the interferometer alignment [10]. Changes of the absolute
length can be determined with an uncertainty in the sub-nm range. Besides
the investigation of length changes induced by the sample temperature extracting
the sample’s CTE, length relaxations can be studied at a constant temperature
using the PIF. An additional measurement capability of the PIF is the determina-
tion of the sample compressibility extracted from length measurements made
under different air pressures [11].

38.2
Experimental Setup

38.2.1
Description of the Interferometer

Figure 38.4 shows the interferometer situated in a temperature-controlled cham-
ber and installed into a vacuum-tight environmental chamber. Two measurement
modes are possible: (i) measurements under air pressure where a constant and
defined pressure is provided by a pressure balance (assembled and calibrated at
PTB), (ii) measurements in vacuum (I0.1 Pa) where a turbo pumping unit is
connected to the chamber.
The interferometer is equipped with three PTB-made stabilized lasers at 780

nm (Diode, Rb-stabilized), 633 nm (He–Ne, I2-stabilized), and 532 nm (frequency
doubled Nd:YAG, I2-stabilized), where the latter is considered as the most stable
(long time stability better than 10–12 [12]).The light provided by the three different
lasers alternatively passes through a 200-mm multimode fiber that represents the
entrance of the interferometer at the focal point of the collimator (600 mm focal
length). The reference path of the interferometer can be varied for phase stepping
by slightly tilting the compensation plate. The tilt angle is monitored by an aux-
iliary interferometer and is servo controlled. For measurements in air the measur-
ing path contains a 400 mm vacuum cell close to the sample to determine the
refractive index of air at the specific environmental conditions [11]. The surface
temperature of the sample is measured by thermo couples near the sample’s
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front face and near the end plate. The temperature of a cupper block, used as a
reference point for the thermo couples, is measured using an AC-bridge (F700,
Automatic Systems Labs.) together with a PT-25 resistor. The uncertainty of the
temperature measurements is below 1 mK [13] in the range from 15hC to 25hC.
Small wedges of all optical flats (windows, beam splitter, compensation plate,

end plate) prevent multiple reflections that would interfere with the main
beams and disturb the interference pattern. The pinhole at the interferometer
output blocks the unwanted reflections and is also necessary for the adjustment
of the arrangement.
The interference pattern is evaluated by phase stepping interferometry as de-

scribed in [9]. Instability of the interferometer can easily be recognized by compar-
ison of the phase topographies derived from two different data sets. A 512 q 512
pixel camera system (Photometrics CH 350) provides data frames at 16-bit per
pixel.

38.2.2
Sample Design

Two different sample designs can be measured with the PIF: (i) gauge block
shaped samples, (ii) cylindrical samples (Figure 38.5). Figure 38.6 shows the cor-
responding measured arrays of interference phase data.
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Fig. 38.4 Scheme of the precision interferometer (PIF).



The interference array reflects the geometry of the respective sample. Accord-
ingly these data can be used to define symmetrical regions of interest (ROIs) to
be used for the length evaluation via Eqs. (38.1) and (38.2). The position of the
ROIs must be defined accurately. Otherwise imperfect sample parallelism and
surface texture drastically increase the measurement uncertainty. The assignment
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Fig. 38.5 Different sample designs that can be used. A: gauge block shaped samples, B: cy-
lindrical samples. C shows a back view of B illustrating the tight connection between the sample
and the end plate.

Fig. 38.6 Typical interference pattern of the two different sample designs (see Figure 38.5).
These images are used to assign the interference data to a defined central position of the
sample (see the text for details).



of the ROIs is based on the center of the sample that has to be identified from the
interference array. This is done by evaluating the central coordinate of the data
representing a margin of the interference map. In fact, this margin is physically
given by the masks surrounding the sample (see Figure 38.5) and is accentuated
in Figure 38.6 by white pixels (left) and black pixels (right). The uncertainty of the
central position evaluated in both directions is about 0.05 pixels only. The ROIs
are generated according to the central position in two different ways: (i) three rec-
tangular regions as in Figure 38.6 (left), where the left and right ROIs are located
at the end plate and the central ROI is placed at the front face of the sample, and
(ii) a ring-shaped ROI at the cylinder front face and a circular ROI at the end plate
(Figure 38.6, right). The interference data averaged within the ROIs result in the
values @P (average phase at the end plate) and @S (average phase at the sample
face) and are further used for length evaluation (see above). Here the noninteger
pixel position of the center is taken into account as described in [11].

13.2.3
Autocollimation Adjustment

Autocollimation misalignment can be regarded as one of the major uncertainty
contributions in interferometric length measurement via the well-known “cosine
error.” Figure 38.7 illustrates the course of light beams when the fiber end is dis-
placed by an amount of d from the optical axis corresponding to a misalignment
angle of a z d/fcollimator, where fcollimator is the focal length of PIF’s collimator, 600
mm (see above). Thus, a displacement of 60 mm (typical for a visual alignment)
would result in a z 10–4 rad and the cosine error (1 – cos a z a2/2) would amount
to 5 q 10–9. Consequently, a 200 mm sample would be measured 1 nm to short.
In order to break this limit, autocollimation at the PIF is done more precisely by

a scanning method described in detail in [8]. In short, the signal of the retro reflex
of the interferometer reentering the fiber is observed as a function of the xy-posi-
tion of the fiber itself. The return signal is extracted via a beam splitter close to the
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Fig. 38.7 Autocollimation setup used at the precision interferometer.



entrance of the fiber (see Figure 38.7). A computer-controlled translation stage is
used to move the fiber in a plane perpendicular to the optical axis where the axial
position (z) has to be set manually before. A PC program reads the signal data of
the retro reflection at a certain xy-position.
After the scanning, the central xy-position is calculated and the fiber output is

set to it. A second scan can be performed as a check. Accordingly, deviations of
the central position found from scan to scan are well below 3 mm.

13.3
Check Measurements

Some check measurements are shown in the following in order to illustrate the
performance of the PIF.
Usually the measurements are performed in fluffed out mode where no fringes

appear because the wave fronts of the reference beam and the beam reflected
from the sample face (and from the end plate) have exactly the same direction.
Because of the initially performed autocollimation adjustment the sample and
platen surface can be assumed to be perpendicular to the optical axis so that
there is no cosine error (despite the constant influence originating from the aper-
ture size [14] which is not relevant when length changes, as discussed here, are
the focus of interest).
A subsequent tilt of the interferometer reference mirror causing fringes in the

interference pattern should not influence the measured length (as can easily be
shown). Various measurements using the green laser were performed at different
tilt angles of the reference mirror. The results shown in Figure 38.8 clearly de-
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Fig. 38.8 Length evaluation at different vertical tilts of the interferometer reference mirror
(given in units of the number of fringes covering the sample). The sample face is perpendicular
to the optical axis as defined by autocollimation. The insets illustrate the mode of interference
pattern. The absolute sample length is about 200 mm.



monstrate that a tilt of the reference mirror does not influence the measured
length within 0.1 nm. This gives rise to the assumption that the interferometer
is free from nonlinearities. This is supported by investigations of phase arrays
measured with different tilts of the reference mirror (data not shown) and also
by earlier investigations performed in the framework of camera nonlinearity [9].
In order to investigate the quality of the described autocollimation adjustment

procedure, another kind of check measurement was performed. The fiber was dis-
placed from an optimum z-position by a certain amount before the autocollima-
tion adjustment procedure was applied. Figure 38.9 shows the results of several
measurements using the green laser wavelength.
The deviations of the data from an average shown in Figure 38.9 are not larger

than 0.1 nm as long as the misalignment of z does not exceed large values
(i 1 mm) which can easily be detected. Therefore adjustment with respect to
the z-position of the fiber end is not critical.

38.4
Measurement Examples

Whereas the check measurements shown above were all performed under most
stable conditions combined with a relatively short time interval, the uncertainty
of measurements performed with the precision interferometer of course can be
expected to be higher especially at varying temperatures. It is difficult to speculate
about uncertainties in the sub-nm range where smallest (also unknown) distur-
bances can affect the measurement results. The measurement examples shown
in the following may demonstrate the obtainable accuracy.
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Fig. 38.9 Length evaluation at different axial (z-) positions of the fiber. Autocollimation was
performed after z was set. The insets show the corresponding retroreflex scans as density
graphics. The optimum z-position was assigned to zero. The same z200 mm sample was used
as in Figure 38.8.



38.4.1
Thermal Expansion and Uncertainty

Figure 38.10 shows a typical thermal expansion measurement: The length of a
200 mm sample made from a low expansion material was investigated as a func-
tion of the sample temperature. An arbitrary reference length is subtracted so that
a length change (compared to a reference length at approx. 20hC) is displayed.
The data points are shown as uncertainty bars. Additionally, two different fit

functions are displayed: the gray line shows a third polynomial and the dotted
line a fourth polynomial. The latter is almost identical to the third polynomial.
This result may justify the assumption that a third polynomial function can be
utilized for the subsequent calculation of the CTE. However, in general it is diffi-
cult to consider the influence of the unknown fit function.
Figure 38.11 shows the coefficient of thermal expansion (CTE) as a function of

the sample temperature calculated from the two different polynomials of Figure
38.10 (gray line from the third polynomial and the dotted line from the fourth
polynomial).
The upper curve shows that the difference between them is typically lower than

10–10 K–1 for the main temperature interval 8–42hC.
Assuming that the temperature-dependent length change may be described by

a third polynomial, the uncertainty of the CTE can be calculated from the mea-
sured data assuming individual uncertainties for the length changes and for
the temperature as described in detail in [11]. In short, the fit function can be ex-
pressed as a function of arbitrary data points {ti, li} so that partial derivations can
be calculated before the actual measured data are inserted. Assuming that the
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Fig. 38.10 Length change of a 200 mm sample of low expansion material as a function of the
sample temperature. The data (uncertainty bars) were obtained from lengths measurements at
different temperatures subtracting a reference length at 20hC. Two different fit functions are
displayed (see the text for details).



data points are uncorrelated, the uncertainty of the coefficients appearing in the
fit function can be calculated in this way and finally the uncertainty of the fit func-
tion is obtained. Figure 38.12 shows the result of this calculation as a filled plot.
Here an uncertainty of 0.4 nm for the length changes was set as an estimate. This
amount is dominated by contributions due to unsystematic changes of the inter-
ferometer optics observed at varying temperatures (data not shown).
The asymmetry of the uncertainty function originates from the fact that fewer

data points exist at higher temperatures. However, the uncertainty in Figure 38.12
is in the range of e10–10 K–1 within the dominating temperature interval.
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Fig. 38.11 CTE as a function
of the sample temperature
calculated from the two differ-
ent polynomials of Figure
38.10 (see the text for details).
The upper curve shows the
difference between them.

Fig. 38.12 CTE as a function
of the sample temperature
calculated from the third poly-
nomial of Figure 38.10 within
the limits of uncertainty (see
the text for details). The upper
curve shows the evaluated
uncertainty at a magnified
scale.



38.4.2
CTE Homogeneity

Besides length evaluation, the interference array covering the whole sample (as
shown in Figure 38.6) can be used in order to investigate the topography of the
sample front face related to the end plate. Figure 38.13 illustrates how this topo-
graphy can be extracted from the original measured interference array. A plane
that fits the end plate ROIs is subtracted (B) and the topography is obtained
from 1

2p@Sq
1
2l (C).

This topography can be investigated at different sample temperatures. Figure
38.14 shows measurement at a sample for which an orientation change of the
front face with respect to the end plate was observed.
Besides possible surface effects on an orientation change, Figure 38.14 most

likely indicates CTE inhomogeneity.
It might be remarked that such an effect was not found in Zerodur samples.

Consequently, Zerodur material seems to be very homogenous with respect to
its CTE.
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Fig. 38.13 A: Original measured interference array where the end plate ROIs are fitted by a
plane, B: data of A where the plane is subtracted, C: front face topography obtained from B
(see the text for details).



38.4.3
Temporal Length Changes

A property of low expansion material concerns long-term stability. Figure 38.15
shows a measurement cycle in which the temperature was kept constant nearly
40 days before a temperature step from 20hC to 30hC was performed.
The observed shrinking of about 5 nm in 40 days is much more than that found

in other samples made from the same base material and can be addressed most
likely to too high temperatures during the sample preparation process. Besides
the long-term shrinking another sample property is evident in Figure 38.15:
The length change due to the temperature change is delayed on a time scale of
several days. This can be seen more clearly in Figure 38.16 where the long-
term shrinking was subtracted.
The detailed characteristic of the delayed length changes is not yet clarified.

Deviations of the data points from an arbitrary smooth fit are well within
0.1 nm. This supports, together with the above check measurements, the assump-
tion that the measurement uncertainty at constant temperature is lower than
0.1 nm.
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Fig. 38.14 A: front face topography at 20hC, B: front face topography at 45hC, C: difference
between A and B revealing an orientation change of the front face with respect to the end plate
caused by the different sample temperature, D: the slope change according to C in the x-di-
rection as a function of the temperature.
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Fig. 38.15 Measurements at a 100 mm sample made of low expansion material. The tem-
perature was kept constant nearly 40 day before a temperature step from 20hC to 30hC was
performed and finally the original temperature was set.

Fig. 38.16 Data of Figure 38.15 compensated for the effect of long-term stability.



38.5
Concluding Remark

The improved precision interferometer described and investigated in this chapter
seems to have the potential for reliable measurements in the sub-nm range. This
was demonstrated by check measurements, where the influence of the interfe-
rometer adjustment was investigated carefully. Although the measurement exam-
ples at varying temperature reveal a slightly increased uncertainty compared to
the I0.1 nm spread found at a constant temperature, the instrument described
seems to be a very good tool for most precise characterization of thermal expan-
sion properties of low expansion material.
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detection, piezoresistive 7, 91, 157–167
detection, strain gauges 7
detection, tuning fork 9, 91, 112, 131–135,

140–141
digital signal processor (DSP) 78, 119–121,

134, 364
dimensional metrology 3–4, 38–40, 132,

205, 375
displacement 30–36, 51, 96, 207
– actuator 29, 41, 213
– measurement 22–31, 39–43, 49, 222, 256,

340–343, 363–364, 375, 416, 466

– position 30, 484–491
– range 227, 468
– sensor 222–226, 325, 404
– stage 10, 100–103, 139, 206–213, 363–365
– vector 32

E
e-beam 144, 311
edge operator 68, 385–386
electrostatic field 443–449

F
feedback control 95–100, 140, 180–187
film thickness see standard
finite element 158, 169, 444, 474
flatness see standard or measurement
fractal 71, 452–462
frequency
– analysis 163, 265
– comparison 348

– cut-off 417–418
– beat 35, 52

– filter 418
– folding 417
– resonance 16, 73–78, 113, 135,

149–150, 222–223, 265, 364, 368
– response 35, 66, 415, 430
– sampling 99, 417, 422
– scanning 98

– shift 405
– spatial 82, 292, 323–330, 333, 338,

424–426, 430–432, 458
– spectrum 417
– stability 35, 78

– stabilized 52, 78, 406
– transmission function 186
fringe, optical 33, 38–44, 112–114, 120,

147–148, 274, 325, 331–344
– contrast 34, 507
– counting 112, 118, 364
– interpolation 31, 124
– pattern 34, 323–327, 331–344
– period 30, 31, 33, 323–326, 331
fringe, x-ray 30, 32, 38–44

G
grating 25–28, 43, 80–91, 193–204, 206–

211, 283–286, 291–294, 396, 404–406
– constant (pitch) 25–26, 43, 251, 292–293,

407
– material contrast 293
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H
hardness 414, 465–477
– indentation 57, 465
– indenter 18
– measurement 18, 157–158, 465–480
heterostructure see multilayer
Heydemann correction 14, 40, 124–127,

364, 408
hysteresis
– of PZT 4, 100–103, 186–187, 194,

221–225, 245, 485
– of PZT, model 101

I
image analysis 105–107, 208, 213, 465–467,

478–479, 481–499
inductive sensor (transducer) 4, 74, 177, 245
interaction 261, 345, 413–423, 503
– tip-sample (probe-surface) 95, 140, 144,

176, 182, 221, 256, 261, 303, 310, 361,
368–369, 374

– tip-sample, as interference 105, 302, 310,
316–318, 362–365, 370, 374, 379

interference
– (disturbance) 7, 181, 247
– microscope 9–12, 85, 132, 179–180,

205–206, 212–214, 247, 252, 269–281,
323–324, 330

– objective 10
– optical 3, 11, 33, 274, 324–325,

331–334, 340–342, 405, 500–514
– pattern 7, 32–33, 112–114, 331–334

– x-ray 32–33
interferometer, displacement
– non-linearity 3, 14, 40–41, 78–79, 80,

86, 97–98, 119–127, 187, 211, 350
– optical 14–15, 23, 29–32, 38–44, 63,

77–86, 112–118, 187, 207–213, 345–352,
375–377, 408, 500–514

– optical, glass fibre 62, 144–154, 312
– optical, heterodyne 49, 54, 95–97, 207,

213–214, 404–408
– x-ray 29–32, 38–44
– imaging 11, 33–36
intermittent contact 74, 131, 135, 364

L
lateral
lateral calibration see calibration
lateral resolution 9, 11, 54–55, 68–70, 74, 99,

112, 132, 282–283, 288–294, 323, 430, 442
lateral standard see standard
lattice parameter 29–30, 38, 40

least squares fit (LSF) 256
length see measurement 345
line spread function 286–290
linewidth see measurement
Littrow setup 25, 207

M
mass standards see standard
measurement
– accuracy 444
– area 5–11, 64, 80–88
– circle 111, 179, 347
– deviation 346–350, 405

– flatness 86, 180, 188, 259–268
– force 157–170
– length 3, 345, 355, 404, 500–514
– linewidth 23, 311, 376, 390

– method 112–113, 138, 206–213, 283, 381,
467

– particle diameter 352, 361–374
– position 73, 80, 119–130, 177

– range 31, 40–52, 75–76, 85, 135, 264, 427
– roughness 58, 74, 86–88, 231–234, 254,

365, 424–433, 470
– speed 73, 75, 91, 119, 128

– step height 7, 12, 55, 205, 220–229,
232–233

– uncertainty 26–30, 52–58, 105–106,
190, 195–202, 210–216, 264–265,
328–330, 346–356, 367–374, 394–396,
509–511,

– strategy 71, 80–81, 271
– topographic 7, 74, 323, 418

metrology, scanning probe microscope
for 3–21, 23–25, 74, 173–192, 363–365

micro milling 230, 414
microscope, microscopy
– confocal 136, 141, 323
– confocal scanning probe 131–133, 141
– scanning capacitance (SCM) 443
– scanning electron (SEM) 183, 220, 283,

299, 413, 420
– scanning force (SFM) 5, 15, 58, 60, 73, 91,

119, 144, 220, 250, 276, 311, 444
– scanning near-field optical (SNOM) 6–9,

424–427
– scanning probe (SPM) 4, 15, 23, 43, 48,

109, 141, 150, 173, 206, 217, 221, 254,
415

Monte Carlo calculation 162, 375–384,
385–401

multilayer 283–284
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N
Nano Measuring Machine (NMM) 15,

73–75, 91
nano roughness see standard
nanobalance 22, 34–35
nanohardness see hardness
nanoindentation 131, 135, 141, 467
nanometrology 3, 27, 47, 205–206, 245,

254, 331
near-field 6, 9, 424–428
Newton-Raphson iteration 101
Newtonls algorithm 305
Newtronls ringe 33, 332–342
noise
– level 77, 86, 88, 103, 106, 138, 148, 163,

175, 407, 427
– acoustic 76
– analysis 163, 169
– electronic 127, 186, 332
– measurement 163
– quantum 332
– random 103
– signal 148, 179, 376

non-contact mode 74, 91, 131, 135, 141,
312, 425, 454

nonlinearity see interferometer or piezoelectric
actuator

numerical aperture (NA) 134–141, 323–324,
328–330

O
operator

– exponential fit 392, 394
– Gauss fit 398
– signal decay 398

optical interferometer see interferometer

P
piezo
piezo electric cantilever see cantilever
– sensor see cantilever
– actuator (transducer) 30, 40,

51, 63–64, 77, 120, 122, 126, 220–229
– actuator, nonlinearity 221,

233
– actuator, hysteresis see hysteresis
– actuator, creep see creep
pitch see calibration
position measurement see measurement
positioning range 15, 52
positioning system 4–16, 63–65, 75, 140,

416
power spectral density (PSD) 427, 431

probe see tip
probing system 3–4, 61, 131–132

Q
quantitative measurement 23, 144, 154, 173,

177
quantum dots, InAs see standard 9

R
reconstruction of tip shape 297–310
resonance frequency see frequency
roughness see standard or measurement
roughness standard see standard

S
scanner 70, 74, 100, 104, 121, 141, 174–192,

220–228, 247, 269, 272, 362–363, 469–478
scan range 85, 102, 126, 138, 179, 186, 270,

272
scanner bow 179–180, 247
scanning
– capacitance microscopy (SCM) 443
– electron microscopy (SEM) 183, 220, 283,

300, 413, 416, 420
– force microscopy (SFM) 4–5, 15, 74, 104,

311
– probe microscopy (SPM) 4, 15, 19, 22, 43,

48, 150, 173, 206, 207, 221, 245, 256
– speed 31, 55–58, 116, 119–120, 128–130,

136, 372
scan-on-the-fly 15
sensor see capacitive transducer
silicon facets 264–265
spectral density 34, 426, 431
sputtering 230, 237–239
standard
– flatness 16–17, 86, 179–180, 188, 246,

259–262
– lateral 83–85, 180
– mass 424–426, 431, 435, 438
– nano roughness 254
– roughness 87, 234, 254, 266, 269
– step height 11, 58, 129, 189, 212–214,

324–325
– thin film 254–256
– tip characterizer 175, 248
step height see measurement, calibration
strain gauge 4, 7, 74, 158, 177, 245
stray field 443–445
strip pattern 282–294
stylus instrument 88, 91, 167–169, 213–214,

259–268, 421–422, 427
surface
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– contamination 438
– roughness 23, 132, 231, 237–239, 270,

313, 416–423, 424–433, 452–454, 470–471
– texture 417, 422, 505
– topography 70, 119, 128, 141, 280,

414–423, 428, 444

T
tapping mode 7, 361, 364–374
thermal expansion 52, 179, 345, 348–356,

405, 501–503
time of flight secondary mass spectrometer

(TOF-SIMS) 284–285, 434, 436–442
tip
– characterization 175, 248
– characterizer 248, 314, 367

– apex 318, 428, 443–444
– diameter 313–314
– characterization 183, 257, 306, 315
– material 9

– radius 249, 276, 305–309, 318, 366–372,
383, 423, 443–450, 468–479
– shape 23, 88, 182–183, 193, 202, 248,

297, 307, 311–320, 362–374, 443, 469,
475

tolerances 35, 40, 230–240, 298, 313
traceability 25, 29, 48, 73, 78, 95, 174, 177,

205–214, 251, 266, 324–328, 348
tuning fork 8–9, 112–113, 131–143

V
verification 158, 174–181, 246, 263, 435, 465

W
wavefront 332
Wiener-Khintchine theorem 163

Y
Youngls fringe 332–335, 341
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