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STM image of the Si(ll1) surface acquired with a JEOL JSTM-4500VT microscope. This image shows 
reconstructed 7 X7  regions terminated by surface steps which surround a terrace on which a Ag/Si( 111)-3 x 1 
reconstructed region has formed. Position-dependent tunneling spectra find that, electronically, the 7 X 7  
regions appear metallic while the 3 X 1 region exhibits a 1.1 eV energy gap. (J. Carpinelliand H. H .  Weitering, 
University of TennesseelOak Ridge National Laboratory) 

An AFM image of a thermally-treated 500 A-thick diamond-like-carbon film grown on a Pt  substrate by 
laser ablation using a Digital Instruments Nanoscope 111. Thermal processing alters the morphology of 
the initially flat film by apparently relieving internal stresses, resulting in partial separation of the film 
from the substrate. (T. W Mercer, N .  J .  DiNardo, Drexel University and Laboratory for Research on the 
Structure of Matter, University of Pennsylvania; M .  I? Siegel, Sandia National Laboratory) 



Preface 

The invention of the STM by G.  Binnig and H. Rohrer has created an entirely new way 
for us to view and interact with materials. Imaging materials down to the atomic level with 
the STM represents a truly remarkable feat of scientific and technological insight. More- 
over, the demonstrated capabilities of the STM to actually control materials properties on 
the atomic and nanometer levels opens new doors to exciting science and technology at the 
quantum level, which previously could only be considered in textbook equations and 
gedankenexperiments. The fact that, over the past thirteen years, the STM and related 
instruments, notably the AFM, have led to a vast number of new developments across a 
wide array of disciplines clearly indicates the timeliness and usefulness of this class of 
instrumentation. 

This monograph is the product of an extended review article, which I was asked to write 
for Volume 2 of the series Materials Science and Technology: A Comprehensive Treatment, 
edited by Robert W. Cahn, Peter Haasen, and Edward J. Kramer (Volume Editor 
Dr. Eric Lifshin). It began with the aim of describing the use of the STM by example, using 
a host of demonstrated applications. In the light of the rapidly increasing literature on 
these subjects and related topics, as the manuscript was being written, the work was 
extended to cover AFM with brief expositions of nanoscale modification and techniques 
spun-off from STM technology. 

In this work, I have attempted to describe a wide array of benchmark experiments and 
relevant examples and extensions of the capabilities which these made available. I have, 
therefore, included references to work in physics, chemistry, materials science, biological 
science, and metrology. The descriptions are by no means exhaustive, but the extensive set 
of references will hopefully allow the reader to pursue topics of interest in more detail. In 
addition, considering the explosion of work in the field, several examples of equal impor- 
tance to those used were not included simply due to lack of space and time. One primary 
intent is that the reader will gain an appreciation for the diverse fields in which these tech- 
niques have established themselves. The photographs on the opposite page are intended to 
give the reader a taste of the power and beauty of STM and AFM imaging. 

I wish to acknowledge the authors whose work has been included in this monograph and 
their publishers. I am indebted to the editorial and production staff at VCH for their con- 
tribution to the task of assembling this monograph. My particular thanks go to Dr. Peter 
Gregory, Dr. Ute Anton, and Ms. Deborah Hollis on the editoral side and to Wirt.-Ing. 
Hans-Jochen Schmitt on the production side. 

March 1994 N. John DiNardo 
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1 Introduction 

One of the principal objectives in the 
experimental study of bulk solids is the 
characterization of atomic structure. Such 
information is used to provide a link be- 
tween geometric structure and the other 
physical properties of a solid. Building 
upon advances in the experimental and 
theoretical understanding of the bulk, sur- 
faces and interfaces have been intensively 
studied in recent years because of their fun- 
damental and technological importance. 
The surface structure of a single crystal dif- 
fers from that of the underlying bulk, since 
truncation at a lattice plane results in the 
relaxation of the near-surface atomic ge- 
ometry, often creating unique lateral sur- 
face reconstructions. Specific electronic 
states and vibrational modes can be associ- 
ated with these structures. The goal of clas- 
sical surface science is to establish a funda- 
mental atomistic view of surfaces. It is clear 
that high-technology problems in the cur- 
rent age of materials research rely on such 
a perspective. 

Nanotechnology, i.e., the characteriza- 
tion and manipulation of structures on the 
nanometer scale, is an increasingly impor- 
tant area of research and development 
(Crandall and Lewis, 1992). For example, 
the fabrication of microelectronics devices 
by epitaxial atom-by-atom growth de- 
pends on interactions and energetics gov- 
erned by phenomena on the atomic scale. 
Thus, diagnostics using ultrahigh resolu- 
tion microscopy can help to define the 
proper conditions under which films may 
be grown with atomic thickness control. 
To create structures of nanometer lateral 
dimensions requires new methods to ma- 
nipulate atoms and molecules at surfaces. 
In surface chemistry and catalysis, different 
crystallographic orientations of a surface 
or different distributions of defects can al- 

ter reactivity by orders of magnitude; the 
structural and electronic origin of these ef- 
fects is still under study. Beyond classical 
surface science, processes at liquid-solid 
interfaces, e.g. in electrochemical cells, may 
also be studied at the atomic level. In the 
new age of structural biology, biological 
molecules or systems, deposited on a sub- 
strate, may likewise be imaged at this level 
to ascertain critical information on the 
geometric and electronic structure. 

Atomic-scale forces between materials at 
an interface are important in areas of tri- 
bology and adhesion. These are areas 
where nanoscale properties are directly re- 
lated to macroscopic phenomena. Like- 
wise, the forces between a sharp tip and a 
surface can be used for imaging; for exam- 
ple, the repulsive force between a tip and a 
sample can be exploited to make an atomic 
scale profilimeter so long as the forces are 
small enough not to disturb the surface 
structure. While the size scales of the struc- 
tures under consideration range from that 
of individual atoms to tens of nanometers 
and beyond, it is clear that atomic resolu- 
tion is not required for all applications. 

Surface science has developed as a multi- 
disciplinary field over the past 30 years to 
study the physical and chemical properties 
of solid surfaces and interfaces. Until re- 
cently, bulk structural techniques, such as 
transmission electron microscopy or x-ray 
diffraction, have lacked the sensitivity to 
view surfaces at atomic resolution, and 
these techniques still require rather strin- 
gent sample preparation procedures and/ 
or experimental set-ups. Many techniques 
have been developed involving particle 
scattering or emission to probe the atomic, 
electronic, and vibrational structure of sur- 
faces since the small mean free path of par- 
ticles, electrons, ions, or atoms maximizes 
surface sensitivity. Measurements have 
typically been performed under high-vac- 
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uum or ultrahigh-vacuum conditions in 
order to preserve surface cleanliness and as 
a necessary condition to operate particle 
beam experiments. The major drawback of 
such spatially-extended probe beam tech- 
niques is that the data represents an aver- 
age over macroscopic areas of the surface 
(with respect to atomic dimensions) so that 
the effects of inhomogeneities, which may 
occur over atomic distances, are often im- 
possible to isolate. 

Even high-quality single crystal surfaces 
are not atomically perfect. Steps, defects 
and other irregularities may produce im- 
portant effects which cannot be isolated by 
averaging over a large area. “Real” surfaces 
- those used in technological applications - 
are somewhat removed from the single 
crystal norm of surface scientists, typically 
possessing more disorder, defects, crys- 
talline, grains, impurities, etc. It is impor- 
tant to understand the way in which these 
undesirable structures might undermine 
the effectiveness of the material for specific 
applications. Thus, as a complement to the 
information that can be derived from es- 
tablished techniques, real-space views of 
surface geometry and spectroscopic capa- 
bilities at atomic resolution, can provide 
a means for comparison with theoretical 
calculations at the atomic level. The inven- 
tion of the scanning tunneling microscope 
(STM) in 1982 (Binnig et al., 1982a, b) 
made it possible to probe surfaces on the 
nanometer scale, since the STM can relate 
geometry and electronic structure at sur- 
faces atom-by-atom. Significantly, the ca- 
pability of the tunneling probe to operate 
in liquid and gaseous environments, as well 
as in vacuum, allows direct analysis of pro- 
cesses at liquid -solid interfaces and of bio- 
logical structures and processes in vivo. 
Recognizing that electron tunneling occurs 
across a small gap, we see that interatomic 
forces become intimately related to such 

measurements. This fact has allowed STM 
technology to be applied to atomic forces 
measurements at a level of sensitivity of 
< N by the invention of the atomic 
force microscope (AFM) (Binnig et al., 
1986). Furthermore, the ability to fabricate 
a microscope probe and control it with 
nanometer precision has inspired a num- 
ber of novel allied scanning microprobe 
techniques (Wickramasinghe, 1990). With 
the prospect of further device miniaturiza- 
tion on the nanometer scale, the ability of 
the STM to manipulate atoms and clusters 
to fabricate microscopic structures and 
subsequently analyze these structures with 
the same probe has also been demon- 
strated, and the microscopic mechanisms 
for such nanoscale processing are still be- 
ing studied. 

STM possesses a distinct advantage over 
other microscopy techniques in both verti- 
cal and lateral resolution, as seen in Fig. 1. 
Its application to a vast variety of materi- 

I 1  I I I I I I  

1 to2 lo4 to6 

LATERAL !XALE (1) 
Figure 1. Resolution of various microscopes - HM: 
high resolution optical microscope; PCM: phase con- 
trast microscope; (S)TEM: (scanning) transmission 
electron microscope; SEM: scanning electron micro- 
scope; FIM: field ion microscope, etc. (Kuk and Sil- 
verman, 1989). 
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als problems and its extension towards the 
development of allied techniques has oc- 
curred over a remarkably short time, and 
this points to the engineering triumphs 
which the instrument itself and associated 
hardware and software represent. Prior to 
the development of STM, only specialized 
techniques such as field ion microscopy 
could provide direct atomic resolution im- 
ages of surfaces. Atomic resolution with 
electron microscopy is constrained by sam- 
ple preparation thereby limiting the range 
of applicability of the technique. Among 
other recent developments, real-space 
imaging of surfaces using electron hologra- 
phy has been reported but limitations still 
exist for imaging non-periodic structures. 

The basic principle of the STM is illus- 
trated in Fig. 2. An atomically-sharp tip, 
biased with respect to the sample, is posi- 
tioned at a distance of I 1081 from the 
sample surface. A current in the nanoam- 
pere range passes between the tip and the 
sample due to electron tunneling through 
the vacuum barrier in the gap region. The 

CONSTANT CURRENT MODE 

SCAN 

Figure 2. Schematic representation of the operating 
concept of an STM operating in the constant current 
mode or the constant height mode (Hansma and Ter- 
soff, 1987). 

current decreases exponentially as the gap 
distance increases. The tip motion is con- 
trolled in three dimensions by piezoelectric 
transducers that distort by applying a 
voltage (electric field) across them. A bias 
of N 1 V across a typical piezoelectric ele- 
ment may cause an expansion or concen- 
tration of - lOA,  so that sub-atomic 
movement of the tip can easily be obtained. 
It can be assumed that electronic states 
(orbitals) are localized at each atomic site, 
so measuring the response of the tip being 
scanned over the surface can give a picture 
of the surface atomic structure. The struc- 
ture may be mapped in the constant current 
mode by recording the feedback-controlled 
motion of the tip up and down, such that 
a constant tunneling current is maintained 
at each x-y position. The structure can also 
be mapped in the constant height mode by 
recording the modulation of the tunneling 
current as a function of position, while the 
tip remains a constant height above the 
surface. The latter mode is preferred for 
scanning at high speeds but can only be 
used on very smooth surfaces. The former 
is required to obtain topographic images of 
rough surfaces. 

Figure 3 shows a schematic diagram of 
the first STM of Binnig and Rohrer, where 
the tip is mounted on a piezoelectric tripod 
assembly, and the sample (S) is mounted 
on a “louse” (L). The louse is a device 
which can “walk” the tip on the base by 
sequences of electrostatic clamping and 
piezoelectric distortions. 

The ability to image the electronic struc- 
ture is a natural byproduct of STM, and 
this provides a natural means of obtaining 
spatially-resolved spectroscopic images. As 
in tunneling spectroscopy at metal -ox- 
ide-metal junctions (Giaver, 1960), elec- 
trons pass from filled electronic states (or 
bands) to unoccupied states (or bands). De- 
pending on the sign of the tunneling bias, 
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the current can be directed from sample- 
to-tip or vice-versa. An illustration of this 
feature of the STM is given in Fig. 4, which 
shows two images of the same region of a 
GaAs(110) surface with biases of opposite 
polarities (Feenstra et al., 1987 b). The pos- 
itive bias image is displaced from the nega- 
tive bias image due to the localized atomic 
orbitals accessible to tunneling. In particu- 
lar, rehybridization to sp2-like bonding 
and relaxation occur at this cleavage plane 
due to the truncation of the bulk. A filled 
lone-pair band is localized above As 
atoms, while an unoccupied band is associ- 
ated with the Ga atoms. The tunneling cur- 
rent is maximized over As atoms when 
scanning with a tip bias of + 1.9 V, while 
the current is maximized over Ga atoms 
with a tip bias of - 1.9 V. Stopping at one 
particular location and scanning the tip 
bias measures the local ('joint) density of 
states of the sample and tip. 

The most general use of the STM is for 
topographic imaging not necessarily at the 
atomic level but on length scales from 
< 10 nm to 2 1 pm. Figure 5 shows an ap- 

Figure 3. A schematic diagram of the 
IBM Zurich-design microscope of Binnig 
and Rohrer showing the piezo tripod, 
louse, tip, and sample holder (Binnig and 
Rohrer, 1983). 

plication related to mesoscopic physics 
and an application in practical surface me- 
trology (Denley, 1990). In the first example, 
an STM was used to measure the surface 
morphology of quantum dots. As can be 
seen, the dots are arranged in a periodic 

. .  
3% 

Figure 4. Two views (a, b) of a GaAs(110) surface 
taken at biases with opposite polarities. With the tip 
biased positive with respect to the sample, occupied 
lone-pair states at As sites are imaged; the opposite 
bias produces a laterally-shifted image of the unoccu- 
pied orbitals at Ga sites. (Feenstra et al., 1987 b). 
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Figure 5. (a) STM image of an array of 100 nm high quantum dots on GaAs; (b) STM image of a compact disc 
surface (Denley, 1900). 

array on GaAs, are each separated by 
-300nm, and are -100nm in height. 
The second example shows the surface of a 
compact disc over a 6 x 6 pm area. 

As an offshoot of STM technology, the 
atomic force microscope (AFM) provides a 
means to image surfaces by direct (or prox- 
imal) contact of a sharp tip with a surface. 

Insulating substrates and organic films are 
more amenable to AFM imaging because a 
conducting substrate is not required. In an 
AFM, a sharp tip is mounted on a canti- 
lever and is typically in contact with the 
surface while the deflection of the can- 
tilever - the force - is monitored optically 
or by other means. The contact force is 
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typically c N; in constant force oper- 
ation, the piezoelectrically-actuated sam- 
ple height modulation in response to hold 
the cantilever deflection fixed is plotted as 
a function of (x, y) to form an image. AFM 
can measure structures with atomic resolu- 
tion, and new, high-aspect-ratio tips per- 
mit imaging of deeply channeled structures 
(Keller and Chih-Chung, 1992). Examples 
of the imaging capabilities of the AFM 
range from atomic resolution imaging of 
graphite (Fig. 6) (Rugar and Hansma, 
1990) to obtaining larger scale views of step 
structures on an annealed Si surfaces 
(Fig. 7) (Suzuki et al., 1992) to the visual- 
ization of organic layers (Fig. 8) (Garnaes 
et al., 1992). 

The highly oriented pyrolytic graphite 
(HOPG) surface as well as other layered 
materials have seen widespread use in 
STM and AFM studies for instrument cal- 
ibration and as thin film substrates, since 
clean, flat, inert surfaces can be prepared 
by simply cleaving in air. The image of the 
HOPG surface shown in Fig. 6 demon- 
strates that the AFM can provide the same 
high lateral resolution as STM. Further- 
more, it should be noted that the symmetry 
of a graphite image taken with an STM 
differs from that taken with an AFM be- 
cause the STM probes the electronic struc- 
ture, while the AFM “feels” the repulsive 
interaction between tip and surface. 

On a larger scale, the AFM has been 
used to determine the organization of steps 
on annealed vicinal Si surfaces. DC heating 
of Si surfaces flashed to 1200°C followed 
by annealing around the (1 x 1) (7 x 7) 
transition temperature (T ,  x 885 “C) had 
previously resulted in the bunching of 
steps. The microstructure of these regions 
obtained by AFM in air, after annealing 
above or below T, in ultrahigh vacuum, 
is shown in Fig. 7 (Suzuki et al., 1992). 
Step-band regions, interspersed by ter- 

Figure6. AFM image of a graphite surface; the C 
atoms are separated by 1.5 A (Rugar and Hansma, 
1990). 

- __ - 
J I l . i l  

4--- [ I  171 
Figure 7. AFM images of vicinal Si(l l1) surfaces 
flashed to 1200°C and annealed at 895°C for 5 min 
(a), or at 875°C for 5 min (b), showing step-bunching 
structures (Sumki et al., 1992). 
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races, are of the order of 1 pm in width. 
Annealing below T, results in the forma- 
tion of a large number of sub-step-bands, 
each several monatomic steps high. These 
make up the step-band, and the density of 
sub-steps is higher in the middle than on 
the sides. At the edges, a curvature of the 
terraces is observed. Annealing above T, 
gives a small number of discontinuous step 
structures with sharp transitions to the ter- 
races. In both cases, the terrace structures 
are similar. The curvature obtained at 
lower temperatures arises due to the for- 
mation of sub-step-bands, and is associ- 
ated with the fact that the (1 x 1 )  * (7 x 7) 
transition occurs at lower temperatures for 
larger misorientation angles. 

Imaging surfaces of polymer films with 
AFM provides information on polymer 
branching, conformation, and intermolec- 
ular interactions, without the requirement 
for electrical conductivity associated with 
STM imaging. Due to several possible 
technological applications of Langmuir - 
Blodgett films at the sub-micron to nano- 
scale regimes, their molecular structure 
and packing is a topic of central interest. 
Figure 8 shows the structure of a four-layer 
film of cadmium arachidate in which ter- 
minal methyl groups exhibiting a height 
corrugation of < 0.2 nm are imaged (Gar- 
naes et al., 1992). The observed boundary 
between two distinct ordered domains is 
found to be misoriented by - 60" and the 
lattice structure is preserved almost to the 
edge of the boundary. The fact that such 
ordering is observed leads to the conclu- 
sion that the misorientation is due to hex- 
agonal twinning. In addition, the AFM 
could detect a larger scale buckling in these 
films which appears to be an equilibrium 
superstructure. 

Here the techniques of STM and AFM 
are reviewed by discussing applications in 
surface science and extensions to other sci- 

Figure 8. 17.5 x 17.5 nm2 AFM images of cadmium 
arachidate Langmuir-Blodgett films. The dashed line 
shows the boundary between two domains misori- 
ented by - 60" (Garnaes et al., 1992). 

entific and technological areas in the first 
two sections. For both microscopies, we 
begin with a brief historical perspective 
and cover the theoretical and instrumental 
issues. The discussion is followed by a sec- 
tion that reviews some of the uses of these 
techniques for nanoscale manipulation, 
followed by a section that describes com- 
plementary scanning probe techniques 
based on the design and measurement 
philosophies of STM. 

2 Scanning Tunneling 
Microscopy (STM) 

2.1 Historical Perspective 

The major set of advances that led to the 
invention of the STM was the solution of 
three long-standing experimental prob- 
lems. First, although theory could explain 
the physics of tunneling across a vacuum 
gap, obtaining the stability necessary to 
maintain a gap of the order of a few 
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angstroms had not yet been demonstrated. 
Previously, tunneling measurements were 
performed using thin, rigid insulating junc- 
tions between metal electrodes. Second, the 
technology to position and scan a probe 
over a surface with sub-angstrom precision 
was available using piezoelectric transduc- 
ers but needed to be refined for this appli- 
cation. Third, a methodology had to be 
created to bring a sample starting far away 
from the tip to within - 5 8, without dam- 
aging the tip or the sample. This was first 
accomplished by using a piezoelectric/elec- 
trostatic “louse” for coarse approach and 
the z-piezoelectric transducers for fine z- 
motion (Binnig et al., 1982a). 

The invention of the STM was preceded 
by experiments to develop a surface imag- 
ing technique whereby a non-contacting 
tip would scan a surface under feedback 
control of a field emission current between 
tip and sample. The manifestation of this 
concept led to the invention of the Topo- 
grafner developed at the National Bureau 
of Standards (NBS, presently National In- 
stitute of Standards and Technology) in the 
late 1960s (Young et al., 1972). The final 
Topografiner design was remarkably simi- 
lar to that of the STM ultimately invented 
by Binnig and Rohrer over 10 years later 
(Binnig et al., 1982a, b). At NBS the goal 
was to develop an instrument for sub-mi- 
cron scale metrology of surfaces - essen- 
tially a non-contacting, high-precision sty- 
lus profilimeter. The Topografiner (Fig. 9a) 
used a sharp, mechanically-etched tung- 
sten tip which was scanned about 1008, 
above the surface with a sufficiently high 
bias to operate in the field-emission regime 
with electron current flowing from tip to 
sample. Feedback control of the vertical 
piezoelectric actuators was implemented 
to maintain constant emission current, and 
the surface topography was obtained by 
using the z-piezo bias (z-drive voltage) for 

height as a function of the ramped x- and 
y-drive voltages. The concept was demon- 
strated as workable, as illustrated by 
Fig. 9 b, where the topographic profile of a 
diffraction grating was mapped. However, 
the Topografiner was plagued by stability 
problems due to the difficulty of suppress- 
ing vibrations causing instabilities in the 
tip-sample separation. In their original 
paper (Young et al., 1972), however, the au- 
thors envisioned the eventual progression 
to imaging in either the field-emission or 
vacuum tunneling regimes. Curves of cur- 
rent versus separation from the field emis- 
sion to point contact regimes were mea- 
sured at various biases. Around the same 
time, parallel experiments performed at 
IBM (Thompson and Hanrahan, 1976) us- 
ing thermal drives and lead whiskers were 
directed at similar goals. 

In a 1982 paper appearing in Applied 
Physics Letters, Binnig and Rohrer re- 
ported the first observation of electron tun- 
neling across a stable vacuum gap for sev- 
eral different tip-sample biases (Binnig 
et al., 1982b). The vibration problems had 
been solved by mounting the STM on a 
magnetically-levitated platform, as seen in 
Fig. 10, to decouple high-frequencies with 
the vacuum system resting on a massive 
bench supported by air cushions. A tung- 
sten tip mounted on a piezoelectric trans- 
ducer was used to approach a platinum 
surface, and the exponential dependence of 
current versus gap separation over four 
orders of magnitude was observed. This 
data, reproduced in Fig. 1 1 ,  confirmed that 
vacuum tunneling had been achieved. Us- 
ing the Fowler-Nordheim expression for 
tunneling resistance, R, as a function of 
separation, s, 

R (s)  x exp ( A  + ‘ I2  s) (1) 

A = 1.025 eV- 8,- ’, work function values 
4 z 3.5 eV were obtained for moderately 
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Figure 9. (a) Schematic diagram of the Topografiner; 
(b) topographic view of a 180 line/mm daraction 
grating replica obtained in the FIM mode (Young 
et al., 1972). 
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Figure 10. First tunneling unit mounted on magnetic 
levitation system. The tungsten tip (W) was fixed on 
a support (A) set on a piezoplate (PP). The electro- 
static clamping mechanism consists of feet (F), dielect- 
tric sheets (D) and the metal plate (MP). Magnets (M) 
mounted on the base of the tunneling unit are repelled 
by the liquid-helium-cooled lead bowl (Pb) (Binnig 
et al., 1982 a). 
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Figure 11. Tunneling resistance (left axis) 
and tunneling current (right axis) versus 
vertical displacement of a tip providing 
first evidence of vacuum tunneling 
(Binnig et al., 1982b). k,.....,,. ’ ’ ” ’ 

” [ I d =  4 l A ]  Di8placrmmt of W - l i p  

clean Pt surfaces. Since metal -insulator - 
metal tunneling typically gave barriers of 
< 1 eV, the measured value of 4 confirmed 
vacuum tunneling. All the essential ele- 
ments were in place to scan and image, 
and, in their closing statements, Binnig and 
Rohrer stated their goal to apply vacuum 
tunneling as a method for spatially-re- 
solved imaging and electron spectroscopy. 

Shortly thereafter, Binnig and Rohrer 
demonstrated the STM as an atomic-reso- 
lution microscope with images of mono- 
atomic steps and reconstructions of the 
CaIrSn,(llO) and Au(ll0) (Binnig et al., 
1982 a) surfaces, and the first real-space 
images of the Si( 11 1)-7 x 7 surface (Binnig 
et al., 1983 b), as shown in Fig. 12. Imaging 
was accomplished by scanning the tip over 
the samples while maintaining a constant 
tunneling current using feedback to con- 
trol the tip-sample distance. Coarse ap- 
proach was accomplished by means of a 
“louse”, or piezoelectric-electrostatic wal- 
ker (Fig. 3). A piezoplate rests with three 
metal feet insulated from a metal base by a 

high-dielectric constant material. The feet 
were clamped on the plate by a high elec- 
tric field so that elongation and contrac- 
tion of the piezoplate with an appropriate 
foot clamping sequence provided for 
movement in two dimensions. 

The image of the Si(ll1)-7 x 7 surface 
shown in Fig. 12a is a plot of the z-piezo 
voltage as a function of x and y positions 
obtained with a chart recorder. The gray 
scale image depicts 12 Si adatoms in each 
unit cell, which are the basis for the recon- 
struction. The impact of such a capability 
was immediately evident. For example, the 
structure of the Si(l11)-7 x 7 surface had 
been a puzzle for over 20 years. Comple- 
mented by TEM studies (Takayanagi et al., 
1985), this work and subsequent studies 
provided key information to finally arrive 
at the actual structure, which is discussed 
in greater detail in a later section. 
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(a) 

Figure 12. First topographic image of the Si(ll1)- 
7 x 7 surface presented as (a) a topographic relief 
map and (b) a top-view gray-scale map. (c) The 
structural model based on these observations 
(Binnig et al., 1983 b). 

2.2 Theory 

The most striking aspect of an STM im- 
age is that features separated by distances 
of the order of an interatomic spacing can 
be resolved. Such features are often taken 
to represent the position of atoms, and, to 
the extent that this is true, the STM may be 
viewed as a tool for measuring the atomic 
structure of surfaces. However, taking this 
view without paying attention to the elec- 
tronic structure has proven to be danger- 
ous for a number of structures. Upon con- 
sideration of the tunneling process and the 
nature of electronic states at the surface 
and the tip however, it is clear that an STM 
image really represents spatial variations 
of the local electronic structure and tunnel- 
ing barrier at the surface. Our previous 
comparison of two images of the GaAs(ll0) 
surface obtained with biases of opposite 
polarities (Fig. 4) clearly demonstrated the 
importance of spectroscopic effects in im- 
age interpretation. From this fact it follows 

that atomically-resolved electronic (and vi- 
brational) spectra can be obtained by ac- 
quiring I -  V profiles at various locations 
within a surface unit cell of clean well-or- 
dered regions or in the vicinity of defects or 
adsorbates, so that a map of electronic 
states at the surface can be derived. 

Here, tunneling between two conductors 
in one dimension is considered and ex- 
tended to three dimensions to reflect the 
geometry of a spherical tip above a corru- 
gated conducting surface. We also consider 
the transition from the tunneling to the 
point contact regime, and operation at 
high biases in field-emission for which elec- 
tron interferometry is observed. The dis- 
cussion will address details of the elec- 
tronic structure of the sample and the tip, 
so as to understand spatial imaging of lo- 
calized electronic states at surfaces, includ- 
ing considerations of local inelastic tun- 
neling and ballistic electron emission 
microscopy (BEEM), where spatial and 



spectroscopic details of 
can be obtained. 

2.2.1 Electron Tunneling 
and STM Imaging 

buried interfaces 

Depending on the imaging mode at a 
given tip bias, an STM image is a map of 
the z-height of the tip above the surface 
needed to maintain a constant tunneling 
current (constant current mode), or of the 
tunneling current while the tip is scanned 
at a constant height above the surface (con- 
stant height mode). Theoretical models of 
the tunneling probability provide an un- 
derstanding of the observed spatial resolu- 
tion and spectroscopic aspects of STM. 
The first theoretical discussion of tunneling 
from a point electrode was presented by 
Tersoff and Hamann (1983), which was 
based on the earlier work of Bardeen 
(1961). Development of the one-dimen- 
sional formalism begins with the calcula- 
tion of the tunneling current between the 
wavefunctions (WFs) of a metal tip (T) and 
a metal surface (S), as depicted in Fig. 
13. The geometry for the calculation is 
shown in Fig. 14. In first-order perturba- 
tion theory, 

2 n e  
I =  ~ x f ( E T )  [1-f(ES+ev)11MTS12' 

h TS 

- 6 ( E , - E , )  (2 a) 

where 

i.e., f(E) is the Fermi function, I/ is the 
applied voltage, M,,  the tunneling matrix 
element between the tip WF($T) and the 
surface W F  ( t j s ) ,  6 (x) the delta function, Ei 
the energy of a state in the absence of tun- 
neling (i = T, s), and ,u the chemical poten- 
tial. 
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Figure 13. Energy level diagrams of the sample and 
the tip: (a) with the sample and tip independent, the 
vacuum levels are equal; (b) with the sample and tip 
connected with no potential difference, the Fermi lev- 
els are equal; (c) application of a negative tip bias, 
V, < 0, allows electron to flow from occupied states of 
the tip to unoccupied states at the sample surface; (d) 
application of a negative sample bias, V, > 0, allows 
electrons to flow from occupied states of the sample 
surface to unoccupied states in the tip (Hamers 1989). 

For small tunneling voltages (e.g. 
-10meV between the tip and the sub- 
strate) and low temperatures (k,T - 50 meV for T = 300 K), f(E) can be ex- 
panded to obtain 

27c 
I=-e21/C)MT,126(ET--EF)' zz TS 

. d(E,-EE,) (3) 
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The matrix element M,, is obtained 

(4) from 
h2 
2 m  M,, = -~ I d s .  ($T* V$S - $s V4G) 

where m is the free electron mass, the inte- 
gral is taken over a surface lying entirely 
within the vacuum barrier region between 
the tip and the sample, * denotes the com- 
plex conjugate, and 

a a a 
ax ay a Z  

V = i - + j - + k -  

Carrying out the integral in one dimen- 
sion (plane waves) by taking $! and as 
the wavefunctions of the tip and the sam- 
ple, respectively, gives the explicit expo- 
nential dependence of the tunneling cur- 
rent as a function of tip-sample separa- 
tion. In particular, if the tip and sample are 
identical materials, the wavefunctions in 

the vacuum gap can be written as 

t+hs(z) = I,@ e-" ( 5  a) 

$,(z) = $;e-x(d-z) ( 5  b) 

where x is the inverse decay length, i.e., 

with 4, the average work function, in elec- 
tron volts and x in k'. Then the tunnel- 
ing current exhibits an exponential depen- 
dence on the separation d given by 

I C C C ~ $ : ~ ~  l$~12e-2xd (7) 

Continuing with the spherical tip config- 
uration of Fig. 14, M,, may be evaluated 
to assess the potential spatial resolution of 
STM. The surface wavefunctions are ex- 
panded in plane waves parallel to the sur- 
face with decaying amplitude into the vac- 
uum 

$ 0  , -a-1/2 - CaGexp[-(x2+lkll +G12)'/2~] 

~exp[ i (k I I+C) .x ]  (8) 

G 

where Q, is the sample volume, x =  
( 2 m  4)'l2/h2, k is the surface wavevector, 
and G is a two-dimensional reciprocal lat- 
tice vector of the surface. 

Figure 14. (a) The geometry for 
tunneling microscopy calculations 
shows the tip radius, R, and the 
tip apex-to-sample distance, d.  (b) 
Contours of constant charge den- 
sity at the Fermi level, e(r ,  &), 
are presented for the Au(100) 
(2 x 1 )  (left) and Au(100) (3 x 1) 
surfaces (TersofT and Hamann, 
1983). 
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The spherical tip ( R  9 k -  I )  wavefunc- 
tions are expanded in similar form 

$;=s2 ,”2  c,xR e”R(xIr-roI)-l  * 

(9) . e - x l r - v o l  

where sZT is the probe volume and R is the 
radius of curvature of the tip. The resulting 
matrix element is 

where ro is the position of the center of 
curvature of the tip. The tunneling current 
is 

32n3 e2 V 
h 

0’ DT(EF) R 2  X - 4  . I =  

where q5 is the work function of sample and 
tip, and DT(EF) is the tip density of states 
per unit volume. 

Without using exact wavefunctions for 
the tip and the surface, the spatial resolu- 
tion of the STM was approximated by ex- 
amining the inverse decay length demon- 
strating a lateral resolution for Au(ll0)- 
2 x 1 of I 5 8, (Tersoff and Hamann, 1983), 
in agreement with experiment (Binnig 
et al., 1983 a). Another theoretical investi- 
gation (Stoll, 1984) of the relation between 
resolution, tip diameter (24, and tip-sam- 
ple distance (s) produced a relationship for 
vertical attenuation versus lateral period, 
which is depicted in Fig. 15. The vertical 
attenuation refers to the ratio of the mea- 
sured corrugation versus the real corruga- 
tion of a metal surface for various values of 
r + s .  This figure shows quantitatively that, 
if r +s increases, the instrument has a re- 
duced sensitivity to the surface corruga- 
tion, as expected. 

In addition, for small bias voltages, the 
tunneling conductance, (r = I / V ,  can be re- 
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Figure 15. A set of curves depicting the sensitivity to 
corrugation amplitudes as the tip radius ( I , )  or tip- 
sample separation are increased after a theoretical 
treatment (Stoll, 1984). This is given by the vertical 
attenuation plotted as a function of the lateral period. 

lated to the density of states e at the surface 
for energies around E ,  for a particular tip 
position. That is, 

CJ e (yo,  E )  ( 1 2 4  

where 

@(rO,E)=C l $ S ( r o ) 1 2  6 ( E S - E F )  (12b) 
S 

This observation will become important 
when spectroscopic capabilities of the 
STM are discussed below. 

The Local Barrier Height 

The exponential dependence of the tun- 
neling current depends on both the tip- 
sample separation and the local barrier 
height. Typically, it is assumed that the 
barrier height is constant over the entire 
scanned area, but, if an adsorbed patch of 
impurities changes the work function in a 
particular region on the sample, the tip will 
respond to the reduced barrier height and 
a structure unrelated to the topography 
will appear in the image. Recognizing that 
A q5 = d (In I)/ds, the position dependence 
of the barrier height can be extracted inde- 
pendently during a scan. In the constant 
current mode, this can be accomplished by 
modulating the tip distance by As at a fre- 
quency higher than the cutoff frequency of 
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the feedback circuit while scanning (Binnig 
and Rohrer, 1983; Wiesendanger et al., 
1987). In this way, the work function anal- 
ysis and feedback image acquisition are 
separated. Using lock-in detection of the 
current signal, d (In Z)/ds provides the de- 
sired position-dependent information on 
the work function in parallel, with the con- 
stant current topographic image. 

The Transition from Tunneling 
to Point Contact Regimes 

Besides tunneling, two conduction re- 
gimes exist for close tip-surface distances 
- electronic contact and point contact. Al- 
though these regimes can be modeled theo- 
retically (Lang, 1987b; Ciraci and Tek- 
man, 1989), they are difficult to control in 
practice because the exact shape of the tip 
and the degree of the tip interaction with 
the surface by, e.g., van der Waals or other 
forces are not well-defined. Defining the 
separation as between atomic centers, 
structural instabilities can be assumed to 
occur when the separation is equal to the 
sum of the atomic radii. The electronic con- 
tact regime refers to distances for which 
the tip is sufficiently close to the sample to 
affect the respective wavefunctions; this 
leads to the appearance of tip-induced en- 
ergy sub-bands above E ,  (Binnig et al., 
1985). Point contact refers to the collapse of 
the potential energy barrier with the onset 
of ballistic transport due to the creation of 
energy sub-bands below EF. It has been 
shown experimentally that tunneling at a 
reduced barrier height can be maintained 
for close approach until an oscillatory I -  V 
characteristic appears beyond some struc- 
tural instability (Gimzewski et al., 1987). 
The I - z  characteristic for an iridium tip 
and a polycrystalline Ag surface, shown in 
Fig. 16a, exhibits an abrupt increase in 
tunnel current interpreted as the onset of 
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Figure 16. (a) Tunneling current versus tip-sample 
separation for a clean Ir tip and an Ag surface 
(Gimzewski et al., 1987). (b) Conductance, G, versus 
the diameter, em, of the orifice set up by a tip atom for 
various values of separation, where 1, = 5.23. Quanti- 
zation steps are predicted at distances of the order of 
1 ,  the Fermi wavelength (Ciraci and Tekman, 1989). 

electrical contact. Analysis of this abrupt 
change in resistance indicates the contact 
area of a single atom. Contact can lead to 
reversible or irreversible local surface mod- 
ifications. Calculations (Ciraci and Tek- 
man, 1989) for the close approach of an Ag 
tip (single atom at the vertex) towards an 
Ag surface show the details of such a tran- 
sition (Fig. 16b). At a separation of the 
sum of the atomic radii, the conductance 
saturates around 2 e2/h, representative of 
the ballistic transport limit. As the radius 
of contact increases, steps in the conduc- 
tance appear. Beyond the point contact 
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regime, the system settles into a more char- ENERGY RELATIVE TO FERMI LEVEL (eV) FOR N~ 
2.0 1.5 1.0 0.5 0.0 -0.5 -1.0 -1.5 -2.0 

acteristic conductance versus separation 2 . 0 - l ,  I I I I ,  

curve. However, in the electronic regime, 
the barrier height is still varying, whereby 
the first tunneling sub-band dominates the 
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Density of' States Effects 

The effect of electrode densities of states 
on tunneling images and their spectro- 2 > 
scopic signatures was explored by the con- 
sideration of the spatial dependence of the 

k 0.5 

v ) '  

- 

o.o tunneling current between a single atom -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 

and a planar surface (Lang, 1985) and vari- 
ations thereof (Lang, 1986, 1987a). The 
electrodes consisted of an alkali atom ad- 
sorbed on a planar jellium surface and a 
second planar jellium surface (Lang, 1985). 
For Na adsorbed on jellium it had been 
established that the Na 3s-level crosses E ,  
and is partially filled due to charge dona- 
tion from the substrate (Lang and Kohn, 
1970). By modeling the details of tunneling 
for this system, two key results were ob- 
tained, as shown in Figs. 17 and 18. First, 
tunneling current density contours show 
that electron flow is localized about the 
adsorbed atom and is significantly en- 
hanced by the protrusion of the atom from 
the substrate. Second, tunneling current in- 
creases with increasing state density in the 
vicinity of E,. The state densities of an Na 
adatom and a Ca adatom on jellium are 
shown in Fig. 17. Figure 18 shows a con- 
tour map of j z / j o  (where j ,  is the current 
density along z and j ,  is the current density 
in the absence of an adsorbed atom) for the 
two substrates separated by 16 %, with the 
adsorbed Na atom at its computed equilib- 
rium distance. The current density is local- 
ized about the adsorbed atom as a result of 
the state density of the adatoms around E,. 
Due to the spatial nature of various states, 
m = 0 (s and p,) states provide the major 

ENERGY RELATIVE TO FERMI LEVEL (eV) FOR Ca 

BIAS (eV) 

Figure 17. Upper panel: the difference in eigenstate 
density between a metal-adatom system and the bare 
metal for Ca and Na. The Na 3s and Ca 4s and 3d/4p 
contributions are observed. Lower panel: calculated 
curves of (dl/dV)/(I/V) versus V for the Ca/Na sys- 
tem (solid), and with the tip and sample state densities 
constant (dotted) (Lang, 1986). 

contribution to the tunneling current. Ca, 
as compared to Na, has a greater state den- 
sity near E,, and results in an increase in 
current directly above the adatom by a fac- 
tor of - 4 (Lang, 1985). 

For tunneling at a bias representative of 
a specific electronic state, the current form- 
ing the image will be dominated by that 
state (and those of lower biases). The effect 
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Figure 18. (a) Contour map of j J j0  for a Na atom protruding from the left electrode. (b) Contour map of j J j o  
for a Ca atom protruding from the left electrode (Lang, 1985). 

of different states on the vertical displace- 
ment has been demonstrated by calcula- 
tions for Na, S, and Mo (Lang, 1987a). It 
was found that the dominant contributions 
are for s- and p-states, but that d-states 
give almost no contribution. In addition, 
the origin of negative displacements of the 
tip for regions where there is reduced state 
density atop an adsorbate were also dis- 
cussed. 

Having shown the localized nature of 
the tunneling current and making an anal- 
ogy to tunneling spectroscopy of metal-in- 
sulator -metal structures, the derivative of 
the tunneling current as a function of tip- 
sample bias (dZ/dV) can be expected to 
give a function related to the joint density 
of states (JDOS) localized within atomic 
dimensions. Figure 19 shows the result of 
such a calculation in which (dl/dV)/ (Z/V) 
is compared for tunneling between a tip 
and a sample of constant state density and 
a Ca sample with a constant state density 
tip. The error as a function of the width of 

the electronic state of the sample being 
probed is found to be smaller with (dZ/dV)/ 
( I / V )  than with (dZ/dV). (dZ/dV)/(Z/V) is 
routinely plotted for spectra obtained with 
the STM. 

2.2.2 Scanning lbnneling Spectroscopy 
(STS) 

Occupied and Unoccupied States near E ,  

The previous discussion initially consid- 
ered situations for which the charge den- 
sity follows the atomic corrugation at the 
surface. For example, the contour of s-or- 
bitals would reflect the atomic positions of 
metal surface atoms, but the extended na- 
ture of the s-band in the surface plane 
would result in extremely small corruga- 
tion amplitudes. Semiconductors, on the 
other hand, possess directional covalent 
bonds; at the surface, these occupied or 
unoccupied electronic states may extend 
out into the vacuum and may reside en- 
ergetically in the bulk and gap. Assuming a 
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Figure 19. (a) Comparison of the calculated density of 
states as given by the function (dI/dV)/(I/V) for a tip of 
constant state density and (dotted) a surface with con- 
stant state density and (solid) a surface describing the 
density of states of Ca. (b) The deviations of peak posi- 
tions of the dl/dV (dashed) and (dI/dV)/(I/V) (solid) 
with respect to the actual maxima of the density of 
states (Lang, 1986). 

simple metal tip, the tunneling current is 
derived from states at the sample surface 
between E ,  and ( E  + e K). With the goal of 
mapping localized electronic states related 
to possible reconstructed phases or defects, 
an appropriate tip-sample bias must be 
applied so as to “tune into” specific state(s). 

For simplicity we assume that the metal tip 
has a fairly constant density of states 
(DOS). The previously discussed compari- 
son of constant-current images of the 
GaAs(l10) surface with opposite polarities 
described the spatial localization of the oc- 
cupied and unoccupied states at the surface 
(Feenstra et al., 1987b). As a next step, 
recording I -  I/ relations with the STM by 
sweeping the bias at each atomic site de- 
fines the principle of scanning tunneling 
spectroscopy (STS). STS allows the mea- 
surement of the energy levels at localized 
positions on the surface, which can be pro- 
cessed to map locations of individual sur- 
face electronic states. 

The use of STM as a local spectroscopic 
probe (Hamers, 1989; Tromp, 1989) has ex- 
panded particularly for the study of semi- 
conductor surfaces and interfaces. Theo- 
retically, the JDOS of tip and sample can 
be taken into account by explicitly includ- 
ing their functional dependencies in the 
tunneling matrix element, as previously de- 
scribed (Lang, 1986). In an early treatment 
of bias-dependent tunneling, the spatial 
characteristics of G- and n-bands of graph- 
ite as a function of tunneling bias were 
calculated (Selloni et al., 1985). The cal- 
culated corrugation amplitudes of individ- 
ual wavefunctions in the vacuum region 
demonstrated that discrete states could be 
imaged by bias-dependent imaging. It was 
also shown that band structure effects are 
important. Layered materials such as 
graphite possess Fermi surface structures 
at surface Brillouin zone (SBZ) boundaries 
for which the surface wavefunctions exhibit 
standing wave solutions. The correspond- 
ing STM images of those states do not then 
reflect atomic positions, and the corruga- 
tion amplitudes do not reflect the atomic 
corrugation. 

Variations in the slope in an I -  I/ profile 
occur when new states begin to contribute 
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to the tunneling current. The differential 
conductivity, dZ/dV versus gives a rough 
picture of the state density. While there is 
no simple relation between the intensity of 
these features and the DOS (dZ/dV)/(Z/V), 
or d (lnZ)/d (In V) ,  versus V better reflects 
the positions of the maxima in the DOS 
(Lang, 1986; Feenstra et al., 1987a). It is 
advantageous to plot (dZ/dV)/(Z/V) for 
other reasons too, ie., due to the exponen- 
tial relationship of Z and dZ/dV versus tip- 
sample separation, and because dZ/dVdi- 
verges at zero bias. One means of enhanc- 
ing sensitivity at low biases is to maintain 
a junction of constant resistance by reduc- 
ing the tip-sample distance as the bias is 
decreased (Feenstra et al., 1987a). 

Let us first consider spectra obtained 
with the STM tip above one point on a 
surface, as illustrated by the family of Z - V 
curves obtained from an Si(l11)-2 x 1 sur- 
face for various tip-sample separations in 
Fig. 20. Several observations should be 
noted. (1) Zero conductance is observed for 
a region consistent with the width of the 
surface band gap, particularly at the mini- 
mum tip-sample separation. (2) The I -  V 
curves exhibit rectifying behavior; i.e., the 
current for positive sample bias is greater 
than for negative bias. (3) At constant cur- 
rent, the separation versus bias curves ex- 
hibit ripples above - _+4eV. The surface 
band gap in the Si(111)-2 x 1 surface is 
derived from vertical transitions between 
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Figure 20. (a) Scanning tunneling 
spectra of the Si(ll1)-2 x 1 surface as 
a function of tunneling distance with 
the (x, y) position of the tip fixed. Tip 
sample separations range from 7.8 A 
to 19.5 A for the spectra a through m. 
(b) The separations were obtained by 
measurement of separation versus 
voltage to maintain a 1 nA tunneling 
current. Theoretical calculations 
(dashed lines) used the tip geometry 
given in (c) (Feenstra et al., 1987a). 
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the n surface bands at the surface Brillouin 
zone (SBZ). States away from the center of 
the SBZ decay rapidly into the vacuum; 
thus, if states at the SBZ center exist, they 
dominate the tunneling. For Si(l11)-2 x 1, 
the tip must sample non-zero qll (electron 
wavenumber parallel to the surface), and 
this ability depends on the magnitude of 
the inverse decay length, k ,  which is a func- 
tion of the tip-sample separation and bias 
voltage. The value of the inverse decay 
length is > 1 A-’  for biases < 1 V, so that 
the corner of the SBZ can indeed be 
probed. This rectifying behavior can be ex- 
plained by the effect of the enhancement of 
the electric field by the tip, which effectively 
lowers the potential barrier for tunneling 
into unoccupied states of Si. The barrier 
resonances occur due to interferometric ef- 
fects of free electrons at high bias. 

When the tip is scanned, a comparison 
of spectroscopic images over a wide range 
of sample biases can provide a picture of 
localized states at the surface. A conduc- 
tance image was first obtained with an 
STM on Si(111)-7 x 7 by modulating the 
tip-sample bias around the imaging tun- 
neling bias and using lock-in detection to 
man dZ/dV (Binnig and Rohrer, 1986). 
Such images depend on the average bias 
since this controls the z-height through the 
feedback loop. Current imaging tunneling 
spectroscopy (CITS) is an alternative 
method to obtain spectroscopic images us- 
ing tip-to-sample reference heights at each 
position determined by the constant-cur- 
rent imaging bias (Hamers et al., 1986~). 
This bias is chosen such that it is not overly 
sensitive to particular surface states. A 
sample-hold circuit is employed so that, 
for each pixel, the tunneling current for a 
series of discrete bias voltages is acquired. 
Displaying current images at this point 
only provides indirect information about 
the surface electronic structure similar to 

the difficulty in interpreting constant-cur- 
rent images for different biases. However, if 
diflerences between current images can be 
displayed, it is possible to display individ- 
ual electronic states. In fact, if differences 
between the logarithm of current images 
for two adjacent biases are plotted, a den- 
sity of states image midway between the 
biases is obtained. The choice of the imag- 
ing bias still affects the CITS images, and 
CITS images for a variety of imaging bi- 
ases typically need to be compared to nor- 
malize out this effect. 

The first demonstration of CITS pro- 
vided a dramatic and conclusive local pic- 
ture of the origin of the surface states rep- 
resentative of the Si(ll1)-7 x 7 surface 
(Hamers et al., 1986~). Previously photo- 
emission (Himpsel and Fauster, 1984) and 
inverse photoemission (Fauster and 
Himpsel, 1983; Himpsel and Fauster, 1984) 
experiments had produced the energy posi- 
tion of these states, but, being techniques 
that average over the surface, the nature of 
the electronic states was inferred indirectly. 
Figure 21 shows three current images ob- 
tained for 0.15 < V, < 0.65 V, 0.60 < < 
1 .O V, and 1.6 < r/; < 2.0 V. The three CITS 
images are different because they each map 
different surface states - the adatom state, 
the dangling bond state, and the backbond 
state, respectively. To further illustrate this 
assignment, a comparison of CITS spectra 
taken at different locations in a 7 x 7 unit 
cell is also shown in Fig. 21. The “average” 
of these spectra follows ultraviolet pho- 
toelectron spectroscopy (UPS) and inverse 
photoelectron spectroscopy (IPES) spectra 
and the position-dependent spectra show 
the origin of each spectral feature. CITS 
images, as well as STM images obtained at 
low biases, show that the faulted and un- 
faulted halves of the 7 x 7 unit cell appear 
different. This shows the contribution of 
the stacking sequence in defining the elec- 



Nanoscale Characterization of Surfaces and Interfaces 

I I I 1 I I I 

0 

- 

I I I I I I 

-2.0 -1.5 -1.0 -0.5 00 0 5  10 15  2 0  
I ENERGY RELATIVE TO E, lev1 

(e) 
Figure 21. (a)-(c) Local spectroscopic images of the Si( l l l ) -7  x 7 surface obtained in the CITS mode: (a) 
0.15 V < < 0.65 V; (b) 0.60 V < C: < 1.0 V; (c) 1.6 V < r/; < 2.0 V. (d) Position-dependent CJTS spectra com- 
pared with (e) photoemission (solid curve) and inverse photoemission (dashed curve) spectra (Hamers et al., 
1986 c). 

tronic structure. Similarities in CITS im- 
ages for both polarities at low bias support 
the prediction of a metallic state. Observa- 
tion of the dangling bond states between 
the adatoms provided further support for 
the dimer-adatom-stacking (DAS) model 
(Takayanagi et al., 1985), which contains 
dangling bonds beneath the adatom layer 
that are involved in the surface chemistry 
at the Si(ll1)-7 x 7 surface. 

Measuring electronic spectra with 
atomic resolution in real space removes the 
difficulty in separating the contributions of 
local defects from the intrinsic electronic 

structure of the ideal ordered surface. For 
example, Fig. 22 shows a set of spectra 
taken at adjacent sites near a defect along 
a dimer row of an Si(l11)-2 x 1 surface 
(Hamers, 1989). The Si(100) surface is dis- 
cussed in greater detail in the following 
section. The gap is decreased close to the 
defect, with the greatest effect at the defect 
site itself. This example of spatially-re- 
solved spectroscopy immediately reveals 
that the defect induces electronic states at 
E,, resulting in metallic areas separated by 
semiconducting regions. 
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Figure 22. Constant current images of the Si(100)- 
2 x 1 surface showing the dimer bond between atoms 
in the occupied state topographic image (V,= 1.6 V), 
and the localization of charge about the dimer atoms 
in the unoccupied state current image ( V ,  = - 1.6 V) 
(Hamers, 1989). 

Spectroscopy at Higher Biases 

Surface electronic states, called image 
states, are bound states that reflect the re- 
sponse of the substrate in the presence of 
electrons near the surface. These states are 
modified by the translational invariance 
along the surface and the reflective proper- 
ties of the surface, but form a hydrogen- 
like series of energies given by 

h2k2 
Efl = Efl + Efl,corr + 2m,* (11-13) 

where n is the principal quantum number, 
E ,  is the hydrogenic component of the 
binding energy, E f l ,  corr reflects deviations 
from free electron motion, rn, is the effec- 
tive mass, and k is the parallel wavevector. 
One response of the substrate to the biased 
tip is the creation of an image charge distri- 
bution which results in an attractive force 
between tip and sample (Binnig et al., 
1984). In addition, the strong electric field 
in the gap modifies the image state spec- 
trum by increasing the separation between 
the levels and extending the image states 
well above the vacuum level (Binnig et al., 
1985). It was shown (Binnig et al., 1985) 
that these states are observable for high 

sample biases as strong peaks in the tun- 
neling conductance for metal and semicon- 
ductor surfaces. These peaks were shown 
to follow the expected modified hydrogenic 
progression extending several eV above 
the vacuum level. In addition, the peaks 
shift as a function of field strength (varying 
the gap), whereby inverse photoemission 
would correspond to the zero-field limit of 
the image state spectrum. 

For biases in the field-emission regime, 
where the electron energy is greater than 
the tunneling barrier height, standing 
waves can form in the barrier. As a result, 
the STM acts as an electron interferometer, 
whereby structure in the tunneling conduc- 
tance occurs as a function of electron ki- 
netic energy and/or tip-sample separa- 
tion (Becker et al., 1985a). This is seen in 
Fig. 23 where the conductance and gap dis- 
tance between a W tip and an Au surface is 
plotted versus bias voltage at constant tun- 
neling current to provide a wide dynamic 
range. Eleven oscillations in dZ/dV are ob- 
served corresponding to standing wave so- 
lutions of the electron wavefunctions in the 
gap, and these were modeled with and 
without image effects. Beyond the funda- 
mental quantum mechanics of this obser- 
vation, such measurements are significant 
because they provide means to obtain the 
work function and the absolute tip-sam- 
ple separation. Electron standing-wave 
interferometry can not only be used be- 
tween tip and sample but has also been 
used to form standing waves in ultrathin 
films to provide contrast at a buried inter- 
face. This has been demonstrated for ultra- 
thin Nisi, films grown on Si(l11) (Kubby 
and Greene, 1992). 

2.2.3 Inelastic Tunneling Spectroscopy 

The use of STS to probe the occupied 
and unoccupied electronic states and par- 
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Figure 23. (a) Expeimental 
geometry and potential en- 
ergy diagram for calcula- 
tions of standing wave os- 
cillations in the tunneling 
gap. (b) Measurements of 
d l  JdV and gap distance as 
a function of bias voltage 
compared to theoretical 
curves with (solid) and 
without (dashed) image po- 
tential contribution (Becker 
et al., 1985 a). 

(b) GAP BIAS VOLTAGE (v) 

ticular sites on a surface involves elastic 
tunneling through the vacuum gap. Elec- 
trons passing through the vacuum tunnel 
gap may also be expected to produce vi- 
brational or electronic excitations by a 
process analogous to inelastic electron 
tunneling spectroscopy (IETS). The local- 
ized flow of current from a tip has been 

proposed as a means to probe individual 
adsorbates in their local bonding environ- 
ments. The vibrational interaction has 
been considered theoretically in this con- 
text (Persson and Demuth, 1986; Persson 
and Baratoff, 1987; Baratoff and Persson, 
1988). An inelastic loss would be observed 
as a change in slope of the differential con- 
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ductance at an energy referenced to the 
elastic signal. These types of measurements 
have the potential to provide the vibra- 
tional or electronic signatures of a segment 
of an adsorbed molecule just beneath the 
tip, even if it is “invisible” to imaging at a 
particular bias. In surface chemistry this 
could provide information on reactions at 
active sites on a surface which may reside 
at or near steps or defects. 

The theoretical treatment of inelastic 
tunneling for vibrational excitations can be 
derived from the formalism similar to that 
used for electron energy loss spectroscopy 
(EELS) (Ibach and Mills, 1982), where the 
inelastic signal intensity is typically < 1% 
of the elastic background. Inelastic tunnel- 
ing demands a high signal-to-noise ratio 
for spectroscopy. For chemisorbed species 
on metals, model calculations (Persson and 
Baratoff, 1987) predicted that adsorbate- 
induced resonances in the vicinity of E ,  
could increase the inelastic signal by a fac- 
tor of - 10. In addition, symmetry consid- 
erations must be included to determine the 
coupling of wavefunctions between tip and 
sample. Furthermore, when the current 
passing between the tip and the sample is 
compared to the vibrational relaxation 
time, it has been noted that many of the 
adsorbates will be probed in an excited vi- 
brational state. Such demonstrations of in- 
elastic tunneling with an STM have yet to 
be convincingly demonstrated. 

A variation of this concept allows the 
observation of plasmon modes included by 
the interaction of electrons emitted from 
the tip. Inelastic interactions of both tun- 
neling electrons and field-emitted electrons 
on Ag surfaces have been shown to in- 
duce optical emission (Berndt et al., 1991) 
which, if plotted as a function of the 
scanned tip position, produces a map of 
the regions where the inelastic excitations 
originate. 

2.2.4 Ballistic Electron Emission 
Microscopy (BEEM) 

Ballistic electron emission microscopy 
combines electron tunneling and ballistic 
electron transport through ultrathin metal 
films to image inhomogeneities at buried 
metal-semiconductor interfaces (Bell and 
Kaiser, 1988; Kaiser and Bell, 1988). As a 
spectroscopic technique, BEEM provides 
the capability to measure local Schottky- 
barrier heights (SBH) and the electronic 
structure of such interfaces. BEEM oper- 
ates in a three-terminal configuration, as 
depicted in Fig. 24. Electrons tunneling 
from the tip are injected with a current I ,  
into a thin ( -  100 A) metal layer (base) that 
is deposited on a semiconductor surface 
(collector). We consider a case in which the 
base is grounded and the tip is biased at V,. 
As the bias is swept, a threshold bias is 
reached when the collector current I ,  be- 
comes non-zero, and this represents the lo- 
cal SBH. These electrons experience ballis- 

_ _ _ _ _ _  
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,/,’, ,I ’ , 
BASE COLLECTOR 

Figure 24. Three-terminal configuration of the BEEM 
experiment: (a) zero tunnel bias condition; (b) with a 
tunnel bias voltage above the barrier height (Kaiser 
and Bell, 1988). 
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tic transport, having traversed the thin 
metal layer without energy loss. By the 
simple theory, above the barrier threshold, 
the collector current varies linearly with V, 
when I, is the held fixed by feedback con- 
trol of the tip-sample distance. In this 
mode, electronic states near the threshold 
and far above the threshold can also be 
characterized. It must be realized that, 
depending on the quality and thickness of 
the overlayer and the temperature of the 
system, electron -electron and electron- 
phonon scattering effects must be taken 
into account. 

Since momentum and energy must be 
conserved at the ordered interface, the bal- 
listic electrons are focused forwards 
providing a high degree of spatial resolu- 
tion. Therefore regions of different barrier 
heights can be distinguished by scanning 
the tip at a bias above some nominal V,,, 
and measuring I,. Not only does such an 
image contain features due to SBH differ- 
ences, but it may also contain geometric 
variations at the surface and at the inter- 
face. The surface topography can be han- 
dled by acquiring an STM image quasi- 
simultaneously, but the interface structure 
is more difficult to characterize. 

The basic concept of BEEM can be de- 
scribed starting with free electron densities 
of states for the tip and the base, and con- 
sidering a parabolic conduction band min- 
imum (CBM) for the semiconductor. Elec- 
trons traversing the base with negligible 
scattering must conserve energy ( E )  and 
transverse momentum (k,) at the interface 
where structural order exists. Satisfying 
both conditions requires that electrons 
that enter the semiconductor traverse the 
metal base with a small angular deviation 
from the normal (with respect to the inter- 
face plane) since the range of transverse 
momenta is limited. A critical angle, 8,, 
with respect to the normal direction can be 

defined as 

where rn is the free electron mass and rn, is 
the electron effective mass parallel to the 
interface. 

The range of transverse momenta can be 
written in terms of a “transverse energy” El 
such that 

(1  5 )  

where E x  is the energy associated with the 
component of the electron wavevector nor- 
mal to the interface. 

The small critical angle provides high 
spatial resolution. For example, a 100 8, 
Au layer on Si results in a critical angle of - 4” so that scanning the tip (the injector) 
can provide a mapping of inhomogeneities 
in the barrier height at the interface with - 10 A lateral resolution. The collector 
current can be written as 

I c ( V )  =RZ,CD(E,)F(E)dE,dE, (16) 

with Em,, = El and Emin = E ,  - e (V - vb), 

the minimum energy to overcome the 
Schottky-barrier (Vb is the base voltage). 
This yields a relation which is linear in 
injected current, I, , and scattering resis- 
tance, R, which is taken as an energy- 
independent scattering parameter. Just 
above the threshold, I ,  K (I/ - Vb)’, and 
I,K (V-Vb) for larger I/: The barrier 
height can be obtained by fitting the I ,  
versus V data. 

Just as STS provides a means of measur- 
ing the surface electronic states, BEEM can 
be used to measure electronic states at the 
interface. Taking dI,/dV versus V,, devia- 
tions from the apparent linear dependence 
of I ,  versus V, become clear and can be 
interpreted in terms of the interfacial band 
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structure. The existence of multiple differ- 
ential conductance thresholds implies that 
several conduction channels may exist at 
the metal-semiconductor interface. The 
first threshold is related to the barrier 
height and subsequent threshold values 
distinguish other aspects of the interface. 

More complete theoretical treatments of 
BEEM take into account several factors 
that affect the collector current (Ludeke 
et al., 1991; Ludeke, 1993). In particular, 
the electron mean free path in the base 
results in an attenuation factor that de- 
pends exponentially on the electron en- 
ergy; the transmission probability across 
the interface depends on both the degree of 
momentum conservation across the inter- 
face, due to the interface roughness or lack 
of epitaxy, and a quantum mechanical 
transmission factor across an abrupt po- 
tential step. Quasi-elastic scattering in the 
base, primarily from electron-electron 
scattering, results in a broadening of the 
momentum distribution incident upon the 
interface. In addition, temperature-depen- 
dent broadening must be included when 
fitting to data. Modeling all these ef- 
fects has been shown to lead to an 
I, cc (V - V0)5/2 power dependence [rather 
than I, cc (V - V,)') yielding a superior fit 
to BEEM spectroscopic data on interfaces 
where such considerations are important. 

2.3 Instrumentation 

The STM is a near-field imaging instru- 
ment operating on the principle of electron 
tunneling between an atomically-sharp 
probe tip and a sample surface. Images are 
obtained in the constant current or con- 
stant height modes by scanning the tip lat- 
erally over the surface while tunneling. The 
tunneling current, I,, exhibits a nearly ex- 
ponential dependence on the tip-sample 
separation, s; the tunneling probability is 

proportional to e-2as, where a -  1 A - '  for 
a barrier height of - 4 eV. I, is of the order 
of 1 nA for s x 10 A, and is reduced by a 
factor of - 10 for every 1 8, change in sep- 
aration. Maintaining a stable tunnel junc- 
tion with an accuracy of - 0.01 A, as the 
tip is scanned over the surface, is the most 
crucial aspect of STM operation and there- 
fore demands that the apparatus exhibit 
high mechanical stability. In addition, since 
the tip and sample are typically mounted 
at points much further apart than the tip- 
sample separation, thermal drift must be 
compensated for and a high degree of vi- 
brationlshock isolation must be ensured. 
The STM head is typically designed to 
meet the criteria of the measurements 
which are to be performed, e.g. constant 
temperature versus variable temperature, 
atomic resolution versus wide scan range. 
The first step to meet these goals is to de- 
sign a rigid structure in the STM head 
keeping uniformity of thermal expansion 
coefficients in the materials used. This pro- 
vides the apparatus with a high resonance 
frequency, aiding in isolating vibrations 
from the surroundings; uniform materials 
provide good thermal drift characteristics. 
Obviously, tip structure and preparation is 
important to obtain atomic resolution im- 
ages, and several methods have been devel- 
oped and tested. One of the key technical 
problems in operating an STM is the 
coarse approach allowing the tip- sample 
separation to proceed from macroscopic 
distances to the tunneling regime. This as- 
pect largely dictates the microscope design, 
being handled successfully in a number of 
ways - mechanically or electro-mechani- 
cally. Microactuation of the probe tip is 
usually accomplished using piezoelectric 
transducers for motion in each of the three 
orthogonal directions. With low-noise 
drive circuitry, electrical control can ap- 
proach 50.01 A. The electronics incorpo- 
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rate low-noise current preamplification, 
and, in the constant current mode, tunnel 
current feedback controls the height of the 
tip by adjusting the z-piezoelectric element 
as the tip is rastered in the (x,y)-plane. 
Scanning the tip, setting or scanning the 
tip-sample bias, and other data acquisi- 
tion tasks are performed in real-time by a 
microcomputer, while image analysis and 
processing can be performed by the same 
microcomputer or off-loaded to worksta- 
tions or mainframes. In this section, these 
basic elements of STM system design, as 
illustrated schematically in Fig. 25, are dis- 
cussed. 

2.3.1 Microscope Design: STM Heads 

Positioning the sample in the tunneling 
regime typically begins several centimeters 
away using some coarse approach method. 
Once in the tunneling range,fine motion is 
typically accomplished by piezoelectric ac- 
tuators. For various microscope designs, 
coarse approach has been performeid by 
mechanical or non-mechanical methods, 
typically moving the sample towards the 
tip fixed on the piezoelectric actuator. If a 
purely mechanical coarse approach system 
is employed, the mechanical connection to 

the outside world must be decoupled from 
the microscope while scanning; the coarse 
advance steps must be small enough to ac- 
commodate the maximum extension of the 
z-piezo. Coarse approach can be accom- 
plished electromechanically with a louse, 
as discussed previously, with piezoelectric- 
based slip-stick inertial mechanisms, or us- 
ing piezoelectric inchworms. 

The fine motion is used for final ap- 
proach and scanning the tip during mea- 
surements. Several methods are illustrated 
in Fig. 26. Tip scanning was initially done 
using piezoelectric tripods, where elonga- 
tion of each element provided x, y, z mo- 
tion (Binnig et al., 1982a; Demuth et al., 
1986; Sakurai et al., 1990). Soon thereafter, 
segmented tubular piezoelectric elements 
utilizing elongation for z motion and bend- 
ing for x,y motion (Binnig and Smith, 
1986; Lyding et al., 1988; Snyder and 
de Lozanne, 1988), bimorph-driven tripods 
(Blackford et al., 1987), or microfabricated 
bimorphs (Akamine et al., 1989) were in- 
troduced. Smaller and lighter elements in- 
crease the resonance frequency of the ele- 
ments while reducing the effects of thermal 
gradients. Cross-talk between orthogonal 
motions are minimal for scanning ranges 
that extend up to the micron scale. Sensi- 

Figure 25. Schematic diagram indicating 
the major components of an STM sys- 
tem. An atomically-sharp tip is biased 
with respect to the sample. In the con- 
stant current mode, the three-dimen- 
sional piezoelectric scanner assembly is 
scanned over the surface by the com- 
puter which controls the x-piezo and 
y-piezo biases. As the tip is scanned, the 
amplified tunneling current is compared 
to a reference signal, and the result is fed 
back as an error signal to control the 
bias on the z-piezo. The error signal also 
provides the height signal to the com- 
puter to form the image shown on the 
display monitor (Kuk and Silverman, 
1989). 
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Figure 26. (a) A piezoelectric tripod provides three-di- 
mensional fine positioning of the tip while an elec- 
trostrictive element allows coarse approach (Sakurai 
et al., 1990). (b) A quartered tubular piezoelectric ele- 
ment provides, x, y ,  and z motion; in this case the tip 
is mounted off-axis (Binnig and Smith, 1986). (c) Bi- 
morph-elements (hidden in block) mounted on the 
main support block drive the tripod frame (Blackford 
et al., 1987). (d) A microfabricated piezoelectric actua- 
tor permits lengthwise, lateral bending, vertical bend- 
ing, and twist motions (Akamine et al., 1989). 

tivities of the order of tens of angstroms per 
volt make motion in steps of 0.1 8, in the x- 
or y-direction easily controlled by indepen- 
dent operational amplifiers each connected 
to a digital-to-analog converter for raster 
scanning by the data acquisition micro- 
computer. 

We noted in the introduction the elabo- 
rate set-up for the first STM from Binnig 
and Rohrer using magnetic levitation, a 
louse, and a tripod assembly (Binnig et al., 
1982b, 1983b). In this section, several 
other designs are discussed to illustrate the 
conceptual variations in design and the 
evolution of the instrumentation. 

The UHV-STM design of Sakurai et al. 
(Sakurai et al., 1990), shown in Fig. 27, was 
modeled on the Demuth design (Demuth 
et al., 1986). The sample is mounted on a 
double-hinged flip mechanism so that the 
sample approaches the tip from a vertical 
position rapidly until (right) the sample 
arm swings down (on pivot A) and rests on 
the stopper (foot) located near the tip and 
slightly protruding. The swing arm allows 
the sample to be accessed by other surface 
probes such as low-energy electron diffrac- 
tion (LEED) and Auger electron spectros- 
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Figure 27. The UHV-STM 
with a double-hinged sam- 
ple approach allows sample 
approach with hinge A and 
fine mechanical approach 
with hinge B (Sakurai et al., 
1990). 

copy (AES), and the tip can be viewed by a 
moveable field ion microscope. Once the 
sample rests on the stopper, two coarse-ap- 
proach philosophies are employed. First, 
exploiting the mechanical advantage be- 
tween the second pivot (B) and the stopper 
( -  40:1), a fine-thread screw tilts the sam- 
ple arm to bring the sample into the tun- 
neling range. Secondly, with the feedback 
activated, the tip can be extended by the 
electrostriction actuator (motion - 12 pm) 
as well as by the z-piezoactuator until a 
tunnel current is sensed. Once tunneling is 
achieved, the mechanical drive is decou- 
pled for vibration isolation, the electro- 
striction actuator is held fixed, and the fine 
control takes over operation of the tip. 

One of the first designs for imaging and 
spectroscopy at low temperatures is shown 
in Fig. 28 (Fein et al., 1987). Used for appli- . 
cations in superconducting materials, low 
temperatures are obtained by insertion 
into a research liquid helium dewar and 
the unit is surrounded by a superconduct- 
ing magnet, so the design must be compact. 
In this design, materials were chosen to 
minimize differential expansion or con- 
traction to obtain a satisfactory coarse 
approach without tip crashes as the unit 

is cycled between room temperature and 
liquid helium temperature; molybdenum 
was used for the majority of parts for its 
low coefficient of thermal expansion. The 
coarse approach is performed before the 

MAGNET WINDINGS 

1 
0 
0 

COARSE 
AOJUST 
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Figure 28. STM designed for use in a liquid helium 
dewar in high magnetic fields incorporating mechani- 
cal coarse approach and a tube scanner (Fein et al., 
1987). 
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sample is introduced into the dewar by 
simply deflecting the cantilever sample 
mount. The fine approach is done mechan- 
ically by distorting the thin plate on which 
the tubular piezo is mounted using a fine- 
pitch screw which pushes on a soft spring 
in contact with the plate. This “differential 
spring” produces a mechanical advantage 
of - 1OO:l giving suficient sensitivity to 
enter into the tunneling regime. 

This microscope uses a segmented 
(quartered) tubular piezoelectric element 
introduced by Binnig to replace the tripod 
as a compact element with a significantly 
higher resonance frequency (as high as - 100 kHz) (Binnig and Smith, 1986). The 
inner surface of the tube is usually kept at 
a uniform potential and independent po- 
tentials are applied to each of the four 
outer quadrants. Operating in a bipolar 
configuration, opposite polarities are ap- 
plied to opposite quarters to provide paral- 
lel motion, as illustrated in Figure 26b. 
The electromechanical properties for bi- 
polar operation of the tubular piezo are 
based on the piezoelectric coefficient, d , , ,  
and geometric analysis (Chen, 1992). The 
z-motion is obtained by establishing a uni- 
form potential difference, AK between the 
inner and outer electrodes, i.e., 

= K ,  A V  
A V L  

h 
AZ = d3 ,  ~ 

where L is the length of the element, h is the 
wall thickness of the tube, and K is the 
piezo constant. Lateral motion of the tip 
is accomplished by applying opposite 
voltages on opposed quarters, so that one 
side of the element contracts and the other 
expands creating positive and negative 
stresses parallel to the tube which translate 
into strain perpendicular to the tube axis. 
Analysis of this situation leads to 

A V L 2  
nDh 

A x = Z , , h d , ,  ~ = K I 1  AV (18) 

where D is the diameter of the element. The 
expression for A y  is identical. In practice, 
three-dimensional motion of the tip is ob- 
tained by modulating the center contact 
with respect to the potentials on the quad- 
rant to obtain z-motion of the tip while the 
quadrants are modulated with bipolar x 
and y potentials, for raster scanning. For a 
PZT-5 H element, where d , ,  = 2.74 &V, 
and with D = 1.27 cm, h = 0.102 cm, and 
L = 1.27 cm, K, x 34.1 8,/V and K x 
30.7 W/V. In order to maintain control to 
< 0.1 8,, noise in the driving voltages must 
be kept below 3 mV. 

With the proper piezoelectric materials 
and dimensions and increased voltages, 
scanning ranges up to tens of microns can 
be achieved. Intermediate translators may 
be used to scan widely-spaced regions on 
large-area samples (Hipps et al., 1990). 

The microscope design shown in Fig. 
29 uses coaxial tubular piezoelectric 
elements, employs a coarse slip-stick iner- 
tial approach, and exhibits excellent tem- 
perature compensation resulting from a 
single mounting point for the coaxial tubes 
(Lyding et al., 1988). The outer tube, on 
which the sample support is mounted, is 
used as a sample approach by providing a 
series of pulse sequences involving pulsed 
outward motions, where the sample re- 
mains stationary as the force of static fric- 
tion is exceeded, and slow inward motions 
pull the sample nearer the tip. The sample 
is removed using the opposite sequence of 
pulses. Adjusting the magnitude and tim- 
ing of the pulses can vary each step length 
from - 5 8, to - 1 pm, and the speed of 
approach up to - 1 mm/s. The inner quar- 
tered tube operates in the same fashion as 
the instrument described previously. In the 
original design the microscope was housed 
in a temperature control shroud, which 
provided an ability to heat or cool with the 
microscope maintained at a fairly uniform 
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temperature. As previously noted, the vari- 
able temperature capability of this micro- 
scope is enhanced by the fact that both 
tubes, being constructed of similar equal 
materials, expand and contract at the same 
rate with respect to their common mount- 
ing point. 

The STM illustrated in Fig. 30 (Frohn 
et al., 1989) has been operated in ultrahigh 
vacuum (UHV) at variable temperatures 
down to -20K. The high thermal con- 
duction to the sample is made possible by , MICROSCOPE DISC 

, SUPPORT RING 
SUPPORT 
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Figure 30. STM using a novel coarse approach philos- 
ophy in which three piezoelectric support legs are 
inertially-driven to rotate the microscope disc down 
three ramps on the sample ring (Frohn et al., 1989). 

Figure 29. STM designed 
with inertial coarse ap- 
proach and coaxial 
piezoelectric tubes for tem- 
perature-compensation. 
The STM is operated in a 
thermal shroud (Lyding 
et al., 1988). 

its direct attachment to a liquid He dewar. 
This microscope design concept is based 
on a compact design using a novel ap- 
proach mechanism (Besocke, 1987). The 
tip holder and three piezoelectric legs are 
mounted as a unit which rests on a triply- 
graded ring that surrounded the sample. 
The tip unit is set on the ring from above 
and is decoupled from the manipulator. 
Applying pulses on the three legs in a tan- 
gential direction allows the tip unit to ro- 
tate and descend down the grades until the 
tunneling regime is reached. At that point 
lateral movement of the legs can be used 
for x-y scanning. The sample can be heated 
or cooled by attachment to a heat source 
or sink, while the small size and low ther- 
mal conductivity of the tip assembly keeps 
thermal gradients within the microscope to 
a minimum (Wolf et al., 1991). 

High-temperature STM operation is es- 
pecially problematic due to thermal drift, 
as well as due to the relatively low Curie 
temperature of the piezoelectric elements. 
A recently introduced high-temperature 
UHV STM (Watanabe et al., 1990) utilizes 
direct sample heating and exhibits excel- 
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lent thermal isolation of the piezoelectric 
elements from the heater. This is accom- 
plished by mounting a small sample on a 
pyrolytic BN insulating film on top of a 
graphite heater. The anisotropic thermal 
conductivity of BN ensures a uniform tem- 
perature distribution, and the direct resis- 
tance heating requires only small wires to 
attain temperatures up to >400°C. The 
sample is mounted on an inchworm for 
coarse positioning. The tip is mounted on 
a block which is driven by four Invar arms 
each attached to a bimorph piezoelectric 
disc. The piezoelectric elements remain 
near room temperature for the entire range 
of sample temperatures so that they main- 
tain a constant sensitivity. Furthermore, 
the symmetric arrangement of drive arms 
compensates for thermal drift effects. 

Construction of a microfabricated STM 
of sub-millimeter dimensions has been 
demonstrated using planar processing 
techniques (Akamine et al., 1989), as illus- 
trated in Fig. 31. Besides opening up new 
applications in lithography, data storage, 
or sensor technology, the small size re- 
duces the magnitude of thermal drifts, in- 
creases mechanical resonance frequencies, 
and reduces sensitivity to external vibra- 
tions. In this design, the cantilever of di- 
mensions 1000 x 200 x 8 pm was con- 
structed from alternating layers of metal 
electrodes, dielectric films, and well-ori- 
ented piezoelectric ZnO films on an Si sub- 
strate to provide full three-dimensional 
motion. Tips were formed at the end by 
metal evaporation or attachment of metal 
wires or particles. 

Figure 31. Design of a microfabricated 
STM using a piezoelectric bimorph 
cantilever (section) for three-dimensional 
motion (Akamine et al., 1989). 
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2.3.2 Tips 

Theory suggests that the lateral resolu- 
tion that can be obtained by an STM is 
directly related to the atomic sharpness of 
the tip. The corrugation amplitude, A ,  is 
given by the relation 

(1 9) 
where /? - x- C2/4, with x the inverse de- 
cay length, G the smallest surface recipro- 
cal lattice wavevector (directly related to 
the corrugation width), d the gap distance, 
and R the radius of curvature of the tip 
(Kuk and Silverman, 1986). That tips can 
be prepared with one or a few atoms pro- 
truding and the fact that the tunneling 
probability decays rapidly with separation 
permits atomic resolution to be achieved 
more or less routinely, although multiple 
protrusions in approximately the same 
plane can produce anomalous images. Sev- 
eral materials have been used successfully, 
with specific methods of tip preparation 
having been developed for each material, 
ranging from mechanical extrusion and/or 
grinding (e.g., PtIr tips) to electrochemical 
etching (e.g., W tips). In addition, microtips 
of sub-micron dimensions have been fabri- 
cated by e-beam deposition to obtain a 
high aspect ratio for the study of deep 
structures (Akama et al., 1989). It must be 
noted that the material at the surface of the 
tip is important since spectroscopy de- 
pends on the joint density of states between 
the tip and the sample. 

Examination of the tip by electron mi- 
croscopy gives a general measure of shape 
and sharpness, but not an atomic scale 
view. Atomically-resolved STM images 
are generally obtained after in situ prepa- 
ration using high-biases (field-evaporation 
or atom transfer/rearrangement) or high 
currents (tip annealing), but care must be 
taken not to blunt the tip by such process- 
ing. 

A e-B(R + 4 

While typically routine methods are fol- 
lowed to fabricate tips that operate satis- 
factorily, one pioneering study established 
a connection between the tip atomic struc- 
ture of W, as obtained by field ion micros- 
copy (FIM), and STM imaging resolution 
(Kuk and Silverman, 1986). Tungsten is a 
tip material which has received widespread 
use, partly because the surface energy of 
the (110) facets of b.c.c. metals can be 
formed by annealing in a high electric field. 
Using electrochemically-etched single-crys- 
tal W (1 00) wire and in-situ field-evapora- 
tion, a tip with six atoms protruding as 
a distorted p ( 2  x 2) reconstructed W(100) 
surface was characterized prior to and after 
imaging the Au(001)-(5 x 1) reconstruction, 
as shown in Fig. 32. The measured STM 
imaging resolution of - 4 A  is in agree- 
ment with theory. Smaller tip clusters were 
found to be unstable, although they are 
absolutely essential for imaging close- 
packed metal surfaces. The sharpness of 
the W tip was severely reduced, as was the 
measured corrugation of the Au surface us- 
ing such a tip after cleaning using field 
evaporation. 

It should also be noted that spin-polar- 
ized imaging on the nanometer scale has 
been demonstrated using ferromagnetic 
CrO, tips is study Cr(001) (Wiesendanger 
et al., 1990) and ferromagnetic Fe tips to 
study magnetite (Fe 304) (Wiesendanger 
et al., 1992). 

Figure 32. The FIM image of a tip grown on a single- 
crystal tungsten wire on the right is interpreted as 
originating from the arrangement of six tungsten 
atoms (left) in a b.c.c. (110)-like structure (Kuk and 
Silverman, 1986). 



2.3.3 Vibration and Shock Isolation 

The first STM was levitated on a super- 
conducting magnet system (Binnig et al., 
1982 b). This extremely effective vibration 
isolation system demonstrated and devel- 
oped the true potential of the technique 
(Binnig and Rohrer, 1987), permitting 
Binnig and Rohrer to concentrate on un- 
derstanding the tunneling mechanisms and 
spatial resolution of the instrument. All of 
these unknown aspects combined to pre- 
vent previous researchers from achieving 
vacuum tunneling, but vibrational isola- 
tion was the most serious. With better un- 
derstanding of the tunneling mechanism 
and the experimental constraints, relaxing 
the sophistication of the vibration isola- 
tion system and refining simpler designs 
has led to the proliferation of STMs of 
both custom and commercial types. 

Isolation of the STM from vibration and 
shock from the external environment is 
critical for its operation. Once the STM 
head design has been selected, the vibra- 
tion isolation system to operate in the am- 
bient environment can take several forms. 
The elements of a vibration isolation sys- 
tem are depicted in Fig. 33. The principal 
consideration in planning the vibration 
isolation system is the high sensitivity of 
the current to tunneling distance (AIII per 
angstrom is -10) and the magnitude of 
topographic variations in the z-direction 
( -  0.1 8, or less). The goal is to limit the 
vibration amplitude between the tip and 
the sample to 50.01 A. Typical sources 
of vibration are from the building floor 
(< 5 Hz); from electromechanical devices, 
ventilation systems, and transformers (typ- 
ically < 120 Hz, with particular activity 
in muItiples/sub-multiples of the line fre- 
quency); and from acoustic noise. The 
STM can be isolated from high frequency 
vibration (> 1 kHz) by a factor of - lo6 
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Figure 33. Block diagram showing parameters for the 
modeling of vibrational isolation for a typical STM 
(Kuk and Silverman, 1989). 

using spring suspensions or elastomer sup- 
ports. Fabricating the STM as a rigid 
structure with a resonance frequency in the 
high kHz range is the first step in decou- 
pling the tunneling gap from low frequency 
vibrations. However, the suspension sys- 
tems themselves exhibit low frequency res- 
onances; their amplitudes can be reduced 
(while also increasing the slope of the high- 
frequency roll-off) by the use of multiple 
suspension stages and by mounting the en- 
tire apparatus on pneumatic supports. Dis- 
turbances due to shock can be removed by 
incorporating damping in the vibration 
isolation system. 

A practical anti-vibration system con- 
sists of an STM chamber suspended on 
pneumatic legs or hanging from a spring 
suspension. The STM is itself structurally 
rigid, and it rests in the vacuum system on 
a series of stacked plates separated by elas- 
tomer spacers (Gerber et al., 1986). Recent 
calculations have found that optimum per- 
formance can be obtained by using a few 
stacked plates for STM mounting with soft 
suspension of the entire chamber (Schmid 
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Figure 34. Amplitude trans- 
fer functions for: (a) cham- 
ber supported by a pneu- 
matic suspension system; 
(b) chamber supported by a 
spring (with damping); (c) 
STM supported on a three- 
stage stack in a pneumati- 
cally supported chamber 
(not illustrated); (d) tip- 
sample distance of STM 
with resonance frequency 
of - 3 kHz (Schmid and 
Varga, 1992). 

and Varga, 1992). Figure 34 depicts ampli- 
tude transfer functions for a chamber sup- 
ported by (a) a pneumatic suspension sys- 
tem or (b) a spring suspension system with 
damping and incorporating realistic values 
of spring constants and damping coeffi- 
cients. It is seen that the spring suspension 
has a higher frequency but higher ampli- 
tude resonance with a steeper high fre- 
quency roll-off than the pneumatic system. 
However, the pneumatic system is more 
practical. When the STM is supported on 
a three-stage stack (c) in a chamber sus- 
pended by pneumatic legs, the high-fre- 
quency roll-off is greatly enhanced. Fur- 
thermore, if the STM with resonance is at - 3 kHz, the reduction in coupling to the 
tunneling gap over the entire frequency 
range is approximately six order of magni- 
tude or better, as shown in curve (d). 

An alternative method of damping in- 
volves suspending the STM from coil 
springs and using an eddy-current damp- 
ing system, as depicted in Fig. 35 (Okano 
et al., 1987). This two-stage caged system 
involves hanging a middle frame (11) from 
the base frame (I), which may be the cham- 
ber possibly sitting on a pneumatic suspen- 
sion, by three springs. The exterior frame 

(111) is likewise supported by three springs 
attached to 11. Each coil spring end is ter- 
minated by an elastomer ring. One eddy 
current damper is shown; it consists of 
copper blocks (IV) and (VI) surrounding a 
permanent magnet. These dampers attenu- 
ate vertical and rotational motion of the 
suspension. The transfer function for this 
suspension system, calculated and then 
compared experimentally using a vibration 
transducer and an acceleration sensor, is 
shown in Fig. 35 B. Without damping, 
there are two main resonances at - 2 Hz 
and - 5 Hz and an acoustic noise peak at - 50 Hz. The inset shows the vibration of 
the set-up as a result of mechanical shock. 
Introducing damping suppresses all the vi- 
brational features, and shocks are rapidly 
damped. 

2.3.4 Electronics 

Figure 36 depicts a typical schematic di- 
agram of analog control electronics for 
STM operation. Note that in this diagram 
(Kuk and Silverman, 1989) there are two 
z-piezoactuators - one microcomputer- 
controlled and one feedback-controlled. 
Scanning is accomplished by microcom- 
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I puter-controlled digital-to-analog convert- 
1 ers (DACs) operating high voltage preamps 

connected to the x (DAC2) and y (DAC3) 
piezoactuators while the z piezoactuator 
(DAC4) sets a coarse z-position. For sin- 

U 

gle-tube piezo scanners operated in the 
bipolar mode, the z-bias is connected to 
the inner cylinder while the i- V, and k V, 
are applied to opposite quarters of the 
outer type. The tip is biased by a variable 
voltage which is also microcomputer-con- 
trolled (DAC1); it is important that the tip 
be shielded from both leakage currents and 
capacitive coupling to the modulated piezo 
biases. The tunneling current is monitored 
through the sample, which is connected to 
a current preamplifier. Information passes 
to the microcomputer through analog-to- 
digital converters (ADCs). 

Three modes of operation can be distin- 
guished - constant height, constant current 
and spectroscopic. In the constant height 
mode, the tip-sample distance is set and 
the tip is scanned while the microcomputer 
acquires tunneling current as a function of 
position through the current ADC. In the 
constant current mode, the preamplifier sig- 

0 10 20 30 40 50 nal is passed through a logarithmic ampli- 
fier to linearize tunnel current and tip- 
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Figure 35. (A) STM suspended by coil springs with 
eddy-current damping in a two-stage caged system. 
The calculated transfer function is compared with ex- 
periment (B): (a) without damping; (b) with damping. 
The oscilloscope traces show the response of the sus- 
pension system to externally-applied shock (Okano 
et al., 1987). 

sample separation (i.e., log I cc s) and this 
signal is compared with a voltage related 
to the desired tunneling current (demand- 
ing current or reference current) using a 
comparator. The error signal generated by 
the feedback circuit is processed through 
both a proportional amplifier and an inte- 
grating amplifier and then passed through 
a high-voltage amplifier to correct the tip 
position to obtain the desired tunneling 
current. This error signal is likewise read 
by the microcomputer (tip position, ADC) 
and is directly translated to the height. 

Analog feedback has often been used in 
STM control systems, but digital feedback 
has recently been introduced in several in- 
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Figure 36. Schematic 
diagram of STM control 
electronics illustrating cir- 
cuits for constant-current, 
constant-height, or spectro- 
scopic modes (Kuk and 
Silverman, 1989). 

struments. In studying the details of the 
feedback system, including the electronics 
and piezoactuators, the response of the 
scanners introduces an inherent time delay 
in the circuit that must be addressed. In 
practice, the feedback loop is operated 
with the maximum response which does 
not cause the system to oscillate; variable 
RC filtering, which introduces an addi- 
tional phase shift, is used to prevent insta- 
bilities due to sudden changes in tip cur- 
rent due to irregularities in the surface or 
externally-introduced shock. Operating 
with too high a time constant limits the 
feedback response, resulting in unaccept- 
able smoothing of the surface image. 

Several spectroscopic modes exist that 
utilize a sample- hold to open the feedback 
loop during I- I/ measurements. While 
sampling, the height is set at a desired tip- 
sample bias and tunneling current; then, 
while the height is held fixed, the bias is 
scanned and the current versus bias is 
recorded through the current ADC. Thus 
an image and a spectrum are obtained for 
various positions. 

Combining lock-in techniques with the 
STM electronics can significantly reduce 
noise (Abraham et al., 1988), and such 
techniques are commonly used in non-con- 
tact AFM systems, as will be discussed in 
the next section. Briefly, a dither voltage is 
placed on the z-piezo to oscillate the tip in 
and out at a specific frequency. The lock-in 
synchronously detects the signal, reducing 
contributions from unwanted noise with 
frequency components spanning the rest of 
the spectrum. 

Progressively increasing speeds in com- 
munication between microcomputers and 
instrumentation have allowed the intro- 
duction of real-time digital feedback and 
digital signal processing for STM applica- 
tions. Digital feedback control is advanta- 
geous since it permits a complex signal 
processing algorithm to be implemented in 
the software. For example, one such system 
contains two software control modules 
(Morgan and Stupian, 1991). One module 
emulates the logarithmic amplifier using a 
look-up table to linearize the tip-sample 
distance versus the current relation. The 
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second module is a proportional-integral- 
differential controller, which allows the 
gain and the feedback loop parameters to 
be adjusted during a scan to achieve opti- 
mum operation, depending on tip and sur- 
face conditions. 

2.3.5 Microcomputer Control 

Figure 37 shows a microcomputer- 
based STM workstation for data acquisi- 
tion and image processing. Control is im- 
plemented by a microcomputer and soft- 
ware operating DACs, ADCs, and video 
peripherals and driving various image 
analysis and spectral analysis routines. 
Typically, all control functions are con- 
trolled from the keyboard, and images are 
displayed during acquisition. After acquisi- 
tion, several functions are generally avail- 
able to noise-filter, analyze, and portray 
data in the form of topographic and spec- 
troscopic images and atomically resolved 
spectra. 

2.4 Semiconductor Surfaces 

2.4.1 Si(ll1) 

Si(lll)-7 x 7 - Atom-Scale Topography 
and Spectroscopy 

The use of STM to solve the geometric 
structure (Binnig et al., 1983) and the elec- 
tronic structure (Hamers et al., 1986) of the 

Shear-mode 

Mouse 
circuit 

1 
Microcomputer 

Si(ll1)-(7 x 7) reconstruction has briefly 
been discussed in Sect. 2.2. Such work 
added crucial detail to support the dimer- 
adatom-stacking-fault (DAS) model pro- 
posed independently, based on an electron 
microscopy analysis (Takayanagi et al., 
1985). Total energy calculations further 
supporting the DAS model have recently 
been reported (Brommer et al., 1992; Stich 
et al., 1992). Other Si( 1 1  1) structures exist, 
most notably the (2 x 1) which represents a 
doubly periodic superstructure in one di- 
rection, while the (7 x 7), the stable recon- 
structed phase, is sevenfold-periodic along 
both principle axes spanning 49 surface 
unit cells. In addition, (5 x 5) and (9 x 9) 
reconstructions have been observed 
(Becker et al., 1986; Becker et al., 1989; 
Feenstra and Lutz, 1990; Feenstra and 
Lutz, 1991 a). 

The first in vacuo experiment of Binnig 
and Rohrer unambiguously showed that 
the (7 x 7) structure comprises an array of 
12 Si adatoms, which were found to be 
arranged locally in a 2 x 2 structure, nine 
dimers on the sides of triangular sub- 
units of the 7 x 7 unit cell, and a stacking 
fault layer (Takayanagi et al., 1985). These 
STM topographic images, shown in 
Fig. 12 a, are line scans recorded on a chart 
recorder with v = 2 . 9 V .  The measured 
rhombohedra1 unit cell diagonals of 
46 x 29 8, bounded by deep corner holes 

Bias 
circuit 

Figure 37. Microcomputer-based STM 
workstation with video accessories as pe- 
ripherals (Iwatsuki and Kitamura, 1990). DC source 
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encompass twelve maxima. Since tunnel- 
ing mainly involves dangling bonds pro- 
truding into the vacuum, a model incorpo- 
rating twelve adatoms was supported. 
That is, the twelve maxima are from three- 
fold-coordinated Si adatoms with empty 
sites at the corners (corner holes). The “rest 
atoms”, atoms in the next layer with un- 
satisfied dangling bonds, were not imaged 
at this bias. In addition to verifying an 
adatom model, a displacement of the 
adatom structure with respect to the un- 
derlying surface by - 2 %, for half of the 
unit cell was observed for positive sample 
bias (unoccupied states) due to the stacking 
fault. 

Further details of the reconstruction 
were explained by subsequent studies us- 
ing spectroscopic imaging (Becker et al., 
1985b) and CITS (Hamers et al., 1986~). 
As noted in Sect. 2.2, such studies re- 
presented the first demonstration of the 
need for combined spectroscopic and topo- 
graphic imaging as a means to explain 
STM images. Figure 21 presented CITS 
images at three bias voltages mapping oc- 
cupied states. A more complete set of CITS 
images is displayed in Fig. 38, show- 
ing that the adatoms have both occupied 
and unoccupied character ( - 0.35 eV and 
0.50 eV). The 0.35 eV state gives rise to the 
faulted/unfaulted asymmetry typically ob- 
served in unoccupied state images. An- 
other unoccupied state appears between 
the adatoms with different onset energies 
for the faulted and unfaulted halves. 

Si(lll)-2 x 1 - Structure, Spectroscopy, 
and Local Defect Structure 

An analysis of the Si(ll1)-2 x 1 recon- 
struction on cleaved Si(l11) samples 
(Feenstra et al., 1986) supported the pro- 
posed n-bonded chain structural model 
(Pandey, 198 1; Pandey, 1982) of this recon- 
struction. In the 2 x 1 reconstruction, occu- 
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Figure 38. CITS images of the Si (1 11)-7 x 7 surface 
with the feedback loop at V, = - 2 V. Images 
are shown at the following biases: (A) +0.15 V, 
(B) +0.25 V, (C) +0.65 V, (D) +0.75 V, (E) +0.95 V, 
(F) + l .55V,  (G) +2.0V, (H) -O.lSV, (I) -0.25V, 
(J) -0.65 V, (K) -0.75 V, (L) -0.95 V, (M) -1.55 V, 
(N) -2.0 V (Hamers et al., 1986b). 

pied and unoccupied surface states around 
the surface Brillouin zone (SBZ) boundary 
are separated by - 0.4 eV, while states at 
the SBZ center mix with the bulk bands. 
The existence of states within the gap pro- 
vided the contrast for surface images of 
the n-bonded chains shown in Fig. 39. 
Long atomic rows along [Oli], separated 
by 6.9 %,, are observed to coexist with dis- 
ordered regions where the rows merge and 
hillocks are observed. This spacing is con- 
sistent with delocalized n-derived bands 
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Figure 39. (A) STM image of cleaved Si(ll1) surface 
acquired with V, = -0.6 V. 2 x 1 n-bonded chains are 
observed on the left side and a disordered region is 
seen on the right side. (B) Expected corrugation for 
tunneling into and out of surface states of the (a) 
buckled model and (b) n-bonded chain with experi- 
mental results (c) that indicate sample biases switched 
to +0.8 V (+) and to -0.8 V (-) on successive scans 
(Feenstra et al., 1986). 

along the chains. Line scans across the 
chains produced a measured corrugation 
amplitude of 0.54 8, and the in-phase cor- 
rugation for both polarities is also consis- 
tent with the n;-bonded chain model. Sub- 
sequent spectroscopic measurements of 
the 2 x 1 surface were performed (Stroscio 
et al., 1986). The surface states with max- 
ima at the zone-center (k 0.2 eV) and at 
the zone edge (k 1.2 eV) were observed in 
(dI/dV)/(I/V) spectra obtained at various 
heights above the surface chains. Differ- 
ences in the electronic structure due to 
structural defects were also observed 
(Feenstra et al., 1986). For biases below 
those used to image the ordered 2 x  1 
structure, the hillocks were clearly imaged, 
indicating disorder-induced modification 
of the electronic structure; these observa- 

C) 

2 r\ 

tions supported results of EELS measure- 
ments of the 2 x 1 surface band gap (Di- 
Nardo et al., 1985). 

Phase Transitions Between 
Si ( 1 1 1 )  Structures 

The kinetics of phase transitions be- 
tween ordered reconstructions on Si(l11) 
up to the high temperature (1 x 1)  structure 
have been obtained by temperature-depen- 
dent STM (Feenstra and Lutz, 1991 a; Ki- 
tamura et al., 1991; Miki et al., 1992; Hi- 
bin0 et al., 1993). Similar measurements on 
Ge(ll1) have also been reported (Feenstra 
et al., 1991). 

In an analysis of the time- and tempera- 
ture-dependence of the (2 x 1) =+- (5 x 5), 
(7 x 7) reconstructions on an STM de- 
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signed to operate at temperatures up to 
-400°C (Feenstra and Lutz, 1991a), it 
was found that the process is temporally 
nonlinear for T I 330 “C. This is due to the 
fact that the transition is dominated by the 
number of surface adatoms available; at - 320”C, only an initial conversion to an 
adatom-covered 1 x 1 surface is required to 
make the adatoms available (another 
source of adatoms at low temperatures is 
at 2 x 1 domain boundaries). At - 330”C, 
the surface orders into the (5x5)  and 
(7 x 7) by creating DAS structures, thereby 
liberating more atoms for further growth, 
as shown in Fig. 40. In this image, mono- 
layer-deep “holes” also appear; these are 
additional sources of adatoms. Above - 330”C, (5 x 5) structures predominate 
with some (7 x 7) structures, forming with- 
out the adatom-covered 1 x 1 intermediate. 
Ordered 5 x 5 “fingers” extending along 
the [OlT] direction and nucleating around 
domain boundaries of the original (2 x 1) 
coexist with monolayer-deep “holes”. Here 

Figure 40. STM image of the Si(ll1) surface annealed 
at 330°C for 900 s. (2 x l), (5 x 9, and (7 x 7) domains 
are seen with monolayer-deep holes containing (5 x 5) 
and (7 x 7) structures (Feenstra and Lutz, 1991 a). 

the kinetics make it possible to form the 
structures so long as the number of atoms 
is conserved. In particular, the (7 x 7) is not 
favored because of a deficiency of adatoms; 
the 2 x 1 and 5 x 5 contain the same num- 
ber of atoms while the 7 x 7 contains 4% 
more atoms. 

The formation of the (7x7)  from the 
high-temperature (1 x 1)  has been imaged 
with a new UHV microscope capable of 
stable operation above 900°C (Iwatsuki 
and Kitamura, 1990). Figure 41 begins 
with a current image acquired at 880°C. 
Due to the response of the feedback mech- 
anism to avoid tip crashes at steps, steps 
bands appear dark if the left-hand terrace 
is higher than the right-hand terrace and 
appear light in the opposite circumstance. 
Lowering the temperature to 860°C results 
in completion of the (7 x 7) on the upper 
side of the step. The atoms appear to be in 
motion near the lower side of the step be- 
cause the step itself is still in motion. At 
840”C, the entire surface is covered with 
the (7 x 7) and the step is aligned along the 
direction of the (7 x 7) unit cell, along [Oli]. 
Time-resolved images of the (7 x 7) - (1 x 1)  
transition obtained at constant tempera- 
ture, acquired approximately every 17 s 
(Miki et al., 1992) in this range of tempera- 
tures, indicate nucleation of the (7 x7)  
from step edges with fluctuations in the 
domain boundaries reduced as the temper- 
ature is lowered. The [Ti21 steps straighten 
as the (7 x 7) domain forms, because the 
unfaulted half of the unit cell is lower in 
energy that the faulted half. This leads to 
an equilateral triangular shape to the 
(7 x 7) domains bounded by unfaulted tri- 
angles. 

On vicinal Si( 1 1  1 )  surfaces misoriented 
to [ 1 121, slender (1 11)  facets containing a 
few (7 x 7) unit cells nucleate; these widen 
in quanta of the (7 x 7) unit cell width as 
the temperature is lowered (Hibino et al., 
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1993). These are separated by step 
bunches, which below 700 "C are trans- 
formed into (12 x 1) reconstructed (331) 
facets that coexist with the (1 11) facets 
which now contain both ( 5  x 5 )  and (7 x 7) 
structures. The ( 5  x 5 )  is more stable under 
compressive stress which might occur due 
to the presence of the steps. 

2.4.2 Si(100) 

Si(100)-2xI 

The Si(100) surface is the technological- 
ly-important Si substrate material for mi- 
croelectronics device fabrication. On a flat 
surface, locally-ordered 2 x 1 domains exist 
separated by monoatomic steps which pro- 
duce a 90" rotation between them. Thus 
diffraction techniques such as LEED aver- 
age over both domains. In addition, aver- 
aging techniques are less sensitive to the 
lack of atomic-scale structural homogene- 
ity that may exist to a large degree, de- 
pending on surface preparation. Vicinal 
surfaces provide a means to obtain a dom- 

Figure 41. STM images of an annealed 
Si(ll1) surface showing the formation of 
the (7 x 7) from the high-temperature 
(1 x 1) structure. (a) 100 nm x 100 nrn 
constant current image acquired at  
880°C; (b)-(d) current images acquired 
at 880°C (50 nm x 50 nm), 860°C 
(100 nm x 100 nm), and 840°C 
(100 nm x 100 nm), respectively (Kita- 
mura et al., 1991). 

inance of one orientation and, varying the 
miscut angle and off-axis direction, is a 
means to study terrace-step structures 
(Wierenga et al., 1987) and analyze kink- 
step energetics (Swartzentruber et al., 
1990). 

In the late 1970s, theoretical calculations 
and experimental observations of the elec- 
tronic structure deduced that the recon- 
struction consisted of an ordered arrange- 
ment of Si surface dimers, which form to 
reduce the number of dangling bonds 
(Chadi, 1979). A further lowering of energy 
was predicted if an ordered (tilted) array of 
asymmetric dimers form since symmetric 
dimers should be unstable with respect to 
a Peierls distortion. This would render the 
surface non-metallic, as observed by STS 
(Hamers et al., 1986 b) and other spectro- 
scopies. 

The first STM images of this surface 
(Hamers et al., 1986b) directly confirmed 
that dimers are the basic building blocks of 
the reconstruction, as seen in Fig. 42. Bias- 
dependent images showed that the occu- 
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Figure 42. Occupied state topographic image of 
Si(OO1)-2 x 1 (Hamers et al., 1986b). 

pied state density is between the dimer 
atoms, while the unoccupied states are lo- 
calized away from the dimer, as seen in Fig. 
22. STM indicates that, in the absence of 
defects, symmetric dimers compose the ter- 
race structures; near defects, however, a 
clear asymmetry is apparent. In Fig. 42, 
row 1 1  is a defect-free dimer row; several 
missing-dimer defects exist in other rows 
(e.g., row 9). Sometimes around such de- 
fects, the dimer rows appear as zigzag 
structures forming superstructures, which 

suggests that a correlated tilting of the 
dimers occurs due to dimer-dimer inter- 
actions. 

At low temperature, LEED has pro- 
vided evidence of higher-order structures 
with an order -disorder transition occur- 
ring at 220 K (Tabata et al., 1987). Ruling 
out tip-induced surface distortions (Huang 
and Allen, 1992), the negative observations 
of asymmetry in defect-free regions with 
room temperature STM led to the specula- 
tion that the dimers are oscillating between 
two tilted configurations and that, on the 
timescale of the STM measurement, these 
average to form a symmetric image (Ha- 
mers et al., 1986 b). Molecular dynamics 
simulations supported the picture of dimer 
oscillations within the time scale of the 
STM measurement (Gryko and Allen, 
1992). At 300 K, the dimers switch between 
left-asymmetric / symmetric / right-asym- 
metric configurations and this switching is 
quenched at 200 K. A significant low tem- 
perature (120 K) STM study of the Si(100) 
surface confirmed this model (Wolkow, 
1992). The image in Fig. 43 shows that an 
increased number of buckled-dimer do- 
mains occur on defect-free regions at 
120 K. Some defects pin dimers into buck- 
led configurations to inhibit good ordering 
due to strain effects. Explaining the low 
temperature observations requires adopt- 
ing a double-well asymmetric potential, 
which further explains the non-metallic na- 
ture of this surface. 

Figure 43. 200 8, x 200 8, image of Si(OO1) 
acquired at low temperature (120 K) with 
V, = 2 V. Domain boundaries are marked 
in the right panel (Wolkow, 1992). 
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Initial Stages of Epitaxial Growth 

Molecular beam epitaxy is an estab- 
lished method for obtaining atomically- 
perfect semiconductor interfaces. Observ- 
ing the initial stages of growth at the 
atomic level under various processing con- 
ditions provides a means to directly deter- 
mine nucleation and growth processes. 
Homoepitaxial growth of Si on Si(OO1) was 
one of the first examples in which the 
growth kinetics were related to the ulti- 
mate equilibrium structures (Mo et al., 
1989). Si deposition to sub-monolayer cov- 
erages was performed at sample tempera- 
tures between 300K and 500K. In this 
regime, Si on Si(OO1) exhibits anisotropic 
islands, as shown in Fig. 44. Ordering for 
such a system containing two coexisting 
phases (islands and 2D vapor) involves nu- 
cleation, growth, and coarsening, and is ul- 
timately controlled by differences in 
boundary free energies between islands of 
various sizes and shapes. An immediate 
possibility to explain the observed aniso- 
tropic island shapes is to assume an aniso- 
tropic diffusion coefficient. This is likely 
because the substrate surface, consisting of 
dimer rows, is itself anisotropic. Another 
possibility is an anisotropic bond energy to 
the island boundaries. Modeling aniso- 
tropic diffusion coefficients, however, led 
to a negative prediction for island shape 
anisotropy; this is consistent with the addi- 
tional observation that annealing made all 
the islands more isotropic with an equilib- 
rium shape anisotropy of - 3. Modeling 
the accommodation coefficient at the side 
of a growing dimer chain to be consider- 
ably less ( -  0.1) than at the chain end led 
to the observed island shape anisotropy. 

Further questions arise as to the diffu- 
sion coefficient of Si on Si(OO1) and the 
effect of steps on the growth process. Re- 
garding the latter, it was observed that the 

(b) 
Figure 44. (a) 230 8, x 230 8, topographic image of 
0.005 ML Si deposited at 475 K on Si(001). (b) Island 
shapes become more rounded with less anisotropy 
after annealing at - 600 K for - 120 s (Mo et al., 
1989). 

atoms do not attach at steps to form a 
single-height step but immediately form 
double-height steps (Mo et al., 1990 b). 
This effect implies that the diffusion coeffi- 
cient across steps is rather high. The dif- 
fusion coeficient, D, was measured (Mo, 
1991) by statistically analyzing the number 
density of islands during deposition within 
a model relating D to island formation. If D 
is large, there is a greater chance for the 
growth of exsting islands, while if D is 
small, there is a higher probability to nu- 
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cleate new islands. Using anisotropic 
bonding as before and a diffusion an- 
isotropy of 1000 (Mo, 1991), the value of D 
was found to be 0.67 eV with a pre-factor 
of - cm2/s. 

Heteroepitaxial growth was studied in 
STM measurements of Ge on Si(OO1) (Mo 
et al., 1990). Ge growth on Si(OO1) follows 
the Stranski- Krastanov process in which 
the deposited material wets the surface 
forming a strained layer [ - 3 atomic layers 
for Ge/Si(OOl)]; when the surface energy of 
the strained layer becomes sufficiently low, 
three-dimensional (3 D) clusters begin to 
form. It was found that the kinetics of 3D 
cluster formation proceeds via small inter- 
mediate (105) Ge facets that form on the 
strained layer. These clusters promote the 
accommodation of arriving atoms better 
than direct nucleation of new 3D clusters. 

2.4.3 GaAs(ll0) 

Understanding the surface properties of 
111 - V compound semiconductor surfaces 
and interfaces is important for new device 
applications. Since the surface and inter- 
face properties of such compounds as 
GaAs are typically rather different from Si, 
STM studies of these materials have led to 
novel results directly related to the nature 
of the surfaces of compound semiconduc- 
tors. In Sect. 1, it was noted that voltage- 
dependent imaging of GaAs(ll0) is the 
prototype system to demonstrate the abil- 
ity of STM to directly relate geometric and 
electronic structure. Chemical identifica- 
tion using valence band structure is typi- 
cally difficult, but surface chemical analysis 
is surprisingly straightforward since the 
anion and cation species can be differenti- 
ated by comparing images acquired with 
opposite polarities (Feenstra et al., 1987 b). 
In Fig. 4, boxes locate identical regions for 
which images with V, = - 1.9 V probe un- 

occupied states and V, = + 1.9 V probe oc- 
cupied states. It is immediately apparent 
that (1) the images are displaced from each 
other both along [OOT] and along [IT01 and 
(2) the shapes of individual features for op- 
posite polarities are different. The localiza- 
tion of electrons (occupied states) about 
the As atoms and the localization of an 
empty orbital about the Ga atoms explains 
the lateral difference in the images. The 
separation in energy between the surface 
states reflects changes in the surface struc- 
ture caused by the surface electronic struc- 
ture. The detailed electronic structure was 
used to analyze the clean surface lattice 
relaxation. It was confirmed that the Ga- 
As rows are rotated by -28" driving the 
surface bond hybridization towards a (pla- 
nar) sp2 configuration to lower the surface 
energy. 

2.4.4 Photoinduced Processes 

Semiconductor substrates are usually 
rather highly doped so as to provide suf€i- 
cient room temperature conductivity for 
STM imaging without inducing a voltage 
drop across the substrate. Inducing ther- 
mally-stimulated carriers by heating the 
sample has been demonstrated as one 
means to increase the number of carriers 
for tunneling (Binnig, 1985). Illuminating 
the sample to form a photoconductive top 
layer was demonstrated as an alternative 
method to permit imaging of samples of 
low conductivity (van de Walle et al., 1987). 
In this study, an HeNe laser and a halogen 
lamp permitted imaging of a semi-insulat- 
ing (e x 7 x lo' R cm) GaAs wafer and was 
presented as a means to image other insu- 
lators with STM. 

Optical illumination in combination 
with STM has also been used to study ex- 
cited carrier relaxation on the nanoscale 
(Hamers and Cahill, 1990; Hamers and 



Markert, 1990). Under DC illumination, it 
is possible to measure a voltage created 
across the space-charge region by optical- 
ly-created electron - hole pairs which form 
a non-equilibrium charge distribution. In 
one study on an Si(l11)-(7 x 7) surface, this 
local surface photovoltage (SPV) was mea- 
sured as a function of illumination inten- 
sity and position with the STM operating 
in a potentiometry mode (Hamers and 
Markert, 1990). The images showed that 
defects decrease the SPV in a region - 25 8, in diameter. In these regions, the 
model developed suggested a recombina- 
tion rate approximately four times higher 
in the defect region than in the ordered 
(7 x 7) surface. A time-resolved study of 
carrier lifetimes on an Si(lll)-(7 x 7) sur- 
face was performed using a picosecond la- 
ser pump and the STM as a synchronous 
probe operated in a scanning capacitance 
arrangement (Hamers and Cahill, 1990). 
The time dependence of the SPV, as shown 
in Fig.45 was fit in terms of a simple 
model, where the SPV decay is T = Z D  

. exp { - e [ S P V ( t ) ] / ( k T ) } ,  the value of T D  

deduced from the data was -1 ps. 
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Figure 45. Time-dependence of surface photovoltage 
as a function of delay time between optical pulses 
(Hamers and Cahill, 1990). 
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2.5 Metal- Semiconductor Interfaces 

Several aspects of advanced microelec- 
tronics device technology require an un- 
derstanding of the structure and electronic 
properties of metal-semiconductor con- 
tacts in atomistic detail. This assertion is 
justified by the demonstration that the 
Schottky-barrier heights are intimately re- 
lated to the structural details at abrupt epi- 
taxial interfaces (Tung, 1984; Heslinga 
et al., 1990); these observations differ 
markedly from the classical theory of 
Schottky-barrier formation (Schottky, 
1938; Schottky, 1940). Ulimately con- 
trolling metal film growth requires the con- 
trol of chemistry, i.e. avoiding undesirable 
compound formation, and growth kinetics, 
to achieve epitaxial structures. 

Development of the macroscopic metal ~ 

semiconductor interface, with its corre- 
sponding electronic properties, begins with 
sub-monolayer coverages of metal atoms, 
passes through the process of metalliza- 
tion, and continues to the development of 
a multilayer film, which may exhibit a rec- 
tifying or an ohmic behavior. Metal films 
typically do not grow epitaxially layer-by- 
layer (Frank-van der Merwe) on semicon- 
ductor surfaces due to the surface kinetics 
at the substrate temperatures at which de- 
position is typically performed. Two alter- 
nate growth modes are Stranski-Kras- 
tanov, involving the initial formation of a 
monolayer followed by 3D island (cluster) 
growth, or Volmer- Weber, involving only 
3D island growth. STM can be used to 
measure the morphology of the surface in 
multilayer regime and island sizes and 
their distributions directly under various 
processing conditions. Metallic islands 
formed on a semiconducting surface are 
expected to undergo an insulator -+ metal 
transition at some critical three-dimen- 
sional size, and the transition can be char- 
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acterized by STS. To assess metallic behav- 
ior by detection of electronic states at E,, 
i.e. under zero-bias conditions, the spectro- 
scopic dynamic range can be enhanced by 
taking current images at several sample- 
tip separations (Feenstra, 1989) or by ad- 
vancing the probe tip towards the sample 
during a voltage sweep (Feenstra and 
Mirtensson, 1988). 

One fundamental aspect of this problem, 
with roots in surface science, involves the 
evolution of the metal-semiconductor in- 
terface in its initial stages. Thin film science 
takes over in the sub-monolayer to few- 
layer regime, where imaging provides input 
into growth processes, and spectroscopy 
can elucidate the chemical bonding inter- 
actions as well as the evolution of elec- 
tronic properties. Finally, when the macro- 
scopic thin film is complete, the relation 
between the electronic properties of the ini- 
tial interface and that of the final metal- 
semiconductor junction may depend 
strongly on the unique properties of the 
buried interface. Cases in which STM has 
been employed to study metal-semicon- 
ductor interfaces in these regimes are dis- 
cussed below. 

2.5.1 Alkali-Metal- Semiconductor 
Interfaces 

Alkali-metal - semiconductor interfaces 
have been studied extensively as model 
metal-semiconductor systems, because 
the electronic structure of an alkali-metal 
atom is simple, chemical reactivity with the 
substrate is typically small, and a variety of 
ordered structures may exist in the first 
monolayer of growth. For example, STM 
studies indicated that Cs grows in one-di- 
mensional chain structures on 111-V(110) 
surfaces for very low coverages (< 0.2 ML). 
This suggests the fascinating possibility of 
atom-thick lines, or “atomic wires”. STS, 

however, found these structures to be in- 
sulating, but close-packed structures at 
higher coverages appeared to approach 
metallic behavior. In order to understand 
these observations, the dimensionality of 
the structure and the local density must be 
considered. 

Figure46A shows that the 1D struc- 
tures at - 0.2 ML consist of well-separat- 
ed atomic Cs rows arranged in zigzag 
structures on GaAs(ll0) (Whitman et al., 
1991 a, c); similar structures were observed 
on InSb(ll0) (Whitman et al., 1991 c). The 
classical picture of electron transfer be- 
tween alkali-metal atoms and the substrate 
would predict ionic bonding and repulsive 
adsorbate-adsorbate interactions. How- 
ever, this scenario is unlikely because the 
STM image indicates that anisotropic at- 
tractive interactions between Cs atoms in- 
duce the formation of Cs rows at the lowest 
coverages. As the coverage increases, triple 
chains that form local c (2 x 2) structures, 
and the room temperature saturated 
monolayer results in the formation of local 
c (4 x 4) structures. Although poor long- 
range order causes diffraction measure- 
ments to be insensitive to local structure, 
STM revealed that the c(4 x 4) structures 
are 5-atom Cs crystallites that correspond 
to the surface structure of Cs(ll0). Elec- 
tron counting dictates that these structures 
should be metallic in a single-particle pic- 
ture. In fact, at room-temperature satura- 
tion coverage, the packing density ap- 
proaches that of metallic Cs. As shown in 
Fig. 46 B, the zero-bias conductivity indi- 
cates that the lower coverage structures are 
actually non-metallic, although the gap 
has narrowed. These results are consistent 
with recent studies of the spatially-aver- 
aged electronic excitation spectra under 
similar conditions, which show that the 
Cs/GaAs(llO) interface is non-metallic 
due to many-body effects in the ultrathin 
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Figure46. (A) STM image of one-dimensional Cs 
structure and of the c (2 x 2) structure at higher Cs 
coverage on GaAs(l10). (B) STS spectra for these 
regimes (Whitman et al., 1991 a). 

overlayer. Further spectroscopic measure- 
ments on this system at room temperature 
indicated metallization when (three-di- 
mensional) bilayers formed at higher cov- 
erages. On the basis of electron energy loss 
measurements there is some disagreement 
as to whether a gap still exists so that these 

structures would be non-metallic at zero 
temperature (DiNardo et al., 1990; Weiter- 
ing et al., 1993a). 

2.5.2 Growth of Trivalent Metals 
on Si(OO1) 

LEED and RHEED (reflective high-en- 
ergy electron diffraction) studies have 
found that Al, Ga, and In form similar cov- 
erage-dependent series of ordered struc- 
tures on the Si(001)2xl surface (Knall 
et al., 1986; Bourgiugnon et al., 1988 a, b; 
Ide et al., 1989). Subsequent STM studies 
have provided details of these structures in 
the sub-monolayer regime (Baski et al., 
1990; Baski et al., 1991; Nogami et al., 
1991). Taking Al/Si(001) as an example, 
around room temperature an epitaxial 
2 x 2 structure forms at 0.5 ML; this is pre- 
ceded by the growth of one-dimensional A1 
structures (Ide et al., 1989). The local struc- 
ture comprising these overlayers repre- 
sents A1 ad-dimers which form in a direc- 
tion orthogonal to the clean Si(OO1)-2 x 1 
surface dimers (Nogami et al., 1991). Occu- 
pied state STM images shown in Fig. 47 
illustrate the evolution of these ad-dimer 
chains from 0.1 ML to 0.5 ML. Bias-de- 
pendent images at 0.4 ML are also shown 
in Fig. 47. Unfortunately, since individual 
A1 atoms could not be identified, due in 
large part to the complexity of the valence 
structure, the sites of A1 on the Si surface 
were not unambiguously resolved. Beyond 
0.5 ML, the first layer is saturated and A1 
clusters begin to form in a second layer in 
a Stranski-Krastanov growth mode. 

Recent calculations illustrate the mecha- 
nism for symmetric ad-dimer formation 
(Brocks et al., 1993) and account for the 
bias-dependent images observed. Single A1 
atoms, which are not observed on the sur- 
face, are free to diffuse in any direction at 
room temperature with a small energy 
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Figure 47. (A) STM images showing the evolution of 
the AI/Si(001) interface at submonolayer coverages: 
(a) 0.1 ML, (b) 0.2 ML, (c) 0.3 ML, (d) 0.4 ML. (B) 
Images of 0.4 ML Al-covered surface acquired with 
(a) r/; = -2 V and (b) r/; = + 2  V (Nogami et al., 1991). 

minimum at the symmetric hollow site be- 
tween two pairs of Si dimers. Adding a 
second A1 atom on the surface results in 
the formation of a parallel ad-dimer be- 
tween the substrate surface dimers without 
disruption, as shown in Fig. 47 and in 
agreement with previous calculations 
(Northrup et al., 1991). This configuration 
is preferred over ad-dimer configurations, 
either between the Si dimers and rotated 
by 90°, or forced to reside in the Si dimer 
rows, because favorable bond angles with 
minimal strain are possible. This provides 
a natural mechanism for the formation of 
the observed dimer chains oriented per- 
pendicular to the clean surface dimer rows. 
A third adatom preferentially binds at a 
reactive site located next to the existing A1 

dimer and situated energetically near E,. A 
fourth A1 atom achieves a minimum energy 
configuration by forming a second dimer. 
This process may be viewed as a surface 
polymerization reaction (Brocks et al., 
1993). Electronically, the ad-dimer inter- 
acts with the n and n* states of the clean 
Si(OO1) dimers. The occupied local density 
of states near E ,  is localized near the Si 
atoms that have reacted with Al, as shown 
in Fig. 47. This represents remnants of the 
disrupted, but not broken, n bond of the 
clean surface. In the empty state image, the 
unoccupied dangling bond states of A1 are 
expected to appear between the Si dimers. 
This model is in qualitative agreement with 
experimental observations (Nogami et al., 
1991). It is also expected that, as the cover- 
age is increased, repulsive interactions will 
create dimer rows with p ( 2  x n )  periodicity. 

2.5.3 Ambiguities 
in Structural Determinations 

The exclusive use of STM as an imaging 
or even as a spectroscopic probe in order 
to obtain direct structural information 
must be done with care, especially in 
metal-semiconductor systems. There are 
examples in the literature where contro- 
versy has developed around the interpreta- 
tion of STM images to obtain structural 
models for metal-semiconductor systems. 
Since the valence structure which is probed 
is likely to change dramatically as the 
metal-semiconductor interface develops 
good insight into the evolution of local 
electronic structure from theoretical calcu- 
lations as well as element-specific probes 
[e.g., Auger, X-ray photoelectron spectros- 
copy (XPS), Rutherford backscattering 
(RBS)] to provide absolute and relative 
coverages, and structural probes extending 
beneath the top layer, are crucial to couple 
with STM data. Recently, sophisticated 
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theoretical calculations have made great 
progress in testing various structural mod- 
els to provide simulated STM images. 

We briefly consider the Ag/Si(l11)- 
J? x ,,h and the Na/Si(lll)-3 x 1 sys- 
tems as examples where complementary 
techniques and high-quality theory have 
been required to provide a fully consistent 
interpretation of the STM images to arrive 
at the structure. 

S i ( l l i ) - f i  x & Ag 

Obtaining the structure of the Si(l11)- 
,,h x $4 Ag interface has been particu- 
larly difficult over the years because of 
seemingly conflicting results from an array 
of surface science techniques. A few of the 
structures that have been proposed are 
shown in Table 1. Here a knowledge of the 
absolute Ag coverage can be used to distin- 
guish between structural models. 

STM studies of the initial stages of Ag 
nucleation on the Si(l11)7 x 7 surface at 
- < 130 "C shows that Ag atoms bond to the 
dangling bonds of the second atomic layer 
in the 7 x 7 unit cell with the subsequent 
formation of two-dimensional islands of 
close-packed Ag atoms while the 7 x 7 unit 
cell is preserved (Tosch and Neddermeyer, 
1988). A 3 x 1 structure can be formed by 
exposure to an Ag flux above N 500°C 
(Wilson and Chiang, 1987b) (see below). 
The Si(l1 l)-,,h x $ Ag structure forms 
after deposition of - 1 ML Ag at N 460°C 
(van Loenen et al., 1987), or for room 

Table 1. Selected proposed 
structures and Ag coverages. 

Si(1 l l ) - J j  x J 3  Ag 

Structure Ag coverage 

temperature (RT) deposition followed by 
annealing at 200 - 500 "C (Wilson and 
Chiang, 1987 b). 

Occupied- and unoccupied-state images 
of the Si(l1 I)-$ x $ Ag structure are 
shown in Fig.48 (Wan et al., 1992b). An 
early STM study of structure (van Loenen 
et al., 1987) decided on the ET model based 
on CITS spectra, the non-metallic nature 
of the surface, and prior ion scattering re- 
sults. This picture requires that the imaged 
atoms are Si atoms atop the embedded Ag 
atoms. Another set of studies decided upon 
the H model, assuming that Ag atoms form 
the image (Wilson and Chiang, 1987b), 
and by further considering the registra- 
tion of the f i  structure with respect to 
the 7 x 7 nucleated at lower Ag coverages 
(Wilson and Chiang, 1987a). Two theoreti- 
cal calculations, however, found that the 
HCT model produces a consistent expla- 
nation for the majority of surface science 
studies, including further bias-dependent 
STM studies. In the latter, the registration 
arguments previously put forth were 
shown not to be unique depending on the 
presence or absence of a step at the domain 
boundary. While this structure finally ap- 
pears to be resolved on the basis of com- 
parisons of STM (Wan et al., 1992b) and 
other techniques, it is clear that calcu- 
lations of total energy values for several 
structures (Ding et al., 1991), along with 
comparisons of the calculated electronic 
structure (Ding et al., 1991; Watanabe 
et al., 1991) with bias-dependent imaging, 
are essential in order to perform a depend- 
able structural analysis on the basis of the 
spatial-dependence of the valence elec- 
tronic structure. 

Embedded trimer (ET) 1 ML 
Honeycomb (H) 213 ML 
Honeycomb-chain-trimer (HCT) 213 ML 

3 x 1  

The Si(ll1) surface exhibits an adsor- 
bate-induced 3 x 1 reconstruction when it 
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(a) (b) J 3 x n  atom and without complementary tech- 
@ @  niques, the Na-, Li-, or Ag-induced 3 x 1  

have been interpreted in terms of an or- 
@om ~ O ~ o m  @Om dered reconstruction with an overlayer 

coverage of 2/3. It is agreed that a channel 
@Om <O,O, @Om along (110) separates the rows of bright 

structure forming the 3x1, as shown in 
Fig. 49. 

.Om6!@ @6@6@ 

.O,O,J @O,O, 

@O@O@ .O@O@ 

Figure 48. (a)- c) Proposed models for the 
Si(ll1) (3 x h ) - A g  interface - embedded trimer, 
honeycomb, and honeycomb-chain-trimer. STM im- 
ages of (d) empt states and (e) filled states for the 
s i ( l l l ) ( d  xJ)-A g interface (Wan et al., 1992 b). 

is exposed to Ag, Li, Na, K, or H at moder- 
ately high temperatures (300-600°C). It is 
generally agreed that a sub-monolayer of 
the adsorbate remains when forming the 
3 x 1 reconstruction. Making the assump- 
tion that STM images comprise the metal 

Consideration of other data, however, 
argues against a 2/3 coverage and suggests 
that rehybridized Si atoms form the surface 
image with a 1/3 coverage (Weitering et al., 
1993; Weitering and Perez, 1993). LEED 
studies have obtained similar I -  I/ spectra 
for all of these systems. This result suggests 
that the adsorbate is present in very small 
quantities, disordered, and/or far enough 
beneath the surface such that there is min- 
imal contribution to the I -V spectra. 
Comparisons of Auger spectral intensities 
for Na (K) in the 3 x 1 surface versus Na(K) 
adsorbed on Si(111)-7 x 7 at room temper- 
ature indicate 5 0.33 ML Na (K) coverage. 
It is clear that the resolution of this struc- 
ture will emerge only when coverage and 
electronic structure information is consis- 
tent with the model of geometric structure. 

2.5.4 Electron Localization at Defects 
in Epitaxial Layers 

The transition from non-metallic to 
metallic behavior in an ultrathin metal film 
grown on a semiconductor surface in- 
volves the evolution from localized to delo- 
calized electronic states. In some cases, the 
non-metallic state of an ultrathin metal 
film cannot be explained by a single-parti- 
cle picture and a many-electron descrip- 
tion must be used. The electronic states of 
isolated defect structures possess a high de- 
gree of spatial localization where coulomb 
interactions and electron correlation ef- 
fects require such a description. The imag- 
ing and spectroscopic capabilities of STM 
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demonstrates that isolated defects are the 
origin of this feature. In contrast to an A1 
adatom, an Si adatom has a dangling bond 
that extends into the vacuum with a negli- 
gible energy dispersion. Besides the ab- 
sence of states at E,, STS shows there is 
little interaction with the surrounding sur- 
face and no measurable charging that 
would result in local band bending. In a 
single-particle picture, the half-filled dan- 
gling bond of these defects would produce 
a state at EF. However, in the theory of 
localized defects, three charge states exist. 
The neutral state (n = 1) exhibits a bimodal 
state distribution with donor and acceptor 
levels below and above EF, respectively. 
Measurement of the occupied state corre- 
sponds to an n = 1 + n = 0 transition prob- 

measurement is an n = 1 + n = 2 transition 

(C I (d I 
Figure 49. Occupied (a, c) and unoccupied (b, d) state 
STM images of the Ag-induced Si(l11)-3 x 1 structure 
showing the “missing-row” reconstruction (Wan 
et al., 1992a). 

ing the donor level; the unoccupied state 

were used to demonstrate this phe- 
nomenon for the dangling-bond defect of 
the Al/Si(111 interface. The image of the 
Si(l1l)-Al( J! 3 x a) interface, shown in 
Fig. 50a, contains several defects labeled 
“S” that appear dark, with V, = - 2 V, and 
appear to be enhanced with respect to the 
normal f i  x f i  A1 unit cells (labeled “I”), 
with I: = 2V. The number of S-type defects 
decreases as the A1 coverage approaches 
1/3; this suggests that these S- defects are Si 
adatoms which replace the A1 adatoms of 
the ideal interface. Figure 50 b shows that 
the energy spectrum measured above an 
S-type defect exhibits an occupied state, at 

tween ( E ,  - 1 eV) and E,. There is a mini- 
mum state density at E ,  and a new unoccu- 
pied state at (,rF + 0.9 eV). Previous 

pied state at 0.4 eV to domain boundaries, 

( E ,  - 0.4 eV), with significant density be- -- - 
(b) 

Figure 50. STM images ofSi(l11) (3 x at (a) 
V, = - 2 v and (b) = 2 v showing S-tyPe defects 
and I-type defects. The S-type defects are dark with a 

bright in the occupied state image (Hamers and De- 

photoemission studies attributed the OcCu- bright center in the unoccupied state image and are 

but local imaging/spectroscopy clearly muth, 1988). 
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which probes the acceptor level. According 
to STS, the Si adatom has a donor level at 
( E ,  - 0.4 eV) while the acceptor level is at 
or above the CBM. By this analysis, the 
Coulomb energy due to electron localiza- 
tion is V,,, 2 0.4 eV, which is in agreement 
with theoretical predictions. 

2.5.5 EF Pinning, Mid-Gap States, 
and Metallization 

In the initial stages of growth, thin metal- 
atom layers typically exhibit a band gap 
before metallization. Focusing on the elec- 
tronic properties of the abrupt interface it- 
self, we see that, at lowest metal-atom cov- 
erages, new electronic states derived from 
the bond of the metal-atoms to specific sur- 

- 
10 A 

face sites may exist in the substrate gap 
resulting in shifts of the valence band max- 
imum (VBM) position with respect to E,, 
eventually pinning the Fermi level posi- 
tion. Realistically, defects, isolated atoms, 
and island or cluster edges are likely to 
introduce new states in the gap possibly 
resulting in a different E ,  position than if 
the ultrathin film exhibited ideal epitaxy. 
Evolution of the local electronic structure 
in the initial stages of thin film growth was 
first obtained through comparisons of Au, 
Sb, and Bi on GaAs(ll0) using STM/STS. 
This information is depicted in Figs. 51, 52 
and 53. 

Following the growth of the metal- 
semiconductor interface from isolated 
atoms provides a basis for a local origin to 
gap states which pin the Fermi level. The 

.. d) clean 

Figure 51. 100 8, x 55 8, occupied state 
image of 0.25 M L  Au on GaAs(l10) and 
associated electronic spectra (Feenstra, 
1989). 

-3 -2 - 1  0 1 2 - 2 - 1 0  1 2  3 

SAMPLE VOLTAGE (V) 



2 Scanning Tunneling Microscopy (STM) 59 

- 3 - 2 - 1 0  1 2  4 - 1 0  1 2  3 

SAMRE VOLTACE IVI 

Figure 52. STM image and spectra on top of and on the edge of an Sb island on GaAs(ll0) (Feenstra et al., 
1989 a). 
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Figure 53. STM image and spectra on and off of Bi terraces on GaAs(ll0) (Feenstra et al., 1989a). 

deposition of Au onto GaAs(ll0) follows a 
Vollmer-Weber growth mode. Au atoms 
bond to Ga sites and this covalent bond is 
a mixture of the Au 6s and (empty) Ga sp3 
orbitals (Feenstra, 1989). STS spectra 
above isolated Au atoms or few-atom 
structures showed that the bonding orbital 
sits below the VBM at (E,,, -0.7 eV) and 
a gap state exists at (EveM + 1.0 eV). For 
these isolated structures, the spatially-co- 
incident filled resonance state and empty 
gap state are viewed as donor and acceptor 

levels, respectively. Increased coverages of 
Au produce clusters displaying Au(ll1) 
facets. Following the evolution of spectra 
as the film thickness increases, the gap 
states are found to remain intact (although 
they broaden) until the contiguous metal 
layer masks these states in favor of the 
metallic continuum. 

Sb deposition allows growth to com- 
mence and form an ordered Sb overlayer 
(0.5 ML) that consists of zigzag Sb chains 
bridging chains of Ga and As surface 
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atoms. At higher coverages, Sb clusters 
show up as protrusions, or defects, upon 
some of the terraces. STS on Sb terraces 
show no mid-gap states but an observed 
spectral shift provides evidence for band- 
bending of - 0.2 eV. Sb islands produce 
additional band bending - 0.4 eV that is 
reduced by screening as the tip is moved 
away from the island. The study of 
> 0.5 ML disordered Sb films provided ev- 
idence that the Fermi level is pinned be- 
tween two narrow electronic states located 
at the edges of Sb islands associated with 
unsatisfied surface bonds. 

Bi/GaAs(llO) produces similar 1 x 1 ter- 
race structures as Sb, but, due to the larger 
metallic radius of Bi, misfit dislocations oc- 
cur about every six rows. For ordered Bi 
terraces, the Bi states extend into the gap 
resulting in a narrowing of the band gap, 
and EF is pinned at the surface VBM. For 
Bi terrace edges, however, a new unoccu- 
pied state appears above the band gap edge 
which, therefore, does not modify the EF 
position. 

2.5.6 The Insulator + Metal Transition 
in Metallic Fe Clusters Grown 
on Semiconductor Surfaces 

Fe grown on GaAs(l10) provides an- 
other example of Vollmer- Weber growth. 
For this system, quantum size effects prior 
to metallization have been observed with 
STS (Dragoset et al., 1989; First et al., 
1989 b). Figure 54 shows an STM image of 
0.1 8, Fe on p-type GaAs(l10) where sev- 
eral clusters have formed. Comparisons of 
spectra from a “thick” (17 A) Fe film, a 
1 150 A3 cluster, a 150 A3 cluster, and clean 
GaAs(l10) show that clusters up to - 400 A3 (- 35 atoms) are non-metallic, 
i.e. a gap of 0.1-0.5 eV exists, while clusters 
of greater size exhibit I -  V characteristics 
similar to the bulk metal. The quantum 

Figure54. 400 A x  384 
GaAs(l10) with V, = 2.5 V (First et al., 1989 b). 

image of 0.1 A Fe on 

size effects that result in a band gap occur 
when the spacing between energy levels is 
of the order of a few kB?: which is consis- 
tent with metallic behavior being observed 
at room temperature for -30 atoms. In 
addition, near metallic Fe clusters, evanes- 
cent gap states, which have been associated 
with the theory of metal-semiconductor in- 
terfaces through the years (Tersoff, 1984), 
which decay exponentially with distance 
away from a cluster, were observed. 

2.5.7 Microscopy and Spectroscopy 
of Buried Interfaces - BEEM 

This rectifying nature or metal -semi- 
conductor interfaces is based on the classic 
Mott-Schottky model. In this mode, the 
Schottky-barrier height (SBH) can be re- 
lated to the macroscopic properties of the 
semiconductor and the metal, i.e., SBH 
= @- x, where @ is the work function of 
the metal and x is the electron affinity of 
the semiconductor. It is widely recognized 
that the actual situation is considerably 
more complicated. First, the interface be- 
tween a metal film and a semiconductor 
surface is often inhomogeneous. In addi- 
tion, chemical reactions or interdiffusion 
may occur at an interface, further altering 
its identity. Even with high-quality abrupt 
epitaxial interfaces, differences in the 
atomic structure at the atomically-abrupt 
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interface can greatly affect the SBH (Tung, 
1984; Heslinga et al., 1990). Spectroscopic 
pictures of the first layer(s) of metal atoms, 
as described in the previous section, must 
be extended to obtain a view underneath 
multiple metal layers in order to explain 
the local properties of a macroscopic 
metal-semiconductor interface. Electron 
spectroscopies are typically not sensitive 
of the subsurface region; the small mean 
free path of electrons causes the surface 
to dominate. Optical techniques hold 
promise but are not position sensitive on 
the nanoscale. The fact that hot electrons 
can travel without energy loss - the ballis- 
tic transport regime - through thin metal 
films makes ballistic electron emission mi- 
croscopy (BEEM) (Kaiser and Bell, 1988) 
an ideal method to measure local SBHs 
and band offsets, and to image the local 
structure of buried interfaces. 

Some of the theoretical aspects of 
BEEM have already been discussed. In or- 
der to measure the SBH between a metal 
and an n-type semiconductor, a three ter- 
minal configuration is adopted (see Fig. 
24) so that the tunneling tip injects elec- 
trons into the metal film, which is held at 
ground potential. The current, I,, that 
passes through to the substrate is mea- 
sured. As an injector, the tip bias is nega- 
tive, and we refer to its magnitude as v .  
For spectroscopy, the tip bias is swept 
while the tip-surface distance is varied to 
maintain a constant injection current. 

curves for 
Au-Si(ll1) and Au-GaAs(ll0) hetero- 
junctions grown in UHV and measured in 
dry N, at atmospheric pressure (Bell and 
Kaiser, 1988; Kaiser and Bell, 1988). The 
sharp onset at - 0.8 eV for Au/Si(l l l)  
gives the value of the SBH while multiple 
onsets can be extracted from the Au/ 
GaAs(ll0) data. The simplest BEEM 
models use a one-dimensional (ID) theory 

Figure 55 shows I ,  versus 
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Figure 55. I, versus spectra for (a) Au-Si(l11) and 
(b) Au-GaAs(ll0) near the threshold region for het- 
erojunctions grown in UHV and measured in dry N, 
at atmospheric pressure. In the Au-Si(ll1) spectrum, 
the dotted line is a fit to a one-dimensional transport 
theory. The four Au-GaAs(l10) spectra were taken 
at different positions on the same sample; note the 
apparent linearity in the curves beyond threshold, 
although the magnitude of I, varies drastically. The 
insets present derivative spectra from which the struc- 
ture related to the semiconductor band structure is 
evident (Bell and Kaiser, 1988). 
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to describe electron transmission across 
the interface. The differences between 1D 
theory and experiment are noticeable in 
Fig. 55 around the threshold regions. 
These differences can be modeled using the 
actual semiconductor conduction band 
shapes while maintaining a free-electron 
picture for the metal film. Therefore, since 
energy and transverse momentum must 
be conserved at the interface (assuming 
no scattering), the Ipomentum-matching 
conditions governed by the band structure 
of the semiconductor become crucial. The 
Au- Si (1 1 1) interface has a single conduc- 
tion band minimum at r to produce a sin- 
gle onset; the shape beyond the threshold 
is modified by inclusion of the band struc- 
ture. In contrast, Au-GaAs(l10) has three 
conduction band minima which clearly ap- 
pear in the BEEM dl,/dF spectra in the 
inset. The lowest onset at 0.89 eV corre- 
sponds to the accepted SBH value and is 
due to the CBM of GaAs at r. The onsets 
at 1.18 eV and 1.36 eV indicate additional 
channel for electron transmission across 
the interface due to conduction band min- 
ima at the L and X points, respectively. 

Dependence of the SBH on specific 
metals has been demonstrated with BEEM 
in a set of experiments performed com- 
pletely in vacuo on GaP(110) (Ludeke 
et al., 1991; Prietsch and Ludeke, 1991; 
Prietsch et al., 1991). Figure 56 indicates 
the existence of thresholds specific to Mg, 
Ag, Au, Cu, Ni and Bi in good agreement 
with other data, particularly when the fits 
were improved by including scattering and 
image effects in greater detail. While 
roughness or a lack of coherence across an 
interface affects the transmission function, 
inelastic scattering in the metal film re- 
moves electrons from the phase space that 
may cross the barrier giving an 
I ,  cc (V - V0)5/2 dependence at higher val- 
ues of V,. Electron-electron scattering 

30 

3 - g 20 
V 

b 

0 B 
10 

1 I 1 I I I I 
0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 

Tip Bias (V) 

Figure 56. I ,  versus V, spectra for Mg, Ag, Au, Cu, Ni 
and Bi on GaP(110) indicating the dependence of the 
SBH on a specific metal (Prietsch and Ludeke, 1991). 

dominates over phonon and impurity scat- 
tering and these effects were modeled here 
by including an exponential decaying func- 
tional form the mean free path. These im- 
provements in the electron transport 
model were shown to give fits with lower 
SBH threshold values than those obtained 
from more elementary theory (Bell and 
Kaiser, 1988). 

New studies of BEEM at high biases 
suggest interesting carrier transport prop- 
erties across a metal-semiconductor inter- 
face (Ludeke, 1993). For the Cr/GaP(110) 
system, it has been reported that high bias 
operation can produce bulk density of 
states features of GaP in BEEM spectra. 
Besides two thresholds which represent dif- 
ferent conduction band minima, the mag- 
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nitude of I, on the smooth part of the sam- 
ple for tunneling biases > 7.5 eV was found 
to exceed the injection current and struc- 
tures at -4eV and -6eV, as shown in 
Fig. 57. In addition, spectral features were 
observed independent of position or the 
magnitude of I , .  The electron multiplica- 
tion effect was attributed to impact ioniza- 
tion in the semiconductor. The energy de- 
pendence of inelastic scattering in either 
the metal or the semiconductor is generally 
structureless. Large amounts of scattering 
would reduce the forward focusing and 
preclude large multiplications of I ,  reduc- 
ing the effects of electron multiplication in 
the metal. In fact, the mean free path of the 
electrons is such that scattering would be 
expected to take place near the interface. 
Eliminating other possibilities, such as in- 
terferometric effects in the metal layer, 
scattering in the semiconductor was con- 
sidered the most likely origin of current 
intensification. Taking advantage of the 
fact that the Cr/GaAs(llO) interface is dis- 
ordered, relaxing the momentum conser- 
vation condition, the observed spectra at 
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Figure 57. (a) I ,  versus l( for the Cr/GaP(llO) inter- 
face (i)  on a smooth section, (ii) on a rougher section; 
(b) is the expanded and magnified edge region of (a) 
(Ludeke, 1993). 

high biases were assigned to GaP conduc- 
tion band structure. To support this assign- 
ment, calculations of the conduction band 
of GaP were shown to agree with the data, 
suggesting that final state effects in the 
semiconductor can be probed with BEEM 
at high biases. 

The Au/GaAs(llO) spectra in Fig. 55 in- 
dicate that different slopes are observed be- 
yond the SBH threshold (Kaiser and Bell, 
1988). This is due to position-dependent 
electron transmission coefficients across 
the interface, while the I ,  versus V, 
threshold value typically remains fairly 
constant. When the tip is scanned above 
the sample at fixed V, and I , ,  forward-fo- 
cusing allows high spatial-resolution imag- 
ing of variations in I, versus (x, y )  to give a 
picture of inhomogeneities in a buried in- 
terface. Such imaging is typically done in 
conjunction with STM imaging of the 
metal film surface to determine whether 
surface morphology is related to the inter- 
face morphology. Any mechanism that en- 
hances disorder reduces I ,  to a far greater 
extent than it affects the spatial resolution 
on account of the forward-focusing condi- 
tion. It has been inferred from this observa- 
tion and from detailed comparisons of 
STM surface images and BEEM images 
of the buried interface that topography 
at the interface provides more image con- 
trast than differences in SBH (Ludeke 
et al., 1991). Topographic images of Au/ 
GaAs(100) and Au/AuAl/GaAs(lOO) films 
are fairly smooth, the BEEM image of the 
Au/GaAs(100) interface is considerably 
less homogeneous than that of the Au/ 
AuAl/GaAs(lOO) interface (Kaiser et al., 
1989). For these systems, it is known that 
Au diffuses readily at the interface unless 
an AlAs diffusion barrier is present. For 
the latter case, therefore, there is a greater 
area of the interface that supports elec- 
tron transport. We also note that oper- 
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ation in the high-bias regime has indicated 
that irreversible electron-induced changes 
can occur; this was demonstrated for the 
Au-Si(ll1) system prepared by various 
methods (Fernandez et al., 1990). 

Following successful implementation of 
BEEM, a complementary spectroscopy, in- 
volving ballistic holes created by direct in- 
jection or by a scattering process in the 
base region, was demonstrated (Bell et al., 
1990; Hecht et al., 1990). This work re- 
quired increased sensitivity and low tem- 
peratures compared with the BEEM mea- 
surements previously described. In the 
previous discussion we have considered 
BEEM (negative tip bias) with n-type col- 
lectors where a (positive) electron current 
is measured provided the ballistic electrons 
surmount the potential barrier at the 
base-collector interface. While it was 

Figure 58. 800 x 800 A* STM (a, c) and 
BEEM (b, d) images of Au/Si(l11). For 
the STM images, the gray scale covers a 
vertical range of 40 A and 58 A, respec- 
tively. In the BEEM images, the gray 
scale covers a current range of 2-37 pA 
and 0-33 PA, respectively. Images (a) 
and (b) correspond to the as-prepared in- 
terface. Images (c) and (d) are the result 
of interfacial modification after applica- 
tion of high biases (Fernandez et al., 
1990). 

the bare region may scatter with equilib- 
rium electrons. Then, hot electrons that are 
produced can flow to the collector and be 
detected as a (positive) current. This situa- 
tion is depicted with its complement, a p- 
type collector, in Fig. 59. For a p-type col- 
lector, a positive tip bias results in the 
injection of ballistic holes. A negative col- 
lector current can result in electron-elec- 
tron scattering in the base and the creation 
of hot holes which can be collected. Holes 
follow analogous spectroscopic and focus- 
ing conditions to electrons. It should be 
noted that ballistic electrons can enter the 
collector only well above threshold, so that 
the hole current cannot be assigned to any 
process involving the semiconductor con- 
duction band. 

noted that a reverse bias might be expected 2.6 Surfaces 
to result in a null collector current, we re- 
call that the BEEM experiment involves a Metal surfaces are considerably 
base and collector at zero bias. Since the “smoother” electronically than semicon- 
reverse bias condition refers to electron ductor surfaces because of the delocalized 
current from sample to tip, holes created in nature of metallic bonding. Even if local- 



2 Scanning Tunneling Microscopy (STM) 65 

TIP BASE COLLECTOR 

50 

- 40 

1 30 

0 20 

l o  

0 

(b) - 

v 
f v 

- -  
\. -30 

-40 

- 
- 

.,” 
-1 5 -1.0 -0.5 0.0 0.5 1.0 1.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 

TIP VOLTAGE (V) TIP VOLTAGE (V) 

Figure 59. Left: diagrams and spectra for BEEM (a) and for electron-electron scattering processes (b) for a p-type 
semiconductor collector. For a positive tip voltage, BEEM injects ballistic holes, while, for negative tip biases, 
electrons may scatter in the base, creating a distribution of hot holes which may be collected. In the spectra of 
Au/Si(ll l), the negative current reflects the collection of holes. Right: diagrams and spectra for BEEM (a) and 
for electron electron scattering processes (b) for an n-type semiconductor collector. As in the previous discussion 
for a negative tip bias, BEEM injects ballistic electrons into the base and these may be collected. A positive tip 
bias may create holes in the base region which can scatter with equilibrium electrons to create hot electrons that 
are collected. In the spectra of Au/Si(ll l), the positive current reflects the collection of electrons (Bell et al., 1990). 

ized, d-orbitals extend some short distance 
into the vacuum, the delocalized electrons 
in s-p orbitals at the surface tend to 
smooth the charge contour at energies near 
E ,  that dominate the states that form the 
tunneling image. Thus, corrugation ampli- 
tudes on metal surfaces, as imaged by even 
a sharp STM tip, may be expected to be 
rather small, reducing the prospect of ob- 
taining atomic resolution. Improvements 
in the mechanical and electronic stability 
of STMs have allowed considerably pro- 
gress in imaging metal atoms at surfaces, 
however. Even without atomic resolution, 
STM can be used to probe the structure 
and motion of steps (Wolf et al., 1991), or 
to analyze surface diffusion; these issues 
are closely related to growth processes. 
The earliest success at atomic-resolution 
imaging of a metal surface was reported for 

the Au(l10) surface which exhibits “open” 
terrace structures (Binnig et al., 1983 a). At 
that time, a missing row model with (111) 
facets along the [lTO] direction was pro- 
posed based on STM images of local 1 x 2 
and 1 x 3 structures. Atomic-resolution im- 
ages of close-packed surfaces were later 
reported and these were found to exhibit 
unexpectedly large corrugations in some 
cases. The study of adsorbate-induced in- 
teractions on metal surfaces, where surface 
reconstructions are removed or promoted 
by the presence of the adsorbed species, 
and the study of vicinal surfaces to eluci- 
date step dynamics directly affect growth 
issues. As an extension to spectroscopic 
measurements previously discussed, poten- 
tiometric measurements have begun to re- 
late the role of grain boundaries to macro- 
scopic resistivity in metals. 
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2.6.1 Close-Packed Surfaces 

The first atomically-resolved images of a 
close-packed metal surface were obtained 
on the Au(ll1) surface both in air and in 
ultrahigh vacuum (Hallmark et al., 1987 a). 
The image in Fig. 60a taken with a tunnel- 
ing current of 3 nA at a tip bias of + 30 mV 
illustrates the close-packed surface struc- 
ture of a flat terrace of Au( 11 1) imaged in 
UHV. A corrugation amplitude of - 0.3 8, 
denoted Au atoms separated by - 2.9 8,, 
and monolayer steps separating (1 11) ter- 
races. Atomic-resolution images of the sur- 
face were also obtained in air and beneath 
organic monolayers deposited onto the 
surface. For images obtained in vacuum, 
processing of the tip by over-biasing was 
found to improve the lateral resolution 
considerably, but tunneling instabilities 
occurred fairly often. Imaging in air 
or through an ex-situ deposited organic 
monolayer provided a dampening medium 
between tip and sample which reduced 
these instabilities. The unexpectedly large 
corrugation (between 0.05 8, and 0.3 8,) on 
this close-packed surface was partially at- 
tributed to operation with a relatively low 
tunneling resistance, i.e. scanning very 
close to the surface. Furthermore, an elec- 
tronic enhancement was proposed due to 
the existence of a localized, occupied sur- 
face state near E,. 

The surface of Al(111) was also found to 
produce clear atomically-resolved images 
(Wintterlin et al., 1989) with relatively 
large corrugations. A representative image 
with a corrugation of the order of 0.3 8, is 
shown in Fig. 60 b; similar images were ob- 
tained for a range of biases between - 1 V 
and + 1 V. Again, the corrugation heights 
were improved with a treatment of over-bi- 
asing with related instabilities in the tun- 
neling current during scans. Analyzing im- 
ages obtained during the tip preparation 

Figure 60. (a) 12 x 14 A’ image of clean Au(ll1) thin 
film measured in ultrahigh vacuum with a tip bias of 
+ 30 mV and a tunneling current of 3 nA. The atoms 
are approximately 3.0 8, apart, and the measured cor- 
rugation under these conditions was 0.3 A (Hallmark 
et al., 1987a). (b) 34 x 34 8,’ image of an Al(111) sur- 
face measured in ultrahigh vacuum with a tip bias of 
-50 mV and a tunneling current of 6 nA. The mea- 
sured corrugation under these conditions was 0.3 8, 
(Wintterlin et al., 1989). 

procedure indicated that the tip was 
lengthened by - 25 8, as a result of over- 
biasing, while the surface beneath the tip 
became quite rough. This tip-induced im- 
provement originates with atoms trans- 



2 Scanning Tunneling Microscopy (STM) 67 

ferred to restructure the tip on account of 
strong tip- surface interactions. Besides 
these changes, it was postulated that the 
surface is further deformed by a tip-sur- 
face attractive force with a resulting en- 
hancement in corrugation. 

Although more pronounced in the case 
of semiconductors, electronic effects have 
been shown to enhance images on metal 
surfaces. In fact, both localized surface 
electronic states and tip-surface interac- 
tions with elastic deformation have been 
considered as the origin of enhanced corru- 
gation for atomic resolution imaging of 
close-packed metal surfaces. In support of 
the enhanced corrugation observed on 
Au(ll1) surfaces, a state of - 0.3 eV below 
E ,  was observed in spectroscopic measure- 
ments of Au (Everson et al., 1991). This 
state was strongest on terraces and re- 
duced in intensity, though not significantly 
shifted in energy, at steps and at sput- 
tering-induced pits. Theoretical investiga- 
tions (Ciraci et al., 1990) used first-princi- 
ples calculations for an A1 tip atom held 
some distance above an Al(111) surface. 
Considering three distance regimes - far, 
near, and contacting - i t  was found that, at 
sufficiently close distances, lateral confine- 
ment of current-carrying states enhances 
lateral resolution. In particular, p,-like 
states are induced on the metal by the pres- 
ence of the tip. In fact, in imminent contact, 
the corrugation may actually be inverted 
due to tip-induced states (Tekman, 1990). 
These results suggested that elastic defor- 
mation may not lead to enhanced corruga- 
tion because, when the site-dependent de- 
formation is compensated by the feedback 
system of the STM, corrugation in the im- 
age is actually de-enhanced (Ciarci et al., 
1990). Another theoretical view of image 
enhancement beneath contamination lay- 
ers involved the role of resonance-tunnel- 
ing (Zheng and Tsong, 1990). 

Combined STM and low energy ion 
scattering studies were performed on the 
single-crystal intermetallic NiAl( 1 11) alloy 
surface (Niehus et al., 1990) in an effort to 
resolve the long-standing question as to 
whether the surface is terminated by Ni or 
A1 atoms. Prior measurements had shown 
that a mixture of Ni and A1 domains exist 
for a (1 x 1) surface structure, as deter- 
mined by LEED. In these studies, step 
heights, terrace, and island boundaries 
were used to determine whether mixed 
terminations exist. Samples annealed at - 1100 K exhibited flat terraces separated 
by double steps with several small, az- 
imuthally-oriented islands of - 20 A di- 
ameter. These islands, representing a mi- 
nority surface species, exhibited only a 
single step height. On the basis of grazing- 
incidence ion scattering, it was determined 
that the predominant surface species was 
Ni. With this information, the STM images 
led to the important conclusion that the 
minority islands consist of A1 with the Ni 
beneath. Higher annealing temperatures 
that resulted in the total removal of resid- 
ual oxygen contamination were found to 
remove the A1 residing at the surface en- 
tirely. For more complicated systems, as 
treated in this study, the necessity of 
combining analytic techniques to obtain 
both structural and compositional infor- 
mation is clear. 

2.6.2 Surface Diffusion 

Diffusion of metal atoms at surfaces rep- 
resents a first step in considering the dy- 
namic processes involving mass transport 
or the motion of steps. Observations of the 
self-diffusion of metal atoms on metal sur- 
faces in real time was first demonstrated for 
the Au on Au(I11) system (Jaklevic and 
Elie, 1988). Here, individual atoms were 
not observed, but time-lapse imaging pro- 
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vided a view of the evolution of tip-induced 
defects on the surface at room temperature, 
proving that a significant amount of diffu- 
sion occurs at this temperature. Figure 
61 shows a series of time-lapse topographic 
images. Images (1) shows a 400 A x 400 8, 
scan of the surface where vertical 
monatomic steps are observed. Image (2) 
was taken after the tip was touched to the 
surface twice, forming two craters 2-3  
atoms deep and involving a loss of - 3000 
atoms. Higher resolution images showed 
that these craters were aligned with low-in- 
dex step directions with the initial healing 
process taking place fairly rapidly. The rest 
of the image sequence taken over - 2 h  
follows the evolution of the craters by dif- 
fusion at room temperature. As depres- 
sions fill in and mounds smooth out, the 
shapes of the craters do not necessarily 
conform to the lowest-index steps. This in- 
dicates that the rate-determining process is 
the capture of atoms from remote regions 
of the surface. Quantitative estimates of the 
room temperature Au surface diffusion co- 
efficient of 8.4 x lo-’’ cm2/s were ob- 
tained (Drechsler et al., 1989) with STM by 

a quantitative analysis of the evolution of 
Au microhills on an Au surface. 

2.6.3 Stepped Surfaces 

Before achieving atomic resolution on 
metal surfaces (Hallmark et al., 1987a), the 
step structures of the Au( 11 1) surface were 
investigated (Kaiser and Jaklevic, 1987) on 
a microscopic scale. This microscopic com- 
plement to techniques (e.g. diffraction) that 
average over a large area was shown to be 
crucial for the determination of the en- 
ergetics of metal surfaces on an atomic 
scale. By measuring the distribution of ter- 
race sizes and step heights, it was estab- 
lished that the equilibrium Au(ll1) struc- 
ture involves ordered arrangements of 
steps which might be explained by repul- 
sive step-step interactions (Kaiser and 
Jaklevic, 1987). 

This approach was carried over to a re- 
constructed Pt(100) surface, where the re- 
lation between domain boundaries and 
surface steps was explored (Behm et al., 
1986). The Pt(100) surface undergoes an 
irreversible reconstruction at T > 420 K to 

Figure 61. Series of time- 
lapse (time/frame = 480 s) 
400 x 400 A’ STM images 
of the Au(ll1) surface at 
room temperature. Steps 
are one atomic unit in 
height. In Frame 1, the two 
circles indicate the posi- 
tions where the tip was 
touched to the surface. 
Frame 2 shows the 2- and 
3-atom deep craters left af- 
ter contact. The remaining 
frames show that the 
smaller craters are filled by 
diffusing atoms over an 
-2 h period (Jaklevic and 
Elie, 1988). 
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a 5 x 25 “hexagonal structure”, as deter- 
mined by LEED. STM images revealed a 
reconstructed Pt layer above an unrecon- 
structed (1 x 1) second layer producing a 
surface corrugation with a height of - 0.4 A and a repeat distance of - 14 A 
(five-fold periodicity). Images across steps, 
as shown in Fig. 62, indicated that the re- 
construction extends into the step so that 
the step is the grain boundary between the 
reconstructed lower terrace and the unre- 
constructed second layer of the upper (re- 
constructed) terrace. It was found that only 
one reconstructed domain can exist on an 
individual terrace (which might extend for 
> 1000 A). This implies that the existence 
of different rotational domains on a single 
terrace is energetically unfavorable. The 
relative energetics of the step-domain in- 
teraction and the domain-domain inter- 
action were further inferred from observa- 
tions that steps do not preferentially orient 
the reconstructed domains, nor do adja- 
cent domains appear to interact. 

It is reasonable to assume that repulsive 
interactions between steps exist in systems 
where steps are found to be spaced fairly 
far apart. In view of these repulsive interac- 
tions, finite temperature leads to thermal 
disorder and the production of kinks, 
which is involved in the so-called step 
roughening transition. Recent studies 
(Frohn et al., 1991) of the step distance dis- 
tribution on vicinal Cu(100) surfaces of the 
(1 1 n)  type showed a peak at a value large 
enough to avoid the formation of (1 11) 
microfacets, but smaller than that expected 
for a purely repulsive interaction, as shown 
in Fig. 63. Here it is seen that the repulsive 
interactions stabilize the (1 1 7) surface, but 
the (1 119) surface exhibits peaks for two 
terrace width distances. An additional 
longer-ranged attractive interaction over - 3-5 atomic distances, as from parallel 
oriented dipole moments, was proposed as 

Figure 62. The hexagonally-reconstructed Pt( 100) 
surface showing that two uncorrelated domains are 
separated at a surface step. The reconstruction ex- 
tends to the step (Behm et al., 1986). 

a mechanism that can result in the ob- 
served step distance distribution. 

With variable temperature capabilities, 
a direct measurement of step roughening 
has also been made with STM (Wolf et al., 
1991). Imaging steps on the vicinal Ag(ll1) 
surface at room temperature produced 
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Figure 63. Distance distributions for Cu(1 17) (top) 
and Cu(1 1 19) (bottom). The (1 17) is stabilized by the 
repulsive step-step interaction, as modeled in the 
dashed curve. However, attractive interactions pro- 
duce faceting on the (1 1 19) surface and the repulsive 
model (dashed curve) does not apply (Frohn et al., 
1991). 
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Figure 64. (a) A 340 x 340 8’ image of Ag(l11) in the 
vicinity of a step that ends in a screw dislocation 
(short arrow) measured at room temperature. Be- 
tween the two long arrows, the step runs along a 
(1 10) direction and is one layer in height. Frazzling 
is observed above an impurity (upper arrow) due to 
the diffusion of kinks, but the impurity blocks this 
diffusion to the lower kink-free region. (b) A 
340 x 340 8’ image taken at 27 K showing a sharp 
step with no evidence of kink diffusion (Wolf et al., 
1991). 

images with a frazzling of steps along the 
scan direction. This is seen in Fig. 64a, 
where the ends of two steps occur at a bulk 
screw dislocation, as previously imaged for 
Cu(ll1) (Samsavar et al., 1990). The fraz- 
zling suggests that, at room temperature, 
kinks can diffuse along monatomic steps 
on the time scale of a scan. At room tem- 
perature impurities were found to reduce 
or eliminate the frazzling, effectively reduc- 
ing the rate of emission and recapture of 
adatoms at steps. For contamination-free 
surfaces at 27 K, the frazzling was gone, 
demonstrating that the diffusion of kinks 
and even the motion of signal adatoms is 
essentially frozen, and this step sharpness 
could be maintained up to - 150 K. 

2.6.4 Adsorbate-Induced Reconstructions 
of Metal Surfaces 

It is well-known that, besides forming 
ordered overlayers, adsorbates can modify 
surface structure either by removing clean- 
surface reconstructions or by inducing the 
formation of ordered reconstructions in- 
volving the topmost metal layer(s). Since 
the strength of adsorbate-metal bonds 
can be comparable to metal-metal bonds, 
it is reasonable that the surface can be dis- 
rupted drastically by adsorption. Mass- 
transport, or more simply the density of 
the topmost atomic layer, is a crucial is- 
sue. If a process requires significant mass 
transport, the question arises as to how an 
entire terrace can be transformed at rela- 
tively low temperatures (e.g., - 300 K), or 
whether a model requiring only local 
atomic rearrangements should be chosen. 
Since averaging techniques monitor peri- 
odicity over a relatively large area, infor- 
mation regarding the uniformity of a re- 
construction at the level of individual unit 
cells can only be obtained by a local probe 
like STM. Likewise, assessing residual dis- 
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order on the atomic scale requires atomic 
scale imaging. We consider three systems 
to illustrate adsorbate-induced removal of 
a reconstruction [CO/Pt(l lo)] (Gritsch 
et al., 1989), promotion of a reconstruction 
through the adsorbate interaction with 
mobile atoms supplied from steps [0/ 
Cu(1 lo)] (Coulman et al., 1990), and pro- 
motion of a reconstruction involving the 
local removal and rearrangement of sur- 
face atoms [O/Cu(IOO)] (Jensen et al., 1990). 
We note that specific adsorbate superstruc- 
tures can stabilize the structure of steps on 
vicinal surfaces, as for the S/Cu( 11 1 1) sys- 
tem (Rousset et al., 1989). 

LEED studies have established that the 
clean Pt(ll0) surface exhibits a (1 x2)  re- 
construction that transforms to a (1 x 1) 
structure upon adsorption of molecular 
CO; the transformation can occur for tem- 
peratures as low as 250 K. If this structural 
modification represents a transformation 
from a missing-row structure to a surface 
layer in registry with the bulk, 0.5 ML of Pt 
atoms must be transported from sources 
such as step edges. Since a large amount of 
mass transport is an unexpected possibility 
for a low temperature structural transfor- 
mation, two alternative models were put 
forth on the basis of LEED studies. In the 
first, a sawtooth reconstruction was pro- 
posed where only small atomic displace- 
ments would be required. A second model 
was based on the occurrence of an order- 
disorder transition. The STM images in 
Fig.65 show that (A) CO transforms the 
unexposed (1 x 2) surface layer into (B) a 

Figure65 (A) An STM image of the clean Pt(ll0)- 
1 x 2 surface in ultrahigh vacuum. (B) The appearance 
of holes (a) after 1.5 L exposure to CO and a detailed 
modcl (b) of thc formation of a hole. (C) An STM 
image (a) taken at 350 K showing a more extensive 
growth of a 1 x 1 structure (b) due to CO exposure 
(Gritsch ct al., 1989). 
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series of holes and rings for a room temper- 
ature exposure and (C) begins the transfor- 
mation to a 1 x 1 surface for exposure at 
350 K. This microscopic picture provided 
by STM indicates that a homogeneous nu- 
cleation process occurs with local transfor- 
mations to form a 1 x 1 topmost layer in- 
volving atomic motion over only a few 
lattice sites. At room temperature a surface 
atom overcomes an activation barrier to 
begin the formation of a locally-ordered 
structure; at higher temperatures there is a 
correlated movement of atomic rows to 
form long-range quasi-1 x 1 order. 

The local rearrangement of the CO/ 
Pt(ll0) system can be contrasted to the 
long-range ordering that occurs for the 
O/Cu(llO) system. The atomic structure 
of the (2 x 1)O-Cu(llO), as observed by 
STM, consists of a series of long Cu rows 
along the [OOl] direction, as shown in Fig. 
66, which implies a correlated rearrange- 
ment of the surface. One controversial as- 
pect regarding the formation of this struc- 
ture at - 300 K is whether significant mass 
transport is involved (Chua et al., 1989), or 
if the structure is formed from “added- 
rows” of Cu atoms atop the unrecon- 
structed substrate (Coulman et al., 1990). 
Careful observations of the step structure 
showed that the steps retract as the (2 x 1) 
islands condense, indicating that the oxy- 
gen induces the formation of new Cu rows 
- an “added-row” reconstruction - with a 
different local surface density to the top- 
most layer of the clean surface. The pro- 
posed mechanism to form linear steps in- 
volves trapping diffusing Cu atoms 
through coadsorption with 0, which stabi- 
lizes the structure. The strong Cu-0-Cu 
interaction, with 0 adsorbed at bridge 
sites, stabilizes linear chain formation, 
while weak attractive forces between rows 
cause the nucleation of adjacent chains. 
This can be viewed as the precipitation of 

Figure 66. (A) STM images of (a) the clean Cu(ll0) 
surface, (b) the Cu(l10) surface after 6 L oxygen expo- 
sure, and (c) the Cu(ll0) surface after 10 L oxygen 
exposure. The upper panels show the step-terrace to- 
pography and the hatching indicates where the top- 
most layer has been removed. (B) The “added-row” 
structure and (C) an atomistic model showing the 
preferential growth of long oxygen-stabilized (black 
circles) rows (Coulman et al., 1990). 
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Figure 67. (A) Atomic-resolution images of the oxygen-induced (2 & x f i) R45" structure on C(100). (B) The 
formation of the reconstructed phase after room temperature exposures to oxygen from clean (left) to saturation 
exposure (right). (C) Images after annealing the room-temperature oxygen-saturated surface at 300 "C (left and 
center). The regions between the islands and the tops of the islands are reconstructed. Disorder occurs after 
annealing at 500°C (right) (Jensen et al., 1990). 

a solid from a fluid mixed phase in two 
dimensions. 

A third type of nucleation at elevated 
temperature has been observed for the 
O/C(lOO) system (Jensen et al., 1990). As 
seen in Fig. 67 the 1 x 1) Cu surface is 
transformed to a (2 J' 2 x &) 45"-0 struc- 
ture at room temperature. The mechanism 
for this reconstruction involves the local 
motion of Cu atoms, in which one of four 
Cu[OOI] rows are removed and the dis- 

placed atoms nucleate and grow epitax- 
ially atop the Cu surface in a disordered 
phase. The reconstructed structure consists 
of Cu-0-Cu chains along the [OOl] direc- 
tion, as for Cu(1 lo), but the reconstruction 
grows at the expense of the removal of 
25% of the surface atoms. Upon annealing, 
the disordered Cu phase becomes ordered 
with the reconstruction also occurring 
atop the Cu islands. 



74 Nanoscale Characterization of Surfaces and Interfaces 

2.6.5 Growth of Metallic Adlayers 

As for the case of epitaxial growth on 
semiconductor surfaces, the details of 
homo- or hetero-epitaxial metal-on-metal 
growth depends on the structure of the un- 
derlying substrate and the energetics of the 
atom-atom interactions between and 
within the atomic layers. Following previ- 
ous discussions on STM observations on 
metal systems, i.e., adatom diffusion, step 
dynamics, and adsorbate-induced recon- 
structions, the Ag-on-Au(l11) system may 
be taken as an example of epitaxial metal- 
on-metal growth from the sub-monolayer 
to multilayer regime (Dovek et al., 1989). 
Clean Au(ll1) exhibits a ( p  x &, p = 22- 
23) reconstruction, as illustrated for an 
atomically-flat terrace in Fig. 68 a. The gen- 
tle corrugation of the reconstruction repeats 
approximately every 70 A. 0.25 ML Ag de- 
position results in the formation of epitaxial 
islands that conform to the clean Au recon- 
struction (Fig. 68 b). Development of a full 

Au monolayer is seen (Fig. 68c) to remove 
the reconstruction entirely, and this is fol- 
lowed by the growth of Ag in clusters 
(Fig. 68d) that conform to the symmetry of 
the Ag(ll1) surface being created. Upon 
mild annealing, the epitaxial layer exhibits a 
surface roughness no greater than that of 
the initially clean substrate. 

2.6.6 Resistivity in Polycrystalline 
Metals - Scanning lhnneling Potentiometry 

Electrical resistivity in crystalline mate- 
rials originates from collisions between the 
current carriers and non-periodicity in the 
lattice potential. When polycrystalline ma- 
terials are considered, the possibility of 
scattering at potential steps, such as at 
grain boundaries, must also be taken into 
account. Thus, the microscopic basis for 
resistivity in metals relies on the distribu- 
tion of scattering sites where carrier chem- 
ical potential gradients exist. Quasi-simul- 

Figure 68. 1150 x 11 50 A2 STM im- 
ages of Au(Il1) after evaporation of 
(a) 0.1 ML Ag, (b) 0.25 ML Ag, (c) 
0.75 ML Ag, and (d) 1.5 ML Ag. At 
lowest coverages, Ag conforms to the 
(p x &) reconstruction of the under- 
lying layer, but this reconstruction is 
no longer observed above one mono- 
layer (Dovek et al., 1989). 
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taneous structural and potentiometric 
imaging, i.e., using the STM as a poten- 
tiometer, were performed to determine the 
relationship between potential steps in a 
metallic film and its structural morphol- 
ogy. This methodology, initially developed 
(Muralt et al., 1987) to measure the po- 
tential distribution across a semiconduc- 
tor heterojunction, was refined to study 
polycrystalline Au,,Pd,, (Kirtley et al., 
1988 b). The scanning tunneling poten- 
tiometry experiment is illustratkd schemat- 
ically in Fig. 69A. Operation is in an inter- 
rupted-feedback mode with the sample 
bias pulsed with a square wave between the 
imaging bias and zero. For the poten- 
tiometry measurement, a potential differ- 
ence is placed across the sample, causing a 
current to flow, and the potentiometer is 
set at a given location, such that the tip- 
sample bias is zero. As the tip is scanned 
away from the null position, the sample 
potential, V,, is obtained using the relation 
V, = I ,  R, where I, is the tunneling current 
and R is the tunneling resistance. Operat- 
ing near a zero-tunneling-bias condition 
improves the signal-to-noise ratio over the 
previous method (Muralt et al., 1987) and 
allows a relatively large potential differ- 
ence to be placed across the sample. The 
spatial correlation of the terraces with the 
surface potential of the grains in the topo- 
graphic image is clearly seen in Fig. 69B. 
The major regions where potential drops 
occur is at grain boundaries (over 5 1 A) 
while potential gradients within a grain oc- 
cur probably due to phonon scattering, as 
inferred from temperature-dependent mea- 
surements (Kirtley et al., 1988 b). 

2.7 Insulators 

The operating principle of STM requires 
electrical conduction through the material 
being imaged. At first glance, imaging insu- 

Figure 69. (A) Diagram of scanning tunneling poten- 
tiometry experiment. (B) Topographic (left) and po- 
tentiometric (right) images of an Au,,Pd,, film under 
fields of (b) + 85 V/cm and (d) - 85 V/cm (Kirtley 
et al., 1988 b). 

lators and wide-band-gap semiconductors 
without surface pre-treatment, such as by 
depositing a conducting template layer, 
would be considered to be difficult if not 
impossible. However, as discussed in this 
section, STM imaging and spectroscopy 
can be performed on these surfaces with 
near-atomic resolution. Such analysis pro- 
vides an important complement to other 
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techniques for the formulation of the struc- 
tural and electronic bases of chemistry at 
insulating surfaces related to, for example, 
catalysis, electrode-electrolyte interac- 
tions and metal -ceramic bonding. While 
atom-resolved structural information 
could alternatively be obtained using 
AFM (Sec. 3), local electronic structure can 
only be determined by STM. Imaging sin- 
gle crystal and polycrystalline materials 
with wide bulk band gaps typically re- 
quires higher tunneling biases so as to 
reach electronics states for tunneling. As 
previously noted in the case of the CaF, 
system (Avouris and Wolkow, 1989 b), the 
position of the Fermi level with respect to 
the conduction or valence band edge is 
crucial to determine biasing conditions. In 
addition, surface states may exist in the 
bulk band gap providing states for tunnel- 
ing and site-specific imaging. Furthermore, 
doping these materials often provides suffi- 
cient electron transport for imaging. While 
these states allow lower bias voltages, the 
general complication of ensuring surface 
cleanliness and ideal stoichiometry exists 
for many of these systems. The use of com- 
plementary techniques to analyze compo- 
sition (in vacuum) is one means of alleviat- 
ing some of these complications. It should 
be pointed out that the major problem 
in imaging polycrystalline materials is in 
the ability to distinguish topographic and 
spectroscopic variations, particularly at 
grain boundaries. 

The first success in imaging the surface 
of a bulk insulator was the study of a single 
crystal of Sic by STM in air and in vacuum 
(Bonnell, 1988; Bonnell and Clarke, 1988). 
Figure 70 a shows a 250 x 250 8,’ image (in 
vacuum) of the Sic  basal plane subsequent 
to etching in HF. Steps separated by - 14.5 A and varying in height between 
14 8, and 30 8, were observed. I -  V curves 
obtained in air showed an asymmetric, or 

Figure 70. A 250 x 250 A’ image of an SIC basal plane 
obtained in a vacuum of lo-’ torr (Bonnell, 1988). 

rectifying, behavior, while those obtained 
in vacuum were more symmetric. This was 
attributed to contamination on the air-ex- 
posed surfaces. Three states were found to 
exist in the Sic bulk band gap (2.89 eV) for 
spectra acquired in vacuum. Whether these 
states are intrinsic, originate from contam- 
ination due to etching, or signify a surface 
oxide was not determined. 

Transition metal oxides, such as the 
ionic wide-band gap semiconductor TiO,, 
have a wide variety of applications includ- 
ing use as catalyst supports and as elec- 
trodes. In these applications physics and 
chemistry on the atomic-scale are very im- 
portant. Likewise, in the formation of in- 
terfaces, the chemistry of bonding at the 
surface is important. Several STM images 
of TiO, obtained in air (Fan and Bard, 
1990; Gilbert and Kennedy, 1990) or in the 
presence of an electrolyte (Itaya and 
Tomita, 1989) have been reported. STM 
images of reduced TiO,(110) (Rohrer et al., 
1990) obtained in vacuum illustrate most 
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clearly the complex surface topographies 
exhibited by these systems. Figure 71 
shows an unoccupied state image (yip = 
-2eV) of TiO, obtained in UHV after 
in vacuo cleaning, transfer through air, and 
in situ annealing. Periodic rows oriented 
along [111] and spaced by 8.5 8, are ob- 
served; the corrugation along the rows ex- 
hibits a periodicity of 3.4 A. Dark rows 
about 20 A wide and along [I131 run paral- 
lel to surface steps; their heights varying 
between 2 A and 10 A. These images could 
not be directly related to a bulk-terminated 
structure. Analysis of the images required 
consideration of surface non-stoichiometry 
related to an oxygen deficiency plus crys- 
tallographic shear. In the proposed model, 
electrons tunnel into unoccupied Ti states 
such that the light regions are attributed to 
Ti atoms and the dark regions correspond 
to 0 atoms. Inclusion of a +[Oil] shear 

component provides an explanation for 
the observed surface structure, where the 
observed row corrugations are steps 1.6 8, 
high. 

Imaging polycrystalline materials pre- 
sents special problems with respect to sin- 
gle crystal surfaces because the presence of 
grain boundaries makes the definition of 
crystallite axes difficult. Furthermore, the 
variation in conductivity between individ- 
ual grains and across grain boundaries 
must be distinguished from the structure. 
Recent studies of polycrystalline ZnO have 
addressed the topographic and electrical 
information that can be obtained at grain 
boundaries crystallite axes (Bonnell, 1988; 
Rohrer and Bonnell, 1990), as well as the 
effect of chemistry in imaging these sur- 
faces (Bonnell and Clarke, 1988; Rohrer 
and Bonnell, 1990; Rohrer and Bonnell, 
1991). Bismuth oxide is often added to 
ZnO to improve the characteristics of this 
material as a varistor. Increased resistance 
at grain boundaries is attributed to segre- 
gated Bi which bends the adjacent ZnO 
bands upwards and creates a depletion re- 
gion. The images of polycrystalline ZnO, 
as shown in Fig. 72 exhibit large flat areas 
attributed to individual grains of ZnO; 
these regions, which comprise -90% of 
the image, contain steps and facets. Be- 
tween these flat regions are depressed areas 
depicting the grain boundaries; the areas 
appear depressed due to their low electrical 
conductivity. Some metallic regions were 
attributed to impurities. On the grains, 
tunneling spectra indicate that the surface 
Fermi level is pinned between two defect- 
induced surface states. The bulk Fermi 
level is typically pinned near the top gap by 
shallow donor states. It is found that the 
measured gap in the low conductivity re- 
gion is considerably narrower near the 
grain boundary rather than farther away. 
These variations in the band gap, which 

Dlsmnce along line(*) 

Figure 71. (A) A 109 x 109 A' image of a Ti0,(110) 
surface showing rows along the [l i l]  direction. (B) A 
246 x 246 A2 image over a region containing steps 
long [I 131 with heights of - 0.5-5 8. The steps are 
illustrated by a profile (c) along the dotted line in (B) 
(Rohrer et al., 1990). 
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was found to be composition-dependent, 
were attributed to the sort of local band 
bending that increases the resistivity of the 
polycrystalline material. This conclusion 
assumed that the variations in the band 
gap originated from the bulk and were not 
solely a surface phenomena. 

SrTiO, and other perovskite metal ox- 
ides are important in surface photo- 
catalysis and as a substrate for thin films. 
The 2 x 2  ordered superstructure of the 

Figure 72. (A) A wider 
range image and (B) a 
2000 x 4000 A' image of 
polycrystalline ZnO cen- 
tered at a grain boundary. 
The bright regions corre- 
spond to ZnO crystallites. 
(dI/dV)/(I/V) curves for 
live locations along the 
grain boundary are shown; 
position 1 *C, position 
2 * D, position 3 * E, posi- 
tion 4 F, position 5 G 
(Rohrer and Bonnell, 1990). 

SrTi0,(100) surface observed by LEED 
and measured by photoemission is thought 
to comprise an ordered array of surface 
defects consisting of oxygen vacancy com- 
plexes which give rise to a mid-gap elec- 
tronic state. STM studies (Matsumoto 
et al., 1992) show that both the undoped 
and the Nb-doped SrTi0,(100) surface 
exhibit flat regions with a random array 
of adsorbed particles after annealing at 
1200 "C. The undoped sample exhibits con- 
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ductivity due to the vacancy-induced state 
in the band gap. Figure 73 shows the sur- 
face of a Nb-doped sample in a region 
where a step separates three flat regions. 
The 4.2 8, step height comprises a unit cell 
height, so the termination of the two ter- 
races is the same (either SrO or TiO,). Re- 
gions A and C are slid by one-half period, 
while regions A and B are rotated with 
respect to each other. These atom-resolved 
images actually reveal an 8 x 8 A2 square 
lattice rotated 26" with respect to the bulk 
crystal axis; the corrugation amplitudes 
are similar to those observed for a metal 
surface. The lattice size corresponds to a 
2 x 2 superstructure reported by LEED. 
Calculations suggest that the geometric 
and electronic structures can be explained 
with the surface comprised of a TiO, top 
layer with a 2 x 2 arrangement of (oxygen- 
vacancy - Ti3 + - 0) complexes. The ob- 
served adsorbed particles might corre- 
spond to Sr atoms or SrO complexes. 

2.8 Layered Compounds 

Graphite is one of the most commonly 
used materials in conjunction with STM. 
Because of the case of preparation of a flat, 
clean surface, graphite is used as a sub- 
strate for deposition of metallic, organic, or 
biological thin films and for calibration of 
the lateral scale of the piezoelectric ele- 
ments. Since graphite is a layered com- 
pound exhibiting weak interlayer bonding 
strength, preparation is as simple as expos- 
ing a fresh surface layer by peeling upper 
layers off with adhesive tape. Since the sur- 
face is fairly inert, it was demonstrated very 
early on that the graphite surface could be 
imaged in air (Schneir et al., 1986). Many 
ideas related to STM and STS, as well as 
the interaction of tip and surface, were de- 
veloped from early images of graphite, as 
discussed below. There has also been con- 

Figure73. A 400x400A2 current image of the 
SrTi0,(100) surface obtained with a tip bias of 
+0.6 V and tunneling current of 400 PA. The step 
separating the three regions of square lattices is 
clearly observed as well as the half lattice constant slip 
between regions A and C and a 52" rotation between 
regions A and B (Matsumoto et al., 1992). 

siderable interest in the relationship be- 
tween the geometric and the electronic 
structure of intercalated graphite, and it is 
natural to compare such systems with pure 
graphite. Furthermore, layered com- 
pounds in general exhibit excellent tribo- 
logical properties since individual layers 
can slide over each other fairly easily. A 
future goal is to relate the geometric struc- 
ture between layers to the macroscopic 
frictional forces. 

The early experimental and theoretical 
work on graphite indicated that the inter- 
pretation of images was less straightfor- 
ward than anticipated, although atomic 
resolution is rather easy to achieve 
(Schneir et al., 1986). The STM image of 
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graphite (0001) in Fig. 74 taken with 
V, = 55 V and I ,  = 1 nA in air already hints 
at some puzzling aspects. First, the images 
exhibit three-fold structures, although the 
lattice is hexagonal. Second, the measured 
corrugation is - 3.5 A; this is significantly 
greater than the calculated corrugation of 
the IT* states (0.2 A) or electronic states 
near E ,  (0.8 A) (Selloni et al., 1985). In ad- 
dition, a variety of asymmetries can appear 
in the atomic images. The left panels of Fig. 
75 show that an entire array of anomalous 
images may be observed depending on the 
tip conditions. 

Observation of threefold rather than six- 
fold symmetry is explained by interlayer 
interactions that create a narrow but finite 
Fermi surface (Selloni et al., 1985). The 
ABAB stacking sequence of graphite, as 
shown in Fig. 76, identifies two types of C 
atoms: a and 0. a atoms sit atop atoms in 
the second layer while p atoms do not. 
Theoretical calculations (Batra et al., 1987; 
Tomanek et al., 1987) of the electronic 
structure of the graphite surface that the 0 
states dominate the STM images, corre- 
sponding to those near E,. 

Explanations of the enhanced corruga- 
tions have taken into account the unique 

40 50 

Figure 74. Linescans of the 
(OOO1) surface of pyrolytic 
graphite recorded with 
T( = 55 mV and I ,  = 1 nA. 
The regular maximum cor- 
rugation is 5 3.5 A (Batra 
et al., 1987). 

(el 
Figure 75. The left panels show experimentally- 
obtained images of graphite, while those on the right 
correspond to computer-generated images, as dis- 
cussed in the text. The experimental image in (a) is the 
nominal graphite image (Mizes et al., 1987). 
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Figure 76. The two successive layers of hexagonal 
HOPG graphite showing the inequivalent a and /3 
sites; (a) top view and (b) side view (Tomanek et al., 
1987). 

electronic effects of low-dimensional sys- 
tems (Tersoff, 1986), the role of tip-surface 
interactions (Soler et al., 1986), and the ef- 
fects of contamination in the tunnel gap 
(Mamin et al., 1986). In principle, all may 
apply to some extent. For systems of low 
dimensionality, the possibility exists for the 
Fermi surface to collapse to a point at the 
corner of the surface Brillouin zone (SBZ) 
(Tersoff, 1986). For tunneling biases where 
only a single state is involved in the tunnel- 
ing, a single wavefunction forms the image. 
If k is at the SBZ edge and the crystal 
potential has a Fourier component 2 k, ,  a 
gap will form at E ,  with the formation of 
standing waves with nodes. This condi- 
tions can be met by graphite, a zero-gap 
semiconductor, as well as by charge den- 
sity wave systems (Coleman et al., 1985) 
and semiconductor surface states (Stroscio 
et al., 1986) either because 2 k ,  is the recip- 
rocal lattice vector of the surface or be- 
cause of a 2 k ,  charge density wave distor- 
tion. Then the image is a trace of the 
individual electron wavefunction; while 
the image may have the periodicity of the 
lattice, it does not necessarily reflect the 
true atomic positions. Also, mixing the 
states with the layers below, while weak, 
produces some modification to the simpli- 
fied description of a single row or sheet of 
atoms. This would reduce the corrugation 
amplitude with respect to the idealized row 
or sheet. 

Besides electronic effects, the corruga- 
tion on graphite increases with decreasing 
I: and increasing I , .  While a low is a 
condition for imaging near E,, which can 
produce strong corrugations due to elec- 
tronic effects, these conditions suggest that 
the effect is greatest when the tunnel gap is 
the smallest. The suggestion was therefore 
made that the interaction between tip and 
sample can produce elastic deformations 
in the materials in which the interplane 
bonding strength is weak, leading to the 
observed effect (Soler et al., 1986). Figure 
77 presents the results of a parameterized 
calculation which shows the conditions 
under which the compression and expan- 
sion of graphite might be observed with 
respect to a rigid surface. We note that op- 
erating in the constant height node would 
not be expected to result in the observed 

surface 

compression 

-4 

-6 1 1  
1 1 1  I I I I 

1 2 3 4  5 6 7  
d ( h  

Figure 77. Results of a parameterized calculation for 
the deformation of graphite by the tunneling tip. The 
tip motion, Ad*, produces an enhanced movement of 
the surface, Ad*+Au (Soler et al., 1986). 
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tip-induced deformations (Tomanek et al., 
1987). 

The variety of images obtained from the 
same sample shown in the left panels of 
Fig. 75 indicate a range of anomalous 
structures of the same lattice that can be 
obtained with the STM. This can be attrib- 
uted to tunneling from multiple sites on the 
tip (Mizes et al., 1987; Ishiki et al., 1990). In 
the simplest picture, the parameter that de- 
termines the image relates to the relative 
phases of the s-wavefunctions participating 
in the tunneling. A graphite image with 
threefold symmetry can be determined by 
three Fourier components of equal ampli- 
tude. If two tip sites are operable, the STM 
image becomes the superposition of two 
images, taking into account the relative 
amplitudes and phases of the tunneling 
from the two tip sites. A tip for which mul- 
tiple tip sites contribute to the tunneling 
process can be described by a superposi- 
tion of s-waves. The computer-generated 
images in Fig. 75 correspond to a triangu- 
lar lattice in which the three Fourier com- 
ponents are shifted in phase and ampli- 
tude. Starting from a single tip (a), the 
anomalous images correspond to one 
Fourier component having a relative phase 
shift of (b) 7c/2 or (c) n. If the amplitude of 
two of the Fourier components dominates 
the third, the image of (d) results; if one 
Fourier component is dominant, the image 
of (e) is produced. 

A point contact mode in which current 
flows through a contamination layer has 
been considered as an alternative explana- 
tion for some of the effects observed when 
imaging graphite in air (Colton et al., 
1987). Of course, in terms of the interaction 
of the tip with the surface, a fairly large 
contact area might result (Mamin et al., 
1986), resulting in the observed weak de- 
pendence in tunneling current as a function 
of z-displacement of the tip. This contami- 

nation-mediated deformation was taken to 
account for the fact that atomic images 
might be observed even with z-displace- 
ments over I 100 A. In support of these 
ideas, spectroscopic curves using graphite- 
coated or graphite (pencil lead) tips indi- 
cated a reduced barrier height and func- 
tional dependence different from that 
expected for tunneling through a vacuum 
barrier (Colton et al., 1987). It was also 
shown that a tip composed of a graphite 
flake can be taken as a trigonally-symmet- 
ric multi-atom tip to produce anomalous 
STM images. 

There has been considerable interest in 
graphite intercalation compounds (GICs) 
over the years because of their unique elec- 
tronic, optical, and transport properties. 
Donor GICs, such as C,M, where M is an 
alkali-metal, donate charge to the graphite 
host. Acceptor GICs, such as C,X, where X 
is a metal chloride or other Lewis acid, 
remove charge from the graphite host. The 
repeat unit of intercalant layers within 
graphite layers is referred to as the stage; a 
stage-n GIC has an intercalant layer for 
every n graphite layers. Problems with con- 
tamination and stability of many of these 
materials have limited the study of their 
surface properties. Intercalants can be de- 
pleted in vacuum and are often very reac- 
tive in air. However, preparation of sam- 
ples for surface analysis and, in fact, for 
in situ characterization can be done in 
pure, inert gas atmospheres. The types of 
questions that arise regarding bulk struc- 
ture of GICs can be extended to the sur- 
face. Incorporation of intercalant species 
affects the shape of the Fermi surface and 
the electronic structure. These factors plus 
differences in the screening are expected to 
alter the STM corrugation. In addition, in- 
formation on the stoichiometry, structure, 
and nature of the surface species may be 
obtained using STM. 
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STM studies of stage-I C,Li in an Ar 
atmosphere (Anselmetti et al., 1989) were 
found to include three types of terrace 
structures with different in-plane lattice 
constants, as shown in Fig. 78. The lattice 
constant of image (a) is 0.35 nm, corre- 
sponding to an incommensurate surface 
lattice with nearly close-packed Li. Images 
(b) and (c) represent commensurate super- 
lattices. In (b) the lattice constant is 0.42 A, 
which is expected for a f i  x f i  structure, 
while the lattice constant of 0.49 8, in (c) 
corresponds to a 2 x 2 structure. The bulk 
structure is a & x fi. The STM corruga- 
tion was found to be comparable to that 
for HOPG for I: 5 200 mV, and signifi- 
cantly less than that of HOPG for V , >  
200 mV. These results were in partial 
agreement with theoretical calculation 
(Selloni et al., 1988), but a greater than pre- 
dicted corrugation for low biases led to the 
conclusion that the sampled layer is Li and 
not C. For this stage-1 compound, it is 
expected that cleaving will leave some of 
the intercalant layer on the surface, and it 
was proposed that the high mobility of Li 
on the surface could result in the occur- 
rence of the incommensurate and 2 x 2  
structures, the latter being related to bulk 
C,Li, as well as the bulk-like & x & 
structure. 

STM images of C,M (M=K,Rb,Cs) 
show the prevalence of 2 x 2 structures, as 

in the bulk (Kelty and Lieber, 1989). In 
addition, C8Rb and C,Cs also exhibit 
novel non-hexagonal one-dimensional su- 
perstructures (Anselmetti et al., 1990). The 
2 x 2 superlattice for C,Rb is seen in Fig. 
79a. Three rotational ,,h x 4 domains of 
these one-dimensional structures are 
shown in Fig. 79 b; a single domain $ x 4 
superstructure of c 8 c s  is shown in 
Fig. 79c. In addition, f i  x f i  superlat- 
tices were observed. The 2 x 2 appeared to 
have an enhanced corrugation possibly 
due to a charge density wave (Kelty and 
Lieber, 1989; Anselmetti et al., 1990). The 
one-dimensional structures have reduced 
corrugation and their presence is consis- 
tent with the depletion of alkali-metal 
atoms at the surface. Based on the domain 
sizes observed, the driving force for their 
formation is apparently short-ranged, and 
it was suggested that these effects may be 
caused by the collapse of the associated 
charge density wave (Anselmetti et al., 
1990). 

Studies of the acceptor stage-1 C,CuCl, 
GIC produced polarity-dependent effects 
in the corrugation (Olk et al., 1990), as il- 
lustrated in Fig. 80. Images taken with 
V, = + 10 mV exhibited a uniform corruga- 
tion for p and c1 sites. However, images 
taken with I: = - 10 mV exhibited the c1- p 
asymmetry of graphite. Adapting the inter- 
pretation of the calculations for C,Li (Sel- 

Figure 78. Three 18 x 18 Az STM current images obtained from different terraces of a C,Li GIC surface showing 
superlattices with lattice constants of (a) 0.35 nm (incommensurate), (b) 0.42 nm (commensurate) and (c) 0.49 nm 
(commensurate) (Amelmetti et al., 1989). 
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(4 loni et al., 1988), it was concluded that 
V, > 0 represents tunneling from CuC1, 
molecules beneath the first layer and V, < 0 
represents tunneling to the C atoms at the 
surface. The former conclusion indicates 
that the intercalant reduces or removes the 
interlayer coupling in graphite which re- 
sults in the a-p site asymmetry. The re- 
moval of site asymmetry as a function of 
charge transfer and donor/acceptor type 
was also predicted by calculations of the 
electronic structure of GICs (Qin and 
Kirczenow, 1990). 

A recent study of the tribological aspects 
of metal dichalcogenides demonstrates the 
complementarity of STM and AFM in ad- 
dressing a problem of great technological 
interest by comparing and contrasting sur- 
face structural and electronic properties 
(Lieber and Kim, 1991). Layered materials 
are excellent lubricants because of the 
weak bonding interactions between indi- 
vidual planes. While the structures of many 
metal dichalcogenides are similar, MoS, 
possesses singularly superior lubricating 
capabilities. One of the goals of the study 
was to determine if a systematic under- 
standing of substituted compounds could 
provide some insight into the uniqueness 
of MoS,. STM and AFM images of the S 
atoms of MoS, show fairly uniform hexag- 
onal structures with a period of 3.2 8, 
(Fig. 81 a). The Ni-substituted compound, 
Ni,Mo,-,S, in Fig. 81 b indicates some 
changes in the corrugation of the S atoms 
that could signify differences in Ni-S 
versus Mo- S bonding, but no major dif- 
ferences in the surface structure between 

(b) 

(c) 

- 
Figure 79. (a) 50 x 60 b;’ STM image of the 2 x 2 su- 
perlattice of C,Rb (F = - 50 mV and I = 3.4 nA); (b) 
100 x 90 A’ image of three rotational & x 4 domains 
of C,Rb ( y = - 2 0 m V  and I,=2.0nA); (c) 
75 x 65 b;’ image of a single f i x  4 domain on C,Cs 
(V = 160 mV and I ,  = 1.5 A) (Anselmetti et al., 1990). 
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Figure 80. 20.75 x 
20.75 A’ STM images of 
C,CuCl, with line scans as 
indicated. (A) V, = 10 mV; 
(B) V, = - 10 mV (Olk 
et al., 1990). 
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(4 

Figure 81. STM images of (a) MoS, (9 x 9 nm2), (b) 
Nio,,Moo,,S, (2.5 x 2.5 nm2), and (c) MoS,,,,Te,,,, 
(8 x 8 nm’). (d) Drawing depicting a possible struc- 
tural modification in which the Te reduces the layer- 
layer interaction of pure MoS, (Lieber and Kim, 1991). 

the two compounds. The STM images 
were significantly more striking. Localized 
electronic defects in states near E ,  are sig- 
nified by a marked reduction in the mea- 
sured corrugation. Another compound, 
as seen in Fig. 81c, Te-substituted MoS,, 
MoS ,Te,. , 5 ,  exhibits atomic-sized pro- 
trusions, as observed by AFM. The num- 
ber of such protrusions are scaled with the 
Te concentration. However, analogous lo- 
calized electronic structure changes were 
not observed by STM. While no direct 
conclusions based on these observation 
have been made regarding the tribological 
properties of these materials to date, it is 
clear that electronic and geometric surface 
properties can behave differently. This re- 
lationship might hold the key to develop- 
ing a systematic picture of friction in lay- 
ered compounds. 

2.9 Charge Density Wave Systems 

Charge density waves (CDWs) are peri- 
odic distortions in the charge density of a 
solid that are driven by Fermi-surface in- 
stabilities for wavevectors near 2 k,. This 
rearrangement of charge results in lattice 
distortions (the Peierls distortion) and en- 
ergy gas in the Fermi surface at sufficiently 
low temperatures (which may extend 
above room temperature). In addition, sev- 
eral CDW phases may exist for a single 
system at different temperatures. Because 
of their unique Fermi-surface behavior, 
low-dimensional materials include the 
layer-structure transition-metal dichalco- 
genides, such as TaSe, and TaS, (Coleman 
et al., 1985; Coleman et al., 1988; Thomson 
et al., 1988; Slough et al., 1989, 1990, 1991; 
Wang et al., 1990; Wu and Lieber, 1990a; 
Burk et al., 1991), as well as the quasi-one- 
dimensional transition-metal trichaloge- 
nides, such as NbSe, and 0-TaS, (Gammie 
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et al., 1989a,b; Gammie et al., 1991), and 
metal-oxide bronzes (Nomura and 
Ichimura, 1990; Mercer et al., 1991; Rudd 
et al., 1991). In addition, defects and impu- 
rities can pin incommensurate CDW struc- 
tures (Wu et al., 1988) and can perturb 
commensurate CDW superlattices (Wu 
and Lieber, 1990b; Coleman et al., 1992). 

Figure 82 shows an STM image from the 
first reported study of CDWs on layer- 
structure dichalcogenides (Coleman et al., 
1985). Here, 1 T-TaS, was imaged at 77 K, 
and the lattice spacin observed is - 3.5 a, 
(forming at ,,% x $il superlattice) with 
amplitudes of - 4 A. At higher tempera- 
tures, transitions to incommensurate 
CDW phases occur, with a nearly-com- 
mensurate phase that can be seen at room 
temperature (Wu et al., 1988) since this 
phase exists in the temperature range 183- 
353 K. 

Figure 83 shows a hi h-quality STM im- 
age of the ,,h x &CDW structure of 
1 T-TaS, obtained at 4.2 K ;  this CDW ex- 
ists up to - 473 K (Slough et al., 1990). 
The accompanying line scan indicates that 
the corrugation due to atomic structure is 
~ 2 5 %  of the CDW corrugation (Wang 
et al., 1990). While the measured CDW 
corrugations are in the range of - 2 A, the 
actual CDW distortion in charge density is 
typically I 0.2 A. However, arguments on 
corrugation enhancement related to zone- 
boundary states (Tersoff, 1986), as dis- 
cussed in the previous section, are applica- 
ble for CDW systems. At these low 
temperatures, the commensurate 1 T-TaSe, 
CDW system exhibits an energy gap, 
2 4  z 300 meV, as shown in Fig. 83. It 
should be noted that a zero-bias anomaly 
has been found in a subject of such spectra, 
and these produce a sharp structure at 

= 0, an overall conductance, a reduced 
barrier, and some enhancement in z-corru- 
gation. 
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Figure 82. (a) Atom-resolved image charge density 
waves on the surface of the layer structure dichalco- 
genide 1 T-TaS,. This early image of a transition 
metal dichalcogenide was acquired with V, = 50 meV 
and 1 , = 2  nA (Coleman et al., 1985). (b) The 
f i x  f i  superlattice rotated with respect to the 
underlying lattice by 13.9" (Coleman et al., 1988). 

There has been controversy regarding 
the nearly-commensurate phase. It was 
predicted theoretically (Nakanishi and 
Shiba, 1977) that this phase would be in- 
commensurate on the average but largely 
commensurate within a domain. Early 
studies showed no evidence for the pre- 
dicted domain structure (Thomson et al., 
1988). Domains were observed subse- 
quently (Wu and Lieber, 1990a), but other 
studies indicated that the structures were 
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Figure 83. (a) A gray-scale image of 1 7' -TaSe, ob- 
tained at 4.2 K illustrates both the CDW modulation 
(3 a,,) and atomic modulation with (b) a correspond- 
ing STM scan profile. (c) I versus V and dZ/dV versus 
V curves measured at 4.2 K showing the CDW gap 
(Wang et al., 1990). 

continuously incommensurate (Slough 
et al., 1990). A detailed analysis of the 
Fourier-transformed images more recently 
demonstrated the shortfalls of visual inter- 
pretation of modulated superstructures, 
and confirmed that amplitude and phase 
domains do exist in the nearly-commensu- 
rate phase. The key conclusions of the 
study showed that the domains are not 
sharp; while the domain structures possess 
a real-space wavelength of - 72 A, the 
boundaries comprise -50% of the do- 
main. In addition, there is extreme sensitiv- 
ity to defects so that sample-to-sample 
variations can be significant. 

Perturbations in a commensurate CDW 
phase due to defects and impurities have 
been investigated by STM for Ti-doped 
1 T-TaSe, (Ti,Ta,-,Se,) (Wu and Lieber, 
1990b). This material exhibits a commen- 
surate CDW structure above room tem- 
perature, so measurements were performed 
under ambient conditions on freshly- 
cleaved surfaces. STM images of the sur- 
faces of samples with x = 0,0.02,0.04, and 
0.07, as shown in Fig. 84, depict the 
f i  x f l  superlattice. These images 
have regions of reduced CDW amplitude 
where the number of defects per CDW 
scales directly with the Ti concentration, 
and each defect apparently consists of sev- 
eral Ti centers. For x I 0.4, the phase of the 
CDW on either side of the defects does not 
vary, implying that an amplitude distor- 
tion is sufficient to relax the CDW around 
the defect. However, it is often the case that 
the image exhibits a coupled amplitude- 
phase distortion. In addition, in the regions 
around defects the CDW superlattice was 
sometimes found to exhibit a twin domain 
where there are + 13.9" and - 13.9" rota- 
tions with respect to the atomic lattice. 

Increased disorder but large CDW cor- 
rugations with a reduction in the energy 
gap and lower conductance at zero bias in 
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comparison to 1 T-TaS, (Coleman et al., 
1992) has been observed for the 1 T -  
Fe,,,,TaS, system. Doping at this level 
was found to produce uniform spectro- 
scopic effects over the entire crystal. 

The quasi-one-dimensional transition 
metal trichalcogenides consists of chain 
structures, as illustrated in Fig. 85 for 
NbSe,, with the bc-plane exposed for 
imaging (Gammie et al., 1989a, 1991). The 
Nb atoms of chain I11 physically protrude 
most, and this chain is staggered with re- 
spect to the other two by b,/2 = 1.7 A, as 
seen in Fig. 85. The strength of the Se-Se 
interaction is crucial to determine the 
CDW properties. The unit cells form sheets 
which are bonded together by van der 
Waals forces. Because of the weak inter- 
sheet and inter-chain bonding, these mate- 
rials are fragile and can be difficult to im- 
age. There are two incommensurate CDW 
phases of NbSe, - one below 144 K, and 
one below 59 K. A CDW image obtained 
at 4 K (Slough et al., 1989), also shown in 

Figure 84. 220 x 220 A’ constant 
current images of (a) TaSe,, (b) 
~ ~ 0 . 0 2 ~ ~ 0 . 9 8 ~ ~ 2 ~  (c) 
Tio,04Tao.96Se2, and (4 
Ti,,,,Ta,,,,Se, recorded with 
I, = 2  nA and V( =10 mV. a and 
a’ correspond to the lattice and 
CDW directions, respectively 
(Wu and Lieber, 1990b). 

Fig. 85, gives the greatest superlattice mod- 
ulation ( -2A)  with periodicity of 
N 4 6, x 2 co. The CDW maxima comprise 
chains I and 111, in contrast to images ob- 
tained at 77 K, above the low temperature 
transition, which favors chain 11. Through 
these transitions, major alterations in the 
Fermi surface occur to produce the differ- 
ent structures as well as an approximately 
30 meV CDW energy gap (Slough et al., 
1989). 

Another trichalcogenide, the ortho- 
rhombic phase of TaS, (o-TaS,) was ex- 
pected to exhibit similar structures to 
NbS, or monoclinic TaS, (m-TaS,). How- 
ever, the images were found to deviate sig- 
nificantly, as shown in Fig. 86, and no dif- 
ferentiation in the height between chains 
was observed (Gammie et al., 1989). This 
image rather corresponds to the structure 
of ZrSe,, as shown. At 180 K, the CDWs 
begin to form, and, at 160K,  the CDW 
superlattice is fully formed, as shown in 
Fig. 86. The superlattice forms an angle of 
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-86" with the chain axis. In fact, two 
CDWs are seen to co-exist with the CDW 
maxima preferentially located on only two 
chains and not on the third. This indicates 
that the two CDWs, which might be ex- 
pected to occur at different transition tem- 
peratures, are strongly-correlated forming 
a single Peierls transition, possibly due to 
the uniform interchain interaction and the 
effect of local coulombic repulsions asso- 

0 Nb O O , b o  
0 1 2 3  0 se 0 b12 

Figure 85. (a) 54 x 54 A' and (b) close-up images of 
the b-c plane of NbSe, acquired at room tempera- 
ture with the corresponding picture of the structure 
(c, d). The solid circles, crosses, and open circles corre- 
spond to chains, 1, 11, and 111, respectively. Stagger- 
ing of the chains, in correspondence with the model, 
is clearly seen (Gammie et al., 1989a). (e) STM image 
of the CDW of NbSe, acquired at 4.2 K showing 
the CDW superlattice with unit cell dimensions of - 4 b ,  x 2 c, (Slough et al., 1989). 

ciated with this structure (Gammie et al., 
1989, 1991). 

The quasi-one-dimensional molybde- 
num oxide bronzes (A,MO,O,) are sys- 
tems known to exhibit CDW behavior 
along the b-axis. Besides reports of the 
room temperature structure of the blue- 
bronzes Rb,.,MoO, (Rudd et al., 1991) 
and K,.,MoO, (Mercer et al., 1991), CDW 
transport at the surface of K,.,MoO, at a 
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Figure86. (a) 6 5 A x 6 5 A  STM image of the z 
trichalcogenide 0-TaS, obtained at room tempera- 
ture with the chain axis oriented horizontally and the 
scan direction along the c-axis. Atomic spacings of 
3.3 A and 2.5 8, are observed (Gammie et al., 1989 b). 
(b) 21 5 x 215 A' image of the CDW superlattice of 
0-TaS, taken at 160 K with a horizontal wavelength 
of 4c, and vertical modulations of 6,/2 (Gammie 
et al., 1989 b). 
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Figure 87. (a) Set-up to observe sliding charge density 
wave of K,.,MoO,. (b) Spectra of tunneling current 
under bias current with a fixed tunneling tip. Above 
the threshold a new peak appears, as shown by the 
arrow (Nomura and Ichimura, 1990). 

temperature of 80 K was investigated 
(Nomura and Ichimura, 1990) by perform- 
ing tunneling measurements for a fixed tip 
position and a parallel electric field with a 
magnitude above the de-pinning threshold 
applied. Fast-Fourier-transform-analyzed 
tunneling noise spectra exhibited sample 
current-dependent features related to the 
current carried by the electronic charge 
density modulation of the CDW, as shown 

in Fig. 87. At a CDW current of 1 mA, 
the sliding velocity was estimated at 
5.7 x cm/s, which is a factor of ap- 
proximately ten times greater than in the 
bulk. In addition, Fig. 88 shows a measure- 
ment of the CDW gap of K,.,MoO, at 
77 K; the value of 2 4  obtained from these 
measurements was - 80 meV. 
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2.10 Superconductors 

The study of metal-insulator-super- 
conductor and superconductor -insula- 
tor- superconductor tunneling, pioneered 
by Giaver (Giaver, 1960), has over the 
years become the basis for measuring exci- 
tations in the region of the superconduct- 
ing energy gap. More recently, supercon- 
ductor-insulator-superconductor junc- 
tions obtained by sample cleavage and 
reorganization in situ have been demon- 
strated (Moreland et al., 1987), and point- 
contact configurations have also been used 
(Hawley et al., 1986; Wilkins et al., 1990; 
Jiang et al., 1991). Both of these types of 
measurements provide valuable informa- 
tion on mechanically-stable junctions, but 
they lack the lateral spatial-resolving 
power of STM. Measuring the supercon- 
ducting energy gap, A ,  with the STM fol- 
lows directly from such studies and pro- 
vides the ability to obtain spatial 
resolution. This sort of approach is partic- 
ularly important in the study of new classes 
of high-T, ceramics, which have drawn 
worldwide interest (Bednorz and Muller, 

Figure 88. I - V curve of 
K,,,MoO, obtained at 
77 K showing the CDW 
gap (Mercer et al., 1991). 

1986). The invention of STM fortuitously 
coincided with the discovery and develop- 
ment of high-T, superconductors, for 
which the convergence of geometric and 
electronic structure is considered to be an 
important component in arriving at as 
yet unresolved superconductivity mecha- 
nisms. Measurements of superconducting 
samples demand instrumentation that can 
operate at variable cryogenic temperatures 
and with applied magnetic fields typically 
in a helium gas/liquid environment; one 
such instrument (Fein et al., 1987) has al- 
ready been discussed in Sect. 2.3. On con- 
ventional superconductors, STM measure- 
ments of A at the surface can typically be 
directly compared to bulk values, but ce- 
ramic samples often exhibit deviations due 
to differences in stoichiometry between the 
surface and the bulk. The spatial-resolu- 
tion of STM for topographic and spectro- 
scopic images has also provided the unique 
ability to image the structure and motion 
of flux vortices on Type-I1 superconduc- 
tors. 

The first STM study of a conventional 
superconducting alloy (Elrod et al., 1984) 
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was performed invacuo on a thin-film 
Nb,Sn sample with T, z 16 K. Supercon- 
ductor-insulator -normal metal tunneling 
was confirmed by the direct measurement 
of the barrier height, 4 ( -  3.3 eV) at low 
temperatures. I- V spectra obtained at 
T - 10 K detected a superconducting en- 
ergy gap, A ,  of 3.7 meV, in agreement with 
the bulk value. In another study (Ramos 
et al., unpublished), I- V measurements on 
Pb found an energy gap A = 1.25 meV at 
4.9 K and a spectral shape which fit well 
to BCS (Bardeen -Cooper- Schrieffer) the- 
ory. 

The discovery of high-T, superconduc- 
tors has stimulated major efforts to obtain 
a comprehensive understanding of the 
chemical and physical aspects of these lay- 
ered oxide materials. Resolving the mecha- 
nism for superconductivity in these materi- 
als experimentally requires the relation of 
structure, stoichiometry, and preparation 
to the transition temperature and energy 
gap. Modified surface stoichiometries and 
other materials problems can make the 
surface layers insulating, even though the 
bulk is superconducting. In addition, the 
coherence lengths are extremely small, of 
the order of a unit cell dimension. Thus, it 
is particularly important that local super- 
conducting properties be correlated with 
structural images at the same location be- 
cause of the difficulty of preparing these 
materials. Even with these problems, STM 
measurements have provided valuable new 
insights into these new materials by prob- 
ing the local geometric and electronic 
structure (Kirtley et al., 1988 a). 

Several structural studies have been per- 
formed at room temperature to assess the 
morphology and homogeneity of samples 
prepared by various methods. For example, 
atomic scale images of Bi,Sr,CaCu,O,+, , 
as shown in Fig. 89 (Kirk et al., 1988), ob- 
tained in vacuo show step heights in multi- 

ples of - 15 8,, indicating that cleavage oc- 
curs at whole unit cells or half unit cells. 
Imaging with a positive sample bias gave 
the best images suggesting that the unoc- 
cupied states images correspond to Bi (6p) 
orbitals of a metallic surface. Since only the 
top plane is accessible to STM, it was con- 
cluded that the Bi planes are the cleavage 
planes. Taking the bright spots forming 
squares aligned along a-b diagonals as Bi 
atoms, corrugations are observed approxi- 
mately every 5 8, and striations are seen 
approximately every 26 8, along the a-axis. 
Detailed analysis of the corrugation ampli- 
tudes of atomic rows diagonal to this su- 
perstructure led to the conclusion that per- 
pendicular s-wave lateral distortions result 
in a longitudinal displacement of - 0.5 8, 
along the a-axis and a buckling displace- 
ment out of the plane, the images of which 
may be complicated by electronic effects. 
Nevertheless, the superstructure occurs 
due to a lattice strain in the Bi-0 plane, 
which results in a missing Bi row every 
ninth or tenth site. A subsequent analysis 
of this structure found that the corruga- 
tions for opposite polarities were in-phase 
(Shih et al., 1991). The results were inter- 

Figure 89. 150 8, x 200 8, image of Bi,Sr,CaCu,O, ac- 
quired at room temperature with = -0.15 V and 
I ,  = 0.2 nA. In the proposed model, the square lattice 
of bright dots corresponds to the positions of Bi 
atoms. Note the superstructure that runs parallel to 
the b-axis (Kirk et al., 1988). 
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preted to be consistent with the imaging of 
BiO layers, although the non-metallic 
property of the surface presented the possi- 
bility that some effects come from the CuO 
layer beneath. 

A study of a high-quality single crystal of 
Bi,Sr,CaCu,O, (Liu et al., 1991) gave con- 
sistent spectroscopic features (Fig. 90) with 
A x 30 meV in faceted field images with a 
ratio of zero-bias superconducting state 
conductivity to normal state conductivity 
of - 1 : 12. A linear conductance character- 
istic was observed for tunneling in the c 
direction in an unfaceted region. While 
analysis showed that the conductance 
spectra resemble that expected from BCS 
theory [2A/(k, T,)  x 8.21, clear spectral 
broadening was noted here, as in other 
studies. In addition, a second peak at - 3 A 
was observed and interpreted to originate 
from a structure in the quasiparticle den- 
sity of states. 

The nature of superconducting vortex 
cores in Type-I1 superconducting materials 
was mostly limited to theoretical study be- 
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Figure 90. (a-c) Normalized plots ofdl /dV versus V 
on the center of a Bi,Sr,CaCu,O, facet showing the 
superconducting energy gap and *90 meV peaks. (d) 
A plot for tunneling in the c-direction (Lie et al., 
1991). 

fore the ability to image with low tempera- 
ture, high spectroscopic resolution STMs 
became available. Recently however, ob- 
servations of the motion of unpinned flux 
vortices (Dittrich and Heiden, 1988) and 
images of the Abrikosov flux lattice (Hess 
et al., 1989; Hess et al., 1990; Renner et al., 
1991) have been reported. 

The motion of superconducting flux vor- 
tices at the surfaces of Type-I1 supercon- 
ductors was detected in an experimental 
arrangement to detect quasiparticle tun- 
neling between a fixed Nb tip and a Nb 
single crystal surface in a magnetic field 
(Dittrich and Heiden, 1988). The Nb sam- 
ple was placed in a mixed state by the ap- 
plication of a magnetic field while a current 
was passed through the sample to drive a 
vortex current. Random modulation of the 
gap voltage with time (vortex motion 
“noise”), observed on an oscilloscope, sig- 
nified the passing of superconducting vor- 
tices with normal cores beneath the tip. To 
support the conclusion that gap fluctua- 
tions originated from vortex motion, the 
“noise” was studied as a function of ap- 
plied magnetic field and sample current. In 
particular, above a critical field H , ,  noise 
fluctuations were absent; likewise, fluctua- 
tions were not observed below a critical 
sample current due to vortex pinning. 

The spatial dependence of the quasipar- 
ticle energy spectrum for flux vortices was 
first observed on 2H-NbSe2 (Hess et al., 
1989), a layered material with atomic spac- 
ing: a,= 3.5 A; T, = 7.2 K; upper critical 
field, H,, = 5 T; and coherence length, < = 
77 A. The charge-density-wave transition 
(periodicity - 3 a,) was confirmed at 33 K. 
The observed superconducting gap was 
1.1 meV, in good agreement with other 
measurements. 

Imaging the Abrikosov flux lattice can 
be accomplished at low temperatures with 
bias voltages of the order of mV, because 



the electronic density of states is modu- 
lated by the vortices which exist in the 
presence of an applied magnetic field. At 
these biases, the superconducting regions 
exhibit low conductance (Z/V), while the 
normal cores have a higher density of 
states. The low temperature also sup- 
presses Fermi level smearing, which could 
easily be of the order of the gap width. 
Figure 91 shows the flux lattice (vortex 
spacing of - 479 %.) obtained by the ap- 
plication of a - 1 T magnetic field. Spatial- 
ly-resolved spectroscopic measurements 
across the flux lattice found an enhance- 
ment in the DOS at the center of the vortex 
rather than a flat, featureless normal metal 
spectrum as expected (Fig. 91). Farther 
away from center, but still in the core, the 
DOS flattened, and the boundary regions 
exhibited a clear superconducting energy 
gap. Subsequent analysis of these obser- 
vations concluded that the zero-bias en- 
hancement of the DOS on the center orig-! 
inates from the lowest quasiparticle bound 
state (Gygi and Schluter, 1990). Exact 
agreement with the observed spectral 
shape required a broadening mechanism, 
such as defects or finite temperature. Fur- 
ther details of the flux lattice, including re- 
duction of the band gap due to the super- 
fluid velocity far away from the core, 
distortion of the vortex images due to the 
interaction of the crystal band structure 
with the CDW gap and the effect of vor- 
tex  vortex interactions were explored in 
subsequent work (Hess et al., 1990). In ad- 
dition, the Nb, -,Ta,Se, system was stud- 
ied as a function of x to investigate the role 
of impurities (Ta) and disorder on the be- 
havior of the zero-bias conductance in the 
vortex core region (Renner et al., 1991). As 
seen in Fig. 91, a peak in the zero-bias con- 
ductance on the center was observed as 
expected for x = 0, but this enhancement 
was removed for x = 0.20. A pair-breaking 
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Figure91. (A) dl/dV image of the Abrikosov flux 
lattice on NbSe, for a - 1 T magnetic field at 1.8 K 
(Hess et al., 1989). (B) dl/dV versus V for various 
positions moving through a vortex core; at the center 
( O A )  there is a zero-bias enhancement. The lower 
curve is for zero applied field B = 0 (Hess et al., 1990). 
(C) 4000 A x 4000 8, STS images of the vortex lattice 
at 1.3 K and 0.3T for (a) pure NbSe, and (b) 
Nb,,,Ta,,,Se, where the zero-bias conductance in the 
center of the core is quenched (Renner et al., 1991). 



96 Nanoscale Characterization of Surfaces and Interfaces 

model to insert the effect of inelastic scat- 
tering on the DOS was put forward to ex- 
plain this behavior. 

2.1 1 Molecular Films, Adsorbates, 
and Surface Chemistry 

Imaging atomic and molecular struc- 
tures at surfaces using the combined struc- 
tural and spectroscopic capabilities of the 
STM provides a means to probe the chem- 
istry and bonding of monolayer, as well as 
multilayer films. Adsorption and chemical 
reactivity at solid surfaces are local phe- 
nomena that require knowledge of the lo- 
cal structure, and the STM technique can 
provide this information. Beyond tradi- 
tional (and non-traditional) surface chem- 
istry performed in ultrahigh vacuum envi- 
ronments, the added capability to image 
molecular crystals, polymer films, and bio- 
logical molecules in air or liquids opens a 
vast range of possibilities, including the re- 
alization of nanoscale manipulation of a 
surface. 

2.11.1 Molecular Imaging 

The first demonstration of the ability of 
STM to obtain high resolution images of 
organic molecules in air was reported for 
the conducting molecular crystal tetrathia- 
fulvalene tetracyanoquinodimethane (TTF- 
TCNQ) (Sleator and Tycko, 1988). Images 
revealed raised rows of ball-like structures 
with diameters of - 3  8, surrounded by 
two rows of smaller ball-like structures, as 
shown in Fig. 92. Calculations led to the 
assignment of this triplet structure to a sin- 
gle TCNQ molecule, with the smaller balls 
centered over N atoms and the center ball 
an image of the electron density of the cen- 
ter ring. STM studies of liquid crystals fol- 
lowed soon afterwards demonstrating, for 
example, one- and two-dimensional order- 
ing of individual molecules of the liquid 
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Figure 92. (A) 25 x 25 A’ STM image of TTF-TCNQ 
in air (a) and a simulated image (b). (B) Molecular 
structure of TTF-TCNQ as observed in the image 
(Sleator and Tycko, 1988). 
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crystal deposited on a graphite single crys- 
tal (Foster and Frommer, 1988) and the 
identification of individual functional 
groups of these species (McMaster et al., 
1990). 

While bias-dependent imaging provides 
local electron geometric and spectroscopic 
information, studies where Langmuir- 
Blodgett (L-B) films and organic multilay- 
ers are imaged indicate that the tip may 
penetrate the adsorbed species without 
damage, but with possible distortions re- 
lated to mechanical, chemical, or electro- 
static interactions between the tip and the 
sample (Fuchs et al., 1990). Furthermore, 
the issue of electron transport through an 
insulating film must be considered in order 
to prevent charging, and to obtain con- 
trast. One possibility is that the tunnel bar- 
rier of the insulating film is smaller than 
the adjacent vacuum in gap in order to 
measure topography in the constant cur- 
rent mode. Another possibility is that local 
electron states are accessible at the surface 
for tunneling and that these states conduct 
electrons to the substrate faster than the 
arrival rate of tunneling electrons (Coombs 
et al., 1988). This requires high mobility in 
the substrate, which might occur by tun- 
neling through overlapping molecular or- 
bitals, bulk hopping-type conduction, 
Schottky emission into the conduction 
band of the insulator, or field-induced ion- 
ization in the insulating film (Dietz and 
Herrmann, 1990). 

Following the first report of imaging of 
thin film Langmuir- Blodgett deposited 
polymers (Albrecht et al., 1988), STM stud- 
ies of the technologically-important poly- 
imide poly-[N,N'-bis(phenoxypheny1)py- 
romellitimide] deposited on an HOPG 
surface by Langmuir - Blodgett techniques 
(Sotobayashi, 1990; Fujiwara et al., 1991), 
or on gold films by vapor deposition and 
thermal imidization (Grunze et al., 1988), 

Figure93. STM image of a polyimide thin film de- 
posited on graphite by Langmuir-Blodgett tech- 
niques (Fujiwara et al., 1991). 

were reported. Images, as shown in Fig. 
93, indicate the packing structure on the 
substrate. In particular, the individual 
polyimide chains exhibit a zigzag structure 
with bending angles of 110-120" at the 
ether-bonded 0 atoms and an 0-0 dis- 
tance of 15-20 A. The chains appear to 
be aligned parallel to the deposition direc- 
tion of the Langmuir-Blodgett film. The 
chain-chain distance was found to be - 5 A, which suggests a tilting of the entire 
molecule to avoid steric hindrance effects. 

2.11.2 Adsorption and Surface 
Chemistry 

From the surface science point of view, 
the formation of a chemical bond and the 
occurrence of a chemical reaction at a sur- 
face is a local phenomenon occurring at 
one or more specific atomic sites. Studies of , 

electronic structure and chemistry at sur- 
faces performed by techniques that average 
over the surface can provide much infor- 
mation. However, since adsorption species 
are typically associated with specific 
atomic sites, and since molecular dissocia- 
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tion and catalytic reactions often occur 
preferentially on specific surface planes, at 
steps, or at defects, an atomic-scale spec- 
troscopic probe such as an STM/STS is 
the most appropriate. The difference be- 
tween STM images of the clean surface and 
the adsorbate-covered surface can eluci- 
date the local chemical interaction due to 
adsorbate-induced changes in the local 
density of states of the valence electrons 
that are directly involved in the bonding 
interaction. When combined with results of 
other surface techniques, STM and STS 
make it possible to assess site-specific elec- 
tronic interactions related to bonding and 
chemical reactivity, as well as the spatial 
distribution of reactions on solid surfaces. 
We have already discussed the role of 
adsorbates in metal reconstructions. Here 
we focus on imaging the adsorbed species 
themselves and deriving geometric, elec- 
tronic, and chemical information at metal 
and semiconductor surfaces. 

Semiconductor Surfaces 

The covalent bonding nature of semi- 
conductors uniquely determines adsorp- 
tion and surface reactivity. For example, 
their half-tilled dangling bonds extending 
out into the vacuum are typically very ac- 
tive reaction sites. The formation of new 
structures and the passivation of the dan- 
gling bonds may involve bond-breaking, 
which is kinetically-limited at room tem- 
perature, but direct reaction at higher tem- 
peratures or annealing after room tem- 
perature deposition can promote such 
processes. We consider important exam- 
ples where STM has been used to derive 
information on Si surface chemistry: (1) 
molecular dissociation and bonding 
(Hamers et al., 1987; Wolkow and Avouris, 
1988); (2) the incorporation of subsurface 
boron and the resulting chemistry of that 

system (Lyo et al., 1989); (3) etching of Si 
adatoms by H or C1 (Villarrubia and 
Boland, 1989; Boland, 1990, 1991a), (4) 
oxidation reactions at room temperature 
(Avouris and Lyo, 1992) and at elevated 
temperatures (Feltz et al., 1992); and ( 5 )  
epitaxial growth of CaF, insulating films 
(Avouris and Wolkow, 1989b). In addition, 
we consider the long-range effect of an ad- 
sorbate interaction with a GaAs surface 
due to band bending effects (Stroscio et al., 
1987). 

The first applications of STM to obtain 
the atomic-site dependence of reactions on 
semiconductor surfaces focused on the ad- 
sorption of ammonia (NH,) by Si(100)- 
(2 x 1) (Hamers et al., 1987) and Si(l11)- 
(7 x7) (Wolkow and Avouris, 1988) sur- 
faces. 

In the case of the Si(100)-2xl surface, 
Fig.94 shows an occupied state image 
of the clean Si(100)-2 x 1 surface (see also 
Fig. 22). Dosing the surface with NH, was 
found to retain the 2 x 1 symmetry, while 
the electron density between the dimers 
was reduced with the tunneling enhanced 
at the dimer ends (c). Measuring spectra 
before and after exposure shows that the 
bonding and anti-bonding 71 states are re- 
moved. An adsorbate-induced shoulder 
forms - 1 eV above E ,  which is attributed 
to a Si-H antibonding state. With refer- 
ence to related studies, the picture that 
emerges is that the NH, dissociates and a 
monohydride H phase is formed at satura- 
tion coverage. It has been concluded from 
ion scattering studies that N occupies sub- 
surface sites, so N is unlikely to appear in 
the images for this reason, as well as the 
fact that the bonding state is 2 4 eV, which 
is beyond the range of STS. 

It was previously shown that the various 
local configurations of surface atoms 
within a 7 x 7 unit cell produce site-specific 
electronic structures; charge transfer be- 
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tween the different types of Si atoms and 
surface strain are expected. On extending 
the NH,-Si reaction to the Si(111)-7 x 7 
surface, marked differences in local chemi- 
cal activity might be expected. Previously, 
an electron energy loss study of the surface 
vibrational structure (Tanaka et al., 1987) 
showed that NH, dissociatively adsorbs at 
room temperature leaving H - Si + NH, - Si 
species; corresponding changes were also 
observed by photoelectron spectroscopy. 
Figure 95 shows an unoccupied state im- 
age of the clean Si(111)-(7 x 7) surface (v = - 0.8 eV). The twelve adatoms of the 
unit cell are clearly seen, and spectra for 
the rest-atom, corner adatom, and center 
adatom sites are presented. After partial 
reaction with NH,, the image of the sur- 
face adatoms appears distinctly different; 
with I: = - o.8 eV it appears that 
adatoms have been removed. However, the 
adatoms are &served at a higher bias 
( l / ; = - 3  eV), so the disappearance of the 

Figure 94. STM images of occupied states on a clean 
(upper) and NH,-dosed (lower) Si(100)-2 x 1 surface 
(measured with V, = 2 eV) showing the reduction in 
surface state density between the atoms due to the 
removal of bonding n levels (Hamers et al., 1987). 

Figure 95. Upper panel: unoccupied 
states of (a) clean (v  = -0.8 eV), and 
(b) NH, partially reacted surfaces 
(v  = -0.8 eV). Lower panel: for the 
clean surface, tunneling spectra over a 
rest atom site (A), a corner adatom site 
(B), and a center adatom site (C); the 
shaded regions depict the differences 
from bulk Si. For the NH,-exposed sur- 
face, tunneling spectra over a reacted rest 
atom site (A), a reacted corner atom site 
(B, dashed), an unreacted corner atom 
site (B, solid), and an unreacted center 
atom site (C) (Avouris and Wolkow, 
1989 a). 
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adatoms at r/; = -0.8 eV is not due to their 
physical removal but is related to an adsor- 
bate-induced change in the state density at 
these positions. Local tunneling spectros- 
copy supports this assertion. Under these 
conditions, the rest atom state as well as 
the surface states related to the rest 
adatoms and corner adatoms are removed. 
It appears that the rest atoms are more 
reactive than either type of adatom, partly 
due to the fact that the adatom dangling 
bond state is more delocalized than the rest 
atom state. The center adatoms are more 
reactive than the corner adatoms, consid- 
ering the relative number of reacted 
adatoms. It can be deduced from the spec- 
tra that, upon reaction, both types of 
adatom sites become similar, with the oc- 
cupied states having grown in intensity. 
Reaction-induced charge transfer from the 
rest atom to the adatom was proposed 
to account for this process, and a new 
state is formed in (B) at - - 1.5 eV. A pic- 
ture was advanced in which the rest atom 
dangling bond state bonds to either H or 
NH,; these products can also be scavenged 
by the other dangling bonds or an Si-Si 
bond can be broken. Since there are two 
center adatom neighbors for each rest 
atom versus one corner adatom neighbor, 
a geometric origin for the increased reac- 
tivity of the center adatoms may be sug- 
gested. 

The geometric, chemical, and electronic 
properties of Si( 11 1)-7 x 7 surfaces exposed 
to boron, followed by annealing, are par- 
ticularly interesting cases of chemical mod- 
ification of surface electronic properties. B 
is a common semiconductor dopant, and a 
set of studies (Bedrossian et al., 1989; 
Headrick et al., 1989; Lyo and Avouris, 
1989; Lyo et al., 1989; Thibaudau et al., 
1989; Avouris et al., 1990) began with what 
is referred to as a "&doped" interface, since 
structurally the B resides in a single sub- 

surface layer. We note that the electrostatic 
effects of the layer extend over a signifi- 
cantly longer range. 

Group-I11 atoms such as A1 form cova- 
lent bonds with the T4 dangling-bond sites 
of the Si(l11) surface to allow pairing of all 
the valence electrons; a f i  x ,/? structure 
is the result. B behaves rather differently in 
that the on-top T4 site is unstable due to 
the stress that would come from shorter 
bonds than the other Group-I11 atoms. It 
was found that B adopts a substitutional 
site beneath the T4 site (Headrick et al., 
1989); this bonding configuration requires 
a significant charge transfer that modi- 
fies the surface electronic structure. One 
method to prepare the substitutionally- 
doped surface is to expose the clean 
Si(l11)-7 x 7 surface to decaborane 
(Bl0Hl4) and anneal at 1000°C to drive off 
the H. 

Before being incorporated into the 
subsurface, B can be observed on top of 
the surface. A partial surface layer of B 
obtained by a decaborane exposure of 
0.4 x torr s and annealing produced 
the image of Fig. 96A, ac uired at I: = 
-2 V. The structure is 3 x $, but a 
considerable number of dark areas are 
apparent. These dark areas are assigned 
to the B-T, which are lower and have 
more contracted wavefunctions; the bright 
atoms correspond to Si-T, adatoms. Since 
bonds must be broken, there are kinetic 
limitations to the formation of this struc- 
ture, but annealing a sample exposed to 
1 x torrs of decaborane at 1000°C 
produced a high-quality f i  x $ struc- 
ture, as shown in Fig. 96B, that exhibits a 
band gap of 2eV, as determined by STS. 
The STM/STS data support the substitu- 
tional B model. The surface is very different 
chemically in that it is very unreactive be- 
cause of the removal of dangling bonds 
(Avouris et al., 1990). 
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Figure 96. (A) Unoccupied state image (v = -2V)  of 
the Si(l l1) (3 x 3) R30"-B surface formed by ex- 
posure to 0.4 x torr s decaborane and annealing 
at 800°C. (B): (a) Unoccupied state STM image 
( V , =  -2V)  of the Si(l l1) (43 x d ) R 3 O o - B  surface 
formed by exposure to 1 x torr s decaborane 
and annealing at 1OOO"C with (b) a higher magnifica- 
tion image of a localized defect which exhibits a unique 
spectroscopic characteristic. (C) (a) I -  V spectrum 
from ideal terraces on the Si( 1 1 1 )  (3 x A) R30"-B 
surface, (b), (c) spectra near defect sites exhibiting neg- 
ative differential resistance (Lyo and Avouris, 1989; 
Avouris et al., 1990). 

The image in Fig. 96 B indicates that the 
f i  x f i - B  surface contains both atomic- 
scale and extended defects. These are the 
bias for perhaps the most interesting aspect 
of this surface - its tunnel-diode Z- V char- 
acteristics. In particular, the defects on the 
f i x  8 - B  surface were found to exhibit 
negative differential resistance (NDR) (Lyo 
and Avouris, 1989) similar to the Z-V 
curves for Esaki diodes and quantum-well 
structures. Z- V spectra are depicted in Fig. 
96C for various points on the surface. (a) 
shows the - 2 eV band gap of the substitu- 
tional-doped B structure. (b)-(d) were ob- 
tained atop defect sites, and NDR appears 
where dZ/dV< 0. Observation of this effect 
appears to depend on the presence of local- 
ized states ( I 10 A in spatial extent), possi- 
bly a vacancy involving the absence of an 
Si atom over a subsurface B atom. By sim- 
ulations, it was demonstrated that the 
presence of localized states on the tip, pos- 
sibly due to the capture, of an Si atom on 
the tip, as well as the sample, could account 
for spectra showing NDR. This sort of lo- 
calized chemistry and electronic structure 
could be a precursor to the fabrication and 
operation of actual nanoscale devices. 

Hydrogen is known to form mono-, di-, 
and tri-hydride species on Si(l11)-7 x 7 
with room temperature saturation H cov- 
erage greater than that needed to passivate 
the dangling bonds of the (7x7 )  surface. 
The presence of Si - H, species is consistent 
with the possibility that atomic H etches 
the surface. An STM study of this surface 
(Boland, 1991 a) found a marked rear- 
rangement of the top adatom layer for 
room temperature saturation coverage. 
The rest atom layer beneath remains intact 
with isolated adatoms and adatom clusters 
left above, as seen in the empty-state to- 
pograph of this surface in Fig. 97. A band 
gap of almost 2eV was observed for 
the isolated atoms and the rest layer, signi- 
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Figure 97. (A): (a) 125 x 130 A’ STM image of the 
Si(100)-2 x 1 : H monohydride surface after 10 s an- 
nealing at 690 K; (b) 46 x 62 A’ STM occupied state 
image of the surface with V, = - 1.7 V; (c) 46 x 62 A’ 
STM unoccupied state image of the surface with 
V ,  = 2.0 V (Boland, 1991 b). (B) 230 x 230 A’ STM oc- 
cupied state image of atomic hydrogen saturated 
Si(111)-7 x 7 at room temperature, recorded with 
V, = -2  V. (C) STS spectra of H-saturated Si(ll1)- 
7 x 7 surface over the rest layer and over an isolated 
adatom (Boland, 1991 a). 

fying that the dangling bonds are satu- 
rated. A determination of the registry of 
the isolated adatoms indicated that the 
Si adatoms sit on a site atop of the rest 
layer, which is consistent with an un- 

strained tri-hydride species. With the as- 
sumption that the adatom strain energy, E,  

the kinetics of the reaction favor the forma- 
tion of a trihydride so that the adatoms 
must move from a T4 bonding configura- 
tion to an atop site. Annealing was found 
to further reduce strain in the rest layer by 
removing dimer bonds at the stacking fault 
with a reduction in corner holes directed 
towards the formation of a 1 x 1 structure. 

Strong evidence for local chemical inter- 
actions at clean surfaces which determine 
the initial stages of reactivity has already 
been presented. Understanding surface 
chemistry at this level can provide insight 
into subsequent states of the reaction pro- 
cess. Oxidation of Si is an important pro- 
cess in microelectronics technology. Start- 
ing with the clean Si(l11)-7 x 7 surface at 
room temperature, it has been suggested 
that the initial stage of oxidation involves 
a molecular precursor - an 0; species 
(Hofer et al., 1989). STM/STS studies 
(Avouris et al., 1991; Avouris and Lyo, 
1992) have produced a model that consid- 
ers the dissociation of the precursor species 
and the reaction of atomic oxygen with the 
surface. Figure 98 shows an unoccupied 
state image (v  = -2 V) of a region of 
Si(111)-7 x 7 surface after 0.2 x torr s 
exposure to 0, at room temperature. 
Some sites appear brighter and some 
darker than the unreacted Si sites. Previ- 
ous STM studies (Pelz and Koch, 1990) 
performed after considerably larger 0, 
exposures found the surface already 
roughened, so that the detail of Fig. 98 was 
impossible to achieve. Altered sites 
(brighter or darker) appear more often on 
the faulted halves; these features are more 
prevalent at corner-adatom sites than at 
center adatom sites. The bright regions and 
the dark regions are not correlated in their 
growth suggesting separate reaction path- 

goes as ‘monohydride ’ Edihydride ’ ‘trihydride 9 
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Figure 98. Upper panel: STM image of 0,-exposed 
Si(lll)-7 x 7 at room temperature, showing the ap- 
pearance of bright and dark features coexisting with 
the unreacted Si adatoms. The faulted and unfaulted 
halves are indicated. Lower panel: STS spectra ob- 
tained over six labeled sites subsequent to 0, expo- 
sure at room temperature (Avouris et al., 1991). 

ways, and dark regions increase steadily 
with increasing 0, exposure, indicating 
this to be the main reaction pathway. 

By comparing STS with theoretical cal- 
culations, it was concluded that a bright 
sphere in the unoccupied state image is Si 
adatoms that are left with an empty dan- 
gling bond due to interaction with a neigh- 
boring oxygen atom. In addition to these 
stable bright features, time-dependent 
bright features may be due to the popu- 
lated low-lying levels of a long-lived 

( -  10 min) molecular precursor at room 
temperature. Features which appear dark 
for both biases are due to the saturation of 
an Si dangling bond by oxygen removing 
low-lying surface states, and are therefore 
the most likely oxidation product of the 
reaction. The increased electron density 
near E ,  of the faulted half apparently pro- 
motes molecular dissociation through in- 
teraction with the 2n* affinity level of O,, 
resulting in the formation of a negative ion. 
Once the molecule is dissociated, the cor- 
ner-adatom sites are the favored site due to 
increased electron density in their vicinity, 
so providing an explanation for site-depen- 
dent reactivity in the oxidation process. 

In contrast to the initial stages of oxida- 
tion at room temperature, oxygen etching 
of Si surfaces for microelectronics process- 
ing applications occurs at high tempera- 
tures with SiO(g) as the reaction product. 
This etching process was recently imaged 
in real time using an STM operating at - 950 K in an 0, atmosphere at a pressure 
of - 5 x Pa (Feltz et al., 1992). A se- 
quence of images (Fig. 99) each separated 
in time by - 150 s taken under these condi- 
tions shows the evolution of the etching 
process. Part (a) shows three atomically- 
flat terraces separated by linear step edges 
with a few kinks. Scanning this area after - 150 s shows a loss of material at the steps 
with general step roughening, as seen in (b). 
This is due to the fact that, at this temper- 
ature, 0, dissociates on the surface, prefer- 
entially reacting with and removing Si 
atoms at step edges, so resulting in a va- 
cancy diffusion process. In (c), only ex- 
tended fingers of the original terraces re- 
main. The end points of the fingers are 
typically pinned at the position of kink 
sites on the original steps. Once the top- 
most Si layer is removed, the next layer 
exhibits an imperfect 7 x 7 structure with a 
high density of defects. In (d) the bases of 
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Figure 99. Sequence (a *f) of 2000 x 2000 A' STM 
images of the Si(lll)-7 x 7 surface at 950 K during 
exposure to 5 x Pa oxygen. The time between 
images was - 15 s. (Feltz et al., 1992). 

the fingers are etched and small islands and 
small holes begin to form, as seen in (e), 
with new smoother step edges appearing at 
the positions of the original steps. The de- 
fects act as nucleation centers for contin- 
ued etching. As seen in (f), an increasing 
number of monolayer-deep pits is seen 
whereby an atomically-rough surface re- 
mains with three layers simultaneously ex- 
posed. These reactions are limited by ki- 
netics, and the resulting structures are 
thermodynamically unstable, as demon- 
strated by surface smoothing upon anneal- 
ing at 1050 K, once the 0, atmosphere was 
removed. 

Ultrathin insulating films on semicon- 
ductor surfaces are important in the mi- 
croelectronics industry. Since the lattice 
mismatch of CaF, on Si(ll1) is c 1%, it is 
a reasonable candidate as an epitaxial in- 

sulating film. Since STM relies on conduc- 
tion between tip and sample, imaging an 
insulating system such as CaF,, which has 
a bulk band gap of 12 eV, requires com- 
ment. It was found that the energetic posi- 
tions of electronic states for sub-monolay- 
ers of the deposition product of CaF, and 
of CaF, multilayers have permitted STM 
imaging of the thin film in various stages of 
growth. In the sub-monolayer regime, dif- 
ferent structures were observed as a func- 
tion of coverage and deposition tempera- 
ture, with row-like structures dominating, 
as shown in Fig. 100. Low-corrugation 
1 x 1 structures that exhibit trapped nega- 
tive charge begin to form just above 1 ML. 
Multilayer deposition at - 750°C pro- 
duced the image shown in Fig. 100. In the 
initial stages of growth, STS reveals new 
occupied (unoccupied) bands which de- 
velop at 1.3 eV below E, (1.2 eV above EF) 
corresponding to Ca- Si bonding (anti- 
bonding) levels, and this interface structure 
is a small-gap insulator which is easily im- 
aged. The rows are C-derived features of 
dissociated CaF,, most likely Ca' species 
of CaF bonded to Si adatoms. In the mul- 
tilayer regime, E, is pinned near the top of 
the Si valence band and the top of the CaF, 
valence band is 8.5 eV below EF. It was 
therefore possible to tunnel into empty 
states of the insulating thin film at a bias of - 3.5 eV to obtain surface topographic in- 
formation. Images of - 15 A-thick CaF, 
layers reveal rough films. 

The effect on an STM image of an 
atomic adsorbate on a semiconductor sur- 
face can be rather non-local due to the elec- 
trostatic effect of the local charge on band 
bending. This was first recognized for ex- 
tremely small coverages of 0 on terraces of 
cleaved GaAs( 1 10) surfaces. Locally, an 0 
adatom, an electronegative adsorbate, ap- 
pears as a protrusion in an occupied state 
image, while an unoccupied state scan pro- 
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Figure 100. (a): (A) Occupied state (v  = 2 V) 430 x 430 8,’ image 
showing row-like structures of CaF, on Si(l l l)-7 x 7 growing out 
of a surface step; (B) 430 x 430 8,’ 2 x 3 surface structure (V ,  = 2 V); 
(C) occupied states (upper) and unoccupied states (lower) of the 
2 x 3 surface after additional CaF, deposition (Avouris and Wolkow, 
1989b). (b) Energy level diagram of the CaF,/Si(lll) interface with a 
topograph of a 15  8, thick CaF, film (V, = -3.5 V). 

duces a displaced local depression, as seen 
in Fig. 101. The topographic features com- 
pletely heal only over a distance of tens of 
angstroms due to the electrostatic effect of 
the negative charge which fills the 0 2 p  
level that repels conduction band electrons 
and forms a depletion region around each 
adsorbate. This study demonstrated that 
local band bending caused by this coulomb 
field can extend for 2 50 A for Si-doped 
GaAs at 1OI8 ~ m - ~ .  

Metal Surfaces 

Adsorption on metal surfaces is a site- 
specific phenomenon, and ordered adsor- 
bate superstructures often form due to ad- 
sorbate- adsorbate interactions. As in the 
case of semiconductor surfaces, surface sci- 
ence techniques which average over large 
areas have provided much information on 
the structure of atomic and molecular ad- 
sorbates on metal surfaces. The use of 

STM of an ordered monolayer system to 
demonstrate the possibility of a direct 
structural view was first reported for the 

system. Figure 102a shows an empty-state 
image of individual benzene molecules in a 
3 x 3 superlattice across a surface step. Due 
to the energetic position of the electronic 
states being imaged, CO molecules were 
not observed. The benzene molecules pref- 
erentially bond at sites near metal atoms 
forming the step edge. Notably, imaging 
with increased tunneling current at low bi- 
ases produced corrugations that clearly 
showed the ring-like structure of benzene, 
as seen in Fig. 102 b. The electronic states 
that produce the observed corrugation 
were determined to be Rh-benzene states 
located just above E ,  localized on the ben- 
zene n-lobes. 

Thermally-activated processes which re- 
sult in dissociative adsorption at room 

Rh(l11)-3 X 3(C6H6 4- 2c0) coadsorption 
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Figure 101. (A) STM images f 
oxygen defect on GaAs(ll0) after 
120 x 
quired at (a) V, = + 2.6 V and (b) 
V, = - 1.5 V; (c) height contours through 
the oxygen defect and the corrugation of 
the Ga and As surface atoms. (B) I- V 
measurements of the clean GaAs surface 
(solid line) and the oxygen-exposed sur- 
face (dashed line) indicating the effects of 
band bending in the vicinity of an adsor- 
bate (Stroscio et al., 1987). 
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Figure 102. (a) Occupied states of the 3 x 3 C6H6 su- 
perlattice are imaged (V, = - 1.25 V and I, = 4 nA) 
across an atomic step (S) with the Rh atoms indicated; 
a domain boundary (DB) is also visible. (b) Threefold 
structure and a depression in the center of the benzene 
ring are observed for I V, I < 0.5 V (Ohtani et al., 1988). 

temperature can be quenched at low tem- 
peratures. STM imaging commencing at 
low temperatures provides a means of 
identifying activation sites and long-range 
adsorbate-adsorbate interactions and 
variable-temperature imaging can reveal 

structural and electronic aspects of chemi- 
cal reactivity. A recent study (Land et al., 
1991) of ethylene (C2H4) on Pt(l l1) using 
a variable temperature STM operating be- 
tween 150 K and 450 K demonstrates 
some of these points. From vibrational 
spectroscopy, it is known the C2H4 ad- 
sorption on Pt(l l1) at room temperature 
results in the irreversible formation of an 
ethylidyne species (-C-CH,) bonded per- 
pendicular to the surface. LEED has found 
that low temperature adsorption results in 
a (2 x 2) or in a multi-domain (2 x 1) C2H, 
structure, and the -C-CH, also bonds in 
a (2 x 2) structure, as seen in Fig. 11-103. 
Imaging at 160 K showed a periodic array 
of ethylene molecules (- 2 8, in size), al- 
though the periodicity was not completely 
correlated with the long-range order found 
by LEED. Warming to 3 5 0 K  produces 
ethylidyne, but images obtained at room 
temperature show little or no structure. 
Only upon cooling back to - 180 K does 
the ethylidyne appear in the images, indi- 
cating that thermally-induced molecular 
motion must be taken into account. Since 
the structure is close-packed, the likely 
origin of this effect is low-frequency vibra- 
tional motion about fixed sites rather than 
molecular mobility over the surface. Fur- 

Figure 103. (a) 180x 180AZ topograph of C,H, on Pt( l l1)  obtained at 160 K after 2.5 x torr s exposure. 
(b) STM topograph of ethylidyne-covered surface obtained at room temperature after annealing at 450 K. (c) 
Graphite islands observed in images recorded at room temperature after annealing at 1230 K (Land et al., 1991). 
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ther decomposition to carbon clusters or 
to a graphitic overlayer occurs upon heat- 
ing to > 700 K or to > 1200 K, respec- 
tively. The graphitic overlayers exhibit a 
superstructure with a periodicity of - 22 A, 
which suggests that the graphitic overlayer 
is higher-order commensurate with the 
substrate. 

2.12 Electrochemistry at Liquid-Solid 
Interfaces 

Besides the ability of ex situ characteri- 
zation of surface topography before and 
after electrochemical processing (Gomez 
et al., 1986), STM is extremely well-suited 
as an in situ probe (or as an electrochemi- 
cal electrode) for electrochemistry. For 
in situ studies, the tip and sample are im- 
mersed in solution along with the required 
electrode arrangements for electrochemi- 
cal processing. In order to limit the tunnel- 
ing current to the region, the tip shank is 
typically insulated with a glass coating 
such that only a few micrometers are ex- 
posed. We consider some aspects of the 
tunnel barrier and describe in situ mea- 
surements of electrochemical metal atom 
deposition and removal from the sub- 
monolayer to multilayer regimes. We note 
that the characterization of etching (Son- 
nenfeld et al., 1987) and the spectroscopy 
of electrolyte-induced states (Carlsson 
et al., 1990) at semiconductor surfaces have 
also been reported. 

The barrier for tunneling in a liquid is 
different from that in vacuum or in air. 
In particular, measured apparent barrier 
heights, q5a, are typically reduced, and 
achieving atomic resolution is possible but 
often more difficult. It has been proposed 
that chemical interactions between the tip 
and the liquid, or molecular packing of the 
liquid in the gap, can result in a change in 
the scaling of the tunneling gap. In addi- 

tion, the more delocalized faradic current 
in the gap could account for reduced reso- 
lution. A recent theoretical discussion 
focused on the microscopic states of the 
liquid within the tunneling gap and tip- 
induced effects in order to describe the 
unique aspects of tunneling at the liquid- 
solid interface (Sass et al., 1991). The pic- 
ture takes into account localized hydrated 
electronic states below the conduction 
band that can temporarily trap the tunnel- 
ing electrons and tip-induced fluctations of 
the polar molecules that lower the tunnel- 
ing barrier. In fact, a resonant tunneling 
process itself can account for the dramatic 
decrease in (Berthe and Halbritter, 
1991). 

After it was demonstrated that the STM 
could produce images in solution (Sonnen- 
feld and Hansma, 1986), real-time charac- 
terization of a surface during electrodepo- 
sition was reported for the Ag/graphite 
system (Sonnenfeld and Schardt, 1986). A 
three-electrode type cell was used with a 
graphite working electrode; a PtIr tip was 
used for imaging and not as an electro- 
chemical electrode. Figure 104a shows the 
flat graphite surface before Ag plating. 
After two Ag plating cycles, during which 
time the tip was backed away from the 
sample, STM images of rolling hills remi- 
niscent of vapor-deposited films were 
observed (Fig. 104b). Figure 104c shows 
that the Ag could be stripped from the sur- 
face by an oxidative voltage cycle to re- 
store the clean graphite surface, which 
could be atomically-resolved; in this im- 
age, some Ag does remain as a circular 
island. Even after the equivalent of 300 ML 
Ag deposition, obtained from the volt-am- 
mogram, islands next to the undisturbed 
substrate could be seen, while single Ag 
monolayers were never observed. This 
points to the fact that the pure island 
growth mode is operative for this system. 
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Figure 104. 900 x 1500 Az STM images of graphite 
obtained with Kip = 100  mV and I ,  = 10 nA (a) before 
Ag plating, (b) after 59 mC electrodeposition of Ag, 
and (c) after removal of 59 mC Ag (Sonnenfeld and 
Schardt, 1986). 

The initial stages of electro-crystalliza- 
tion of Au on Au(ll1) surfaces were stud- 
ied (Schneir et al., 1988) using Au(ll1) sur- 
faces prepared by growing epitaxial 
Au(ll1) films on mica, or by quenching 
gold wire in air after annealing in an oxy- 
acetylene torch flame. While atomic-reso- 
lution on this close-packed face was not 
obtained, images obtained in water prior 
to electroposition showed flat surfaces. In 
contrast, surfaces imaged in a KAu(Cn),- 
based electroplating solution exhibited 
steps and terraces apparently due to 
roughening ( -  10 8,) that occurred before 
the flow of ionic current. Using an electro- 
plating solution, features with 10 8, rough- 
ness appeared on the surface. Electroplat- 
ing 1 O O w  of Au (with the tip retracted) 
produced hillocks 30 8, high and 200 8, 
wide. Deposition of 400 8, Au produced an 
increased number of hillocks - 50 8, high. 
Finally, deposition of 1600 8, Au produced 
hills from 20- 100 8, in height. 

Monolayer growth of metal atoms on 
single crystal surfaces was demonstrated in 
the underpotential deposition (UDP) of Ag 
on Au(ll1) surfaces (Hachiya and Itaya, 
1992). The STM used a glass-shrouded Pt 
tip in an aqueous sulfuric acid solution, 
and Ag and Pt wires were used as refer- 
ence- and counter-electrodes, respectively. 
Atomically-resolved images were obtained, 
and the structures of the Ag adlayers were 
found to be particularly interesting. In 
comparison with the clean surface (Fig. 
105a), the first Ag layer produced, in 
an anodic scan from 0.5 V, was a 
( f i x  d ) R 3 0 "  structure (Fig. 105 b) 
which had formed over a large area of the 
surface. Beyond the anodic peak potential 
at 0.525 V, the image lost atomic resolution 
until the Ag atoms were desorbed from the 
Au(ll1) surface at 0.6 V. 

A real-time STM study of the surface 
evolution of an Ag- Au alloy in perchloric 
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(a) (b) 

Figure 105. 30 x 30 A’ images of the Au( 111) surface obtained with (a) an electrode potential of 0.5 V, showing 
the Au(l11)l x 1 structure and (b) an electrode potential of 0.5 V, showing a $ x $ Ag layer deposited on the 
surface (Hachiya and Itaya, 1992). 

acid (0.1 M HClO,) was undertaken to ad- 
dress the microscopic mechanisms of selec- 
tive dissolution (de-alloying) and surface 
diffusion in the corrosion process (Oppen- 
heim et al., 1991). Ag-deficient alloys were 
prepared by vapor co-deposition of Ag and 
Au onto heated mica substrates. A se- 
quence of STM images of Ag,~,,Au,.,, ob- 
tained using PtIr tips, as shown in Fig. 106, 
shows that the starting surface (a) rough- 
ens (b) and forms monolayer-deep pits and 

vacancy clusters (c). Near the ledges on the 
surface, pits interact with the ledges on the 
surface, giving a noticeable curvature to 
the surface (d). More dilute alloys exhibit 
less roughening, while higher concentra- 
tions of Ag give larger amounts of rough- 
ening. In addition, the potential for Ag dis- 
solution is higher in the alloys than for 
pure Ag, similar to what is observed for 
removing an underpotential-deposited Ag 
monolayer from Au(l11) (Hachiya and 

Figure 106. Time sequence 
of STM images of the 

0.1 M HCIO, obtained (A) 
at the onset of the applica- 
tion of an electrochemical 
potential, and after scan- 
ning the electrochemical 
potential to 0.60 V, (B) after 
10 min, (C) after 51 min, 
and (D) after 86 min (Op- 
penheim et al., 1991). 

Ago.o,Au,.,, sample in 
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Itaya, 1992). The selective dissolution pro- 
cess was explained in the kink-step-terrace 
model. As the number of Ag atoms at kinks 
and steps is reduced, it is necessary to ap- 
ply an electrochemical overpotential to re- 
move terrace Ag atoms, creating mon- 
atomic pits. If the Ag concentration is 
below the 3D percolation threshold, Ag 
cannot be removed from the bulk and the 
surface rearranges by vacancy diffusion. 

2.13 Biological Systems 

STM is clearly capable of obtaining 
atomic-scale images and spectroscopic in- 
formation on organic molecules on sur- 
faces. The fact that STM can characterize 
such materials in vacuum, in air, or in solu- 
tion implies that entirely new classes of ma- 
terials and problems can be addressed. 
One important class of problems includes 
the use of STM for biological molecules. 
One of the first STM studies of a biological 
system reported images of DNA (deoxy- 
ribonucleic acid) components (Bar6 et al., 
1985), and this study attracted a great deal 
of interest. The prospect of in vivo charac- 
terization with a relatively simple instru- 
ment, as well as the possible nanoscale ma- 
nipulation of biological materials, could be 
envisioned. In much of the work that has 
followed, physicists, chemists, and biolo- 
gists have cooperated to formulate the ba- 
sis for studying biological systems with 
STM by focusing on sample preparation, 
characterization, and image analysis. We 
note that, since many of these systems are 
non-conducting and typically macro- 
molecular features which are of primary 
interest, there has been a shift to the use of 
more recently developed AFM for these 
systems, as discussed in Sec. 3.1.6. How- 
ever, the imaging and spectroscopic capa- 
bilities of STM are suitable for many bio- 
logical systems. 

Of the questions and complications 
which arise, the most fundamental are rele- 
vant for electron microscopy as well. First, 
how well does the sample represent the ac- 
tual biological system? Second, what effect 
does the probe or preparation method 
have on the system being studied? Studies 
of the topography of a variety of biomole- 
cules, including DNA (Bar6 et al., 1985; 
Lindsay and Barris, 1988; Beebe Jr. et al., 
1989; Lindsay et al., 1989; Bendixen et al., 
1990; Miles et al., 1990; Salmeron et al., 
1990; Selci et al., 1990; Thundat et al., 
1990; Cricenti et al., 1991; Youngquist 
et al., 1991), proteins (Guckenberger et al., 
1989; Hameroff et al., 1990; Jericho et al., 
1990; Miles et al., 1990; Horber et al., 
1991), enzymes (Elings et al., 1990; Masai 
et al., 1992), membranes (Guckenberger 
et al., 1991), and chloroplasts (Mainsbridge 
and Thundat, 1991; Dahn et al., 1992), as 
well as biomolecule - biomaterial interfaces 
(Emch et al., 1990), have been reported. 
These pioneering studies have not only 
shed light on particular biological systems 
but have also helped define and solve the 
experimental difficulties associated with 
STM analyses of these systems. 

Some of the limitations associated with 
imaging biomolecules on surfaces with 
STM have been discussed in the literature 
(Salmeron et al., 1990). The most serious 
problem is the degree of electron conduc- 
tion through an insulating biomolecule. A 
straightforward but somewhat unappeal- 
ing solution to this problem is to prepare 
metal-coated samples, as is commonly 
done in electron microscopy. However, 
even ultrathin coatings reduce the ultimate 
spatial resolution that can be achieved. 
Furthermore, environments similar to 
those of the living system are desired, but 
such samples may be modified irreversibly. 
Thin molecular layers on conducting sub- 
strates, such as graphite and metals, have 
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in fact, produced high-quality (atomic- 
scale) imaging of non-conductive materi- 
als. Tunneling in this regime has been mod- 
eled in one-dimension (Salmeron et al., 
1990) as conduction through two barriers 
with the biomolecule residing in a central 
well. The first tunnel barrier is tip-to-mole- 
cule and the second represents molecule- 
to-surface. Calculating the tunneling prob- 
ability standard methods, the presence of 
the molecule changes the phase of the elec- 
tron wavefunction and provides conditions 
for resonant tunneling. 

Another problem involves the strength 
of the interaction of the biomolecule with 
the substrate. This interaction is usually 
weak. Then, if the attractive tip-molecule 
interaction is greater than the tip-sub- 
strate interaction, the tip can displace the 
molecule along the surface. Stronger at- 
tachment points appear to occur at steps 
or defects on the substrate surface, as ob- 
served by a higher density of material in 
these regions. Chemical fixation, e.g. by ad- 
sorbing the biomolecules on a pre-de- 
posited or co-deposited attractive surface 
layer, such as a lipid, is another technique 
to limit surface motion (Masai et al., 1992). 
One technique introduced to reduce tip-in- 
duced motion was to use STM in a “hop- 
ping” mode, in which the tip is scanned 

,away from the surface for a majority of the 
time and only images during a part of the 
scanning sequence. We note that it has 
been suggested (Salmeron et al., 1990) that 
the advantage of a metal coating is that it 
fixes the molecule rather than that it pro- 
vides conductivity. 

We discuss a few of the highlights of the 
work on DNA; studies of chloroplasts, 
where fine structure on micrometer-sized 
objects was observed; and images of 
protein complexes anchored on lipid bi- 
layers. STM imaging of the double-helix 
structure of DNA has been performed due 

to the broad scientific interest in the heli- 
cal structures of the order of tens of 
angstroms. Such measurements have been 
performed on air-dried samples as well as 
on samples in solution. 

A DNA strand lying flat on a substrate 
has dimensions suitable for imaging by 
STM - -2OA diameter and -400A in 
length. The first reported attempt at imag- 
ing air-dried bacteriophage 429 DNA par- 
ticles deposited on a graphite substrate 
(Barb et al., 1985) produced structural fea- 
tures comparable in size to analogous sam- 
ples imaged by electron microscopy. Al- 
though vertical resolutions of - l 8, were 
obtained, it was recognized at this point 
that the mechanism for tunneling and 
propagation of electrons through thick, in- 
sulating samples is markedly different from 
vacuum tunneling on conducting surfaces 
where images of individual atoms are ob- 
tained. 

More recent STM images (Beebe Jr. 
et al., 1989), shown in Fig. 107, give re- 
markably clear structures for air-dried calf 
thymus DNA. Image (a) and the processed 
image (b) are depicted in (c) as a double- 
stranded DNA particle which is curled 
over itself at the left. These high resolution 
images exhibit corrugations along the axis 
containing the DNA duplex. Periodicities 
of the corrugations along a particle 
( -  49 A) correspond to the helix pitch. The 
image in (b) almost isolates major and mi- 
nor grooves of the helix. The observed 
height (20-30 A) agrees with the expected 
value, while the observed width (60 A) was 
greater than expected (20-30 A) due to the 
convolution of the tip structure with the 
molecular structure. The large variation in 
the measured DNA pitch (up to -37%) 
was attributed to dehydration of the sam- 
ple during preparation. STM images of calf 
thymus DNA particles on a gold surface 
and submerged in water were found to re- 
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Figure 107. (a) 400 x 400 A’ image of air-dried DNA 
on a graphite substrate obtained with V , =  =z 
+ 100 mV and I, z 3.3 nA. (b) Processed STM image. 
(c) Diagram of the DNA structure (Beebe Jr. et al., 
1989). 

500 A 

Y 

Figure 108. 620 x 620 A’ STM image of DNA on a 
gold surface obtained in distilled water. The three 
complete fragments on the left side of the image ex- 
hibit distortions not seen in images of air-dried sam- 
ples (Lindsay et al., 1989). 

sult in a more regular pitch (Lindsay et al., 
1989). However, DNA strands in solution, 
shown in Fig. 108, were found to exhibit a 
large amount of distortion (bending and 
curving) unless the packing density was in- 
creased; this occurs due to tip-induced 
molecular deformation during the scan. 

A recent study (Dahn et al., 1992) com- 
paring variously prepared chloroplast 
samples addresses several sample prepara- 
tion issues. The distinction between “un- 
broken” (whole but with membrane dis- 
ruption) and “intact” (no membrane 
disruption) chloroplasts was noted when a 
comparison was made between images of 
gold-coated chloroplasts examined in air 
and bare specimens characterized in air 
and in solution. The coated sample, shown 
in Fig. 109, shows a whole chloroplast a 
few micrometers in lateral dimension and 
< 1 pm high. Grooves of the order of 
0.5 pm were related to connections be- 
tween the chloroplast envelope and the in- 
ner membranes. Finer structures on the 
scale of I 10 nm were considered to be ar- 
tifacts of the metal film. It was found that 
imaging uncoated samples in air was im- 
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(A) (6) 

Figure 109. (A) STM im- 
ages of gold-coated chloro- 
plast in air. (a) Entire 
chloroplast; (b) a magnified 
image of the structure on 
top of the chloroplast; (c) 
higher magnification of the 
image showing the struc- 
ture due to the gold coat- 
ing. (B) STM images of un- 
coated chloroplast in 
distilled water. (a) Entire 
chloroplast; (b) a magnified 
image of the structure on 
top showing a 10 nm deep 
groove which has been 
identified as a membrane 
contact site; (c) higher reso- 
lution image showing sur- 
face corrugations < 10 nm 
in lateral dimension (Dahn 
et al., 1992). 

possible, presumably because dehydration 
renders the samples to be extremely fragile 
and/or reduces the conductivity to an un- 
acceptably low level. Imaging samples in 
solution (distilled water) required that the 
current be held at 50.1 nA, so that the 
tip would be close enough for resolution 
without damage to the samples. An image 
of an intact chloroplast is shown in 
Fig. 109 B, a. Chloroplasts were observed 
to be flatter (I 0.3 pm high) than the 
coated samples. Grooves observed on the 
chloroplasts in solution were analogous to 
those seen on the coated specimens. The 
significance of STM imaging involves the 
fine detail on the < 10 nm scale, which 
demonstrated the possibility of observing 

very fine scale structure on uncoated bio- 
logical specimens. It has been proposed 
that the 10nm features correspond to 
protein chains at the surface (Mainsbridge 
and Thundat, 1991). 

ATP synthase (F,F,-ATPase) is an en- 
zyme involved in proton transport in 
energy-transducing membranes. An STM 
study of reconstructed sub-unit structures 
of F,F,-ATPase, anchored in a lipid bilayer 
on a HOPG substrate (Masai et al., 1992) 
demonstrates the ability of STM to image 
fine surface details of such sub-unit com- 
plexes and illustrates the connection be- 
tween TEM (transmission electron micro- 
scope) and STM images. TEM images 
show that two-dimensional crystals of hex- 
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agonal structures of the TF, sub-unit 
form as shown in Fig. 110b. STM images 
of these biomolecules, shown in Fig. 
1 lOc, d, exhibit approximately hexagonal 
structures of - 10 nm lateral dimension 
each with a corrugation in the center. This 
is consistent with the picture of the F,F,- 
ATPase layer in the lipid bilayer (Fig. 
110a). 

2.14 Metrological Applications 

The use of the STM as a metrological 
tool of very high (three-dimensional) spa- 
tial resolution is rooted in the original con- 
cept and goals of the original Topografiner 
(Young et al., 1972) described in an earlier 
section. While the achievement of atomic 
or near-atomic resolution, well-character- 
ized surfaces does not necessarily mean 
that the STM can be used on any surface, 
the possibility of obtaining even nanome- 
ter resolution on a surface provides an 
important complement to other micro- 
scopies. Present-day STMs can image 
large regions separated by very narrow 
channels. Instruments capable of scanning 
up to tens of micrometers allow direct con- 
nections to commonly-used forms of mi- 
croscopies. In addition, the STM provides 
direct digital topographs that can be used 
for quantitative analysis. This provides the 
ability, for example, to determine statistical 
variations in surface heights as a direct 
measure of surface roughness. In some 
cases, STMs are mated to scanning elec- 
tron microscopes (SEMs) (Gerber et al., 
1986), or are part of a comprehensive mea- 
surement system, such as the molecular 
measuring machine (M3) developed at the 
National Institute of Standards and Tech- 
nology (Teague, 1989). The latter was de- 
signed to span length scales of tens of mil- 
limeters with sub-nanometer point-to- 
point precision. 

Figure 110. (a) Drawing of F,,F,-ATPase embedded in 
a lipid bilayer. (b) A TEM image of TF, indicating 
hexagonal structures with a depression at their ten- 

ters. (c) STM image of TF, on graphite showing struc- 
tures similar to those observed by TEM. (d) Processed 
hexagonal structure showing center depression (Ma- 
sai et al., 1992). 

Measuring surface roughness and the 
distribution of island sizes on a surface 
(Denley, 1990; Habib et al., 1990; Reiss 
et al., 1990) requires that the tip contribu- 
tion to the acquired image be removed by 
deconvolution. Depending on the tip size 
and shape, a limited number of regions not 
accessible to the tip may remain after de- 
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convolution. Surface roughness can be 
quantified by defining the function r (h)  dh, 
which is the ratio of those areas of i (x, y )  at 
heights between h and h + dh with respect 
to the entire surface, where i (x, y) defines 
the STM image (Reiss et al., 1990). The 
mean surface height, h,, for a flat surface is 
then written as 

+ W  

h,=  hr(h)dh (20) 
- 0 3  

Normalized to h,, r(h) represents the dis- 
tribution of roughness above and below 
the mean. Images of rough Au and Ni films 
are shown in Fig. 11 1 a, b with a distribu- 
tion of r (h )  quantitatively indicating the 
greater roughness of the Au film (Fig. 
11 1 c). The distribution of lateral structures 
can be obtained by the autocorrelation 
function acf (a) over the surface S ,  written 
as 

(21) 

The autocorrelation function for a = 0 
gives the square of the root mean square 
(rms) roughness. If the distribution of is- 
land sizes follows a white noise law, there 
is an exponential decrease in acf(a) for in- 
creasing values of a. The mean island di- 
ameter is extracted by noting distances be- 
tween peaks in acf (a), as indicated in Fig. 
111 d. 

Microfabricated structures are typically 
imaged with SEM. The addition of STM, 
operating in a large-field mode, is very ap- 
pealing as it offers the capability of obtain- 
ing a significant improvement in detail in 
three dimensions. In some cases, SEM and 
STM have been used together with the 
SEM used to position the tip in the region 
of interest, as for the DC SQUID micro- 
bridge (Anders et al., 1988) illustrated in 
Fig. 112. 

Other microfabricated patterns have 
also been studied to determine topography 

acf (a) = S -  J i (r) i (r + a) d2r 
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Figure 1 1  1. STM topographs of (a) a 20 nm thick Au 
film and (b) a 20 nm thick Ni film deposited on pol- 
ished glass at room temperature; (c) distributions of 
roughness, r(h)dh, for the Au(+) and Ni(o) films; 
and (d) autocorrelation functions, acf(a), for the 
Au(+)  and Ni(o) films (Reiss et al., 1990). 
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and channel structures. Figure 113 com- 
pares SEM and STM images of an Au- 
coated grid pattern obtained by ion-en- 
hanced chemical etching (Okayama et al., 
1988). A 50 keV focused and rastered Ga' 
liquid metal ion source (LMIS) ion beam 
was used to bombard an Si surface, and 
chemical etching followed. 

The microtopography and nanotopog- 
raphy of a surface is crucial in many appli- 
cations, such as for high-precision optical 
components and disk drive surfaces. STM 
is ideal to characterize the surface rough- 
ness of machined or ground surfaces in ar- 
eas where such a finish is crucial. This type 
of information can guide the development 
of tool and machining specifications for 

Figure 113. (a) STM image of a sub-micron grid pat- 
tern formed by Ga' ion-beam-enhanced chemical 
etching of an Si surface and (b) corresponding SEM 
image (Okayama et al., 1988). 

such components. Figure 114 shows an 
STM image of an individual turn mark on 
a diamond-turned A1 substrate (coated 
with an AuPd film) to be used for subse- 
quent magnetic film deposition for a high- 
capacity hard disc drive (Gehrtz et al., 
1988). The main advantage of an STM im- 
age over the corresponding SEM image is 
in the precise characterization of the height 
ofthe turn mark, which in this Case is of the 
order of 20 nm. 

Figure 112. (a) STM image of a DC SQUID micro- 
bridge with corresponding SEM image (b) (Anders 
et al., 1988). 
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Figure 114. (a)STM image of a turn 
mond-turned A1 substrate and (b) 
SEM image (Gehrtz et al., 1988). 

mark on a dia- 
corresponding 

3 Atomic Force Microscopy 

The previous discussion of the scanning 
tunneling microscope (STM) demonstrat- 
ed that tip interactions with a surface can 
lead to measurable deformations, which 
can result in anomalous images or, at least, 
must be taken into consideration in a 
structural analysis (Tersoff, 1986). Such 
tip-surface interactions can even be used 
to inscribe the surface. Besides repulsive 
contact forces, both attractive and repul- 
sive non-contact forces (van der Waals, 
electrostatic, and magnetostatic interac- 
tions) can influence the tip far beyond typ- 
ical STM tip -sample separations. The 

atomic force microscope (AFM), invented 
by Binnig, Quate, and Gerber (Binnig 
et al., 1986) in 1986, was developed to ex- 
ploit contact and non-contact forces for 
imaging surface topology and to study new 
physical phenomena at microscopic di- 
mensions. The AFM is a major extension 
of STM and has borrowed STM technol- 
ogy, including the use of piezoelectric 
transducers for sub-angstrom motion and 
implementation of various feedback 
schemes. In the AFM, the force-transducer 
is a deflecting cantilever on which a sharp 
tip is mounted. 

As a topographic imaging technique, the 
AFM may be viewed as a stylus profilime- 
ter; atomic resolution is obtained by re- 
ducing the contact force of a commercial 
profilimeter ( -  lop4 N) to below lo-’ N, 
which is less than most interatomic forces, 
limiting tip-induced surface deformation 
and, consequently, minimizing the contact 
area to allow imaging of single atom. Prior 
to the development of the AFM, other 
short-ranged force measurement tech- 
niques had been developed such as the 
“surface force apparatus’’ (Israelachvili 
and Adams, 1978). Forces between two 
surfaces which confine nanometer-thick 
organic films can be measured with a verti- 
cal accuracy of - 0.2 nm and a force sensi- 
tivity of - lO-’N. With the AFM, en- 
hanced force sensitivity and the introduc- 
tion of a scanning probe makes it possible 
to image on an atomic scale and to develop 
a nanoscale basis for long-ranged surface 
forces and other phenomena, such as adhe- 
sion and tribology. 

The heart of the AFM is the cantilever 
and tip assembly, which is scanned with 
respect to the surface, as shown schemati- 
cally in Fig. 115. For contact imaging the 
sample is scanned beneath the atomically- 
sharp tip mounted on the cantilever 
providing a repulsive force. Atomic resolu- 
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Figure 115. Schematic representation of the atomic 
force microscopy technique for imaging surface atomic 
corrugation. A tip of atomic dimensions is mounted 
on a cantilever and is in contact with the surface. In 
the variable force mode, the cantilever moves over the 
surface, and the spring deflection due to the corruga- 
tion is plotted as a function of lateral position (Rugar 
and Hansma, 1990). 

tion can be obtained by very light contact 
and measuring the deflection of the 
cantilever due to the repulsion of contact- 
ing atomic shells of the tip and the sample. 
The image represents a picture of the total 
charge density, whereby the corrugation 
can be modeled in terms of hard spheres in 
contact. Considering the macroscopic size 
of most tips it  is believed that atom-sized 
asperities that contact the surface produce 
the high resolution images. It is most ap- 
propriate to maintain a small constant 
force on the sample for the entire image to 
insure small uniform deformation. This 
can be accomplished by using feedback to 
demand constant cantilever deflection by 
compensating the sample z-position. A 
plot of z(x,  y) then represents a constant 
force topographic image. The magnitude 
of the imaging force is set by adjusting the 
dc-bias on the sample z-piezo. Most AFMs 
operate using this arrangement although 
variations in the details are common. 

Contact forces in imaging should be 
small enough so that the sample surface is 
not appreciably disturbed. The bonding of 
atoms at surfaces may involve either strong 
ionic forces, medium-strength covalent 
bonding forces, or weak van der Waals 
forces. The magnitude of these forces can 
be estimated (Binnig et al., 1986) by consid- 
ering a typical potential energy function of 
an interatomic bond. If we estimate the 
ionic bonding energy U I 1 0  eV and a van 
der Waals bonding energy of U I 1 0  meV 
and take the repulsive contact force as act- 
ing through a distance Ax = 0.2 A, the in- 
teratomic force, F = - AU/Ax, would be 
I lo-' N for ionic bonds and I 10- l 1  N 
for van der Waals bond. These forces are 
also consistent with typical vibrational fre- 
quencies, w = (kbond/ma)1/2,  where kbond is 
the interatomic force constant and ma is the 
atomic mass. 

These estimates define the requirements 
for the force imparted by the probe, i.e., the 
force constant of the cantilever. With the 
force constant <0.1 N/m, even a 10nm 
loading deflection creates a force of 
< N. Such cantilevers can readily be 
constructed. For example, the first AFM 
(Binnig et al., 1986) used a diamond chip 
attached to a 0.8 mm x 0.25 mm x 25 pm 
gold foil; the spring constant was - 0.01 N/m with a resonance frequency 
f, = 2 7c (k/m)'l2 % 2 kHz. Besides foils, 
metal wires and carbon-fiber bridges have 
also been used successfully. A softer spring 
would impart less force for a given deflec- 
tion, and as such would reduce the forces 
on the sample. To maintain a high reso- 
nance frequency and good vibration isola- 
tion, however, a reduction in the force con- 
stant must be coupled with a reduction in 
mass to preserve the ratio k / m .  Silicon 
device technology has introduced micro- 
fabrication techniques to produce silicon, 
silicon oxide, or silicon nitride micro- 



120 Nanoscale Characterization of Surfaces and Interfaces 

cantilevers of extremely small dimensions, 
on the scale of 100 pm x 100 pm x 1 pm 
thick (Akamine et al., 1990). Micro- 
cantilevers exhibit force constants around 
0.1 N/m and resonance frequencies as high 
as 100 kHz. Cantilevers of the type shown 
in Fig. 11 6 achieve the desired design goal 
- a large k and a small cantilever mass 
gives a high resonance frequency (up to 
100 kHz) for superior external vibration 
rejection. 

Considering the magnitudes of forces 
being discussed, measuring a very small 
cantilever deflection is crucial for a high- 
sensitivity force measurement. The first 
AFM employed an integral STM tip on the 
backside of the gold cantilever to measure 
its deflection (Binnig et al., 1986). Over a 
short period of time, optical levers (Barrett 
and Quate, 1990), optical interferometry 
(Erlandsson et al., 1988), and capacitance 
probes (Goddenhenrich et al., 1990a) have 
emerged to detect tip deflection along the z 
axis or even along two orthogonal axes 

(Neubauer et al., 1990). Figure 11 7 presents 
diagrams of two AFMs. Figure 117a 
illustrates how the deflection of the 
cantilever utilizes a crossed fiber which 
holds a tungsten tip (a). Deflection is mea- 
sured with great precision by an STM tun- 
neling tip sensing the back surface of the 
AFM tip. Zero deflection is set when the 
sample is retracted far from the tip; at that 
point, the STM tip is advanced to tunnel 
from behind the cantilever, and a force 
measurement can commence. Figure 1 17 b 
shows an arrangement where the deflec- 
tion is measured with an optical lever (b). 
Here, laser light is reflected off the back of 
the cantilever and is sensed by a position- 
sensitive detector. 

In contact imaging, the measurement of 
cantilever deflection is performed directly 
(quasi-statically) as the tip is being scanned 
over the surface. The AFM can also image 
and measure long-ranged interactions with 
the tip-van der Waals, electrostatic, mag- 
netic - at relatively large distances from the 

Old. 

Figure 116. Process for fabricating a cantilever with an integral tip using an Si wafer with Si,N, films on both 
sides: (a) the cantilever is produced using photolithographic techniques; (b) the exposed Si surfaces are oxidized; 
(c) the nitride layer is removed from the front of the wafer and the exposed Si is etched; (d) the oxide is selectively 
removed leaving a cantilever with an Si tip exposed. For a typical cantilever with a thickness of 0.7 pm, the force 
constant is - 0.6 N/m and the resonance frequency is - 80 kHz (Akamine et al., 1990). 
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Figure 117. (a) Diagram of a double-crossed-fiber cantilever beam AFM. Here an etched tungsten tip is attached 
to the cantilever for microindentation measurements; such an arrangement gives a cantilever force constant of - 50 N/m. The STM tip tunnels to the back of the W tip to monitor its motion (Burnham and Colton, 1989). 
(b) Diagram of an optical lever AFM which operates by measuring the movement of a light beam by a 
position-sensitive detector after the light is reflected from a mirror on the back of the cantilever. With a cantilever 
motion sensitivity of 0.1 nm the force sensitivity is -lo-’ N with a force constant of 10 N/m (Barrett and Quate, 
1990). 
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sample by non-contact imaging. The lateral 
resolution is substantially decreased in the 
latter imaging mode, but, for the applica- 
tions of interest, the AFM is far superior to 
alternative methods. Figure 118 shows 
plots of force as a function of distance us- 
ing representative values for van der 
Waals, electrostatic, and magnetic forces. 
These forces are rather small at typical 
probe-sample separations of 10- 100 nm; 
forces < 10- l o  N are a good deal smaller 
than the repulsive contact force for atomic 
resolution imaging. To measure these 
forces requires instrumental sensitivities as 
high as - N and beyond; such per- 
formance can only be obtained with reso- 
nance enhancement techniques. 

Several schemes based on driving the 
cantilever at (or near) its mechanical reso- 
nance frequency and detecting force-gradi- 
ent-induced deviations from the resonance 
condition have been developed (Sarid and 
Elings, 1991). If a cantilever is driven at its 
free resonance frequency by piezoelectric 
elements or thermally (Umeda et al., 1991), 
immersion in a force field results in a devi- 
ation of the resonance frequency, which 
can be detected by measuring changes in 
parameters of the mechanical system - a 
resonance frequency shift, a change in am- 
plitude of the cantilever driven at fixed fre- 
quency, or a phase change. The instanta- 
neous position of the cantilever can be 
measured by tunneling, capacitance, or op- 
tical detection methods (homodyne, het- 
erodyne, laser-diode feedback, polariza- 
tion, or deflection). The transfer function of 
the system is directly related to the force 
gradient. 

To illustrate the use of resonance tech- 
niques, we consider a cantilever with force 
constant, k ,  oscillating at its resonance fre- 
quency, oo = (k /mefr ) ' /2 ,  where the effec- 
tive mass, meff, depends on the mass distri- 
bution and geometry of the tip/cantilever 

Figure 118. F ( z )  and a F ( z ) / a z  extend for a significant 
distance from the surface, as illustrated for electric (E), 
van der Waals (A), and magnetic (M) forces. E and A 
are estimated for a sphere-plane interaction and M is 
estimated for a sphere-sphere interaction (Sarid and 
Elings, 1991). 

assembly (Martin et al., 1987). Assume that 
the cantilever is driven at oo by a piezo- 
electric transducer. If the tip is placed in a 
force field, f, then 

where af/az is the force gradient and z is 
the vertical separation of the tip and the 
sample. The negative sign signifies an at- 
tractive force. The effective force constant 
is softer than for the free cantilever, thereby 
reducing the resonance frequency to ob, 
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The equation of motion for the system, 

a Z z  aZ 
at at 

m 7  + y -  +k(z-u)= f(z-g) (24) 

includes a damping term, y = m wo/Q, 
where Q is the quality factor, u is the posi- 
tion of the undeflected cantilever, g is the 
sample position, and z is the position of 
the deflected cantilever. Altough bent wires 
and foils can be used as cantilevers, micro- 
fabricated cantilevers give an increased 
quality factor which can be inkreased fur- 
ther by operating in vacuum. 

One scheme for measuring the force gra- 
dients and the forces of a particular tip- 
sample separation over a spot on the sam- 
ple is to drive the cantilever at wo and to 
monitor the reduction in the vibration am- 
plitude, A(w0,z ) ,  due to the shift in the 
resonance frequency of the system. Far 
away from the surface (beyond the inter- 
action distance), the function A (w, z) is 

(25) 
Lorentzian: 

w0/w A (w,oo) = A0 [ 1 + Q 2  (z - ,>,]1’2 

When the tip interacts with the surface, the 
amplitude of the cantilever (being driven at 

(26) 
wo) can be written 

This measured amplitude can be used to 
calculate the new resonance frequency, cob, 
which is directly related to the force gradi- 
ent at the particular location above the 
sample by the expression 

The force can be deduced by measuring 
d f/dz as a function of z and then integrat- 

ing : 

f = j - d z  d f  
dz 

In practice, sensitivity can be improved 
by driving the cantilever at the resonance 
frequency at the point where the force gra- 
dient is maximized. The maximum sensi- 
tivity for the values of d f/dz and f may be 
estimated assuming (1) some functional 
dependence of the force with respect to 
the separation and (2) the closeness of the 
steps of measurement. Estimates of typical 
microcantilever parameters yield a value 
for the highest force gradient sensitivity 
dfmi,/dz = 3 x 10-6N/m. Considering an 
inverse square force with a tip-sample 
spacing of - 100 nm, the maximum force 
sensitivity would be fmin x 2 x 

Besides contact and non-contact imag- 
ing, the AFM can be used as a nanoscale 
surface force apparatus to measure adhe- 
sion between materials and the indenta- 
tion/deformation properties of surfaces 
under extremely small loads (Burnham 
and Colton, 1989; Burnham et al., 1990). 
The atomic-scale basis of friction - nanotri- 
bology - can also be studied with a modi- 
fied AFM by sliding a lightly loaded tip 
along the surface and measuring the lateral 
resistance to the motion. Various AFM ap- 
plications are illustrated by several exam- 
ples in the following discussion. 

N. 

3.1 Atomic Force Imaging 

The atomic force microscope can image 
both conducting and non-conducting ma- 
terials. Sample conductivity is therefore 
not important, providing an advantage 
over the STM. In fact, the use of non-con- 
ducting tips allows studies of electrochem- 
istry without interference from a conduc- 
tive tip. In the constant force mode, the 
z-height of the sample is varied so as to 
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keep the cantilever deflection, i.e., the re- 
pulsive force between tip and sample, con- 
stant. Without large scale surface deforma- 
tions, this repulsive force may be viewed as 
occurring between hard spheres, which 
represent an atomic-sized tip asperity, and 
the sample surface atoms. This is a similar 
view to that taken for analysis of He scat- 
tering data. 

In order to avoid tip-induced surface de- 
formations, it is desirable to scan at the 
lowest possible forces. Many experiments 
address issues that do not require the 
cleanliness of an ultrahigh vacuum envi- 
ronment. Imaging in air, however, raises a 
difficulty regarding the minimum force 
with which to scan. This is due to the 
meniscus force of fluid contaminant layers, 
adsorbed water vapor or hydrocarbons, on 
the tip; such difficulties can be avoided by 
scanning with tip and sample immersed in 
a fluid. 

The seminal work of Binnig et al. (1986) 
proved the feasibility of AFM by imaging 
aluminum oxide in air. With contact forces 
of the order of N, a lateral resolution 
of N 30 %, was demonstrated although, at 
that point, they predicted the possibility of 
resolving - 1 8, corrugations with a period 
of > 1 A. Atomic resolution was soon at- 
tained, and can now be achieved on a vari- 
ety of materials using commercial instru- 
ments. 

3.1.1 Graphite 

AFM images of the surface of HOPG 
imaged in paraffn oil (Marti et al., 1987) 
are presented in Fig. 119 showing a cen- 
tered hexagonal pattern. As for an STM 
analysis of graphite, the non-equivalence 
of the graphite surface atoms due to the 
lateral displacement must be considered, 
such that “A” atoms have atoms directly 
below while “B” atoms sit on top of hol- 

I 
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Figure 119. (a) Atomic resolution image of HOPG 
imaged in paraffin oil (Marti et al., 1987). (b) Diagram 
of the top layer of graphite illustrating atoms in “A” 
and “ B  sites and the hollow (H) (Batra and Ciraci, 
1988). 

lows in the second layer. By performing 
self-consistent field calculations of the tip - 
surface interaction, including electronic re- 
laxation, Batra and Ciraci (Batra and 
Ciraci, 1988) found that A and B sites are 
nearly equivalent in a typical AFM image. 
Lower imaging forces might actually im- 
age protrusions at hollow sites due to 
core-core repulsions producing the cen- 
tered-hexagonal pattern. 
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3.1.2 Insulators 

Cleaved LiF(100) surfaces provide a 
good illustration of the magnitude and na- 
ture of the corrugation measured by AFM 
(Meyer et al., 1991). An image of an 
LiF(100) terrace are shown in Fig. 120a; 
protrusions separated by - 2.8 8, and with 
a height of N 0.5 8, along [OOl] and - 0.3 
along [Oll] are observed for a flat terrace. 
The corrugation amplitude was compared 
to data from helium scattering experi- 
ments, where hard sphere scattering was 
used. The ionic radius of Li+ is 0.68 8, 
while that of F- is 1.33 8,. Assuming that 
an oxygen atom of radius 1.5 %, sits at the 
apex of the SiO, cantilever, as depicted in 
Fig. 120b, the observed corrugations are in 
general agreement with a hard sphere 
model. In this picture, therefore, the F-  ion 
gives a negligible contribution to the cor- 
rugation so that the image almost entirely 
represents Li+ ions at the surface. 

3.1.3 Metals 

The first atomic resolution images of 
gold atoms with AFM were performed on 
evaporated gold films on mica (Manne 
et al., 1990). This work demonstrated the 
differences in applied imaging forces when 
scanning in air against scanning in a liquid. 
Figure 121 illustrates 45 x 45 8, processed 
images of gold in air using a force of 
lo-' N, and in water using a force of - 3 x lo-' N. Both show that atomic reso- 
lution is attainable, but a higher imaging 
force is necessary in air to overcome the 
meniscus force on the tip arising from wa- 
ter and/or hydrocarbon contaminants on 
the surface. 

To demonstrate this effect, attractive van 
der Waals and surface tension forces be- 
tween tip and sample were quantitatively 
measured (Manne et al., 1990). They per- 
formed experiments to compare cantilever 

-1 - 2  0 2 1 6 8 
x t A )  [OOl I 

Figure 120. (a) 28 8, x 38 ,fi image of the LiF(100) sur- 
face; (b) simulation of scans along [001] and [Oll] 
using a contact hard sphere model between atomic 
protrusion on the tip (dotted sphere) and the surface, 
represented by spheres showing the ionic radii of Li 
and F (Meyer et al., 1991). 
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(b) 

Figure121. (a) Processed image of the surface 
of an evaporated gold film in air taken with a force of 
-lo-’ N .  (b) Processed image of the surface of an 
evaporated gold film in air taken with a force of 
-3 x N (Manne et al., 1990). 

deflection as a function of vertical separa- 
tion in air and water environments as the 
tip approached, touched, and was with- 
drawn from the surface of cleaved mica. In 
air, they found a significant hysteresis in 
this cycle and breakaway in the IO-’N 
range, while in water the breakaway oc- 
curred in the N range due to a reduc- 
tion in the surface tension on the tip in the 
fluid environment. 

The ability to image in various provides 
similar advantages as for STM. Different 

deflection responses to force gradients at 
liquid-air and the liquid-solid interfaces 
provide a means to make precise liquid 
film thickness measurements (Weisenhorn 
et al., 1991). Imaging at lowers in liquids is 
particularly advantageous for studying bi- 
ological molecules adsorbed on various 
substrates. In addition, use of a non-con- 
ducting tip permits electrochemical reac- 
tions to be followed without influence from 
the tip, as in the case of STM. 

3.1.4 Films 

Imaging thin films using AFM provides 
a means to assess the structure and atomic 
order under various processing and 
growth conditions. Images of reactive films 
that have been removed from vacuum and 
exposed to air would be expected to show 
contamination. However, imaging in a re- 
active solution that removes the contami- 
nants can provide structural information 
after chemical cleaning has been per- 
formed. AFM studies have been performed 
on thin Bi films deposited on cleaved mica 
substrates. Images of Bi films taken in a 
0.01 M HC1 solution exhibited areas in 
which the removed oxygen adlayer reveals 
a Bi(ll1) lattice, as shown in Fig. 122. 

Buckyballs, or fullerenes (C60), are a new 
class of materials that have sparked a good 
deal of interest recently. The entire range of 
their physical properties are under investi- 
gation, and the bulk and surface structural 
aspects of these materials are of particular 
importance. While the bulk structure had 
been reported to be face centered cubic 
(f.c.c.), the surface structure of thick 
fullerene films does not necessarily need to 
be a bulk truncation. In one study (Snyder 
et al., 1991), 1500 A-thick fullerene films 
grown on CaF2(111) substrates in vacuum 
were imaged in air with - 10 nN force, as 
shown in Fig. 123. These studies corrobo- 
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Figure 122. 1 1  6 8, x 1 1  6 8, image of a Bi( 1 1  1 )  film on 
mica in 0.01 M aqueous solution of HCI (Weisen- 
horn et al., 1991). 

rated the fact that the material forms an 
f.c.c. structure. Interestingly, it was deter- 
mined that the thermodynamically-stable 
surface has a (31 1) orientation, not (1 11) as 
might be assumed on the grounds of mini- 
mization of surface energy. On the basis of 
these measurements, it was proposed that a 
gain in entropy by permitting free rotation 
of these unique molecules, as well as addi- 
tional disorder allowed at an open surface, 
may lower the surface free energy of the 
(311) plane relative to the (111). 

3.1.5 Polymer Surfaces 
and Metal Films on Polymer Substrates 

Thin polymer films, particularly poly- 
imides, have important applications for 
advanced microelectronics devices fabrica- 
tion and packaging. Langmuir-Blodgett 
and spin-coating technique, as well as va- 
por phase deposition, may be employed to 
deposit monolayer and multilayer polymer 

(b) 
Figure 123. (a) Image of the surface of a fullerene thin 
film showing an exposed (31 1 )  plane. Four unit cells 
are traced on the image and the surface structure is 
traced (Snyder et al., 1991). 

films on various substrates. Issues which 
need to be addressed include deposition 
processes and curing, chemical bonding to 
the substrate surface, film stability and in- 
tegrity, reactivity at the film surface, de- 
position and chemical bonding of metal 
layers on the film. AFM images establish 
film uniformity and morphology and the 
structure of metal adlayers. Recent work 
(Unertl et al., 1991) has shown that poly- 
imide films are rather soft and the AFM tip 
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interaction with the film is strong enough 
for the surface to be ploughed. Ploughing 
can be exploited to write lines with forces 
as low as 20 nN. As shown in Fig. 124, 
wide scan zero-force images on fresh poly- 
imide foils exhibit fair uniformly with rms 
roughness in the 10-75 A range. The im- 
age of an evaporated gold film on poly- 
imide is particularly interesting. Evapora- 
tion of one monolayer increases the 
roughness due to non-uniform wetting of 
the foil and the formation of Au islands. In 
addition, Au reduces the ability of the tip 
to plough the surface. Further Au growth 

Figurela. (a) AFM image of clean PMDA-ODA 
(poly[N,N’-bis(phenoxyphenyl)pyromellitimide]) film; 
(b) PMDA-ODA film coated with an ultrathin 3 A 
gold film; (c) PMDA-ODA coated with a 50 A thick 

did not result in increased roughness, but 
smaller Au grains were observed as more 
of the surface was covered. 

3.1.6 Biological Molecules 

Since the structural aspects of biological 
molecules are so important, it is useful to 
study both model organic layers and natu- 
ral biological materials. In such studies, 
imaging in solution is useful for study un- 
der physiological conditions, as well as ex- 
perimentally minimizing the imaging force 
to prevent tip-induced damage, e.g. 
ploughing or dragging of the material on 
the substrate. 

Hydrated dimyristoyl-phosphatidyletha- 
nolamine (DMPE) bilayers have been 
studied (Zasadzinksi et al., 1991) as model 
systems to study structural aspects of bio- 
logical membranes as a basis for the under- 
standing of protein structure and organiza- 
tion. The DMPE layers were prepared by 
Langmuir - Blodgett techniques on mica 
substrates. The AFM image shown in 
Fig. 125 was taken at 1-10 nN and re- 
vealed structures separated by - 0.7 nm 
with protrusions along these structures ev- 
ery - 0.5 nm assigned as the headgroups 
of the molecules. Comparing the measured 
area/molecule (0.4 nm2) with independent 
measurements proved that the images rep- 
resented individual molecules. In addition, 
the imaging force was increased so as to 
“push through” the film so that mica could 
be independently imaged. Detailed analy- 
sis of the bilayers showed imperfect pack- 
ing with several defects and vacancies. Re- 
peated scans exhibited little damage, and 
demonstrated the occurrence of thermal 
motion in the fluid environment at room 
temperature. 

Among the biological applications of the 
AFM, a major effort has been put into 

gold film (Unertl et al., 1991). imaging biological macromolecules. As 
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Figure 125. Image of the polar region of a DMPE 
bilayer deposited by Langmuir - Blodgett techniques. 
Rows are spaced by 0.7-0.9 nm. The modulation 
along the rows spaced every -0.5 nm is from the 
individual DMPE molecule headgroups (Zasadzinski 
et al., 1991). 

with STM applied to such systems, one of 
the problems is in properly anchoring 
macromolecules on the substrate so that 
they are not moved by the probe. Samples 
are prepared by covalent attachment to 
fatty-acid monolayers on mica or graphite 
supports. In the case of AFM, this is a 
major concern, and imaging is done in so- 
lutions which allow minimal interaction 
forces, such as water or ethanol. In addi- 
tion, operating at low temperatures is envi- 
sioned as another means to reduce or pre- 
vent motion under the tip. 

It has been estimated that sequencing of 
deoxyribonucleic acid (DNA) with an 
AFM could be performed -100 times 
faster than with present technology, and 
that the technique could be applied in re- 
search focused on the binding of proteins, 
for example, at specific sites of the macro- 
molecule (Hansma et al., 1991). Recent 
work in imaging and sequencing syntheti- 
cally-produced DNA with large tagged 
bases at room temperature has indeed 
demonstrated the ability of the AFM to 
identify both the normal and tagging nu- 
cleotide bases (Hansma et al., 1991). Figure 

126 shows a single-stranded 25-mer DNA 
image acquired under water. The long 
band at site 22 is the tag base (fluorescein) 
and, with higher magnification, bands 24 
and 25 have been identified as thymine and 
adenine using molecular modeling of van 
der Waals profiles of the natural bases. 
While such work is in its infancy, improve- 
ments in sample preparation and instru- 
mentation development are expected to 
satisfy both clinical and research goals in 
the future. 

3.1.7 Adsorption Dynamics 
of Biological Molecules in Real Time 

Repetitive scanning while organic 
molecules in solution interact with a sur- 
face can provide a real-time picture of ad- 
sorption dynamics and can provide evi- 
dence for mechanisms of self-assembly 
and ordering. In one study, the adsorption 
of immunoglobulin G [4-4-10 IgFz(x)] - 
18 pg/ml in a phosphate-buffered saline so- 
lution - onto a mica surface was studied. 
Approximate layer-by-layer growth oc- 
curred with each layer forming as a contin- 

Figure 126. 9.5 x 9.5 nm image of a synthetic 25-mer 
DNA macromolecule imaged under water. The num- 
bers identify various bases along the chain (Hansma 
et al., 1991). 
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uously growing aggregate, as seen in Fig. 
127. Isolated molecules readily desorb, and 
therefore, lateral interactions are impor- 
tant to force the formation of a stable layer. 

3.2 Nanoscale Surface Forces 

The elasto-plastic behavior and hard- 
ness of a material is typically measured by 
its deformation response to an applied 
force. Microindentation probes to obtain 
this type of information have been em- 
ployed for several years. Recognizing the 
need to probe structures with considerably 
smaller dimensions at increased force sen- 
sitivity, there has been an effort to further 
localize the area over which the measure- 
ment force is applied. The commercially- 
available nanoindenter, which can resolve 
forces with a sensitivity of 300nN and 
0.4 nm depth resolution, represents one 
step to satisfy these criteria. 

The AFM provides orders-of-magnitude 
improvements over the nanoindenter, not 
only by superior performance in force and 
depth sensitivity (1 nN and 0.02 nm, re- 
spectively) for repulsive contact forces but 
also for use as an analog to the surface 

Figure 127. Sequence of 
images of immunoglobulin 
adsorption onto mica. Be- 
tween (c) and (e) a mono- 
layer is formed, after which 
time a second monolayer 
begins to form. The total 
elapsed time for this se- 
quence was - 40 minutes 
(Lin et al., 1990). 

force apparatus (Israelachvili and Adams, 
1978). Since both attractive and repulsive 
forces localized over nanometer-scale re- 
gions can be probed, forces due to negative 
loading of the probe from the van der 
Waals attraction between tip and sample 
prior to contact, or from adhesive forces, 
which occur subsequent to contact, can be 
investigated. The work of Burnham and 
Colton was the first to demonstrate the use 
of the AFM as a nanoindenter and to mea- 
sure surface forces in contact with, and in 
proximity to, surfaces (Burnham and Col- 
ton, 1989; Burnham et al., 1990); the in- 
strument depicted in Fig. 11 7 a shows hard 
tungsten tips for indentation. 

The contact behavior on indentation 
can be expressed by a loading curve, which 
is a plot of the relation between loading 
and penetration depth. In principle, the 
loading force is directly proportional to the 
cantilever deflection (AD). The penetration 
depth is (Az -AD), where Az is the z-piezo 
displacement. The loading curves are ex- 
pected to exhibit characteristics between 
two extremes - an ideally elastic material, 
where the loading and unloading follow 
the same curve, versus an ideally plastic 
material, where the material is irreversibly 
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deformed, resulting in hysteresis between 
the loading and unloading curves. The 
contrast between elastic and plastic ma- 
terials for nano-indentation of < 100 nm 
can be seen in Fig. 128 a, b. Figure 128 c, d 
shows loading curves of an elastomer and 
of graphite, where an elastic-type response 
is observed, and a loading curve of gold, 
which exhibits a plastic response. The 
small hysteresis observed near zero loading 
for graphite is due to adhesive forces, as 
discussed below. 
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Figure 128. Expected loading curves for (a) ideally 
elastic and (b) ideally plastic materials; (c) experimen- 
tal loading curve for an elastomer and for graphite 
showing elastic behavior; (d) experimental loading 
curve for a gold foil showing plastic behavior; (e) 
surface force interaction between a tungsten tip and 
graphite; (f) surface force interaction between a tung- 
sten tip and gold foil (Burnham and Colton, 1989). 

While these AFM nanoindentation 
studies involved forces on the pN scale and 
indentations on the 100 nm scale, an excel- 
lent example of the exploitation of AFM 
sensitivity is illustrated in Fig. 128e, f. 
Here the focus is upon measuring forces at 
extremely small loads, and the data is pre- 
sented as force or cantilever deflection ver- 
sus probe tip position. For a graphite sur- 
faces, the tip jumps in towards the surface 
before contact indicating an attractive in- 
teraction of the order of - 100 nN between 
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the tip and the surface due to the van der 
Waals interaction. The attractive force op- 
erates over - 1 nm until a repulsive force is 
felt. After contact, adhesion is indicated by 
the additional force required to break con- 
tact; in this case, the tip slides out, with the 
attractive force diminishing linearly. For 
gold, the tip slides in and out. A simple 
model has been developed to account for 
observations using various tip sizes and 
loadings, and for four possible types of be- 
havior - jump in/slide out, jump in/jump 
out, slide in/jump out, and slide in/slide 
out. These processes reflect differences in 
the surface energy between graphite and 
gold. They may be modeled by considering 
the potential energy diagram of the entire 
measurement system - a cantilever spring 
potential obeying Hooke’s law and a 
parameterized tip-surface interaction 
providing attraction and repulsion. A 
strong interaction based on van der Waals 
forces can cause the tip to jump in while a 
weaker interaction produces a sliding ac- 
tion. On the way out, deformation and ad- 
hesive forces required greater forces to re- 
move the tip from the surface. 

As we have noted, the role of surface 
forces has major implications of AFM and 
STM imaging; for example, elastic defor- 
mation has been used to explain the 
anomalous corrugations in graphite im- 
ages. Furthermore, it has been estimated 
that surface forces produce pressures be- 
neath the tip at zero applied load that are 
of the order of 4MPa for PTFE (poly- 
tetrafluoroethylene) and 300 MPa for 
A1,0,. Such pressures are comparable to 
those involved in tribological testing. In 
addition, in a non-contact surface force im- 
age, topographic information must be in- 
dependently analyzed. 

3.3 Nanotribology 

Nanotribology is a tropic of extreme in- 
terest since it addresses the microscopic 
origin of friction and the role of thin films 
as lubricants to reduce frictional forces be- 
tween contacting objects. Observation of 
atomic scale features by measuring the lat- 
eral deflection of a loaded AFM tip being 
scanned across a graphite surface repre- 
sents a first step in probing the origin of 
such microscopic frictional forces (Mate 
et al., 1987). In the instrumental configura- 
tion, interferometry was used for two or- 
thogonal motions of the tip. The tip was 
tungsten wire bent at one end so that two 
orthogonal deflections could be detected. 
This arrangement has since been updated 
to a sensitive 2D capacitance probe (Neu- 
bauer et al., 1990) which can be used for 
nanotribology studies as well as for contact 
and non-contact imaging. 

Figure 129 shows a plot of sidewards 
tip deflection (sidewards force) versus sam- 
ple position for three different vertical 
loading forces. Focusing on a load of 
2.4 x N, it is evident that the fric- 
tional force has two components - a con- 
stant offset and an oscillatory part which 
varies with a periodicity of the order of the 
lattice spacing of graphite. The constant 
component can be viewed as the classical 
non-conservative frictional force. Thus the 
constant component varies nearly linearly 
with load. Thus the slope is the classical 
coefficient of friction, whereby energy is 
dissipated by generation of phonons or by 
other damping mechanisms. Deviations 
from linearity can be attributed to plastic 
deformation at the points of contact. The 
oscillatory part is particularly interesting 
since it represents a stick-slip motion of the 
tip as it is being scanned across the surface. 
This motion involves a conservative force 
due to elastic deformation associated with 
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Figure 129. (A) Plot of frictional force versus sample 
position for a tungsten tip interaction with a graphite 
surface under three different loads; (B) frictional force 
in the x-direction as a function of x and y for a 
5.6 x N load (Mate et al., 1987). 

During a scan under an applied load, the 
tip is repeatedly trapped in the periodic 
potential wells of the surface until the 
spring force equals the force trapping it. 
When these forces are equal, the tip slips 
towards the next corrugation as it relaxes. 
The observation of atomic-scale features is 
a surprising result since the tips had esti- 
mated radii of - 3000 A and deformation 
is expected to be significant due to the large 
load. While atomic asperities at the tip sur- 
face reduce the effective contact area these 
are randomly distributed and would not be 
expected to produce periodic features. In 
order to explain these observations, it was 
proposed that the localized periodic force 
component associated with the interaction 
of tip asperities with the surface must be 
significantly larger that the non-conserva- 
tive part, which scales with contact area. 
Furthermore, it is possible that the tip may 
be supported by a film which only allows 

for a single microtip to interact and 
provide the frictional force. A two-dimen- 
sional image of graphite which shows the 
frictional force (x-deflection) as a function 
of position is presented in Fig. 129B. 

3.4 Non-Contact Imaging 

3.4.1 Van der Waals Forces 

In the first demonstrations of non-con- 
tact imaging, profiles taken in the constant 
force gradient mode were reported for a 
grooved Si surface and for an Si surface 
partially coated with photoresist (Martin 
et al., 1987). The interaction due to the van 
der Waals attraction between the tip and 
the sample, separated by - 100 8, provides 
a means to profile the surface with a lateral 
resolution of > 100 A. Figure 130a shows 
an image of grooves spaced - 2 pm apart 
on a Si wafer. It is important to note that 
the van der Waals interaction is material- 
dependent, so that contrast in constant 
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Figure 130. (a) Constant force gradient profile of a 
grooved silicon wafer; (b) constant force gradient pro- 
file of a flat Si wafer partially coated with photoresist 
(Martin et al., 1987). 

force gradient images comes not only from 
surface topography but also if the tip be- 
gins to interact with another component 
on the surface. This is demonstrated in an 
image, of the junction between Si and pho- 
toresist, as shown in Figure 130b. 

3.4.2 Electrostatic Forces 

The measurement of the spatial distribu- 
tion of charges on surfaces of insulating 
materials can be obtained by AFM (Terris 
et al., 1990). In this way, the microscopic 
spatial details of contact electrification, or 
triboelectrification (Stern et al., 1988; Ter- 

ris et al., 1989; Terris et al., 1990), as well as 
ferroelectric domains (Saurenbach and 
Terris, 1990) at surfaces, can be obtained 
by imaging forces due to electrostatic or 
polarization charge, respectively. Charge 
force microscopy has demonstrated that 
the distribution of surface charge, de- 
posited by inducing discharges between a 
grounded tip and sample (PMMA, sap- 
phire, etc.), can be imaged with a lateral 
resolution of I 0.2 pm with a vibrating tip 
situated 10-100 nm from the surface. The 
interaction force of interest comes from the 
interaction of the surface charge with an 
image charge induced in the tip. The tip 
also responds to the (uniform) charge dis- 
tribution at the back of the sample due to 
varying its potential as well as to the van 
der Waals force. The van der Waals force 
attenuates as a function of sample- tip sep- 
aration significantly faster than the electro- 
static force, and can be neglected. A series 
of corlstant force gradient images take over 
a period of N 1 hour is presented in Fig. 
131 A. At different sample biases, the image 
profiles of the surface charge change, as 
shown in Fig. 131 B, proving that the na- 
ture of the interaction is electrostatic and 
not due to surface topography. The sign of 
the charge can be obtained by taking such 
a series of images (Fig. 131 B), or by direct 
modulation of the sample bias (Terris et al., 
1989). In Fig. 131A, the charge is seen to 
decay and becomes spatially-broadened ; 
charge redistribution over the surface is 
significantly more rapid than would be ob- 
served by a macroscopic measurement, in- 
dicating the unique information that spa- 
tial resolution provides. Furthermore, 
during contact electrification of polycar- 
bonate and PMMA it was found that both 
signs of charge could be deposited simulta- 
neously, as shown for polycarbonate in 
Fig. 132 (Terris et al., 1989). This novel ob- 
servation has not been completely ex- 
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Figure 131. (A) Series of constant force gradient con- 
tours over a region of deposited charge shown in inset 
showing charge dissipation (Stern et al., 1988): (B) 
Constant force gradient contours for different bias 
voltages with charge distribution schemes (Terris 
et al., 1990). 

plained and may be due to the method of 
charge transfer; however, the result suggest 
that charge measured by a macroscopic 
measurement may involve a balance be- 
tween a bipolar distribution. The extreme 
sensitivity of this resonantly-enhanced 

3.4.3 Magnetic Forces 

Magnetic microstructure is an impor- 
tant materials issue with applications ex- 
tending from basic understanding of the 
interaction of microscopic magnetic do- 
mains to improving materials for high den- 
sity information storage. The interaction of 
magnetized tips, either permanently or in- 
ductively magnetized, with a surface of a 
magnetic material can be imaged with the 
AFM operated in the non-contact detec- 
tion mode. Both hard and soft magnetic 
materials can be imaged. 

In the initial experiments to demon- 
strate the feasibility of the magnetic force 
microscope, images of thin film recording 
heads were obtained using two modes - 
running either AC or DC currents through 
the head to measure dynamic and static 
fields, respectively. With the magnetization 
modulated and with the tip set - 10 nm 
from the sample, pole pieces could be im- 
aged with - 100 nm lateral resolution. To 
measure static fields, images with DC cur- 
rents run in both directions were obtained 
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(Fig. 133 a, b). While a net attractive inter- 
action resulted due to tip-induced magne- 
tization, for one current direction the left 
pole produced the main attractive force 
while for the other direction, the right pole 
dominated. A difference image (Fig. 
133 c) shows a magnetic field pattern that 
defines the pole pieces. 

Magnetic force images of single-crys- 
tal iron whiskers (Goddenhenrich et al., 
1990b) and permalloy thin films (Mamin 

the ability of the technique to distinguish 
the structure of domain walls. In a con- 
stant force gradient image of the 2.5 pm 
permalloy thin film shown in Fig. 134, 
Bloch walls appear as bright or dark lines 
and the domain structure is comparable to 
that by Kerr imaging techniques. The shift 
from bright to dark at the arrow indicates 
the position of a possible Bloch line. These 
images were obtained with a bias on the 
sample to ensure a net attractive force and 
a magnetic tip at a distance of - 150 nm 
from the surface. When the tip was brought 
close to the surface of a 30nm permalloy 
thin film, images became distorted, sug- 

Figure 132. Images of five deposited charge regions 
on a polycarbonate surface (+, white; -, black) (Ter- et a1-7 1989) were obtained to demonstrate 
ris et al., 1989). 

(c) 
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Figure 133. Magnetic force images of a thin-film 
recording head with a current of (a) +10mA, (b) 
- 10 mA; (c) difference between (a) and (b) (Martin 
and Wickramasinghe, 1987). 

Figure 134. Magnetic field image of domain walls on 
permalloy thin film. The bright/dark lines signify 
Bloch walls and the arrow defines a possible Bloch 
line (Mamin et al., 1989). 
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gesting wall motion due to a reversible tip- 
induced magnetic structure in the sample 
when the sample coercivity is locally ex- 
ceeded. 

4 Manipulation of Atoms 
and Atom Clusters on the Nanoscale 

A most challenging current goal of mate- 
rials science is to manipulate atoms at the 
atomic level in order to fabricate high-den- 
sity structures for technological applica- 
tions ranging from microelectronics to bio- 
engineering. The limit in the miniaturiza- 
tion of high density information storage 
devices or lithography is the development 
of the technology to produce and utilize 
structures of atomic dimensions. At this 
level, the STM and AFM can be viewed as 
read/write devices - that is, information 
can be read by scanning the surface with 
atomic resolution, manipulated by moving 
atoms or changing the states of atoms on 
the magnetic with the tip, and re-read by 
scanning over the modified surface. It is 
well-known that some types of surface 
modification can occur by uncontrolled tip 
crashes during STM operation. Controlled 
writing of grooves in gold through me- 
chanical deformation was first demon- 
strated by Abraham et al. (1986). 

Control of atomic-scale surface modifi- 
cation derives from the exploitation of the 
mechanisms involved in the tip-atom in- 
teraction and demands on ability to index 
the tip so as to successfully return to the 
same point on the surface repeatedly. In 
this context, a nanoscale memory element 
could be envisioned as the deposition, re- 
moval, or transfer of an adsorbate atom at 
a specific surface site or region using the 
STM tip (Quate, 1991). The information 
contained in this and other atomic-sized 
“data bits” could then be read with the 

same tip in the scanning mode. The pros- 
pect of actually realizing this vision has 
been demonstrated in recent STM studies, 
in which the xenon atoms were moved into 
desired locations and an “atom-matrix’’ 
pattern was subsequently imaged in ultra- 
high vacuum at liquid helium temperature 
(Eigler and Schweizer, 1990). It this useful 
to show that direct and indirect lithogra- 
phy ot atomic-sized structures can be 
achieved on electronic materials. In this 
regard, it has been shown that silicon 
atoms and atom clusters can be transferred 
between one location and another on the 
substrate using the STM tip as a carrier 
(Lyo and Avouris, 1991). This was achieved 
by pulsing the voltage on the STM tip to 
pickup and subsequently deposit the 
atoms. Besides bi-directional transfer of 
material between the surface and the tip 
(Lyo and Avouris, 1991), the attraction of 
chemisorbed atoms along a surface by the 
tip and tip-induced surface chemical modi- 
fication has also been demonstrated. Ex- 
tensions of these techniques to custom- 
form or manipulate species at the molec- 
ular level are the basis for site-specific 
chemistry and biochemistry. 

The magnitude of forces involved for 
moving atoms along the surface over po- 
tential corrugations should be quite differ- 
ent from those involved in transferring 
atoms between the tip and the sample, or 
vice-versa (Eigler and Schweizer, 1990). 
Thus, the mechanisms involved for atom 
or cluster manipulation at surfaces and 
specific application of such structures re- 
quire new physical ideas regarding magni- 
tudes and distance-dependences of highly 
localized forces. Besides this work, surface 
modification by direct contact of tip and 
sample using a force microscope may be 
viewed as another new area for exploration 
and exploitation (Weisenhorn et al., 1990). 
Developing such capabilities opens up 
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many possibilities for future applications 
in advanced materials technology. 

4.1 Transfer of Atoms 
and Atom Clusters Between Tip and Sample 

The first example of atomic-scale surface 
modification was reported by Becker et al. 
for the creation of structures such as the 
Ge(l11) surface (Becker et al., 1990). The 
surface was modified by holding the tip 
over a surface site, raising the tip-sample 
bias to - 4.0 V (20 pA current), and rapidly 
withdrawing the tip by -1 A. Following 
this procedure, images of the surface dis- 
played isolated protrusions about 8 wide 
and N 1 A high, as seen in Fig. 135. Since 
the process occurred with a higher success 
rate when the tip had previously contacted 
the surface, it was proposed that the Ge 
atoms, acquired from previous tip -surface 
contact, were being deposited from the tip 
onto the surface. 

Positioning an STM tip in close proxim- 
ity to the surface lowers the potential bar- 
rier to field-evaporation and this effect can 
indeed serve as a means to transfer atoms 
or clusters of atoms between the tip and the 
sample. The condition to confirm transfer 
via a field evaporation mechanism is the 
existence of a threshold bias voltage for 
deposition or removal of matter. Subse- 
quent to the work of Becker et al. (1990), 

the existence of such a threshold for depo- 
sition at a selected site by pulsing the tip- 
sample bias was demonstrated (Mamin 
et al., 1990; Lyo and Avouris, 1991). 

Mamin et al. (1990) utilized a field evap- 
oration process to deposit - 10 nm diame- 
ter gold dots of height - 2.5 nm onto a 
gold surface using a gold tip as the source, 
as shown in Fig. 136. Such dimensions are 
significantly smaller than the 100nm Ga 
lines which had previously been drawn by 
ion emission from a liquid metal ion source 
(Bell et al., 1988). The experiments of 
Mamin et al. have demonstrated the exis- 
tence of a pulse height threshold below 
which the probability of deposition was 
nearly zero and above which the probabil- 
ity increased to nearly one. Examination of 
the dependence of the threshold voltage on 
the tip-sample distance confirmed a con- 
stant gap impedance indicating the need 
for a critical field of - 0.4 V/A. Consider- 
ing a model in which deposition occurs via 
ionization followed by field evaporation 
for an isolated tip, fields of 2-7 V/A were 
predicted, and, for gold, values of - 3.5 V/ 

have been measured. The critical field is 
lowered with the two electrodes in close 
proximity so that the atomic potentials 
begin to overlap and the effective barrier 
height for evaporation is lowered. Even un- 
der these conditions, estimates of 1-3 V/A 
are still higher than the observed threshold 

1.6 - 

Figure 135. Scans of 
surface height (left) before 
and (right) after impression 
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Figure 136. (a) Mohnds of gold made by applying 
voltage pulses between a gold tip and the sample. (b) 
Array of mounds formed on a stepped gold surface 
(Mamin et al., 1990). 

fields. While quantitative disagreements 
still exist, the presence of a bias threshold 
provides evidence that a field evaporation 
mechanism drives the transfer of material. 

Not only can field evaporation occur 
from the tip to the sample. Transfer of ma- 
terial sample-to-tip through a field evapo- 
ration process should also be possible, and 
this effect has recently been demonstrated. 
In particular, the manipulation of Si atoms 
and Si clusters on an Si(ll1) surface has 
been demonstrated by Lyo and Avouris 
(Lyo and Avouris, 1991), whereby material 
was transferred in a controlled fashion 
from the substrate onto the tip for re-depo- 
sition at another place on the surface. Re- 
moval of Si atoms or clusters involved 

field-evaporation from the surface to the 
tip by a + 3 V pulse after the tip was placed - 3 8, from the surface. It was found that 
smaller amounts of Si were removed when 
the tip was closer to the surface and the 
amplitude of the voltage pulse was made 
smaller. For example, Fig. 137 shows the 
removal and re-deposition of a single Si 
atom; here the tip-sample distance was - 5 8, and the pulse was + 1 V. Based on 
current versus tip displacement curves, it 
was proposed that the Si most likely 
resides at the apex of the tip during trans- 
fer. In assessing the mechanisms for the 
transfer of material, especially at very small 
distances, consideration must also be given 
to the modification of the semiconductor 
covalent bonds by large local current den- 
sities, to chemical interactions between the 
Si atom(s) and the tungsten tip, and to me- 
chanical effects. It should be noted that, 
while mechanical contact does disturb the 
surface, it cannot be used as the pulsed- 
field process for controlled material trans- 
fer. 

4.2 Tip-Induced Lateral Motion 
of Atoms on Surfaces 

The potential barrier to lateral move- 
ment of atoms is generally lower than the 
barrier for vertical motion, or removal. In 
order to use the STM tip to move an atom 

~~ - - - - - - - 
Figure 137. Removal and re-deposition of a single Si 
atom on an Si(ll1) surface, Left: before voltage pulse. 
Middle: after voltage pulse. Right: after re-deposition 
(Lyo and Avouris, 1991). 
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across a surface, two types of tip-atom in- 
teractions may be envisioned - van der 
Waals or electrostatic forces. Recently, Eig- 
ler and Schweizer demonstrated the precise 
position of xenon atoms on an Ni(l10) sur- 
face and conducted preliminary tests re- 
garding the lateral attractive interaction 
between the tip and the atom, as shown 
in Fig. 138 (Eigler and Schweizer, 1990). 
Xenon bonds to the surface by physisorp- 
tion so the experiments must be performed 
at low temperatures. In the experiments of 
Eigler and Schweizer, the STM and the 
vacuum chamber in which it was housed 
were cooled directly with liquid helium. 
The advantage of this arrangement is that 

Figure 138. Sequence of STM images acquired during 
the construction of a patterned array of xenon atoms 

the system in thermal equilibrium is very 
stable and cryopumping by all the cold 
surfaces creates such a high vacuum that 
the sample surface can remain clean for 
weeks. The process of atomic positioning 
of Xe by lateral tip-atom interactions in- 
volved the following steps: (1) the Ni sur- 
face was exposed to Xe, (2) the tip was 
placed directly over a physisorbed Xe atom 
and lowered to increase the attractive force 
by increasing the tunneling current, (3) the 
tip/atom combination was moved to the 
desired site, (4) the tip was withdrawn by 
reducing the tunneling current and subse- 
quent imaging was performed to establish 
the success of the operation. It has already 
been noted that the ability to image a 
closed-shell atom such as Xe at such small 
biases only exists because the Xe 6s reso- 
nance occurs near the Fermi level of the 
substrate (Eigler et al., 1991 b). In these ex- 
periments, both imaging and motion could 
be performed at a tip bias of 10 mV, while 
higher biases increased the interaction dis- 
tance. The ability to displace Xe atoms was 
found to be polarity-independent, indicat- 
ing that the van der Waals attractive inter- 
action was the operative mechanism for 
atomic manipulation. It was also found 
that the close-packing distance between Xe 
atoms was fixed, being a property of the 
closed-shell atom, so artificial structures of 
higher density could not be obtained. 

Studying physisorbed atoms at low tem- 
peratures has provided a good deal of fun- 
damental information on mechanisms for 
atomic manipulation. However, operating 
at these temperatures is experimentally re- 
strictive. Atomic manipulation of chemi- 
sorbed systems at room temperature is a 
desirable extension of this work. Due to 
the stronger interactions of chemisorbed 
atoms with the surface, local manipulation 
may permit the formation of artificial or- _ _  

on an Ni(ll0) surface (Eigler and Schweizer, 1990). dered structures more readily since the 
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atoms need not reach thermal equilibrium, 
e.g. by annealing, as is usually the case. 
Whitman et al. (1991 c) demonstrated that, 
by pulsing an STM tip set above sub- 
monolayer coverages of Cs atoms ad- 
sorbed on a GaAs(ll0) surface, the Cs 
atoms can be rearranged laterally through 
field-induced diffusion. The Cs/GaAs(llO) 
system is particularly interesting since it 
has been discovered that, at such low cov- 
erages, Cs forms various one-dimensional 
structures along the [110] direction (First 
et al., 1989 a) and other two-dimensional 
structures at higher coverages (Whitman 
et al., 1991 a). The fact that one-dimension 
equilibrium structures form is consistent 
with the anisotropic GaAs(ll0) surface 
structure. With a distribution of Cs atoms 
on the surface, moderate pulsing of the tip 
bias was found to attracts Cs atoms to- 
wards the tip anisotropically so that new 
chains formed in the local region of the tip, 
as shown in Fig. 139. Larger pulses aggre- 
gated Cs into mounds around the tip. 
Other pulsing conditions produced or- 
dered structures not seen on the Cs/ 
GaAs(l10) interface in thermal-equilib- 
rium. The fact that pulse width and pulse 
amplitude result in larger effects in the tip 
region implies a field-induced diffusion 
process. The spatially-varying field pro- 
duced by the tip produces a potential gra- 

Figure 139. STM images of Cs on a GaAs(l10) surface 
(A) before and (B) after pulsing the sample bias with 
the tip in the center of the imaged area (Whitman 
et al., 1991 c). 

dient, or a force, laterally and vertically 
with the attractive interaction towards the 
tip. Estimates predict that the polarizabil- 
ity of a Cs atom on the semiconducting 
surface is considerably larger than on a 
metal surface. However, considering the 
smaller surface potential corrugations on 
metal surfaces, field-induced diffusion 
might also be applicable for these systems. 

4.3 Nanoscale Modification 
by Tip-Induced Local Electron-Stimulated 
Desorption 

Nanoscale modification of the chemical- 
ly-passivated Si( 11 1) : H -1 x 1 surface in 
vacuo (Becker et al., 1990) and in air (Da- 
gata et al., 1990) has been demonstrated 
recently. It was previously established that 
the Si(ll1) surface can be made entirely 
unreac tive by saturating dangling bonds 
with a layer of atomic hydrogen deposited 
by an ex situ, in-solution chemical process 
(Higashi et al., 1990). Arsenic-passivation 
of Si( 11 1) and Ge( 11 l), performed in vacuo, 
had been demonstrated even earlier (Brin- 
gans et al., 1985; Olmstead et al., 1986). 
The H-passivated surface is one of the 
most ideal flat surfaces ever observed (Hi- 
gashi et al., 1990). Becker et al. (Becker 
et al., 1990) have convincingly shown that 
using the STM in a field emission mode 
converts a localized area under the tip to a 
clean Si(l11)-2 x 1 surface by the electron- 
stimulated desorption of H. STS measure- 
ments of the passivated surface regions 
showed no surface states, and spectroscopy 
of the 2 x 1 regions produced the previous- 
ly-established Si(ll1)-2 x 1 surface state 
spectra (Stroscio et al., 1986). This result is 
significant in two regards. First, it shows 
that a low activation-barrier exists be- 
tween the 1 x 1: H surface and the 2 x 1 
n-bonded chain structure. Second, the Io- 
calized field-emission-induced desorption 
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process exhibits an energy dependence 
suggesting that H-desorption proceeds via 
excitation to the unoccupied o* level 
( -  8 eV kinetic energy) with an efficiency 
of - 3 x lo-* .  The spatial resolution de- 
pends on the geometry of the set-up, i.e. on 
the area of incidence of the field-emitted 
electrons. With the tip - lo00 8, above the 
surface and a bias of - 60 eV, the 2 x 1 
region was found to be - 8000 8, wide. If 
the tip was N 40 8, away and had a lower 
bias, widths of - 40 8, were obtained. For 
such a system, subsequent decoration of 
the clean areas and possible selective etch- 
ing might be envisioned to produce perma- 
nent nanoscale patterns. 

Modification of the H-passivated Si(ll1) 
surface in air has also been reported (Da- 
gata et al., 1990). The observed nanostruc- 
tures appeared as 1-20 nm deep depres- 
sions with widths of the order of 100- 
200 nm. These are areas where oxidation 
has taken place, so oxygen occupies the 
de-passivated regions of the substrate. The 
tip-induced process was considered to pro- 
ceed by field-induced ionization of oxygen, 
resulting in diffusion-enhanced oxidation. 
In light of the results of Becker et al. 
(Becker et al., 1990), field-emission induced 
removal of H should also be considered. 

4.4 Nanoscale Chemical Modification 

Various attempts at STM-assisted depo- 
sition or modification of chemical species 
at surfaces include etching lines on GaAs in 
an electrochemical cell (Lin et al., 1987), 
pinning large organic molecules to graph- 
ite surfaces by pulsing the tip bias (Foster 
et al., 1988), decomposing an organometal- 
lic (dimethyl cadmium) under an STM tip 
to write metal lines (Silver et al., 1987), and 
exposing polymethylmethacrylate resist 
using the localized tunneling current (Mc- 
Cord and Pease, 1987). In each of these 

examples, the presence of the tip created a 
reaction of the chemical species to obtain 
desired surface features. 

4.5 High-Temperature Nanofabrication 

Attempts at nanofabrication on Si sur- 
faces maintained at high temperatures 
have recently demonstrated that the elec- 
trostatic tip-surface interaction coupled 
with the high diffusivity can permit atomic 
control, so that writing speeds of 10 nm/s 
can be obtained (Iwatsuki et al., 1992). 
High temperature imaging of Si surfaces 
has indicated that diffusion of the adatoms 
is high enough to form a 1 x 1 structure. 
For nanofabrication under similar condi- 
tions, the tip bias is raised and a constant 
tip-sample distance is maintained as the 
tip is scanned. The electric field strength is 
determined, not only by distance, but by 
bias, tip geometry, and tunneling current. 
Patterns with linewidths of 1-2 nm and 
depths of 0.3 nm have been obtained. Be- 
sides atom manipulation, larger structures 
can be formed. For example, applying a 
+4 V bias on the tip, the tip-induced elec- 
tric field causes atoms to migrate to the tip 
and hexagonal pyramidal structures and 
quadrangular pyramidal structures have 
been formed on Si ( 1 1 1) and Si (1 00), respec- 
tively, with a sample temperature of ap- 
proximately 6OO0C, as illustrated in Fig. 
140. When the polarity was reversed, 
craters were formed. The edges of these 
features revealed higher index planes or 
step structures. 

4.6 Nanoscale Surface Modification 
Using the AFM 

Manipulation of molecules on surfaces 
has also been demonstrated using the 
AFM. In particular, Weisenhorn et al. 
(Weisenhorn et al., 1990) used an AFM tip 
to write on zeolite surfaces by moving 
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molecules when large contact forces were 
applied. In this work, a layer of tert-butyl 
ammonium cations was adsorbed on a 
clinoptilolite surface in order to assist this. 
These cations are bound to the surface via 
surface ion adsorption and form clusters 
after injection of the solution on a time 
scale that could be monitored by the AFM. 
Using a force > N at selected loca- 
tions while scanning, an “X” was written 
into the layer. Subsequent imaging at 
< N indicated that the clusters we 
connected in the pattern and that the pat- 
tern remained stable. 

4.7 Towards Nanoscale Devices 

While the experiments of Eigler and 
Schweizer (1990) attained wide notoriety, 
particularly, when an “atom-matrix’’ dis- 
play of the IBM logo using Xe atoms was 
fabricated, the use of the Xe-Ni(ll0) sys- 
tems as an “atomic switch” was also dem- 
onstrated (Eigler et al., 1991 a). In this re- 
gard, individual Xe atoms were reversibly 
transferred between the tip and the sample 
using voltage pulses of opposite polarities 
(f 0.8 V) at low temperatures. The state 
of the switch was subsequently queried 
by measuring the tunneling conductance, 
which changes if the Xe atom is bound to 
the tungsten tip or the nickel surface. This 
process is illustrated in Fig. 141. The 

Figure 140. (a) Hexagonal 
pyramidal structures formed 
on Si( 11 l), and (b) quadran- 
gular pyramidal structures 
formed on Si(100) obtained 
by scanning the tip with a 
+4  eV bias over a sample 
maintained at 5 600°C 
(Iwatsuki et al., 1992). 

change of state and conductivity measure- 
ment are performed with the tip fixed 
above the surface, so imaging the atom is 
not required to test the state of the switch. 
That the Xe atom has actually moved to 
the tip was inferred, however, from the ab- 
sence of Xe in a subsequent image. The 
change in conductance is due to the differ- 
ent localized sites for the atom in its two 
possible positions, which also changes the 

9 -  

8 -  

2 7 -  

2 6 -  

2 

m 
I 

Y 

).’ 

c 5 -  

L 

3 4 -  

3 -  

‘- A 
1 

1 -  
B- 

O O  lb  

i 

1 
20 
L 
30 

L 
40 
L L  
50 60 
I 
70 80 

Time (s) 
Figure 141. Time dependence of current through the 
switch during operation of the atomic switch (Eigler 
et al., 1991 a). 
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effective tunneling distance on which the 
current is exponentially-dependent. In 
contrast to the work discussed above, field- 
evaporation was excluded as a possible 
atom transfer mechanism since the ion 
states exist far above the Fermi level and 
no threshold electric field was required for 
the transfer. Two other proposed mecha- 
nisms still remain to be tested - electromi- 
gration and impurity heating, both due to 
the tunneling current in the vicinity of the 
Xe atoms. 

5 Spin-offs of STM - 
Non-Contact Nanoscale Probes 

The STM and AFM techniques have 
been discussed in previous sections of this 
article. Their application to a wide variety 
of problems in science and technology 
have been realized over a relatively short 
period of time. The physics of the electron 
tunneling process provides the STM with 
capabilities for both topographic and spec- 
troscopic imaging of surfaces on the 
atomic scale. In contact and non-contact 
modes, the AFM probes surface forces 
with extremely high spatial resolution and 
force sensitivity. STM and AFM can oper- 
ate in vacuum as well a in air and liquids 
opening these surface techniques to a host 
of other problems not typically associated 
with surface science, notably the study of 
biomolecular systems. 

STM and AFM are based on imaging in 
the near-field, i.e. the probe is in close prox- 
imity to the sample. Several new tech- 
niques that borrow from the philosophy 
and technology of STM/AFM instrumen- 
tation, i.e. adopting the near-field imaging 
process, using piezoelectric actuators, and, 
in some cases, taking advantage of spectro- 
scopic capabilities, have either been 
demonstrated or proposed. Extensions of 

STM/AFM include probing the optical, 
thermal, electrical, or chemical properties 
of surfaces. In Table 2, various techniques - 
STM, AFM, and spin-offs - and their at- 
tributes are listed. Details of the techniques 
and their applications are discussed in the 
remainder of this section. 

5.1 Scanning Near-Field Optical 
Microscope (SNOM) 

The spatial resolution of standard opti- 
cal microscopy, i.e. far-field optical micros- 
copy, is diffraction-limited to lengths of the 
order of the wavelength 1 (actually 1/2.3). 
Thus the resolution limit for imaging at 
optical wavelengths is - 0.2 pm. In the fa- 
miliar far-field regime, an image is recon- 
structed all at once by a focusing lens. Sig- 
nificantly, optical imaging with consider- 
ably higher spatial resolution has been 
demonstrated using nearyield techniques. 
Considering the STM as a near-field probe 
with the tip localized near the sampling 
region, sequential responses to the tunnel- 
ing of electrons at discrete points over the 
scanned region are assembled to form the 
image. For a near-field technique, the 
source or the probe must be small; the spa- 
tial resolution is roughly limited by the 
aperture size or the probe-sample distance. 

Near-field optical microscopy operates 
on the same principle as a physician’s 
stethoscope where the detector is much 
smaller than an acoustic wavelength (Pohl 
et al., 1984). The optical analog is the scan- 
ning near-field optical microscope (SNOM) 
in which light is channeled down a metal- 
coated quartz tip with an -10nm aper- 
ture at its end, and the tip is scanned over 
the surface. In the first manifestation of this 
instrument (Pohl et al., 1984), the tip was 
sequentially moved and lowered into con- 
tact with the sample at each sampling 
point using piezoelectric drives. Using 



5 Spin-offs of STM - Non-Contact Nanoscale Probes 145 

Table 2. Near-field surface characterization probes, 

Instrument Acronym Measurement parameter Lateral 
resolution 

Scanning tunneling microscope STM electron tunneling current < 0.2 nm 
Atomic force microscope AFM surface force/force gradient < 0.2 nm 
Tribological force microscope lateral force < 0.2 nm 
Attractive force microscope van der Waals force < 100nm 
Charge force microscope CFM electrostatic force < 200 nm 
Magnetic force microscope MFM magnetic force < 100 nm 

Scanning near-field optical microscope SNOM near-field optical reflection <25 nm 

Scanning thermal profiler STP surface temperature < 30 nm 
Scanning chemical potential microscope SCPM thermoelectric voltage < l n m  
Optical absorption microscope OAM effects of light absorption < l n m  
Scanning ion conductance microscope SICM ion current <0.1 pm 

Photon scanning tunneling microscope PSTM near-field optical transmission All0 

samples consisting of e-beam lithographed 
patterns on glass slides, the transmitted 
signal at each point is measured by a pho- 
tomultiplier, and an image is constructed. 
The first experiments found that features 
< 25 nm could be observed, and the reso- 
lution limit of this technique was estimated 
to be - 5 -  10 nm. 

5.2 Photon Scanning Thnneling 
Microscope (PSTM) 

When a beam generated by, for example, 
an He - Ne laser experiences total internal 
reflection inside a material (for example, at 
the face of a prism), an evanescent field 
exists just outside the planar surface. On a 
microscopic scale, this evanescent field is 
modulated by the surface optical proper- 
ties and structure. If an optical fiber with a 
very fine end is immersed in the field - at a 
distance from the surface of the order of the 
wavelength, 1 - internal reflection is locally 
frustrated in the vicinity of the tip. Light 
can couple (photon tunneling) to the opti- 
cal fiber because modification of the inter- 
nal reflection produces non-zero transmit- 
tance. The light then propagates through 

the optical fiber to a photodetector. This 
process describes the basis of the photon 
scanning tunneling microscope (PSTM) 
(Reddick et al., 1990), which is shown sche- 
matically in Fig. 142. With this instrument, 
a near-field image is obtained by scanning 
the tip and analyzing the intensity of the 
propagating light. 

For a prism geometry, the transmittance 
is a function of the dimensionless quantity 
d/I, where d is the sample-tip spacing and 
1 is the wavelength. The transmittance de- 
pends on the polarization, the angle of inci- 
dence of the beam with respect to the 
solid-air interface, and the shape of the 
tip. The decay length, d ,  , of the evanescent 
field away from the surface is of the order 
of 0.1 1- 1.0 I, depending on the angle of 
incidence of the beam and the relative in- 
dices of refraction; this scale can be verified 
by measuring the transmittance as a func- 
tion of tip-sample separation. From the 
physical properties and available detec- 
tors/electronics, the sensitivity of the in- 
strument provides a vertical resolution of 
the order of I/100. 

For imaging, the lateral resolution is - All0 if light scattering at the surface can 
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be eliminated; it is likewise possible to re- 
move interference fringes by using anti-re- 
flecting coatings. One application of the 
PSTM is for imaging biological molecules 
which are deposited on the surface of a 
prism. The presence of the molecule modi- 
fies the evanescent field, and these changes 
are imaged. In Fig. 143, a 5 x 5 pm image 

Figure 143. 5 p n  x 5 pm PSTM image of E.  coli em- 
bedded in buffer salts. The height range is 3 pm, and 
the image was obtained with He-Ne laser radiation 
(Reddick et al., 1990). 

lic 
Figure 142. Schematic dia- 
gram of PSTM. The total 
internal reflecting light 
beam in the prism pro- 
duces an evanescent field 
modulated by the sample. 
Spatial variations in the 
evanescent field intensity, 
as probed by a sharp scan- 
ning fiber optic probe, pro- 
duce the image (Reddick 
et al., 1990). 

of E. coli imbedded in buffer salts is pre- 
sented showing an apparent height of - 1.5 pm, with visible effects of substrate 
scattering (Reddick et al., 1990). 

The possibility of performing optical 
spectroscopy - photoluminescence, fluo- 
rescence, absorption, Raman - on a local 
scale is a promising extension of such opti- 
cal techniques, and time-resolved optical 
methods can provide a means to study 
molecular dynamics from a uniquely mi- 
croscopic point of view. 

5.3 Scanning Thermal Profiler (STP) 

Two methods of imaging surface temper- 
ature using STM techniques have been 
demonstrated - by using a tip configured 
as a micro-thermocouple (Williams and 
Wickramasinghe, 1986), or by directly 
measuring temperature-dependent differ- 
ences in the chemical potential between the 
dissimilar metals of the STM tip and the 
sample (Williams and Wickramasinghe, 
1991), the discussion of which we defer to 
the next subsection. 

The first method produced an instru- 
ment called the scanning thermal profiler 
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(STP), which is based on the fabrication 
and use of a coaxial micro-thermocouple, 
as shown in Fig. 144 (Williams and Wick- 
ramasinghe, 1986). The microscopic ther- 
mocouple junction was formed by coating 
the shank of the inner conductor with an 
insulating film, and then by coating the 
shank and the tip area with a dissimilar 
metal film so that a miniature thermocou- 
ple junction was formed in the tip region. 
Scanning the tip above a surface with feed- 
back control of the z-piezo to maintain 
constant temperature allows isothermal 
mapping with sub-micrometer lateral reso- 
lution; modulation detection techniques 
were used to improve the signal-to-noise 
ratio. An alternative measurement scheme 
allows topographic mapping based on the 
variation of thermal conductivities of dif- 
ferent materials on the surface. With se- 
quential tip heating/cooling and tempera- 
ture measurement at each position of the 
surface, thermal conduction to/from the 
tip is analyzed. In particular, at a given 
location in the scan, a current is first passed 
through the thermocouple to provide 
Joule/Peltier heating/cooling; second, the 
temperature of the tip is measured. The 
topograph of the surface follows that of an 
isotherm profile; for noise reduction, the 
gap and sample temperature can be modu- 
lated at different frequencies and detected 
using lock-in techniques. With “C 
sensitivity, - 10 A vertical sensitivity can 
be achieved. Lateral resolution of -= 300 8, 
was demonstrated in imaging A1 strips on 
a substrate. 

5.4 Scanning Chemical Potential 
Microscope (SCPM) 

The scanning chemical potential micro- 
scope (SCPM), or “tunneling thermocou- 
ple”, measures the difference in chemical 
potential that exists in the region of the 

CONDUCTOR # I  

CONDUCTOR # 2  

- THERMOCOUPLE 
JUNCTION 

Figure 144. Schematic diagram of an STP micro-ther- 
mocouple (Williams and Wickramasinghe, 1986). 

tunnel junction between tip and sample 
made of dissimilar materials and held 
at different temperatures (Williams and 
Wickramasinghe, 1990; Williams and 
Wickramasinghe, 1991). A thermal gra- 
dient exists in this region, forming a ther- 
moelectric voltage analogous to the See- 
back effect. Instead of having a thermocou- 
ple junction formed by the materials in 
contact, here the junction is the tunnel gap. 
This is so since the electronic states of the 
tip and the sample are strongly coupled 
across the small gap and their electrochem- 
ical potentials equalize by electron tunnel- 
ing in both directions across the gap. Mea- 
surement of the potential difference is 
made in the tunneling range with zero ap- 
plied bias, and the tip and the sample are 
held at different temperatures. 

The SCPM probes the chemical poten- 
tial gradient as a result of surfaces consist- 
ing of chemically-different materials, or 
even from atomic scale variations at chem- 
ically-homogeneous materials - not varia- 
tions in the surface temperature on the 
atomic scale. This arrangement is shown 
schematically in Fig. 145. The thermo- 
electric potential for the junction at tem- 
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T = To +AT sample 
H e a t e r  

Bias voltage 
Bias Resistor n (b) 

output 
Sample 

Figure 145. (a) Schematic diagram of SCPM showing 
thermal characteristics; (b) electronics arrangement 
to perform sequential STM/SCPM measurements 
(Williams and Wickramasinghe, 1991). 

perature T and the leads at temperature 
To is 

where ptip and psample represent respective 
average chemical potentials. For small 
temperature differences, AT, = T - To, this 
integral can be approximated by 

( d i p  (TI AT1 -Piample  (7")) '7'1 (30) 

Assuming that aptip/aT is constant, 
(apsamPle/aT) 6T is the thermoelectric sig- 
nal, where 6T is the temperature differen- 
tial in the tunnel junction vicinity. Thus the 
thermoelectric potential is proportional to 
the chemical potential gradient. Data from 
the macroscopic Seeback effect give ex- 

~~ 

(b) 
Figure 146. SCPM images of (a) graphite - 

1 0 8 , ~  108, - and (b) liquid crystal PYP909 on 
graphite ~ 32 8, x 32 8, (Williams and Wickramas- 
inghe, 1990). 

pected values for the thermoelectric poten- 
tial of - 0.1 -1 mV/K for semiconductors 
and - 1 - 10 pV/K for metals. 

Figure 146a shows the thermoelectric 
image of a (semi-metal) graphite surface 
where variations of - 20 pV are observed. 
If this image is compared with a simulta- 
neously-acquired STM image, it is found 



5 Spin-offs of STM - Non-Contact Nanoscale Probes 149 

that the “B” sites are peaked in STM, while 
the “A” sites are peaked in SCPM, illus- 
trating variations in chemical potential 
over atomic dimensions. Figure 146 b is an 
image of a layer of liquid crystal deposited 
on a graphite surface. Here, the coating 
provides contrast with respect to the 
graphite since the chemical potential gradi- 
ent is material-dependent. 

5.5. Optical Absorption Microscope 
(OAW 

The SCPM can also measure local heat- 
ing that is caused by absorption of optical 
radiation. Ultimately, imaging surfaces or 
molecules as a function of wavelength can 
provide complementary spectroscopic in- 
formation to bias-dependent electron tun- 
neling measurements, i.e., scanning tunnel- 
ing spectroscopy (STS). Such spatially- 
resolved optical absorption measurements 
using the SCPM to probe local surface 
temperature variations upon laser irradia- 
tion define the optical absorption micros- 
copy (OAM) technique, which is illustrated 
in Fig. 147 (Weaver et al., 1989). An anal- 
ogy can be drawn with photothermal de- 
flection spectroscopy (PDS), in which the 
dissipation of optical excitations at a sur- 
face creates thermally-induced stresses 

I 1 , ‘  
Piezo 

Tip 

Specimen 

Light 

Losers 

which can be seen with optical interfer- 
ometry. The best attainable resolution for 
conventional PDS, however, is - 1 pm. 

Operation of the scanning contact po- 
tential microscope is described above. For 
OAM measurements, the thermoelectric 
contrast derived from local heating is due 
to optical absorption. Light incident from 
a reference He-Ne laser at 633 nm and a 
tunable argon-ion laser are separately 
chopped and detected; the reference beam 
provides a means for data normalization. 
Operating in a multiplexed STM/SCPM 
mode, topographic information and local 
heating can be correlated. The initial ex- 
perimental on Au films on mica in air 
demonstrated two capabilities of the tech- 
nique - the spatial resolution of OAM im- 
ages and one type of thermal structure that 
can be observed. Comparison of STM and 
OAM images measuring surface expansion 
and temperature, respectively, at steps set 
the limit of spatial resolution as -1 nm. 
Secondly, the structure observed by STM 
and OAM from Au on mica and of A1 dots 
on fused-quartz (Fig. 148) may be attrib- 
uted to subsurface variations due to varia- 
tions in thermal conduction between the 
sample and the substrate. Therefore local 
information on the subsurface can be ob- 
tained. 

Figure 147. Schematic diagram of 
OAM. Beams from a 633 nm He- 
Ne laser and a tunable argon-ion 
laser are focused on a - 2 pn 
spot on the sample directly below 
the tip (Weaver et al., 1989). 

Lock-in 
for blue Blue Signal 

To Display 

Red Signal 
To Display 

for red 
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between the pipette and the sample is lo- 
calized by the restricted conductance due 
to the closeness of the tip to the sample. A 
topographic scan represents an x-y sweep 
of the sample while the micropipette is 
modulated via feedback control of the z-pi- 
ezo to maintain constant ion current, or an 
ion current image can be taken at constant 
height. One of the first demonstrations of 
the SICM in being used for topographic 
imaging was for acetate film, where fea- 
tures of the order of 0.2 pm were resolved 
(Fig. 150). 

- 
200 nm 

Figure 148. (a) STM image and (b) OAM image at 
514 nm of 3000 8, A1 dots deposited on a fused-quartz 
substrate (Weaver et al., 1989). 

_ _  5.6 Scanning Ion Conductance 
Microscope (SICM) 

Microscopic control and measurement 
of ion currents near a surface provides a 
means to probe ion conduction channels in 
biological systems. The scanning ion con- 
ductance microscope (SICM), shown sche- 
matically in Fig. 149, has demonstrated 
<0.1 pm lateral resolution for imaging 
the topography and the ion current 
through pores of model non-conductive 
membranes immersed in an electrolyte 
(Hansma et al., 1989). The lateral resolu- 
tion is essentially governed by the inner 
diameter of the micropipette which is the 
core of the instrument. A specially-con- 
structed micropipette filled with an ionic 
solution is mechanically lowered in close 

- - -  

Figure 149. Schematic diagram of SICM (Hansma 
et al., 1989). 

i 

proximity to the sample, which is mounted 
on a piezoelectric scanner. The ion current 

Figure 150. 4 pm x 4 km SICM image of an acetate 
film (Hansma et al., 1989). 
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