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Preface

The aim of this work is to provide an introduction into nanotechnology for the sci-
entifically interested. However, such an enterprise requires a balance between 
comprehensibility and scientific accuracy. In case of doubt, preference is given to 
the latter. 

Much more than in microtechnology – whose fundamentals we assume to be 
known – a certain range of engineering and natural sciences are interwoven in 
nanotechnology. For instance, newly developed tools from mechanical engineer-
ing are essential in the production of nanoelectronic structures. Vice versa, me-
chanical shifts in the nanometer range demand piezoelectric-operated actuators. 
Therefore, special attention is given to a comprehensive presentation of the matter. 
In our time, it is no longer sufficient to simply explain how an electronic device 
operates; the materials and procedures used for its production and the measuring 
instruments used for its characterization are equally important. 

The main chapters as well as several important sections in this book end in an 
evaluation of future prospects. Unfortunately, this way of separating coherent de-
scription from reflection and speculation could not be strictly maintained. Some-
times, the complete description of a device calls for discussion of its inherent po-
tential; the hasty reader in search of the general perspective is therefore advised to 
study this work’s technical chapters as well. 

Most of the contributing authors are involved in the “Nanotechnology Coop-
eration NRW” and would like to thank all of the members of the cooperation as 
well as those of the participating departments who helped with the preparation of 
this work. They are also grateful to Dr. H. Gabor, Dr. J. A. Weima, and Mrs. K. 
Meusinger for scientific contributions, fruitful discussions, technical assistance, 
and drawings. Furthermore, I am obliged to my son Andreas and my daughter Ste-
fanie, whose help was essential in editing this book. 

Hagen, May 2004 W. R. Fahrner 

Split a human hair thirty thousand times, and 
you have the equivalent of a nanometer. 
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1 Historical Development 

1.1 Miniaturization of Electrical and Electronic Devices 

At present, development in electronic devices means a race for a constant decrease 
in the order of dimension. The general public is well aware of the fact that we live 
in the age of microelectronics, an expression which is derived from the size 
(1 µm) of a device’s active zone, e.g., the channel length of a field effect transistor 
or the thickness of a gate dielectric. However, there are convincing indications that 
we are entering another era, namely the age of nanotechnology. The expression 
“nanotechnology” is again derived from the typical geometrical dimension of an 
electronic device, which is the nanometer and which is one billionth (10 9) of a 
meter. 30,000 nm are approximately equal to the thickness of a human hair. It is 
worthwhile comparing this figure with those of early electrical machines, such as 
a motor or a telephone with their typical dimensions of 10 cm. An example of this 
development is given in Fig. 1.1. 

 (a) (b)

 (c) 

Fig. 1.1    (a) Centimeter device (SMD capacity), (b) micrometer device (transistor in an 
IC), and (c) nanometer device (MOS single transistor) 

20 µm 
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1.2 Moore’s Law and the SIA Roadmap 

From the industrial point of view, it is of great interest to know which geometrical 
dimension can be expected in a given year, but the answer does not only concern 
manufacturers of process equipment. In reality, these dimensions affect almost all 
electrical parameters like amplification, transconductance, frequency limits, power 
consumption, leakage currents, etc. In fact, these data have a great effect even on 
the consumer. At first glance, this appears to be an impossible prediction of the 
future. However, when collecting these data from the past and extrapolating them 
into the future we find a dependency as shown in Fig. 1.2. This observation was 
first made by Moore in 1965, and is hence known as Moore’s law. 

A typical electronic device of the fifties was a single device with a dimension 
of 1 cm, while the age of microelectronics began in the eighties. Based on this fig-
ure, it seems encouraging to extrapolate the graph, for instance, in the year 2030 in 
which the nanometer era is to be expected. This investigation was further pursued 
by the Semiconductor Industry Association (SIA) [1]. As a result of the above-
mentioned ideas, predictions about the development of several device parameters 
have been published. A typical result is shown in Table 1.1. 

These predictions are not restricted to nanoelectronics alone but can also be 
valid for materials, methods, and systems. There are schools and institutions 
which are engaged in predictions of how nanotechnology will influence or even 
rule our lives [2]. Scenarios about acquisition of solar energy, a cure for cancer, 
soil detoxification, extraterrestrial contact, and genetic technology are introduced. 
It should be considered, though, that the basic knowledge of this second method of 
prediction is very limited. 

Fig. 1.2    Moore’s law 
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Table 1.1    Selected roadmap milestones 

Year  1997 1999 2001 2003 2006 2009 2012 
Dense lines, nm 250 180 150 130 100 70 50 
Iso. lines (MPU gates), 
nm

200 140 120 100 70 50 35 

DRAM memory (intro-
duced)

267 M 1.07 G [1.7 G] 4.29 G 17.2 G 68.7 G 275 G 

MPU: transistors per 
chip

11 M 21 M 40 M 76 M 200 M 520 M 1.4 G 

Frequency, MHz 750 1200 1400 1600 2000 2500 3000 
Minimum supply voltage 
Vdd, V 

1.8–
2.5

1.5–
1.8

1.2–
1.5

1.2–
1.5

0.9–
1.2

0.6–
0.9

0.5–
0.6

Max. wafer diameter, mm 200 300 300 300 300 450 450 
DRAM chip size, mm2

(introduced)
280 400 445 560 790 1120 1580 

Lithography field size, 
mm2

22·22 
484

25·32 
800

25·34 
850

25·36 
900

25·40 
1000

25·44 
1100

25·52 
1300

Maximum wiring levels 6 6–7 7 7 7–8 8–9 9
Maximum mask levels 22 22–24 23 24 24–26 26–28 28
Density of electrical 
DRAM defects (intro-
duced), 1 / m2

2080 1455 [1310] 1040 735 520 370 

MPU: microprocessor unit, DRAM: dynamic random access memory 



2 Quantum Mechanical Aspects 

2.1 General Considerations 

Physics is the classical material science which covers two extremes: on the one 
hand, there is atomic or molecular physics. This system consists of one or several 
atoms. Because of this limited number, we are dealing with sharply defined dis-
crete energy levels. On the other side there is solid-state physics. The assumption 
of an infinitely extended body with high translation symmetry also makes it open 
to mathematical treatment. The production of clusters (molecules with 10 to 
10,000 atoms) opens a new field of physics, namely the observation of a transition 
between both extremes. Of course, any experimental investigation must be fol-
lowed by quantum mechanical descriptions which in turn demand new tools. 

Another application of quantum mechanics is the determination of stable mole-
cules. The advance of nanotechnology raises hopes of constructing mechanical 
tools within human veins or organs for instance, valves, separation units, ion ex-
changers, molecular repair cells and depots for medication. A special aspect of 
medication depot is that both the container and the medicament itself would have 
to be nanosynthesized. 

Quantum mechanics also plays a role when the geometrical dimension is equal 
to or smaller than a characteristic wavelength, either the wavelength of an external 
radiation or the de Broglie wavelength of a particle in a bound system. An exam-
ple of the first case is diffraction and for the second case, the development of dis-
crete energy levels in a MOS inversion channel. 

2.2 Simulation of the Properties of Molecular Clusters 

One of the first theoretical approaches to nanotechnology has been the simulated 
synthesis of clusters (molecular bonding of ten to some ten thousand atoms of dif-
ferent elements). This approach dates back to the 1970s. In a simulation, a Ham-
ilton operator needs to be set up. In order to do so, some reasonable arrangement 
of the positions of the atoms is selected prior to the simulation’s beginning. An 
adiabatic approach is made for the solution of the eigenvalues and eigenfunctions. 
In our case, this means that the electronic movement is much faster than that of the 
atoms. This is why the electronic system can be separated from that of the atoms 
and leads to an independent mathematical treatment of both systems. Because of 
the electronic system’s considerably higher energy, the Schrödinger equation for 
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the electrons can be calculated as a one-electron solution. The method used for the 
calculation is called MOLCAO (molecular orbitals as linear combinations of 
atomic orbitals). As can be derived from the acronym, a molecular orbital is as-
sumed to be a linear combination of orbitals from the atomic component as is 
known from the theory of single atoms. The eigenvalues and coefficients are de-
termined by diagonalization in accordance with the method of linear algebra. Then 
the levels, i.e., the calculated eigenenergies will be filled with electrons according 
to the Pauli principle. Thereafter the total energy can be calculated by multiplying 
the sum of the eigenenergies by the electrons in these levels. A variation calcula-
tion is performed at the end in order to obtain the minimum energy of the system. 
The parameter to be varied is the geometry of the atom, i.e., its bonding length and 
angle. The simulations are verified by application on several known properties of 
molecules (such as methane and silane), carbon-containing clusters (like fullere-
nes) and vacancy-containing clusters in silicon. This method is not only capable of 
predicting new stable clusters but is also more accurate in terms of delivering their 
geometry, energy states, and optical transitions. This is already state-of-the-art [3–
5]. Thus, no examples are given. 

Starting from here, a great number of simulations are being performed for in-
dustrial application like hydrogen storage in the economics of energy, the synthe-
sis of medication in the field of medicine or the development of lubricants for 
automobiles. As an example, we will consider the interaction between hydrogen 
atoms and fullerenes (Fig. 2.1). An incomplete fullerene (a fullerene with a va-
cancy) is selected. If placed in a hydrogen environment (14 in the simulation), the 
aforesaid vacancy captures four hydrogen atoms. In conclusion, a vacancy can 
take at least four hydrogen atoms. It is simple to produce fullerenes with a higher 
number of vacancies so that a fullerene can eventually be expected to be an active 

Fig. 2.1    Interaction between a fullerene (which contains a vacancy) and hydrogen. The 
dark-gray circles represent carbon, the light-gray ones hydrogen, and the empty circle (ar-
row) represents a vacancy with dangling bonds.
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storage medium for hydrogen (please consider the fact that the investigations are 
not yet completed). There are two further hydrogen atoms close to the vacancy 
which are weakly bonded to the hydrogen atoms but can also be part of the car-
bon-hydrogen complex. 

A good number of commercial programs are available for the above-named cal-
culations. Among these are the codes Mopac, Hyperchem, Gaussian, and Gamess, 
to name but a few. All of these programs require high quality computers. The se-
lection of 14 interactive hydrogen atoms was done in view of the fact that the cal-
culation time be kept within a reasonable limit. 

In other applications mechanical parts such as gears, valves, and filters are con-
structed by means of simulation (Fig. 2.2). These filters are meant to be employed 
in human veins in order to separate healthy cells from infected ones (e.g., by vi-
ruses or bacteria). Some scientists are even dreaming of replacing the passive fil-
ters by active machines (immune machines) which are capable of detecting pene-
trating viruses, bacteria and other intruders. Another assignment would be the re-
construction of damaged tissues and even the replacement of organs and bones. 

Moreover, scientists consider the self-replicating generation of the passive and 
active components discussed above. The combination of self-replication and 
medicine (especially when involving genetic engineering) opens up a further field 
of possibilities but at the same time provokes discussions about seriousness and 
objectives.

2.3 Formation of the Energy Gap 

As discovered above, clusters are found somewhere in the middle between the single 
atom on one side and the infinitely extended solid state on the other. Therefore, it 
should be possible to observe the transition from discrete energy states to the energy 
gap of the infinitely extended solid state on the other side. The results of such cal-
culations are presented in Figs. 2.3 and 2.4. 

Note that the C5H12 configuration in Fig. 2.3 is not the neopentane molecule 
(2,2-dimethylpropane). It is much more a C5 arrangement of five C atoms as near-

  (a)   (b) 

Fig. 2.2    (a) Nanogear [6], (b) nanotube or nanofilter [7] 
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est neighbors which are cut out of the diamond. For the purpose of electronic satu-
ration 12 hydrogen atoms are hung on this complex. The difference to a neopen-
tane molecule lies in the binding lengths and angles. 

In the examples concerning carbon and silicon, the development of the band 
structure is clearly visible. In another approach the band gap of silicon is deter-
mined as a function of a typical length coordinate, say the cluster radius or the 
length of a wire or a disc. In Fig. 2.5, the band gap versus the reciprocal of the 
length is shown [8]. For a solid state, the band gap converges to its well known 
value of 1.12 eV. 

It is worthwhile comparing the above-mentioned predictions with subsequent 
experimental results [9]. The band gap of Sin clusters is investigated by photo-
electron spectroscopy. Contrary to expectations, it is shown that almost all clusters 
from n = 4 to 35 have band gaps smaller than that of crystalline silicon (see Fig. 
2.6). These observations are due to pair formation and surface reconstruction. 

Scientists are in fact interested in obtaining details which are even more 
specific. For example, optical properties are not only determined through the band 
gap but through the specific dependency of the energy bands on the wave vectors. 
It is a much harder theoretical and computational assignment to determine this 
dependency. An earlier result [10] for SiC cluster is reproduced in Fig. 2.7. 

2.4 Preliminary Considerations for Lithography 

An obvious effect of the quantum mechanics on the nanostructuring can be found in 
lithography. For readers with little experience, the lithographic method will be 
briefly explained with the help of Fig. 2.8. 

Fig. 2.3    Development of the diamond band gap 
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Fig. 2.4    Development of the Si band gap 

A wafer is covered with a photoresist and a mask containing black/transparent 
structures is laid on top of it. If the mask is radiated with UV light, the light will 
be absorbed in the black areas and transmitted in the other positions. The UV light 
subsequently hardens the photoresist under the transparent areas so that it cannot 
be attacked by a chemical solution (the developer). Thus, a window is opened in 
the photoresist at a position in the wafer where, for instance, ion implantation will 
be performed. The hardened photoresist acts as a mask which protects those areas 
that are not intended for implantation. 
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Fig. 2.5    Energy gaps vs. confinement. The different symbols refer to different computer 
programs which were used in the simulation. 

Fig. 2.6    Measured band gaps for silicon clusters 

Up to now, a geometrical light path has been tacitly assumed i.e., an exact re-
production of the illuminated areas. However, wave optics teaches us that this not 
true [11]. The main problem is with the reproduction of the edges. From geo-
metrical optics, we expect a sharp rise in intensity from 0 % (shaded area) to 
100 % (the irradiated area). The real transition is shown in Fig. 2.9. 
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Fig. 2.7 E-k diagram for nanocrystalline SiC 

Fig. 2.8    (Optical) lithography 

It turns out that the resolution of an image produced cannot be better than ap-
proximately one wavelength of the light used. In this context, “light” means any-
thing that can be described by a wavelength. This includes x-rays, synchrotron ra-
diation, electrons and ions. As an example, the wavelength of an incident electron 
is given by 

emVq
h

2
 (2.1) 
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Fig. 2.9    Diffraction image of a black/transparent edge. l is a length which is equivalent to 
the wavelength of the incident light. 

(h is the Planck constant, me the mass of electron, q the elementary charge, V the ac-
celerating voltage). The different types of lithography, their pros and cons, and their 
future prospects will be discussed in the section about nanoprocessing. 

2.5 Confinement Effects 

In the early days of quantum mechanics, one considered the case of a particle, e.g., 
an electron that is confined in a tightly bounded potential well V with high walls. 
It is shown that within the walls (0 < x < a), the wave function of the electron is 
oscillatory (a standing wave) while it presents an exponential decaying function in 
the forbidden zone outside the walls (x < 0, x > a), Fig. 2.10. 

Thus, the particle’s behavior departs from the rule in two respects: (i) Discrete 
energy levels Ei and wave functions are obtained as a result of the demand for 

Fig. 2.10    Particles in a potential well 
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continuity and continuous differentiation of the wave function on the walls [12]. 
This is contrary to classical macroscopic findings that the electron should be free 
to accept all energies between the bottom and the top margins of the potential 
well. (ii) The particle shows a non-vanishing probability that it moves outside the 
highly confined walls. In particular, it has the chance to penetrate a neighboring 
potential well with high walls. In such a case, we are dealing with the possibility 
of so-called tunneling. 

In anticipation, both consequences will be briefly shown with the help of ex-
amples. A detailed description will be given in the sections dedicated to nanode-
vices.

2.5.1 Discreteness of Energy Levels 

The manufacturing of sufficiently closely packed potential wells in an effort to in-
vestigate the above-mentioned predictions has not been easy. Mostly they are in-
vestigated with the help of electrons which are bound to crystal defects, e.g., by 
color centers. Meanwhile, a good number of experimental systems via which 
quantization occurs are available. One example is the MOS varactor. Let us as-
sume that it is built from a p-type wafer. We will examine the case in which it is 
operated in inversion. The resulting potential for electrons and the wave functions 
are schematically presented in Fig. 2.11. 

The normal operation of a MOS transistor is characterized by the electrons be-
ing driven from the source to the drain, i.e., perpendicular to plane of the figure. 
Ideally, they can only move within these quantum states (the real behavior is 
modified through phonon interaction). The continuation of this basic assumption 
leads to a way with which the fine-structure constant 

Fig. 2.11    Potential and wave functions in a MOS structure operated in inversion 
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can be measured with great accuracy, as developed in [13] ( 0 is the dielectric con-
stant of vacuum, c the velocity of light). 

2.5.2 Tunneling Currents 

Other systems manufactured are sandwich structures (e.g., GaAlAs–GaAs–GaAl 
As). They are based on the fact that GaAlAs for instance, has a band gap of 2.0 eV 
while GaAs has a band gap of only 1.4 eV. By applying a voltage, the band structure 
is bent as schematically presented in Fig. 2.12. In a conventional consideration, no 
current is allowed to flow between the contacts (x < 0, x > c) irrespective of an ap-
plied voltage because the barriers (0 < x < a and b < x < c) are to prevent this. How-
ever, by assuming considerably small values of magnitudes a, b, and c, a tunneling 
current can flow when the external voltage places the energy levels outside and in-
side (here E'') on the same value (in resonance). It should be noted that after ex-
ceeding this condition, the current sinks again (negative differential conductivity). 

This sandwich structure is the basis for a good number of devices such as la-
sers, resonant tunneling devices or single-electron transistors. They will be treated 
in the section on electrical nanodevices. 

2.6 Evaluation and Future Prospects 

The state of the available molecule and cluster simulation programs can be de-
scribed as follows: the construction of a molecule occurs under strict ab initio 
rules, i.e., no free parameters will be given which must later be fitted to experi-
ment; instead, the Schrödinger equation is derived and solved for the determina-
tion of eigenenergies and eigenfunctions in a strictly deterministic way. The 
maximum manageable molecular size has some 100 constituent atoms. The limi-
tation is essentially set by the calculation time and memory capacity (in order to 
prevent difficulties, semi-empirical approximations are also used. This is done at 
the expense of the accuracy). Results of these calculations are 

Molecular geometry (atomic distances, angles) in equilibrium, 
Electronic structure (energy levels, optical transitions), 
Binding energy, and 
Paramagnetism. 

The deficits of this treatment are the prediction of numerous desired physical 
properties: temperature dependency of the above-named quantities, dielectric be-
havior, absorption, transmission and reflection in non-optical frequency ranges, 
electrical conductivity, thermal properties. However, there are attempts to acquire 
these properties with the help of molecular mechanics and dynamics [14–16]. 
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In numerous regards it is aim to bond foreign atoms to clusters. It is examined, 
for instance, whether clusters are able to bond a higher number of hydrogen at-
oms. The aim of this effort is energy storage. Another objective is the bonding of 
pharmaceutical materials to cluster carriers for medication depots in the human 
body. The above-named programs are also meant for this purpose. However, it 
should be stressed that great differences often occur between simulation and ex-
periment, so that an examination of the calculations is always essential. Any cal-
culation can only give hints about the direction in which the target development 
should run. 

As far as the so-called quantum-mechanical influences on devices and their 
processes are concerned, the reader is kindly referred to the chapters in which they 
are treated. However, we anticipate that the investigation for instance, of current 
mechanisms in nano-MOS structures alone has given cause for speculations over 
five different partly new current limiting mechanisms [17]. The reduction of elec-
tronic devices to nanodimensions is associated with problems which are not yet 
known.

Fig. 2.12    Conduction band edge, wave function, and energy levels of a heterojunction by 
resonant tunneling 



3 Nanodefects

3.1 Generation and Forms of Nanodefects in Crystals 

The most familiar type of nanostructures is probably the nanodefect. It has been 
known for a long time and has been the object of numerous investigations. Some 
nanodefects are depicted in Fig. 3.1. 

Their first representative is the vacancy, which simply means the absence of a 
lattice atom (e.g., silicon). In the case of a substitutional defect, the silicon atom is 
replaced by a foreign atom that is located on a lattice site. A foreign atom can also 
take any other site; then we are dealing with an interstitial defect. 

It is a general tendency in nature that a combination of two or more defects is 
energetically more favorable than a configuration from the contributing isolated 
defects. This means that two (or more) vacancies have the tendency to form a 
double vacancy, triple vacancy etc., since the potential energy of a double vacancy 
is smaller than that of two single vacancies. The same reason applies to the for-
mation of a vacancy/interstitial complex. It turns out also that a larger number of 

Fig. 3.1    Some nanodefects 
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vacancies can form a cavity in the crystal which can again be filled with foreign 
atoms so that filled bubbles are formed. 

There is a long list of known defects; their investigation is worth the effort. Un-
fortunately, an in-depth discussion is beyond the scope of this book. Conse-
quently, the interested reader is kindly referred to literature references such as [18] 
and [19] and quotations contained therein. 

Defects in a crystal can result from natural growth or from external manipula-
tion. At the beginning of the silicon age it was one of the greatest challenges to 
manufacture substrates which were free from dislocations or the so-called stria-
tions. Even today, semiconductor manufacturers spare no efforts in order to im-
prove their materials. This particularly applies to “new” materials such as SiC, 
BN, GaN, and diamond. Nonetheless, research on Si, Ge, and GaAs continues. 
The production of defects takes place intentionally (in order to dope) or uninten-
tionally during certain process steps such as diffusion, ion implantation, lithogra-
phy, plasma treatment, irradiation, oxidation, etc. Annealing is often applied in 
order to reduce the number of (produced) defects. 

3.2 Characterization of Nanodefects in Crystals 

A rather large number of procedures was developed in order to determine the 
nature of defects and their densities. Other important parameters are charge state, 
magnetic moment, capture cross sections for electrons and holes, position in the 
energy bands, optical transitions, to name but a few. The following figures show 
some measuring procedures which explain the above-mentioned parameters. 

Figure 3.2 describes an example of the decoration. This is based on the above-
mentioned observation that the union of two defects is energetically more favor-
able than that of two separate defects. Therefore, if copper, which is a fast dif-
fuser, is driven into silicon (this takes place via immersing the silicon into a 
CuSO4 containing solution), it will be trapped by available defects. Cu is accessi-
ble by infrared measurements, while the available defects are invisible. The figure 
shows two closed dislocation loops and a third one inside shortly before comple-
tion. A dislocation can be explained by assuming a cut in a crystal so that n crystal 

Fig. 3.2    Dislocations in Si doped with Cu [20] 
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planes end in the cut plane. n + 1 crystal planes may end on the other side of the 
cut. Then an internal level remains without continuation. Roughly speaking, the 
end line of this plane forms the dislocation, which can take the form of a loop. 

We will now consider a case where silicon is exposed to a hydrogen plasma 
and subsequently annealed. The effects of such a treatment vary and will be dis-
cussed later. Here we will show the formation of the so-called platelet (Fig. 3.3). 

A platelet is a two-dimensional case of a bubble, i.e., atoms from one or two 
lattice positions are removed and filled with hydrogen, so that a disk-like structure 
is formed (Fig. 3.4). 

The proof of H2 molecules and Si-H bonds shown in Fig. 3.4 can be done by 
means of Raman spectroscopy. This is an optical procedure during which the 
sample is irradiated with laser light. The energy of the laser quantum is increased 
or decreased by the interaction of quasi-free molecules with the incoming light. 
The modified reflected light is analyzed in terms of molecular energies which act 
as finger print of the material and its specific defects. 

p-type Czochralski (Cz) Si is plasma-treated for 120 min at 250 °C and an-
nealed in air for 10 min at temperatures between 250 °C and 600 °C. The Raman 
shift is measured in two spectral regions [22, 23]. At energies around 4150 cm 1

the response due to H2 molecules is observed (Fig. 3.5a), and around 2100 cm 1

that due to Si-H bonds (Fig. 3.5b). 

Fig. 3.3    Formation of a (100) platelet in Si by hydrogen plasma at 385 °C [21]. 
The image has been acquired by the transmission electron microscopy. 

Fig. 3.4    Platelets filled with H2 molecules and Si-H bonds (schematic) 



20      3   Nanodefects 

It should be noted that after plasma exposure the surface is nanostructured and 
SiOx complexes are formed there (Fig. 3.6). The p-type sample has been exposed 
to a hydrogen plasma for 120 min at 250 °C and annealed in air 10 min at 600 °C. 
The SiOx complexes are detected with photoluminescence.

If oxygen-rich (e.g., Czochralski, Cz) material is exposed to a hydrogen plasma 
at approximately 450 °C, the so-called thermal donors are formed (most likely 
oxygen vacancy complexes). They can be measured with infrared (IR) absorption.
The signal of the two types of thermal donors is shown in Fig. 3.7 [23]. 

Some defects possess magnetic moments (or spins) which are accessible by 
electron spin resonance measurements. Examples of systems which have been 
examined rather early are color centers in ionic crystals. Later, defects in GaAs 
have been of great interest. An example of the determination of the energy 
structure of the defects in GaAs is shown in Fig. 3.8 [24]. 

The MOS capacitance is an efficient tool for detecting defects in the oxide, in 
the neighboring silicon and at the Si/SiO2 interface. We are limited to the discus-
sion of defects in silicon, approximately in the neighborhood of 1 to 10 µm from 
the interface. If the (high frequency) capacitance is switched from inversion into 
deep depletion, it follows first the so-called pulse curve and then returns to the 
initial inversion capacitance at a fixed voltage (Fig. 3.9). It is generally assumed 
that the relaxation is controlled by the internal generation g within the depletion 
zone. It reflects a special case of the Shockley-Hall-Read generation recom-

Fig. 3.5    Raman shift of H2 bonds (a) and of Si-H bonds (b) [22] 
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bination statistics: 
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where ni is the intrinsic charge carrier density and G the generation lifetime 
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( : capture cross section, ET: energy level, NT: density of traps, Ei: Fermi level, 
and vth: thermal velocity). 
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(the integrated generation rate Gtot, i.e., the generation current density) vs.

Fig. 3.6    Photoluminescence of a nanostructured surface of Si, (a) as measured, 
(b) after subtracting the background [23] 
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(the normalized space charge depth Wg) from the data of Fig. 3.9b delivers a 
straight line. This plot is called Zerbst plot [25]. The slope of the straight line is 
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and thus inversely proportional to the generation lifetime. An example is given in 
Fig. 3.10. 

However, the Zerbst plot is based on the fact that the lifetime is constant in the 
depth of the passage. If this is not the case, it is helpful to interpret the coordinates 
of the Zerbst plot anew so that the abscissa of the depth is the generating space-
charge zone, Wg = x = Si / CD (CD is the depletion capacitance of silicon) while the 
ordinate is the generation current, i.e., the integral of the local generation rate over 
the momentary space charge depth, x. Then the differentiated curve delivers the 
local generation rate g, and like derived from the Shockley-Hall-Read statistics, a 
measure for the local density of the traps: 

Fig. 3.7    IR absorption spectra for neutral thermal donors (a)
and single-ionized thermal donors (b) 
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Fig. 3.8    Cr levels in GaAs 

Fig. 3.9    MOS capacitance after switching from inversion in deep depletion (a) and during 
the relaxation (b) 

Fig. 3.10    Zerbst plot [26] 
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NT and g are now considered as functions of the depth. Therefore, the differenti-
ated Zerbst plot delivers a measure for the trap distribution in the depth while the 
measurement of the temperature dependency of the Zerbst plot delivers ET. An 
example by which ion implantation induced traps (lattice damage) are measured 
and analyzed is given in Figs. 3.11 and 3.12 [27]. 

Fig. 3.11    Doping and generation rate profiles after phosphor implantation [27] 

Fig. 3.12    (a) Generation rate profiles (full curves) and doping profile (dashed curve), 
(b) after helium implantation and Arrhenius presentation of the generation rate [27] 
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Deep level transient spectroscopy (DLTS) is another helpful electrical proce-
dure. It measures the trap densities, activation cross sections, and energy positions 
in the forbidden band. It is applied to Schottky and MOS diodes. The fundamen-
tals are shown in Fig. 3.13. 

The Schottky diode is switched from the forward to the reverse direction. 
Similarly, the MOS diode is switched from accumulation to depletion. After 
pulsing and retention of a fixed voltage it turns out that the capacitance runs back 
to a higher value. The summation of all pulse and relaxation capacitances produce 
the capacitance curves C (V) and C=(V). All information is obtained from the 
capacitance-transient C(t), an exponential-like function. 

Fig. 3.13    DLTS on a Schottky diode (top) and on an MOS diode (bottom) 
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The reason for the capacitance relaxation is the presence of traps (for reasons of 
simplicity we will consider only bulk traps for the Schottky diode and surface 
states for the MOS capacitance). Figure 3.14 demonstrates the behavior of the 
traps after pulsing. The emission time constant e is reflected in the capacitance 
relaxation of Fig. 3.13. 

Technically, it is difficult to measure the full transient. In the worst case this 
would be called a speedy measurement of a maximum of a few femtofarad within 
a time span of less than one micro second. The measurement is done in such a way 
that two time marks are set for instance, at 1 and 2 ms. Then the transient is re-
peatedly measured within this window at different temperatures (Fig. 3.15). 

It should be noted that in reality the capacitance C(t ) is defined as zero 
and the negative deviation from C( ) represents the signal. On the right of the 
figure, the capacitance difference C(t1) C(t2)  is plotted against the temperature. 
The emission time constant (e.g., for electron emission) is 

Fig. 3.14    Electron emission process after switching in the reverse state (Schottky, top) 
and depletion (MOS, bottom) 
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Fig. 3.15    Capacitance transients at various temperatures [26] 
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(cn is the capture constant of the emitting traps, n the capture cross section, ni the 
intrinsic density, ET the position of the traps in the band gap, Ei the intrinsic Fermi 
level, and vth the thermal velocity). At very low temperatures the emission time is 
high compared to the time window t1 – t2. At very high temperatures the reverse 
applies, so that the transient is finished long before t1 is reached. In between, there 
is a maximum Cmax, at the temperature Tmax. For a given window t1, t2, the emis-
sion time at this maximum is calculated as 
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Now a data pair ( 2
maxT e, Tmax) is available and can be substituted in Eq. 3.1. 

The same procedure is repeated for other time windows, so that a curve 2
maxT e vs.

Tmax and thus, the energy EC – ET, i.e., the position of the trap energy in the for-
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bidden band can be determined. From the same equation, the unknown quantity n
can be determined. In order to describe the determination of the trap density, we 
will use the example of the Schottky diode. It is shown that NT is given by 
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An example of the measurement of a capacitance transient is given in Fig. 3.16, 
where the emission is detected from two traps [28]. A second example of the 
analysis of the activation energy of the two traps of Fig. 3.16 is presented in Fig. 
3.17 [28]. 

3.3 Applications of Nanodefects in Crystals 

3.3.1 Lifetime Adjustment 

An essential parameter of a power device (e.g., a thyristor) is the time required to 
switch it from the forward to the reverse state. This time is measured by re-
switching the voltage over the device from the forward to the reverse state (Fig. 
3.18).

The storage time ts is determined mainly by recombination in the base and thus 
by the carrier lifetimes, n and p. As a rule of thumb, ts can be expressed by means 
of the equation 

Fig. 3.16    Capacitance difference in time window vs. temperature 
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Fig. 3.17    Activation energies of the two traps in Fig. 3.16 derived from Eqs. 3.5 and 3.6 
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r is identical to one of the minority carrier lifetimes, n and p, or to a combi-
nation of both. Therefore, each attempt to accelerate the switching times must 
concentrate on the shortening of the lifetimes n and p. Technically this is 
achieved by the introduction of point defects or defects of small dimensions in the 
critical zone of the semiconductor. NT is assumed as their density and cn or cp their 
probability of capture of electrons or holes (cn and cp are related to the initial cross 
section cn,p = vth n,p, where vth is the thermal velocity). The theory of Shockley, 
Hall, and Read shows that the lifetime is related to the number of traps by 

Tpn
pn Nc ,

,
1  (3.9) 

Traps in a power device also lead to unfavorable effects. This includes the rise of 
the forward resistance and the leakage current in the reverse state. 

The traps can be brought into the semiconductor in different ways. Early proce-
dures have been gold or platinum doping, or electron and gamma ray exposure. 
Today, best results are obtained by hydrogen implantation. 
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Fig. 3.18    Reverse recovery of a thyristor. Virgin device (right curve), and after lifetime 
shortening (left curve) 

Fig. 3.19    Formation of a p-n junction through thermal donors [30]. 2-step process

3.3.2 Formation of Thermal Donors 

Since the sixties it is well-known that heating of (oxygen rich) Czochralski (Cz) 
silicon leads to the transformation of oxygen into a defect, which acts as donor in 
silicon. Normally that is a slow process and the donors disappear at temperatures 
above 450 °C. Therefore, these donors are of no technical interest. However, re-
cently they have attracted new attention because their production process can be 
accelerated by some orders of magnitude: the Cz wafer is exposed to a hydrogen 
plasma before annealing. An example is shown in Fig. 3.19. In this example, the 
p-type wafer is subjected to a 110 MHz plasma of 0.35 W / cm2 at a hydrogen 
pressure of 0.333 mbar and a temperature of 250 °C. Then the wafer is annealed at 
450 °C in air for the various times noted in the figure. The wafer is beveled and 
the spreading resistance measured (in addition also see Sect. 4.2.4). The maxima 
display the positions of the p-n junctions which are formed from the original p-
type material (on the right of the maximum) and the newly formed n-type material 
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(left). Very high penetration rates are achieved: after four hours the 380 µm thick 
wafer is completely converted into n-type. A conversion depth of 80 µm for in-
stance, is received after 16 min. The same depth is obtained for a classical diffu-
sion after 16 h (Ga, 1300 °C). 

If the penetration depth vs. the annealing time is plotted, the diffusion constant 
D = 2.9·10 6 cm2 / s can be derived. This number is comparable with the prediction 
of van Wieringen and Warmholz [29] for the diffusion constant of atomic hydro-
gen.

The limited thermal budget of these p-n junctions and the devices made from 
them can be clearly extended if a procedure is used which leads to the so-called 
new thermal donors. 

Another variant is obtained if denuded silicon is used. This is the fundamental 
material for electronic devices: a thin layer is denuded from oxygen (by simple 
outdiffusion), while in two subsequent steps of nucleation and precipitation, the 
inside of the silicon is prepared as gettering zone for impurities. Thus a high-grade 
cleaned surface zone remains for the manufacturing of electronic circuits. 

After the application of hydrogen plasma and the subsequent annealing for the 
formation of thermal donors in this material, a double peak appears upon meas-
urement of the spreading resistance (Fig. 3.20). As an explanation, it should be re-
membered that the transformation to n-type requires the use of both oxygen (the 
later thermal donors) and hydrogen (as catalyst). On the right of the second maxi-
mum, a p-type behavior of the raw material is observed. The hydrogen could not 
reach this region. The zone between the two maxima is converted; oxygen and 
hydrogen are available. Before the first maximum no oxygen is available for the 
transformation in the exposed zone. Some types of devices can be expected on the 
basis of this structure. 

3.3.3 Smart and Soft Cut 

One of the fundamental problems of the production of integrated circuits lies in 
the mutual isolation of passive and active devices which are built on the surface of 

Fig. 3.20    Formation of a three-layered structure in exposed silicon [31] 
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the semiconductor. Usually the problem is solved in such a way that a first isola-
tion separates all surface circuits from the bulk while in a second step electrically 
isolated islands are formed on the remaining layer in which the individual circuits 
are contained. In the following we treat the first step. 

Fig. 3.21    Smart cut (schematic) 
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Early solutions to bulk isolation have been epitaxial deposition of the active 
layer, e.g., n-type on p-type substrate, silicon-on-sapphire (SOS), and silicon-on-
oxide (SOI). The latter includes versions like (i) oxygen implantation and SiO2
formation, (ii) deposition of amorphous Si on SiO2 and recrystallization, and (iii) 
wafer bonding. All show specific pro and cons. 

A newly established SOI procedure is based on the formation of point defects 
(Fig. 3.21). A first wafer, A, is oxidized and implanted with hydrogen through the 
oxide.

The implantation energy is selected in such a way that the ions come to rest un-
der the SiO2/Si interface after a few micrometers. The wafer is now placed head-
first on a second wafer, B, so that the oxide comes in close contact with wafer B. 
By suitable annealing, this contact is intensified and simultaneously the wafer A 
splits at the place where the ions come to rest. After removing the main part from 
wafer A, a configuration of silicon (wafer B), oxide, silicon-on-oxide (a remaining 
thin layer of wafer A) remains. The active circuits are then manufactured on the 
thin layer. The applied doses are about 1017 cm 2. It is shown [32] that plasma 
hydrogenation reduces the required dosed by a factor of 10 (Fig. 3.22). This pro-
cedure is called soft cut. 

After hydrogen implantation the wafer is subsequently annealed (1000 °C, H2
atmosphere) and, more importantly, hydrogenated with plasma. It is evident that a 
dose of a few 1016 cm 2 and the hydrogenation to a maximum concentration pro-
duce the required 1021 H / cm 3. A saving within an order of magnitude is an 
enormous gain in the production costs since the implantation is much more expen-
sive than the hydrogenation. 

Fig. 3.22    Increase of hydrogen in the maximum position of the implantation profile by 
hydrogenation. Black symbols: 1·1015, 1·1016, and 3·1016 cm 2 hydrogen dose, E = 70 keV, 
dark-gray symbols: 1·1016 cm 2 helium dose, E = 300 keV, light-gray symbols: 1·1015,
1·1016, and 1·1017 cm 2 helium dose, E = 1 MeV. The concentrations were determined by 
secondary ion mass spectroscopy [32]. 
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3.3.4 Light-emitting Diodes 

(i) Nanoclusters in SiO2. It has been a long-nourished hope to develop opto-elec-
tronic components by means of standard silicon technology. However, silicon is 
not suitable because of its indirect band gap. Therefore, the electroluminescence 
discovered on SiO2 by implantation with Ge or Si is examined with great effort. 
Low-temperature (120–150 °C) and dose values are selected for the implantation 
in such a way that an average surplus density Si or Ge is set to a few atomic per 
cent. The wafers are then annealed in N2 at 1000 °C for 30 to 60 min. Strong pho-
toluminescence (PL) and electroluminescence (EL) spectra are observed (Fig. 
3.23). EL is caused by a current of 100 nA / mm2 at an applied voltage of 370 V 
[33]. 

Although complex models have been developed to explain the phenomenon 
[34], many details still remain unclear. However, it is generally assumed that the 
mechanism is based on a quantum confinement effect of reconstructed nano-
clusters.

The EL capability is used for the building of an optoelectronic coupler which 
contains the light-emitting device from the above-mentioned implanted oxide (Fig. 
3.24). The detector is based on amorphous silicon. Both sections can be produced 
with standard silicon technology. 

(ii) Porous silicon. Chemical and electrochemical etching [36 and literature 
quoted therein] and ion implantation [37] are used for the production of porous 
(po-Si) or porous-like silicon. Then a typical LED structure can be formed by 
making a p-type wafer porous on a surface which is covered by indium–tin–oxide 
(ITO) and a metal electrode in form of a finger. The back side is fully metallized 
in order to acquire an ohmic contact. A positive voltage may be applied at the 
metallized front. There are numerous versions of porous LED structures including 
those from homo-pin or epitaxial heterojunction structures. A typical EL spectrum 
can be seen in Fig. 3.25. 

Fig. 3.23    Electroluminescence of an implanted MOS oxide [33] 
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Fig. 3.24    EL from a nanocluster based optoelectronic coupler [35]. 1: LED, 2: detector, 3 
and 10: metallic contacts, 7: optical transparent galvanic isolation layer, 4: Si wafer, 5: SiO2
layer with implanted nanoclusters, 6: optical transparent conductive layer, wafer back con-
tact, 8: optical transparent conductive layer, 9: pin a-Si photodiode 

Fig. 3.25    Electroluminescence from porous silicon [38] 

The technology of porous silicon has always been connected with the hope of 
combining PL with standard silicon technology. These hopes were soon subdued 
by the low conversion coefficients, some of which are in the 10 5 range. However, 
the full limits of the applicability of po-Si are not yet known. 

(iii) It is well-known that the interaction of silicon, oxygen, and hydrogen leads 
to EL and PL within the optical range. Section 3.2 shows a CZ wafer that is ex-
posed to a 13.56 MHz hydrogen plasma at 250 °C for 2 h, followed by a 10 min 
oxidation at 600 °C (i.e., exposure to air). Thereafter the wafer shows a strong EL 
in addition to the already available PL shown in Fig. 3.6. 

3.4 Nuclear Track Nanodefects 

3.4.1 Production of Nanodefects with Nuclear Tracks 

In the process of irradiating insulators with high-energy ions (typical energies of 
100 MeV to 1 GeV) a change of the material in the path area was observed. The 
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density of the material decreases in a cylinder by a few nanometers around the ion 
trajectory while the density increases at the edge of the cylinder. Concomitantly, 
different characteristics also change; thus, diamond for instance, which otherwise 
does not accept foreign atoms by diffusion can be doped at these positions. 

This concept has been applied in particular to plastics such as polyethylene-
terephthatalate (PET), polydimethylsiloxane, polyaniline, polyethylenedioxythio-
pene. Foils of the material with a thickness of 10 µm are irradiated in a heavy-ion 
accelerator. The so-called latent nuclear tracks develop. For further application 
these are opened by etching. The etching procedures vary from material to mate-
rial; e.g., a 5 molar NaOH etch is well suitable for PET at 60 °C. The result of this 
treatment is shown in Fig. 3.26 [39]. 

3.4.2 Applications of Nuclear Tracks for Nanodevices 

The possibility to process etched nuclear tracks in the nanometer range is their 
fundamental attraction. 

A probable application would be the metallic sealing of the developed hole at 
the front and back sides and filling the cavity with a gas. Thus, nanometric plasma 
displays could be manufactured (Fig. 3.27). 

Fig. 3.26    Nuclear track in a PET foil. Layer thickness 10 µm; irradiated with 2.5 MeV/ u
84Kr (i.e., 210 MeV acceleration energy) 

Fig. 3.27    Nanometric light emitting rod 

500 nm
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Another concept is the sequential coverage of the inner cylinder walls with 
metals and insulators. This is a way to produce cylinder capacitors. 

By using the nuclear tracks as a via, coils and inductances can be manufactured, 
provided that they are arranged in a skillful way. By combining capacitors, coils 
and hybrid applied plastic electronics are even conceivable as complete analog 
circuits.

3.5 Evaluation and Future Prospects 

Ever it has been possible to grow suitable semiconductor materials for electronic 
devices, the defects contained in the material have been regarded as hostile and 
harmful. On the whole this finding is still correct but in the meantime, niches have 
developed in which defects deliver positive applications. The first example is of 
course the procedure described above for the switching time adjustment of power 
devices. Although it has been worked on for more than 30 years, it is still the 
subject of intensive investigations [40]. Historically, the next application is the 
back side gettering which works with different methods such as back side im-
plantation, mechanical graining, coverage with phosphorus silicates etc. [41]. The 
idea common to all procedures is that the defects of the back side are supposed to 
attract impurities inside the silicon and catch them permanently. Today’s solution 
is based on the same principle, even if the getter center is now inside the silicon. 
Moreover, this procedure is still investigated thoroughly despite certain experi-
ences by manufacturers of semiconductor material. With procedures such as smart 
and soft cut, nanodefects play a new role in the device production. They are di-
rectly used for the production of certain structures. In process engineering, this 
procedure is referred to as defect engineering. In the meantime, smart cut has 
found a parallel application in solar cell production [42]: the surface of originally 
monocrystalline silicon is converted into porous silicon by current. This occurs by 
forming two thin layers of different properties. In particular the upper layer can be 
recrystallized by for instance, a laser treatment while the lower one remains po-
rous. This lower layer is removable from the wafer so that a thin layer structure is 
gained which can be applied on a ceramic substrate for further treatment. In this 
way the economical production of many thin layer solar cells from one wafer is 
desirable. In the whole area of photovoltaics, defects which are produced by the 
exposure of silicon in a hydrogen plasma are expected to substantially improve the 
properties of the solar cell. This applies particularly to the surface whose free 
silicon bonds are to be saturated by hydrogen. 

Fig. 3.28    Nanometric capacitor 
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In diamond electronics, hydrogen is used in order to obtain p-type conductivity 
[43]. Hydrogen contributes to the improvement of the results achieved so far. 
Moreover, the above-mentioned surface stabilization is used by way of trial on 
diamond [44]. 

The following developments are in progress in the area of nuclear tracks: 

Production of new electrodes for electrochemistry [45] 
Incorporable medication containers for long-term supply [45] 
Quantum diodes [46] 
Thermoresponsive valves [47] 
Nanometric light-emitting diodes [48] 
Micro-inductances for oscillators in communication technology [49] 
Micro-photodiodes [50] 
Pressure and vapor sensors [51] 
Transistors [52] 



4 Nanolayers 

4.1 Production of Nanolayers 

4.1.1 Physical Vapor Deposition (PVD)

In general, physical vapor deposition (PVD) from the gas phase is subdivided into 
four groups, namely (i) evaporation, (ii) sputtering, (iii) ion plating, and (iv) laser 
ablation. The first three methods occur at low pressures. A rough overview is seen 
in Fig. 4.1. 

(i) Evaporation. This procedure is carried out in a bell jar as depicted in Fig. 
4.2. A crucible is heated up by a resistance or an electron gun until a sufficient 

Fig. 4.1    Three fundamental PVD methods: evaporation (a), sputtering (b), and 
ion plating (c) [53] 



40      4   Nanolayers 

vapor pressure develops. As a result, material is deposited on the substrate. Tech-
nically, the resistance is wrapped around the crucible, or a metal wire is heated up 
by a current and vaporized. The electron gun (e-gun) produces an electron beam 
of, e.g., 10 keV. This beam is directed at the material intended for the deposition 
on the substrate. The gun’s advantage is its unlimited supply of evaporating mate-
rial and applicability of non-conductive or high-melting materials. Its shortcom-
ings lie in the production of radiation defects, for instance in the underlying oxide 
coating. Both procedures are more precisely depicted in Fig. 4.3. 

(ii) Sputtering. In literature, there is no clear definition of the term sputtering.
Generally, an atom or a molecule, usually in its ionized form, hits a solid state 
(target) and knocks out surface atoms. This erosion is accompanied by a second 
process, namely the deposition of the knocked out atoms on a second solid state 
(substrate). The latter process is relevant when forming thin layers. 

(a) Glow discharge. In its simplest form, sputtering is achieved by glow dis-
charge with dc voltage. A cross section of the arrangement is schematically rep-
resented in Fig. 4.4. After mounting the samples on a holder, the chamber is rinsed 
repeatedly with Ar. Eventually, a constant gas pressure of some 100 mPa is built 
up. The target, being attached a few centimeters above the substrate, is raised to a 
negative dc potential from 500 to 5 000 V, while both chamber and substrate 
are grounded. The discharge current requires a conducting target. 

When the voltage is slowly increased, a small current flows over the two elec-
trodes. This current is caused by the ions and electrons which normally appear in 
the gas and by the electrons which leave the target after ion bombardment (secon-

Fig. 4.2    Vacuum system for the vaporization from resistance-heated sources. When re-
placing the transformer and heater with an electron gun, vaporization by means of an elec-
tron beam occurs [54]. 
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dary electrons). At a certain voltage value, these contributions rise drastically. The 
final current-voltage curve is shown in Fig. 4.5. 

The first plateau (at 600 V in our example) of the discharge current is referred 
to as Townsend discharge. Later the plasma passes through the “normal” and 
“abnormal” ranges. The latter is the operating state of sputtering. A self-contained 
gas discharge requires the production of sufficient secondary electrons by the 
impact of the ions on the target surface and conversely, the production of suffi-
cient ions in the plasma by the secondary electrons. 

(b) High frequency discharge. When replacing the dc voltage source from Fig. 
4.4 with a high frequency generator (radio frequency, RF, generator), target and 
substrates erode alternately depending on the respective polarity. But even with 
these low frequencies, a serious shortcoming becomes apparent: due to the sub-
stantially small target surface (compared to the backplate electrode consisting of 
the bell, the cable shield, etc.) a proportionally large ion current flows if this back-
plate electrode is negatively polarized. This would mean that the substrates are 
covered with the material of the bell, which is not intended. 

Fig. 4.3    Evaporation by means of resistance-heating with a tungsten boat and winding (a) 
and electron gun (b) [55] 

(a)

(b)
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Fig. 4.4    DC voltage sputtering [56]

Fig. 4.5    Applied voltage vs. discharge current [56] 

In order to overcome this shortcoming, a capacitor is connected in series be-
tween the high frequency generator and the target, and/or the conducting target is 
replaced with an insulating one. During the positive voltage phase of the RF sig-
nal, the electrons from the discharge space are attracted to the target. They impact 
on the target and charge it; current flow to the RF generator is prevented by the 
capacitor. During the negative half-wave of the RF signal, the electrons cannot 
leave the target due to the work function of the target material. Thus, the electron 
charge on the target remains constant. 

Due to their mass, the positively charged ions are not capable of following the 
RF signal with frequencies above 50 kHz. Therefore, the ions are only subjected 
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to the average electrical field which is caused by the electron charge accumulated 
on the target. Depending on the RF power at the target, the captured charge leads 
to a bias of 1 000 V or more and causes an ion energy within the range of 1 keV. 

When using a capacitively coupled target, the limitations of the glow discharge 
can be overcome, i.e., a conducting target is no longer required. Therefore, the 
number of layers which can be deposited by sputtering is greatly increased. 

(iii) Ion plating. This process is classed between resistance evaporation and 
glow discharge. A negative voltage is applied to the substrate, while the anode is 
connected with the source of the metal vaporization. The chamber is subsequently 
filled with Ar with a pressure of a few Pa, and the plasma is ignited. After clean-
ing the wafer by sputtering, the e-gun is switched on and the material is vaporized. 
The growing of the layer on the substrate is improved by the plasma in some 
properties such as adhesion and homogeneity compared to a sole PVD. 

The advantages of ion plating are higher energies of the vaporized atoms and 
therefore better adhesion of the produced films. The disadvantage is heating of the 

Fig. 4.6    (a) RF sputter system and (b) distribution of the potential in an RF plasma 

Fig. 4.7    Ion plating system [57], slightly modified 
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substrate and plasma interactions with radiation-sensitive layers such as MOS ox-
ides.

(iv) Laser ablation. The following process data are typical values. A high-en-
ergy focused laser beam (100 mJ, 1 J / cm2) is capable of eroding the surface of a 
target rotating with a velocity of one revolution per second. The material is va-
porized on the substrate, and as a result, a film is produced on it at a rate of 
0.07 nm / laser pulse. The growth can be supported by heating the substrate 
(750 °C) and by chemical reactions (oxygen at 50 Pa). So far, the used lasers are 
excimer, Nd:YAG, ruby, and CO2 lasers. 

Advantages of laser ablation are the deposition of materials of high-melting 
points, a good control over impurities, the possibility of the vaporization in oxi-
dizing environments, and stoichiometric vaporization. A shortcoming is the for-
mation of droplets on the vaporized layer. A system described in the literature is 
presented in Fig. 4.8. 

4.1.2 Chemical Vapor Deposition (CVD) 

The CVD process is performed in an evacuated chamber. The wafer is put on a 
carrier and heated to a temperature between 350 and 800 C. Four possible ver-
sions of the chamber are presented in Fig. 4.9. 

One or several species of gases are let in so that a gas pressure is formed 
between very low and normal pressure. The gas flow hits the wafer at a normal or 
a glancing incidence. Now a dissociation (in the case of a single gas species) or a 
reaction between two species takes place. In both cases, a newly formed molecule 
adheres to the wafer surface and participates in the formation of a new layer. Let 

Fig. 4.8    Typical laser ablation system under O2 partial pressure [58]. Note the so-called 
plume, a luminous cloud close to the irradiated target surface. RHEED: reflection high-
energy electron diffraction 
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us consider silane (SiH4) as an example of the first case. On impact, it disinte-
grates into elementary silicon, which partly adheres to the surface, and to hydro-
gen, which is removed by the pumps. The second case is represented by SiH4,
which reacts with N2O to form SiO2. The process can of course be accompanied 
by other types of gases which act as impurities in the deposited layer. Examples 
are phosphine (PH3) or diborane (B2H6), which also disintegrate and deliver effec-
tive phosphorus or boron doping of the deposited silicon. 

In this book, the closer definition of CVD, i.e., a layer structure without the 
continuation of the underlying lattice, is used. The reverse case is called vapor 
phase epitaxy. In some publications, both expressions are used without any dis-
tinction.

CVD deposition can be supported by an RF plasma, as schematically shown in 
Fig. 4.10, an example of an amorphous or micro-crystalline silicon deposition. 
The major difference to the conventional CVD is the addition of Ar for the igni-
tion of the plasma and of H2. The degree of the SiH4 content in H2 determines 
whether amorphous or microcrystalline silicon is deposited. In the first step, both 
types are deposited. However, a high concentration of H2 etches the amorphous 
portion, and only the microcrystalline component remains. The etching process is 
even more favored if higher frequencies (e.g., 110 MHz) other than the usual 
13.56 MHz are used. In Fig. 4.11, a typical PECVD system is depicted. 

Fig. 4.9    Four versions of a CVD chamber 
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Fig. 4.10    Block diagram of a PECVD system 
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4.1.3 Epitaxy 

We are dealing with epitaxy if a layer is deposited on a (crystalline) substrate in 
such a way that the layer is also monocrystalline. The layer is often referred to as 
film. In many cases, the film takes 99.9 % of the entire solid state, as in the exam-
ple of a Czochralski crystal, which is pulled from a narrow seed nucleus. If film 
and substrate are from the same material, we are dealing with homoepitaxy (e.g., 
silicon-on-silicon), otherwise with heteroepitaxy (e.g., silicon-on-sapphire). An-
other distinction is made by the phase from which the film is made: vapor phase 
epitaxy, liquid phase epitaxy (LPE), and solid state epitaxy. A subclass of vapor 
phase epitaxy is molecular beam epitaxy (MBE). 

The setup of a vapor phase epitaxy is not shown because it resembles the CVD 
setup shown previously to a good extent. However, the setup of a molecular beam 
epitaxy (MBE) is depicted in detail in Fig. 4.12. 

Fig. 4.11    PECVD system for the deposition of amorphous solar cells 
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The constituents of the deposited film are contained in mini furnaces as ele-
ments, the so-called Knudsen cells, which are discussed below. During heating 
some vapor pressure develops and an atom beam is emitted, which is bundled by 
successive apertures. The beam hits the wafer surface to which the atoms remain 
partially adhered. There, they can react with atoms of a second or third beam, 
which is also directed towards the wafer surface. A favorable reaction and finally 
the film deposition depend on the selection of the parameters, i.e., wafer tempera-
ture, the ratios of the beam densities, the purity of the surface, etc. As shown in the 
same figure, the effusion cell can be replaced by an evaporation with the electron 
gun. The chamber contains many devices for the in situ inspection of the growing 
layers, for example low energy electron diffraction (LEED), secondary ion mass 
spectroscopy (SIMS), and Auger and Raman spectroscopy. The quality of the 
vacuum is controlled by a residual gas analyzer. The effusion (Knudsen) cell is 
seen in detail in Fig. 4.13. 

The material to be deposited is contained in the innermost cell which is heated 
up. Its temperature is controlled by a set of thermocouples and resistance heaters. 
Without further measures, the high temperature leads to molecular desorption 
from all warmed up surfaces, to the emission of impurities into the substrate, and 
in the worst case, to the breakdown of the vacuum. Therefore, a screen cooled 
with liquid air is installed around the internal cell. Conversely, in order to avoid 
high thermal flows between furnace and screen, a water-cooled shield is inserted 
between them. 

For the operation of the LPE, knowledge of the phase diagram is required. Let 
us consider the phase diagram of Ga and As as an example (Fig. 4.14). This phase 

Fig. 4.12    Schematic structure of the MBE as in [59] 
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diagram represents the case of a congruent phase transition. The mixture of Ga 
and As in a ratio of 50:50 takes over the role of a constituent, i.e., the phase dia-
gram disintegrates into a first Ga-GaAs and a second GaAs-As phase diagram. In 
other words: GaAs forms a stable compound which is not subjected to any chemi-
cal change during the change of temperature. 

Obviously, both diagrams are eutectic. Let us begin with a melt of GaxAs1 x and 
a solid state of GaAs, both in close contact. In order to avoid sublimation of the 
As, the process should begin with a melt enriched with Ga so that we work on the 
left side of the phase diagram above the liquidus. Pure GaAs freezes out on the 
already available solid GaAs by decreasing the temperature (this is also the aim of 
LPE) and the melt becomes richer in Ga until finally only pure Ga remains. In the 
reverse case (operation on the right of GaAs), solid GaAs is again deposited but 
the melt is rich in As. Doping atoms can be added to the melt before the deposi-
tion, for instance, when fabricating p-n junctions. As an example, a GaAs wafer 
(the original solid state in the above example) is depicted in Fig. 4.15. The wafer 
is laterally pulled under different melts, so that the above mentioned deposition 

Fig. 4.13    Effusion cell (schematic) from [60] 
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process can be repeated with different material layers (Ga, GaAlAs) and different 
doping types. This process was the early way of fabricating an injection laser. 

Solid state epitaxy is a phenomenon which appears, for example, as a recrystal-
lization of amorphous silicon. As is well known, ion implantation destroys the 
crystalline structure of silicon up to complete amorphization. If the wafer is an-
nealed, the structure can be reorganized beginning from the unimpaired bulk of 
the wafer. This phenomenon is of less interest for nanotechnology. 

It should be mentioned that there are some versions of the classical epitaxial 
procedures as in-situ implantation or laser-enhanced deposition. 

Fig. 4.14    Ga-As phase diagram [61] 

Fig. 4.15    Sledge arrangement for the fabrication of injection lasers using LPE 
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Finally, let us compare some typical parameters of the different types of epitaxy 
(Table 4.1). The best control of the thickness, highest purity, and largest doping 
gradients are obviously obtained by MBE. These advantages are compensated by 
high equipment costs and low growth rates. 

Table 4.1    Comparison of epitaxial parameters [60]

Process
characteristic 

LPE VPE MBE 

Possibility of in 
situ etching 

Yes, through melt 
back

Yes, through halide 
reaction with 
substrates above 
growth temperatures 

No

Further cleaning 
and monitoring of 
substrate surface 

Not possible Possible by heat 
treatment in inert 
gas, but surface 
cannot be monitored 
except by 
ellipsometry 

Yes, by ion 
bombardment or 
thermally in UHV. 
Can be monitored by 
AES, LEED or 
RHEED, but there 
may be electron 
beam effects 

Typical growth 
rate range 

0.1–1.0 µm / min 0.05–0.3 µm / min 0.001–0.03 µm / min 

Layer thickness 
control

50 nm 25 nm Easily 5 nm, can be 
0.5 nm 

Substrate tempera-
ture (for growth of 
GaAs on GaAs) 

1120 K 1020 K 820 K 

Interface control Segregation and 
outdiffusion can 
occur

Autodoping and 
outdiffusion can 
occur

Only outdiffusion, 
but this may occur at 
enhanced rates under 
some conditions 

Topography Very difficult to 
obtain uniformly 
smooth surfaces over 
large areas 

Can be very smooth 
but conditions for 
success are 
somewhat critical 

Extremely smooth 
surfaces obtained 
under not very 
critical conditions. 
Even initial surface 
roughness is 
smoothened out. 

Composition
control of ternaries 
and quaternaries 

Composition
determined by 
process chemistry 

Composition
determined by 
process chemistry 

Group III element 
ratio determined by 
thermal stability of 
the source. Group IV 
ratio by surface 
chemistry 

Total carrier 
concentration in 
undoped film 

Very low, 
(ND + NA)
1013 cm 3

Low,
(ND + NA)
1014 cm 3

Rather high, 
(ND + NA)
1016 cm 3
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Table 4.1 (cont’d)    Comparison of epitaxial parameters [60] 

Process
characteristic 

LPE VPE MBE 

Presence of deep 
levels

Yes,
NT  1012–1014 cm-3,
low end of range 
fairly easily 
realizable

Yes,
NT  1012–1014 cm-3,
low end of range 
fairly easily 
realizable

Yes,
NT  1012–1014 cm-3,
but low end of range 
difficult to achieve 

Range of dopants 
available

A wide range, most 
groups II, IV and VI 
elements can be 
used. Limited only 
by solubility in liquid 
metal and should 
have a low vapor 
pressure over the 
solution at the 
growth temperature 

A very wide range of 
II, IV and VI 
elements. Limited 
only by need for 
solubility of element 
or a decomposable 
compound

A rather narrow 
choice, Si, Sn (n-
type) Be, Mn (Mg) 
p-type 

Control of dopant 
incorporation

Range available 
1014–1019 cm-3, but 
only flat profiles can 
be produced, i.e., 
sudden changes in 
doping level cannot 
be obtained 

Range available 
5·1014–1019 cm-3 and 
reasonably sharp 
changes in dopant 
concentration (spatial 
resolution 30 nm) 

Range available 
5·1016 – 1019 cm-3.
With sharp changes 
in dopant 
concentration (spatial 
resolution 5 nm) 

Process amenable 
to automation 

Probably not, too 
operator dependent 

To some extent, but 
some process steps 
would still be 
operator dependent 

The whole process 
can be automated. 

4.1.4 Ion Implantation 

The Accelerator 

Ion implantation is a doping technique with which ions are shot into a substrate 
(e.g., a silicon wafer) using an accelerator. The basic principle is presented in Fig. 
4.16.

The desired ion species is let in as a gaseous compound through a needle valve 
(alternatively, solid state sputtering sources are used). The compound is dissoci-
ated and ionized with an electron beam. The arising ions (including the unwanted 
ones) are pulled out of the source area and brought to an energy of 30 keV by a 
first, preliminary acceleration (all figures are typical values). Then, the ions pass 
through a magnetic field filter which is adjusted in such a way that only the de-
sired ion type can run into the acceleration tube. The magnetic field filter is based 
on the fact that the Lorentz force for a moving charged particle compels a circular 
path. The radius of the circle depends on the magnetic field B, the velocity v, and 
the mass m of the particle. More exactly, it depends on m / e (e is the elementary 
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charge). For the desired ion species, i.e., for a given m / e, the magnetic field is 
adjusted in such a way that the circular path of these particles terminates exactly at 
the end of the accelerator tube. There, the ions acquire a total energy of 360 keV. 
This energy can be doubled or multiplied by the use of double or multiple charged 
ions. However, the ion yield, i.e., the available ion current, is exponentially re-
duced with the state of charge (ionization state). 

Fig. 4.16    Ion implantation equipment (schematic) [62] 
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The beam can be positioned by a combination of an aperture with a Faraday 
cage. With two capacitor disks each, the beam can be scanned upwards and 
downwards or left and right. In order to avoid Lissajou figures, horizontally and 
vertically incommensurable scanning frequencies are chosen. The beam current is 
measured by an ammeter, which is connected to the substrate holder isolated 
against ground. The substrate holder is designed as a carousel, for example, in 
order to be able to implant several samples without an intermediate ventilation. 

Calculation of the Implantation Time 

Typical required dose values NI lie between 1012 and 1016 cm2. The necessary 
implantation time depends on the available beam current, I, on the irradiated sub-
strate surface, A, and on the charge state of the ions. The ions summed in the irra-
diation time t represent a charge Q = q NI A, whose relation to the ion beam results 
in the irradiation time: 

I
ANq

I
Qt I . (4.1) 

As an example, an ion current of 1 µA, a substrate surface of 100 cm2, and a dose 
of 1013 cm 2 deliver an irradiation time of 160 s. This result applies to the charge 
state 1 (simple ionization) of the ions. For double, triple, etc. charged ions, the 
implantation time must be doubled (tripled, etc.). It should be noted that for multi-
ple charged ions an equivalent multiple current is measured. 

Lattice Incorporation, Radiation Damage, Annealing 

The penetrating ions pass through the lattice depending on the ion mass/lattice 
atom mass ratio and the momentary velocity in a zigzag path (Fig. 4.17) 

At the jags of the path, the ions impinge on host lattice atoms, which leave their 
places and go to the interstitial site. Thus, lattice defects of different nature de-
velop.

Fig. 4.17    Path of an implanted ion in a lattice 
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The simplest defect—the Frenkel defect—is produced by the displacement of a 
lattice atom into an interstitial site. Thus, a vacancy and an interstitial atom de-
velop. Vacancies can possess different charge states (e.g., neutral, positive, nega-
tive, double negative). Furthermore, they can form aggregates with foreign atoms 
and influence their diffusion. Double vacancies can be formed if an impinging ion 
dislodges two nearest neighbor lattice atoms. Moreover, they can be formed by 
two single vacancies. Double vacancies are stable up to approximately 500 K. 

Dislocations can develop by the association of single defects, or they grow 
from unannealed radiation damage into undamaged area during annealing. Dislo-
cation lines anneal only at high temperatures ( 1000 °C), and very often they do 
not anneal at all in implanted layers. 

Further defects can be formed by the accumulation of vacancies and interstitial 
atoms as well as by the association of foreign atoms with vacancies or interstitial 
atoms. 

If many lattice atoms are displaced by an impact ion in a considerably small 
volume, a locally amorphized area develops. Often, this area is known as cluster, 
and its exact structure is unknown. In ion implantation, one always expects this 
case because of the high mass and energy of the impact particles. Accordingly, the 
possible processes during implantation and subsequent temperature annealing are 
complex and hardly accessible to theoretical description. 

The implanted ion comes to rest usually on an interstitial site after numerous 
impacts. Thus, contrary to intention, it cannot work as a dopant (Recall: the 15th

electron of phosphorus can only be detached with small energy expenditure by 
embedding the atom into the lattice structure and emerge as a free electron in the 
crystal).

Annealing is applied for both the annealing of lattice defects and for the reloca-
tion of the doping atoms from interstitial sites into lattice sites, i.e., a thermal 
treatment of the implanted samples at approximately 900–1100 °C in a suitable 
atmosphere like nitrogen or hydrogen gas. The ratio of electrically active ions 
sitting on lattice sites to the total number of implanted ions is called activation. 
Usually, the activation rises monotonously with temperature. In the case of phos-
phorus, for example, almost complete activation is achieved at approximately 
700 °C. However, there are exceptions like in the case of boron where an interme-
diate minimum can occur (Fig. 4.18). The intermediate minimum of the boron 
implantation is caused by the behavior of the interstitial silicon atoms, which are 
produced by the nuclear impacts during the implantation. At approximately 
500 °C, they try to return to lattice sites thereby pushing the already existing boron 
atoms in lattice sites back to interstitial sites. 

Implantation Profile 

To a first approximation, the distribution of the implants is described by a Gauss-
ian curve: 

2

2
max e)( p

p

R

Rx

NxN . (4.2) 
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Rp is the position of the center of the distribution (for the Gaussian curve, this is 
identical to the maximum position), Rp the full width at half maximum of the 
distribution (Fig. 4.19). 

N(x) has the of dimension of cm 3. The concentration, Nmax, in the maximum of 
the distribution is calculated from the implanted doses NI, [NI] = cm 2:

0

d)( INxxN  (4.3) 

or

Fig. 4.19    Simplified distribution of the implants in the substrate 

Fig. 4.18    (a) Electrically active phosphorus atoms in Si. Dose values are 1.1·1013,
1.1·1014, and 6·1014 cm 2, implantation energies 20 and 40 keV, (b) electrically active phos-
phorus atoms in Si. Dose values are 1·1013, 1·1014, and 1·1015 cm 2, implantation energies 
20, 30, and 50 keV. According to [63], slightly modified 
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pI RNN /4.0max . (4.4) 

As a prerequisite for the validity of Eq. 4.2, the implantation profile must not 
diffuse by annealing. A second prerequisite is the prevention of an implantation 
into a low indexed crystal orientation. Thus, the crystal must act amorphous for
the ion beam. If one shoots toward a low indexed crystal orientation, then the ion 
beam runs without resistance through the lattice channels and reaches substantially 
large depths (channeling), Fig. 4.20. 

Channeling is avoided by tilting the crystal, which is aligned in (100) direction 
against the ion beam, usually by 7° as depicted in Fig. 4.21. 

The Gaussian function used in Eq. 4.2 is only an approximation of the distribu-
tion predicted by theory. This “exact” distribution cannot be expressed by an ana-
lytic function. Rather, the ion profile can be subjected to the so-called “moment 
development”. This procedure can be roughly compared to a series expansion of a 
function for Fourier coefficients or a multipole development: the ion profile N(x)
is multiplied by 1, x, x2, etc. and integrated over the entire semiconductor depth x.
The function f(x) can be reconstructed from the developing numerical values (the 
moments). These numerical values arise from transport-theoretical considerations. 

At least the first four moments can be illustrated: N(x) dx describes the zero 
moment identical to the implanted dose, x N(x) dx describes the first (static) 
moment of the center of the distribution, x2 N(x) dx delivers its straggling and 

x3 N(x) dx its skewness (asymmetry). Just from these descriptions alone, the 
Gaussian function is obviously attractive for describing the profiles: from the 
above integrations, this function delivers Rp as a center, Rp as full width at half 
maximum, and zero as skewness. 

In all technically important cases, it is sufficient to describe skewed profiles by 
joining two Gaussian functions with the half widths 1 on the right and 2 on the 
left of the maximum. Let Rm denote the position of the maximum; Rp is only equal 

Fig. 4.20    (a) Si crystal in (110) direction and (b) misaligned by 7° 

(a)

(b)
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to Rm when 1 = 2. Thus, 
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In reference tables, however, the energy Rp, Rp, and the standardized third 
moment CM3p / ( Rp)3 are listed (Table 4.2). 

The way of getting back from this data to 1, 2, and Rm is complicated. The 
equation

2

3
3 256.08.02

ppp

pCM
 (4.6) 

with known CM3p / ( p)3 and p is solved for / p and subsequently  = ( 1

Fig. 4.21    Dependency of the depth distribution of 32P after 40 keV (a) and 100 keV (b) 
implantation. The angles indicate the deviations from the (110) direction [64]. 
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2) / 2 is obtained. With this background, the second equation 
22

44.01
pp

m  (4.7) 

is solved for m = ( 1 + 2) / 2, and thus 1 and 2 are given. Finally, Rm is given 
by: 

)(8.0 12pm RR . (4.8) 

If the third moment is negative, 1 and 2 must interchange their roles. 

4.1.5 Formation of Silicon Oxide 

Thin oxide layers are contained in almost all electronic devices. They appear as gate 
oxide in MOS transistors or MIS solar cells, field oxide for isolation purposes, anti-
reflection layers in solar cells, or as passivation layers for long-term protection. 

We begin with thermal oxidation. A Si wafer is cleaned so that any organic or 
heavy metal impurity on the surface is removed and the natural oxide is dissolved. 
Then, the wafer is inserted in a quartz tube heated to a temperature of about 
1100 °C. A flow of an oxidizing gas, either pure oxygen (dry oxidation) or nitro-
gen driven through water (wet oxidation), is maintained. When oxygen penetrates 
into the substrate, the Si surface reacts with the oxygen and forms silicon dioxide. 
While this procedure sounds simple, it requires highest cleanliness, which is the 
critical step for the MOS production. Figures 4.22 and 4.23 show graphs of the 
oxide thickness vs. oxidation time for several temperatures [66]. 

Numerous scientific and technical investigations have focused on the properties 
of silicon dioxide. Fields of interest are the growth laws, deep levels, capture of 
charge carriers from the silicon, segregation and rearrangement of the dopant in 
the neighboring silicon, masking properties against diffusion and ion implantation, 
etc. Their in-depth discussion is beyond the scope of this book. 

Technical alternatives to thermal oxidation are CVD and PECVD of oxides. 
These are treated in the section on CVD. There are some technical CVD versions 
such as TEOS deposition shown in Fig. 4.24. 

A feed gas (usually nitrogen) is driven through a container filled with tetra-
ethylorthosilicate (TEOS). TEOS is a liquid at room temperature. Its chemical 
structure is presented in Fig. 4.25. 

The enriched nitrogen flows to the wafers where SiO2 is deposited on their sur-
faces. The deposition is maintained at a temperature of about 650 to 850 °C by 
means of an external induction coil. It should be noted that the silicon in the TEOS 
is already oxidized, in contrast to the silane process. 

In this state, TEOS finds only limited application because the deposition tem-
perature (>650 °C) prevents its use after metallization. In order to obtain lower 
deposition temperatures, the application of a more aggressive oxidant, i.e., ozone, 
is required. After adding some few molar per cent of ozone, the optimum deposi-
tion temperature is reduced to 400 °C. 
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Table 4.2    Ranges, standard deviation, and third moment (beside other parameters) for 
boron implantation with energies of 10 keV to 1 MeV [65]

LSS range statistics for boron in silicon. 
Substrate parameters Si: Z = 14, M = 28.090, N = 0.4994·1023, / r = 0.3190·102,

/ e = 0.1130, CNSE = 0.3242·102,  = 2.554,  = 0.8089, SNO = 0.9211·102

Ion B: Z = 5, M = 11.000 
Northcliffe constant = 0.292·104

Energy,
keV

Projected range, 
µm 

Projected standard 
deviation, µm 

Third moment 
ratio estimate 

Lateral standard deviation, 
µm 

10 0.0333 0.0171 -0.031 0.0236 
20 0.0662 0.0283 -0.309 0.0409 
30 0.0987 0.0371 -0.483 0.0555 
40 0.1302 0.0443 -0.617 0.0682 
50 0.1608 0.0504 -0.727 0.0793 
60 0.1903 0.0556 -0.821 0.0891 
70 0.2188 0.0601 -0.904 0.0980 
80 0.2465 0.0641 -0.978 0.1061 
90 0.2733 0.0677 -1.046 0.1135 

100 0.2994 0.0710 -1.108 0.1203 
110 0.3248 0.0739 -1.166 0.1266 
120 0.3496 0.0766 -1.220 0.1325 
130 0.3737 0.0790 -1.271 0.1380 
140 0.3974 0.0813 -1.319 0.1431 
150 0.4205 0.0834 -1.364 0.1480 
160 0.4432 0.0854 -1.408 0.1525 
170 0.4654 0.0872 -1.449 0.1569 
180 0.4872 0.0890 -1.489 0.1610 
190 0.5086 0.0906 -1.527 0.1649 
200 0.5297 0.0921 -1.564 0.1687 
220 0.5708 0.0950 -1.634 0.1757 
240 0.6108 0.0975 -1.699 0.1821 
260 0.6496 0.0999 -1.761 0.1880 
280 0.6875 0.1020 -1.820 0.1936 
300 0.7245 0.1040 -1.876 0.1988 
320 0.7607 0.1059 -1.930 0.2036 
340 0.7962 0.1076 -1.981 0.2082 
360 0.8309 0.1092 -2.030 0.2125 
380 0.8651 0.1107 -2.078 0.2166 
400 0.8987 0.1121 -2.125 0.2205 
420 0.9317 0.1134 -2.170 0.2242 
440 0.9642 0.1147 -2.214 0.2277 
460 0.9963 0.1159 -2.257 0.2311 
480 1.0280 0.1171 -2.298 0.2344 
500 1.0592 0.1182 -2.339 0.2375 
550 1.1356 0.1207 -2.435 0.2448 
600 1.2100 0.1230 -2.526 0.2515 
650 1.2826 0.1252 -2.614 0.2576 
700 1.3537 0.1271 -2.697 0.2633 
750 1.4233 0.1289 -2.778 0.2687 
800 1.4917 0.1306 -2.856 0.2737 
850 1.5591 0.1322 -2.933 0.2784 
900 1.6254 0.1337 -3.006 0.2829 
950 1.6909 0.1351 -3.079 0.2871 

1000 1.7556 0.1364 -3.149 0.2912 
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Table 4.2 (cont’d)    Ranges, standard deviation, and third moment (beside other parame-
ters) for boron implantation with energies of 10 keV to 1 MeV [65]

The anodic oxidation [67] is shown in Fig. 4.26. The wafer is immersed into a 
0.04 M solution of KNO3 in ethylene glycol with a small addition of water. After 
mounting it to a holder with a vacuum, it is positively charged, while a platinum 
disk acts as a backplate electrode. 

Energy, keV Range, µm Standard deviation, 
µm 

Nuclear energy loss, 
keV / µm 

Electronic energy 
loss, keV / µm 

10 0.0623 0.0141 96.86 102.2 
20 0.1100 0.0221 75.89 144.0 
30 0.1536 0.0276 63.09 175.8 
40 0.1940 0.0316 54.43 202.3 
50 0.2317 0.0347 48.12 225.4 
60 0.2673 0.0371 43.28 246.1 
70 0.3010 0.0392 39.44 264.9 
80 0.3331 0.0409 36.30 282.2 
90 0.3638 0.0424 33.68 298.4 

100 0.3934 0.0437 31.45 313.4 
110 0.4218 0.0449 29.52 327.7 
120 0.4494 0.0459 27.85 341.1 
130 0.4761 0.0468 26.37 353.9 
140 0.5020 0.0476 25.05 366.0 
150 0.5272 0.0484 23.88 377.6 
160 0.5518 0.0491 22.81 388.7 
170 0.5759 0.0497 21.85 399.4 
180 0.5993 0.0503 20.97 409.7 
190 0.6223 0.0509 20.17 419.5 
200 0.6448 0.0514 19.43 429.1 
220 0.6886 0.0523 18.11 447.1 
240 0.7309 0.0532 16.97 464.0 
260 0.7718 0.0539 15.98 479.9 
280 0.8116 0.0546 15.10 494.9 
300 0.8503 0.0552 14.32 509.1 
320 0.8880 0.0558 13.62 522.6 
340 0.9249 0.0564 12.99 535.4 
360 0.9610 0.0569 12.42 547.5 
380 0.9964 0.0573 11.90 559.1 
400 1.0311 0.0578 11.42 570.2 
420 1.0651 0.0582 10.98 580.7 
440 1.0987 0.0586 10.58 590.9 
460 1.1317 0.0589 10.20 600.6 
480 1.1642 0.0593 9.854 609.9 
500 1.1962 0.0596 9.530 618.8 
550 1.2745 0.0604 8.809 639.6 
600 1.3506 0.0611 8.192 658.6 
650 1.4246 0.0618 7.659 675.8 
700 1.4969 0.0624 7.193 691.7 
750 1.5678 0.0629 6.781 706.2 
800 1.6373 0.0634 6.415 719.5 
850 1.7056 0.0639 6.088 731.8 
900 1.7728 0.0644 5.792 743.2 
950 1.8391 0.0648 5.525 753.6 

1000 1.9046 0.0653 5.282 763.3 



62      4   Nanolayers 

The current causes a reaction on the surface of the silicon: 

4HSiO4hO2HSi 22  (4.9) 

2e2H2HCHOOHCHOHCH 22  (4.10) 

2e2HOOH 22
1

2  (4.11) 

Technically, anodic oxidation is of little importance. The quality of the oxide is 
too low, and the process is time-consuming or not compatible with other applica-
tions.

Rarely, sol gels are used to manufacture oxide layers. During this process, a 
suspension of oxide particles in an organic solvent is distributed over the wafer. A 
centrifuge facilitates homogeneous distribution of the liquid on the wafer. Then, 
the wafer is baked and the solvent evaporates. The required temperatures range 
from 500 to 800 °C. The oxide can have the quality of a gate oxide, but no large-
scale application has been reported so far. 

A further manufacturing process is SOI (silicon-on-oxide), i.e., the implantation 
of oxygen up to the stoichiometric dose and its reaction with silicon to form SiO2
(see Sect. 4.1.4 on ion implantation). SOI has gained in importance because of 
better radiation resistance and heat distribution compared to conventional tech-
nologies.

Fig. 4.22    Oxide thickness vs. oxidation time (wet oxidation) 
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Fig. 4.23    Oxide thickness vs. oxidation time (dry oxidation) 

Fig. 4.24    TEOS process 

4.2 Characterization of Nanolayers 

4.2.1 Thickness, Surface Roughness 

In the following chapter, some methods to determine nanometer-thin layers are 
presented. They are demonstrated with the help of measurement setups. 
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Admittance Bridges 

A metal oxide semiconductor (MOS) diode is produced by the oxidation of a Si 
wafer with, for instance, an oxide of 10 nm thickness and metal evaporation on the 
oxide (this structure being the middle part of the so-called MOS transistor). From 
the specifications of the evaporation (or the lithography), area A of the metal point 
is known. The measurement of the oxide thickness is performed with the help of 
an admittance (or capacitance) bridge (Fig. 4.27). Additionally, the substrate is 
operated in accumulation by applying a bias voltage (attraction of majority carri-
ers to the silicon boundary surface). The modulating frequency of the bridge 

Fig. 4.25    Structure of tetraethylorthosilicate (TEOS) 

Fig. 4.26    Assembly of the anodic oxidation of silicon (schematic) 
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should be as low as possible in order to suppress the resistance of the silicon bulk. 
A good choice is 200 Hz. A detailed description is given in the section on the 
determination of the doping level and profile (Sect. 4.2.4.) 

The measured capacitance is caused by the oxide alone. Therefore, it is called 
Cox. Now the equation for the parallel-plate capacitor can be applied to give the 
oxide thickness: 

ox
oxox C

Ad  (4.12) 

where A is the area of the metal point, and ox = 3.4·10 13 F / cm. 

Michelson Interferometer Measurements 

It is presupposed that the film can be etched locally in such a way that (i) a sharp 
edge develops, and (ii) the exact thickness of the film to be measured is removed 
at the etched position. This case is frequently implemented, for instance, if SiO2 is 
etched by HF with high selectivity against Si (i.e., the etching stops when the Si is 
reached). Another case is a thin layer of lightly-doped silicon on a carrier of heav-
ily doped silicon. The surface, which has a step, is made reflective by metal 
evaporation and inserted into a Michelson interferometer as shown in Fig. 4.28.

Two parallel sets of bright and dark interference fringes appear to the viewer. 
They are shifted against each other by N. The height of the step and thus the 
thickness of the film d is given by: 

2
Nd . (4.13) 

Fig. 4.27    Measurement of the oxide layer with an admittance bridge 
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Tolanski Method 

This method is referred to as a special case of a multiple-beam interference. The 
method can be explained in two steps: 

(i) Multiple beam interference (Fig. 4.29). After passing through a glass plate, 
each beam is partially reflected (R) and partially transmitted (T) because of a thin 
silver film. According to Airy’s formula, the intensities can be described by: 

)2/(sin1 2
max

kF
IIT  (4.14) 

with the phase difference 

Ntnk 2cos22
1 , (4.15) 

the finesse (i.e., the separation of adjacent fringes per width of half max) 

2)1(
4

R
RF , (4.16) 

and

Fig. 4.28    Michelson interferometer [68]. L is the light source, M1 and M2 are mirrors, C is 
a disk for the compensation of the double way A–D–A by the beam splitter S. M2' is the 
virtual image of M2. O1 and O2 are the objective lenses. 
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2

2

max )( AT
TI . (4.17) 

n1: the refractive index of the medium between the mirror glasses. 
A: absorption of the mirrors DF and LJ 
T: transmission of the mirror 
R: reflection of the mirror. 

With a sufficient reflection, R (  95 %), transmitted light becomes narrow 
bright fringes on a dark background if irradiation is done with monochromatic 
light. In reflection, narrow dark fringes on a bright background are seen. There, 
the prerequisite of constructive interference is fulfilled: 

...3,2,1N  (4.18) 

(ii) Fizeau strips. The sample preparation resembles that of the above-described 
Michelson experiment. The sample to be measured is prepared in such a way that 
a part of the film is etched or the substrate is already partly exposed during depo-
sition (Fig. 4.30a). Now it used instead of the lower glass plate of Fig. 4.29, and 
the upper glass plate is tilted against the sample at a small angle. 

When illuminating with a monochromatic (point) source, an interference pat-
tern is obtained for interferences of the same thickness. More precisely, two inter-
ference fringes shifted against each other develop again. Their misalignment, N
(which can also be a fractional number), yields the film thickness: 

2
Nd . (4.19) 

If the interference patterns of the etched side lie exactly between the strips of the 
unetched side, N  ½ and the film thickness 4/d . A result is depicted in 
Fig. 4.31. 

Fig. 4.29    Multiple-beam interference (modified from [68] and [69]) 
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Fig. 4.30    Sample preparation for the Tolanski method: (a) Fizeau plate, (b) sample 

Fig. 4.31    Tolanski measurement (schematic) 

Fig. 4.32    Interference patterns of the emitted infrared radiation by 0.55 µm polycrystal-
line silicon deposition on Si3N4 [70, slightly changed]. Reactant: SiH2Cl2–H2. Deposition 
temperature: 1120 °C. Detector: PbS—2.0 µm filter. Evidence: infrared radiation 

In Situ Method 

An example of the measurement of the layer thickness during the deposition of 
polycrystalline silicon on silicon nitride is given in Fig. 4.32. 

By flowing SiCl4/H2 or SiH2Cl2/H2 gas over a Si3N4 substrate, polycrystalline 
silicon is deposited on the substrate by the dissociation of the silane. Due to the 
high temperature of 1120 °C, the sample emits infrared light, and selected fre-



4.2 Characterization of Nanolayers      69 

quencies can be observed (here 2.0 µm). Because of multiple interference in the 
film, an interference pattern develops. With otherwise constant parameters (wave-
length, observation direction), the interference changes continuously between con-
structive and destructive interference with progressive growth. The same interfer-
ence patterns are obtained if an external monochromatic source is used.

Frequency Shift of a Quartz Crystal Oscillator 

During the deposition of metallic films, a quartz resonator is placed in the prox-
imity of the material that is to be deposited. This quartz reduces its resonance 
frequency with the thickness of the film deposited on it. The frequency change is 
converted into units of the layer thickness. 

This procedure is not very exact. Errors are caused by the different distances of 
resonator/deposition source and substrate/deposition source. Moreover, the un-
known initial treatment of the quartz leads to an irreproducible behavior. A sepa-
rate correction factor must therefore be determined for each metal.

Ellipsometry

As a rule, the thickness of either one or two transparent films on an opaque sub-
strate is measured with the ellipsometer. An elliptically polarized monochromatic 
beam impinges on the surface of the film (Fig. 4.33). 

The incident wave is characterized by the amplitudes of the parallel (see below) 
and the perpendicular (see below) components and the phase difference  between 
these two components. After reflection at both surfaces and the summation of all 
beams, the relation between the amplitudes and the phase difference is modified. 
This modification depends on 

the refractive indices n2, n3 of film and substrate, 
the absorption coefficients k2, k3 of film and substrate, 
the incidence angle 1, and 
the film thickness d.

On condition that the optical constants n3 and k3 are known and that the film is 
transparent, i.e., k2 = 0, the refractive index and the thickness of the film are de-
termined from a quite simple experiment (Fig. 4.34). 

Monochromatic light is first linearly polarized by a polarizer, and then ellipti-
cally polarized by a retarder (quarter wave retarder). After reflection at the film, 
the light passes through a further polarizer for analysis and is subsequently 
observed with a telescope. 

For didactic purposes, let us exchange the sequence of the compensator and the 
film. Additionally, let us define a reference plane, for instance, the plane of inci-
dence, E. It contains the incident and outcoming beams and the perpendicular. The 
terms parallel and perpendicular refer to this plane, furthermore to the numerical 
angles of the quarter wave retarder, the polarizer, and the analyzer. The polarizer 
(in an arbitrary position) produces a linearly polarized oscillation, which may be 
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split up into a parallel and a perpendicular fraction. The two fractions have a phase 
difference  = 0. After reflection the new phase difference  of the two fractions 
transforms a linear oscillation into an elliptical oscillation of the form: 

BA
yx

B
y

A
x 2

2

2

2

2

sincos2 . (4.20) 

A and B are the amplitudes of the two oscillation directions in the previous coordi-
nate system (Fig. 4.35). It should be noted that the phase angle  between the 
components of the ellipse applies to the selected coordinate system only. By ro-
tating the coordinate system, the phase changes. In particular,  = / 2 holds if the 
large semiaxis and the new x' axis coincide. Such a coordinate transformation 
takes place if the elliptically polarized beam is exposed to a quarter wave retarder. 
Its two polarization directions are put in the directions of the ellipse axis so that 
the fast beam corresponds to the lagging component of the ellipse (angle of rota-
tion  of the quarter wave retarder from the x-direction). Since the two beams 

Fig. 4.33    Geometric and material definitions in the ellipsometer experiment 

Fig. 4.34    Ellipsometer [71] 
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catch up with each other again, a linearly polarized beam develops, which can be 
brought to extinction with an analyzer. The direction of the linearly polarized 
beam to the reference plane is .  (rather:  + / 2) is measured with the ana-
lyzer,  is known as the direction of rotation of the quarter wave retarder. The 
criterion of the correct determination of  and  is the extinction of the beam 
behind the analyzer. Thus, the axes ratio of the ellipse is given as 

)tan(tan J . (4.21) 

The knowledge of this angle enables us to determine the ratio of the oscillation 
components B / A = tan  in the reference plane system: 

2cos2cos2cos J . (4.22) 

For the phase difference  in the reference plane system, we find 

2tan
2tantan J . (4.23) 

What has been achieved so far? Originally, a linearly polarized beam with the 
components A0 (parallel to the reference or incidence plane) and B0 (perpendicular 
to it) is produced in the polarizer. This beam has the phase difference 0 = 0 (oth-
erwise it would not be linearly polarized) and the amplitude ratio 0 = B0 / A0,
which is known from the rotation of the polarizer against the reference plane by 
the angle 0. A particularly simple solution is obtained in the case of a 45° rota-
tion; A0 = B0, or tan 0 = 1. 

This method enables us to determine how the amplitude ratio and the phase dif-
ference have changed due to reflection. If a theoretical statement can be made on 
the -  change resulting from the reflection at a thin film of a thickness d and 
refractive index n2 [i.e., tan / tan 0 = f(d, n2) and ( 0 = f(d, n2)], then the 
determination of the layer thickness and refractive index should be possible by 
forming the inverse functions d( , ) and n2( , ).

Fig. 4.35    Oscillation ellipse after reflection 
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The theory of Fresnel and Neumann offers a solution. Its knowledge, however, 
is not required for the operation of the ellipsometer, as will be shown below. 

For historical reasons, the procedure is done somewhat differently without 
changing the basic idea. First, the compensator is usually set behind the reflecting 
surface. Therefore, the sequence is polarizer–sample–compensator–analyzer. Sec-
ond, one does not rotate the compensator but the polarizer (for the compensator, a 
direction of 45° of the fast axis is maintained against the reference plane). Thus, 
by varying the amplitude ratio B0 / A0, the ellipse created after reflection is rotated. 
If the position of the compensator is adjusted correctly, the elliptical oscillation is 
brought back into a linear form. If the angles  and are determined in this way, 
then these two values can be brought into a set of curves where  is presented as a 
function of . The parameters are film thickness (in units of wavelength or as 
phase difference 2 n2 d / ) along a -  curve and the refractive index which has a 
fixed value for each -  curve. An example of such a curve set is found Fig. 4.36. 

These curves are calculated according to the Fresnel Neumann theory. For each 
wavelength, angle of inclination of the two polarization levers against the sample 
and path difference of the compensator, a new record of curves must be calcu-
lated. In our graph, many specializations have taken place. For instance, the quar-
ter wave retarders can be replaced by a compensator of any path difference. The 
analysis must then be corrected accordingly. Moreover, we have not treated the 
other pairs of solutions for the compensator and analyzer angle. Furthermore, an 
accurate discussion about the determination of the direction of rotation of the 
ellipse must be done. This is connected with the question about the sign of the 
directions of rotation during the measurement and the trigonometric functions. At 
last, we neglected the question of how the absorption influences the measurement. 

It should be noted that the ellipsometer can easily be automated by a micro-
processor controller. Of course, a technique is required that enables us to deter-

Fig. 4.36 -  curve set. Parameters are phase angle 2 n2 d /  (along a curve) and n2
(from curve to curve); normal angle of the ellipsometer levers 1 = 70°, n3 = 4.05 (silicon), 
extinction coefficient of the silicon k3 = 0.028,  = 546.1 nm [71] 
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mine the two angles of rotation of analyzer and polarizer simultaneously. Such 
devices are commercially available. 

A completely different approach consists of measuring the ellipse by rotating 
the analyzer photometrically (with the multiplier). Such devices have been con-
structed as well. 

In the above discussion, a homogeneous layer is assumed whose refractive in-
dex is constant with depth. Two values  and  are measured, which deliver the 
thickness and the refractive index. However, our assumption can be invalid if, for 
instance, one or more films are deposited on the first one, or if the conditions of 
the depositions are changed so that a refractive index profile is produced. There-
fore, an improved model and a sophisticated instrumentation is required. Instead 
of using a single ellipsometer wavelength, the whole available spectrum can be 
used. This method is known as spectroscopic ellipsometry, which requires new 
approaches in data evaluation. On the basis of well known technological data such 
as film thickness, film material, and profiles, a model of the layer structure can be 
set up and the spectral -  curves can be determined. The model is subsequently 
improved by fitting the resulting -  curves to the measured curves. The knowl-
edge on some layers is so good that the derived profile even delivers physical 
models of the film. As an example, the ratio of amorphous to microcrystalline 
fractions can be determined during growth of amorphous films. The surface 
roughness of the substrate can be determined, and the transition layers between 
substrate and film or between the films can be resolved to within Ångströms. 

In spectroscopic ellipsometry, the components of the dielectric function  rather 
than  and  are plotted. The transformation of  and  to  is given by 
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An example of the dielectric function ( 2) depending on the crystalline state of Si 
is shown in Fig. 4.37. An evaluation of the dielectric function and the transfor-
mation to a layer model is depicted in Fig. 4.38. 

Profilometer

A thin film, whose thickness is to be measured, is grown on a substrate. Therefore, 
the sample is partly covered with wax or photoresist so that a sharp edge between 
the covered and untreated surface is given. The untreated surface is etched in acid, 
which removes the film but does not attack the substrate (selective etching). Con-
sequently, the edge deepens in the sample. Now, the cover (wax) is removed. The 
edge’s depth is measured with a needle, which is moved across the edge and 
which is sensitive to changes in the surface. (Fig. 4.39). 

The vertical position of the needle is checked with a piezoconverter (with step 
heights larger than 2 nm) or an inductive converter (with step heights larger than 
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some micrometers). These machines are called Talysurf or Talystep. An example 
of a measurement is shown in Fig. 4.40. When small edge differences are to be 
measured, the major difficulty in the handling of the device is the leveling of the 
unetched surface serving as measuring reference. If this plane and the needle’s 
path do not correspond, the noise during the high measurement amplification will 
prevent a reasonable determination of the height. In the meantime, however, self-
adjusting versions are available. 

Scanning Tunneling Microscopy (STM), Atomic Force Microscopy 
(AFM) 

STM. The surface of a conducting material is covered with an electron 
cloud, whose density reduces with increasing distance from the surface. 

Fig. 4.37    Dielectric functions for amorphous, polycrystalline, and  
monocrystalline Si [72] 

Fig. 4.38    Layer sequence derived from spectroscopic ellipsometry [72] 
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If a metal tip is within a close distance to this surface, a current flows 
between the tip and the surface. The current flow begins from a distance 
of about 1 nm, and it decreases by a factor of 10 for every reduction of 
0.1 nm in the distance. This phenomenon can be used for an x-y presen-
tation of the roughness. When moving the tip laterally, a constant current 
is maintained by following the distance of the tip. The necessary adjust-
ment is a measure of the roughness. The fitting is done with piezoelectric 
actors. These piezoelements can displace the tip with a minimum incre-
ment of 10 7 mm / V.
AFM. Basically, this system consists of a cantilever with a tip, a devia-
tion sensor, a piezoactor, and a feedback control (Fig. 4.41). If the tip is 
within a small distance to the surface, an atomic force develops between 
the tip and the surface so that the cantilever is bent upwards. A regulator 
keeps a constant force to the surface of the sample. The input signal for 
the regulator is laser light, which is reflected by the cantilever and which 
is sensitive to its position. 

Fig. 4.39    Thickness measurement with a needle 

Fig. 4.40    Measuring an edge with an inductive needle [73]. Quartz deposition on glass 
substrate. Test ridges are produced by removing the mask. Vertical magnification 1,000,000 
fold, one small division represents 2 nm. Horizontal magnification 200fold, one small 
division represents 0.025 mm. Thickness of the deposited layer (mean value) approximately 
26 nm (25.9 mm on the diagram) 
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Two images of the surfaces of CVD diamond films after thermochemical pol-
ishing (Fig. 4.42) are shown as examples of such a measurement. With AFM it is 
possible to determine a surface roughness in the nanometer range. 

4.2.2 Crystallinity 

The crystalline state of a material is best investigated with a diffraction experiment 
(Fig. 4.43). A monochromatic x-ray or electron beam impinging on a crystal with 
the three primitive axes a , b , and c  is assumed. An electron beam of energy E
can be considered as a wave with the wavelength 

[eV]
12Å][

E
. (4.25) 

The wave vector of the incoming wave is k  with k = 2 / . The wave vector 'k
of the scattered wave has the same wavelength .

The phase difference between the incoming beam serving as a reference and the 
outgoing beam is 

akakak )'( . (4.26) 

Now, all scattered amplitudes from every lattice point must be added together. The 
vector a  is generalized to a vector 

cobnam . (4.27) 

The total amplitude is proportional to 
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Fig. 4.41    Atomic force microscope (schematic) [74] 
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The intensity, I, of the scattered beam is proportional to |A2|. Every sum of the 
right hand side of Eq. 4.28 can be written in the form 
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In order to get the total intensity, we multiply Eq. 4.29 (and the other two sums) 
by their conjugate complexes. This delivers 

 (a) (b)

Fig. 4.42    (a) SEM images of an as-grown CVD diamond film of optical grade—average 
surface roughness of 30 µm (profilometer measurement), (b) AFM image of the same 
surface after thermochemical polishing—average surface roughness of 1.3 nm [75] 

Fig. 4.43    Scattering of a plane wave through a crystal consisting of M 3 atoms 
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]2/)[(sin
]2/)([sin

2

2

1 ka
kaMI . (4.30) 

The graph of Eq. 4.30 is a curve with sharp maxima (“lines”). The maxima occur 
for

qka 2  (4.31a) 

where q is an integer. This is one of Laue’s equations. The other two are 

rkb 2  and (4.31b)

skc 2 . (4.31c) 

The curve sketching of Eq. 4.31a shows, for instance, that the maximum height for 
I1 is M 2, while the width is  2 / M. I1 is proportional to its height ( M 2)
times its width (  1 / M), i.e., proportional to M. Thus, the intensity of the central 
reflex, I, is proportional to M 3 in three dimensions. 

We define a new set of vectors A , B , C , which satisfy the relations 
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If these vectors are additionally normalized in the form 
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then every vector 

CsBrAqk  (4.34) 

with integer numbers q, r, and s is a solution of the Laue equations. The vectors 
A , B , C  define the fundamental vectors of the reciprocal lattice. 

It should be noted that only the contribution of the lattice structure to the dif-
fraction pattern has been regarded up to now. Of course, the so-called atomic 
scattering factors must be considered for the calculation of the expected intensi-
ties, i.e., the scattering ability per atom. If two sources of irradiation are compared 
regarding the investigation of thin films, it turns out that a thin film of a few na-
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nometers diffracts an electron beam so that useful information can be obtained 
while the same film is not suitable for x-ray diffraction. 

X-ray diffraction (XRD). There are several ways to utilize the Laue equations. 
One of them is white light irradiation, i.e., a broad x-ray spectrum is illuminated 
on the crystal to be examined. The crystal (or rather all sets of lattice planes) inter-
acts with the light of the wavelength (i.e., k ) that fulfills the Laue equations. 

This method offers some advantages such as a quick determination of the crys-
tal symmetry and orientation. As a disadvantage, the lattice constant cannot be 
determined. 

Vice versa, a monochromatic beam can be used, which is exposed on the pow-
der of a crystal to be examined. Therefore, there is always a great number of 
crystallites (powder grains) in the correct orientation for a given wavelength so 
that the Laue equations are fulfilled again. The important information is the inten-
sity as a function of the diffraction angle. 

For crystalline materials, the wafer is usually rotated (e.g., by an angle ). Si-
multaneously, the detector is rotated by an angle 2  (Bragg-Brentano diffracto-
meter). 

An efficient version of XRD is x-ray topography. The fundamental idea con-
sists of aligning the crystal which to be examined in such a way that a reflection is 
measured under a certain angle. A perfect crystal should maintain the diffraction 
intensity if the beam (or rather the crystal) is shifted laterally. Every imperfection 
of the crystal violates the diffraction equations. Usually, the structure is created in 
such a way that a first reference crystal is carefully adjusted so that a sharp mono-
chromatic beam is produced. This one is in turn directed toward the crystal, which 
should be measured, shifted perpendicularly to the beam. An example is given in 
Fig. 4.44. 

Additionally, the system can be improved by “rocking” the crystal perpendicu-
larly to the plane of incidence (Fig. 4.45). As an advantage of this rocking setup, 
extremely small deviations in the lattice constant can be picked up. If, for instance, 
heteroepitaxial films are deposited, two (a doublet line) instead of only one signals 
are sometimes found. This means that the film still differs from the substrate. 

Fig. 4.44    (a) Wafer before heat treatment and (b) after formation of dislocations by 
oxidation at 1200 °C. Examined with x-ray topography [76] 

(a) (b) 
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Electron diffraction is performed in vacuum with a monoenergy beam and sta-
tionary samples. 

In a first version known as low energy electron diffraction (LEED), voltages 
between 10 V and 1 kV are used. The diffracted electrons are observed in reflec-
tion with a fluorescent screen (Fig. 4.46). In order to avoid wrong signals due to 
surface impurities, the vacuum must be maintained under 10 9 Pa. LEED is used 
in order to measure the so-called surface reconstruction, i.e., the termination of a 

Fig. 4.45    X-ray topography with a rocking setup [77] 

Fig. 4.46    Electron diffraction at low energy (schematic) [78] 
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surface by a new type of lattice (“superlattice”). A typical LEED pattern is shown 
in Fig. 4.47. 

 (a) (b) (c)

 (d) (e) (f)

(g) (h) 

Fig. 4.47    LEED patterns showing the effect of oxygen on the epitaxy of copper on a tung-
sten (110) surface. (a) Clean tungsten, (b) half a mono layer of oxygen on the tungsten, (c) 
two mono layers of copper—note the appearance of poorly oriented diffraction spots in the 
outer copper layer, (d) ten layers of copper, (e) heating to 300 °C for 5 min (resulting in 
some improvement of the orientation and in the reappearance of the tungsten beams), (f) 
heating to 550 °C for 15 min, (g) heating to 850 °C for 1 min (tungsten oxide as evidenced 
by the diagonal rows of beams about the tungsten beam position, (h) heating to 1050 °C for 
1 min and returning to half a monolayer of oxygen on the tungsten [79] 
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Another well-known version is the reflection high-energy electron diffraction 
(RHEED) as depicted in Fig. 4.48. 

Applied energies range from 10 to 100 keV. In order to avoid the penetration of 
these high-energy electrons into the lower-lying substrates, the operation is done 
under narrow glancing angles. RHEED is often used for in-situ monitoring of the 
growth of an epitaxial film (see the section on epitaxy). An example of an RHEED 
measurement is shown in Fig. 4.49. 

4.2.3 Chemical Composition 

Secondary ion mass spectroscopy (SIMS) is usually done to detect impurities and 
their profiles in solid states (Fig. 4.50, [82]). 

Fig. 4.48    Reflection high-energy electron diffraction (schematic) [80] 

 (a) (b)

Fig. 4.49    RHEED pattern: (00.1) Cu2S overgrowth on (111) Cu. (a) [ 011 ] Cu azimuth 
showing a weak [12.0] pattern of (00.1) Cu2S, (b) [ 112 ] Cu azimuth showing a weak 
[10.0] pattern of (00.1) Cu2S [81] 
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Primary ions (PI) from the ion source (IS) are accelerated to the sample (SP) in 
order to knock atoms off the surface. This process is called sputtering or ion mill-
ing. Some of the sputtered ions are electrically accelerated; they can be pulled out 
to a mass spectrometer (MS) where they are analyzed. 

Essentially, SIMS can be operated in two ways: (i) The composition of the wa-
fer (more precisely, that of the surface zone) is determined by the analysis of the 
secondary ions. This is done with the mass spectrometer (Fig. 4.51). (ii) If the 
spectrometer is set to depths at a fixed mass, the measured intensity vs. sputtering 
time is a measure of the impurity density vs. depth. Calibrated samples are used 
for the transformation of the ion signal (current from a signal processor) into an 
ion density. Similarly, the removal rate must be known for the transformation of 
the sputtering time into a depth. 

The great advantage of the method is the possibility to measure all elements 
(even those in interstitial positions) and the high detection sensitivity of between 
1015 and 1018 cm 3, depending on the element. To obtain a constant atomization 
rate, it is necessary to use a stable ion gun. The atomization can be achieved either 
by a finely focused beam, which can be scanned on the surface to be analyzed, or 
by a beam with a constant current density distribution throughout the radius. In the 
first case, one has additionally the possibility to record an “ion image” by syn-
chronizing the deflecting plates with an oscilloscope. 

The ionization rate strongly depends on the gas coverage on the sample. In par-
ticular, oxygen can increase the ionization rate up to a factor of 100. Therefore, 
sputtering is done with oxygen in some systems. If not, there is always a starting 
effect always, i.e., an apparently higher foreign atom concentration on the surface 
due to the unavoidable oxygen allocation. 

Fig. 4.50    Schematic representation of a SIMS system: PI: primary ions, IS: ion source, 
BL: beam forming lens, MF: mass filter, DP: deflection plate, FL: focusing lens, SP: sam-
ple, SI: secondary ions, TO: transfer optics, EF: energy filter, MS: mass spectrometer, ID: 
secondary ion detector, VP: vacuum pumps 
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Fig. 4.51    Mass spectrum of a Cr layer of 50 nm thickness on Cu substrate, detected by 
SIMS [83] 
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Fig. 4.52    Hydrogen and oxygen profiles after hydrogen implantation in Cz silicon [84] 

Noble gases are used as primary ions. The selection of the primary energy is a 
compromise. On the one hand, it must be large enough for a sufficient sputtering 
yield. On the other hand, a too high energy simply causes ion implantation and a 
small sputtering yield. Typical SIMS energies range from 5 to 10 keV. The prob-
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lems of the procedure are the adjustment of constant sputtering rates, of plane 
surfaces, and of signals unimpaired by noise. Two examples of the possibilities of 
SIMS are shown below. 

In the first example (Fig. 4.52), an oxygen-rich Cz wafer is implanted with hy-
drogen and annealed in hydrogen for 15 to 240 min. The depth profiles of water 
and oxygen, recorded simultaneously, reveals hydrogen to work as a getter center 
for oxygen. After 120 min the original hydrogen is almost evenly distributed, 
while the oxygen maintains its sharp profile. 

The second example (Fig. 4.53) proves the feasibility of nanolayers by ion im-
plantation. Conventional boron implantation with an energy of 500 eV and plas-
ma-assisted diborane implantation with an energy of 350 eV are done. Activation 
occurs with rapid thermal annealing in order to prevent the widening of the origi-
nal Gaussian curve or outdiffusion. 

A similar profiling procedure is based on the Auger electron emission. Again, 
sputtering is applied in order to drive through the depth of the layer. However, the 
signal is now gained by a process that is schematically shown in Fig. 4.54. 

An incoming x-ray quantum or a high-energy electron removes an electron 
from the inner shell (step 1). The deficiency is compensated by an electron from 
an outer shell (step 2), as shown in the center section of the figure. In a third step, 
a part of the free energy is transferred to another electron of the outermost shell 
that gains the remainder as kinetic energy (alternatively, an x-ray quantum can be 
emitted, right part of Fig. 4.54). The energy in step 2 is the difference of discrete 
energies, the ionization energy in step 3 is a discrete energy. Therefore, the re-
maining kinetic energy is likewise a discrete energy. All discrete energies are 
specific for the respective atoms in whose shell the processes happen. Thus, the 
kinetic energy identifies the material under investigation like a fingerprint (the 
same applies to the emitted x-ray quanta). A typical Auger electron spectrum is 
depicted in Fig. 4.55. 

Since the Auger lines are put on a rather broad background, they are detected 
more easily by differentiating the energy distribution N(E). Therefore, the ordinate 
of the usual Auger spectrum is converted to the function dN / dE. Electronic dif-

Fig. 4.53    SIMS depth profiles of boron [85] 
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ferentiation can easily be done with velocity analyzers superimposing a small 
alternating voltage to the energy-selecting dc voltage and with synchronously 
recording the output of the electron multiplier. The line height of the Auger signal 
is usually proportional to the surface concentration of the element causing the 
Auger electrons. 

Contrary to SIMS, Auger electron spectroscopy (AES) can verify the binding 
state of the material under investigation. The reason is the weak influence of the 
binding configuration and the neighboring atomic positions on the shell energies. 
This effect is called chemical shift. 

Auger measurements can be performed during a sputtering process. The Auger 
signal of a selected element is measured as a function of the depth. The procedure 
is similar to SIMS measurement (additionally, the exciting electrons or x-rays can 
be replaced by sputtering ions. This is called AES ion excitation). An example of 
such a deep measurement is Ta deposited on polycrystalline Si (Fig. 4.56). When 
using such a combination, one is interested in the cleanliness of the deposition 
(i.e., the incorporation of impurity atoms) and in the subsequent chemical reac-
tions between the materials. 

4.2.4 Doping Properties 

Doping Type 

The Seebeck effect, also known as thermoelectric effect, can be used to determine 
the doping type. Two metal contacts, for example needle tips, are mounted on the 

Fig. 4.54    Auger emission process [86] 
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semiconductor. One of the two needles is heated up. With an n-type doping, a 
positive voltage (and a negative voltage with a p-type doping) is measured at the 
hot needle relative to the cold needle. 

Fig. 4.55    Auger spectrum of InAs [87] 

Fig. 4.56    Ta, Si, and O profiles of a TaSi2 film on Si by means of AES [88]
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Doping Level, Conductivity, Mobility 

In this section, the terms carrier density and doping level are used without distinc-
tion since silicon, the most important material to us, is in saturation at room tem-
perature, i.e., each doping atom contributes one free charge carrier. 

Ideally, the semiconductor represents a cuboid with the edge lengths a, b, and c
(Fig. 4.57). Two opposite surfaces are brought in contact by evaporation or coat-
ing with a conductive paste. The metal must ensure an ohmic contact. No electric 
rectifying effects or other current-voltage non-linearities may occur. The applied 
voltage, V, and the subsequent current, I, are measured. The two measured values 
are converted into the current density j, j = I / (a c), and the electric field E,
E = V / b. From j = E, the conductivity, , results. The doping level, ND or NA, is 
obtained from an experimentally acquired reference table (ND or NA vs. ). A 
direct measurement of the doping level will be shown below. 

But technically, a semiconductor is mostly available as a round disk or a rec-
tangular chip with a thickness of some 100 µm. In this case, the four-probe meas-
urement can be conveniently used (Fig. 4.58). Four parallel needles at a distance 
of 0.635 mm from each other are mounted on the semiconductor. A current, I, is 
fed through the outer needles resulting in a voltage drop in the semiconductor. The 

Fig. 4.57    Determination of the conductivity 

Fig. 4.58    Four-probe measurement (not to scale). If the current feed is also put on the 
inner needles, a two-probe measurement is performed. 
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voltage between the inner needles, V, is measured with a high-ohmic voltmeter. 
The quotient V / I is a direct measure of the specific resistance of the semiconduc-
tor, . The correction factor between V / I and  must be determined by the poten-
tial theory or by comparative measurements. The current and voltage distributions 
and thus the correction factor depend closely on the distance of the measuring 
needles and the radius of the disk. For a disk with an infinite radius, the correction 
factor is 4.53, so that the surface resistance R� = 4.53V / I, and the resistivity 

 = R� d (with a disk thickness d). As an advantage of this procedure, neither the 
contacts nor any resistances falsify the measurement. 

In some cases (e.g., when measuring an inhomogeneous doping process), one 
has to give up the advantages of the four-probe measurement, and the two-probe 
measurement is applied. Here, the feed current and the applied voltage are meas-
ured in only one pair of points. A correction factor between V / I and  is also 
needed. The pros and cons of the two-point measurement are described in the 
section on the measurement of impurity concentration profiles. 

As stated earlier, the doping values can also be determined from the specific 
conductivity. In a simplified physical consideration, each doping atom contributes 
exactly one electron to the increase of the electron density, n, which leads to an 
increase of the conductivity because 

nq  (4.35) 

(q is the electron charge, µ the mobility). 
The question of which conductivity is obtained with a certain doping (or which 

measured conductivity corresponds to which doping) can be best answered from 
experience. The conductivities of several samples of different dopings have been 
measured, and the curves of vs. ND and vs. NA have subsequently been plotted. 
(for historical reasons, the specific resistance  is plotted instead of the conductiv-
ity). ND and NA are the doping densities for electron and hole doping. These curves 
are called Irvin curves. A representation is depicted in Fig. 4.59 [89]. 

It should be clear that a current-voltage measurement delivers only the product 
of the charge carrier density n (or p) and the mobility of the electrons (or holes) 
when considering Eq. 4.35. To separate the product, a second equation (second 
measurement) is necessary: the Hall experiment. Basically, let us assume the par-
allelepiped sample shown in Fig. 4.57. However, a magnetic induction B is ap-
plied to the sample in a direction perpendicular to the current flow (Fig. 4.60). 

As a result of the Lorentz force 

BvqFL , (4.36) 

the charge carriers are deflected from their straight-line course between the elec-
trodes. The direction of the Lorentz force is perpendicular to the current and origi-
nal path (giben by v) and also perpendicular to the field direction (B). The charge 
carriers are collected on a cuboid surface, whose normal is perpendicular to I (or 
v) and to B. At the same time, a backward force 

He EqF  (4.37) 
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develops due to an electric field caused by the accumulation of the electrons on 
the cuboid’s surface (this field must not be mistaken with the field causing the 
current I). In the stationary case, the forces are equal so that q v B = q EH, or after 
multiplying by the electron density n:

HEnqBvnq )( . (4.38) 

The product q n v represents the current density. The term RH determined from 
the measurements is known as the Hall constant: 

nqBj
ER H

H
1 . (4.39) 

The electron density n (the hole density p for a hole semiconductor) is obtained 
from this term. From the sign of the Hall constant, the information whether elec-
trons or holes are present is obtained. 

This procedure can be extended to a simultaneous measurement of the resistiv-
ity  and the Hall mobility µH. The four contacts A, B, C, and D are mounted on 

Fig. 4.59    Specific resistance as a function of the doping 

Fig. 4.60    Experimental setup of the Hall effect (schematic) 
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the edge of a thin sample that can have an arbitrary form (Fig. 4.61). The resis-
tance RAB,CD is defined as the quotient of the potential drop VD VC and the feed 
current between the contacts A and B causing the voltage drop. The resistance 
RBC, DA is defined analogously. The resistivity 
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The factor f is obtained from the implicit equation 
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The Hall mobility is determined by measuring the change in the resistance RBD,AC
by an applied magnetic field: 

BDAC
H

R
B
d , . (4.42) 

The method described above is named after van der Pauw [90]. 
Another way of determining the doping level is the use of an MOS diode. A 

typical cross section of such a device has already been shown in Fig. 4.27. A bias 
is applied between the two metal contacts, and an alternating voltage modulation 
(usually 25 mV) is superimposed on it. In our case, an alternating voltage fre-
quency of 1 MHz is used. The modulation is employed in order to measure the 
small signal capacitance. This is repeated for all bias values, for instance, between 
+10 to 10 V, so that a capacitance-voltage curve can be plotted (Fig. 4.62). 

The minimum/maximum capacitance ratio Cmin / Cmax (also marked with 
Cinv / Cox) is determined by the oxide thickness and, more importantly, by the dop-
ing level. With known oxide thickness, this relation can be calculated and pre-

Fig. 4.61    Measurement setup according to van der Pauw [90] 
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sented in the form of a nomograph with the oxide thickness as an additional pa-
rameter (Fig. 4.63). The determination of the oxide thickness dox is discussed in 
Sect. 4.2.1. 

Doping Profile 

In some cases, a doping results, whose value changes with the depth into the semi-
conductor, i.e., a profile (for instance, after diffusion, implantation or oxidation). 
Important measuring methods are: 

Fig. 4.62    High frequency C-V curve in equilibrium (n-type semiconductor) 

Fig. 4.63    Nomograph for the determination of doping from the ratio Cmin / Cmax [91] 
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(i) Beveling and two-probe measurement. In the first step, a probe tip is 
mounted on the surface of a semiconductor; the lower surface of the semicon-
ductor is grounded (Fig. 4.64). The theory shows that the applied potential of the 
needle drops about to zero in the semiconductor within a length of approximately 
three spherical radii of the needle tip. Thus, the resistance between needle and 
back side is determined only by the resistance within three spherical radii or the 
doping in this volume. But often there is a high impedance layer, a p-n junction, or 
an oxide within the semiconductor or on its backside. In this case, the hemispheri-
cal potential distribution is violated. Thus, a second needle is usually mounted on 
the semiconductor surface as counter electrode in a second step. Here, almost half 
of the applied potential drops symmetrically within three radii (please note the 
relation to the four-point measurement: the two-points can be compared to the 
outer needles of the four-point measurement. Thus, the two additional points of 
the four-point measurement brought in between detect only a small fraction of the 
potential applied on the outer points). 

When performing a profile measurement, that means: the sample, which has 
been implanted, diffused, etc., is cut into chips and beveled in a third step (Fig. 
4.65). The beveling angle depends on the depth profile; typical values are between 
0.5° and 10°. The two points are placed on the beveled surface parallel to the 
beveled edge, and the local resistance is measured. Afterwards, the two needles 
are moved over the beveled surface and the measurement is repeated. The meas-
urement path along the beveled surface is converted into the depth in the semicon-
ductor (this requires the exact knowledge of the beveling angle). The counting 
begins from the edge of the beveled surface. In this way, the local resistance is 
determined as a function of the depth of the semiconductor. The resistance can 
again be transformed into the doping density using calibration curves. A coverage 
of the surface with an oxide (as in the case of an MOS structure) is helpful for the 
determination of the beveled edge since in this case, a clear jump in the resistance 
occurs. An example of such a measurement (a buried boron layer in n-type silicon) 
is presented in Fig. 4.65. 

(ii) MOS profile measurement. The MOS capacitance is the result of a series 
circuit of the oxide capacitance Cox and the space charge capacitance of the semi-
conductor Csc (Fig. 4.66). 

Fig. 4.64    One and two probe measurements
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Fig. 4.65    Bevel of an n-type sample implanted with 56 MeV boron and the related resis-
tivity profile. The boron has been activated in nitrogen atmosphere for 30 minutes at 800 °C 
[92]. 

Fig. 4.66    High frequency MOS equivalent circuit (simplified) and voltage definitions 
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In the following, let us only consider the transition zone of the C-V curve, 
which is rising strictly monotonously (Fig. 4.61), or more precisely, only the sec-
tion under the so-called flat band point. From these capacitances measured in high 
frequency Chf,, the oxide capacitance is subtracted by applying the series circuit. 
Thus, the space charge capacitance remains. The latter delivers the position where 
the doping is measured (where Si = 1.04 10 12 F / cm): 

sc

Si

C
Ax . (4.43) 

On the contrary, the space charge capacitance can be calculated from Poisson’s 
equation. Let  be the partial voltage (from the total applied voltage) that drops 
over the space charge zone in the silicon. The integration of Poisson’s equation 
(first with a constant doping) 
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together with Eq. 4.43 delivers: 
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If N is dependent on x and hence on , Eq. 4.45 must be written in differential 
form. The solution for N yields 
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The sign results from the sign of the doping charge. The calculation of the par-
tial voltage  from the applied voltage V is not trivial. The usual way consists of 
calculating Csc vs.  with the doping as a parameter and subsequently Chf vs. V. A 
slight adjustment for high frequency has to be done, and the free charge carriers 
must be considered. From the adjustment of the measured values, vs. V is ob-
tained. Another procedure circumvents this calculation and the adjustment, but it 
requires the additional measurement of the low frequency capacity Clf vs. V. Thus, 
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(iii) Rutherford backscattering (RBS). This procedure is shown in Fig. 4.67. 
First, let us assume an undoped crystal that is exposed to a helium beam (some-
times also a hydrogen beam). The beam is produced by an accelerator. All parti-
cles have the same energy E0 (usually 1 MeV). The sample is aligned in such a 
way that the particles arrive toward a so-called low-indexed channel axis. In this 
case, the crystal appears to the particle as consisting of channel tubes and thus, to 
a large extent, it appears hollow (for a better understanding, please consider a 
crystal model). Thus, 95 % of the incoming beam can penetrate into the channels, 
while only 5 % hit the walls of the channels. A small fraction of it is scattered in 
the direction of a particle detector that is set up to the surface in a direction differ-
ent from that of the beam. 

The detector is energy-dispersive. Thus, it can distinguish the backscattered He 
particles according to their energy. Since all detected particles are scattered under 
the same angle and with identical conditions (masses, energies), they have lost the 
same energy during impact on the surface. Ideally, they all should have the same 
kinetic energy in the backscattering spectrum. If the near-surface of the crystal is 
doped, He atoms that already penetrated the channels of the crystal can be scat-
tered again toward the detector on impact with the doping atoms. In particular, this 
applies to doping atoms that are inserted in interstitial sites, but large—in relation 
to host lattice atoms—doping atoms inserted in lattice sites also scatter the He 
beam quite well. On its way in the crystal, the He atom has given off energy. The 
deeper the scattering position, the smaller the energy that is registered in the de-
tector. From this remaining kinetic energy, the position of the scattering atom can 
be calculated by the loss of energy per distance. The more doping atoms at this 
position, the higher the number of particles assigned to this kinetic energy. Thus, 
the backscattering spectrum is a representation of the profile. It must only be read 
backwards. Thus, a small energy means a deep position of the doping atoms (Fig. 
4.68).

Fig. 4.67    Rutherford backscattering (schematic) 
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Fig. 4.68    Backscattering spectra: (a) Irradiation of the crystal in a random direction (no 
channeling), (b) irradiation of an implanted crystal in a channel direction, (c) irradiation of 
a non-implanted crystal in a channel direction. The energy E0 E1 is the recoil energy of a 
Si surface atom. 

The results of an RBS measurement of an Au-Ni-Au layer sequence on a sili-
con substrate (Fig. 4.69) are shown in Fig. 4.70. 

It should be considered how well the Ni layer of 15 nm thickness is detected. 
As a result of the impact laws, it is apparent that RBS is particularly sensitive to 
heavy ions. 

4.2.5 Optical Properties 

Interference colors of thin layers. A first estimate of the thickness of a thin trans-
parent layer deposited on an opaque substrate is obtained based on its color. 
Therefore, color charts have been developed for the most important cases, SiO2
and Si3N4 [94–96] (Tables 4.3. and 4.4). 

Fig. 4.69    Used layer sequence for an RBS measurement [93]. The lower Au layer of 
40.5 nm might rather be labeled with Au-Ge, cf. Fig. 4.70. 
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Fig. 4.70    RBS spectrum for the layer sequence of Fig. 4.69 [93]. The broad curve be-
tween the channels 360 and 410 reflects the uppermost Au layer (153.8 nm), the Gaussian-
like curve around channel 350 the intermediate Ni layer (16.5 nm). The layer underneath 
consists of a homogeneous Au/Ge alloy (40.5 nm), it appears as a double peak (channel 290 
and 300) since Au and Ge have different recoil energies. The primary energy of the He2+

probe beam is 2 MeV. 

Table 4.3    Colors of SiO2

Film thickness, 
µm

Color Film thickness,
µm

Color

0.05 Tan 0.63 Violet-red 
0.07 Brown 0.68 “Bluish” (not blue, but 

border line between violet 
and blue green. It appears 
more like a mixture 
between violet-red and 
blue-green and over-all 
looks grayish. 

0.10 Dark violet to red violet 0.72 Blue-green to green (quite 
broad)

0.12  Royal blue 0.77 “Yellowish” 
0.15 Light blue to metallic blue 0.80 Orange (rather broad for 

orange)
0.17 Metallic to very light 

yellow-green 
0.82 Salmon 

0.20 Light gold or yellow- 
slightly metallic 

0.85 Dull light-red-violet 

0.22 Gold with slight yellow-
orange

0.86 Violet 

0.25 Orange to melon colored 
(dark pink) 

0.87 Blue-violet 
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Table 4.3 (cont’d)    Colors of SiO2

Film thickness, 
µm

Color Film thickness,
µm

Color

0.27 Red-violet 0.89 Blue 
0.30 Blue to violet-blue 0.92 Blue-green 
0.31 Blue 0.95 Dull yellow-green 
0.32 Blue to blue-green 0.97 Yellow to “yellowish” 
0.34 Light green 0.99 Orange 
0.35 Green to yellow-green 1.00 Carnation pink 
0.36 Yellow-green 1.02 Violet-red 
0.37 Green-yellow 1.05 Red-violet 
0.39 Yellow 1.06 Violet 
0.41 Light orange 1.07 Blue-violet 
0.42 Carnation pink 1.10 Green 
0.44 Violet-red 1.11 Yellow-green 
0.46 Red-violet 1.12 Green 
0.47 Violet 1.18 Violet 
0.48 Blue-violet 1.19 Red-violet 
0.49 Blue 1.21 Violet-red 
0.50 Blue-green 1.24 Carnation pink to Salmon  
0.52 Green (broad) 1.25 Orange 
0.54 Yellow-green 1.28 “Yellowish” 
0.56 Green-yellow 1.32 Sky blue to green-blue 
0.57 Yellow to “yellowish” (not 

yellow but is in a position 
where yellow is to be 
expected. At times it 
appears to be light creamy 
grey or metallic) 

1.40 Orange 

0.58 Light-orange or yellow to 
pink borderline 

1.45 Violet 

0.60 Carnation pink 1.46 Blue-violet 

Table 4.4    Colors of Si3N4

Film thickness, 
µm

Color Film thickness,
µm

Color

0.01 Very light brown 0.095 Light blue 
0.077 Average brown 0.105 Very light blue 
0.025 Brown 0.115 Light blue-brownish 
0.034 Brown-pink 0.125 Light brown-yellow 
0.035 Pink-lila 0.135 Very light yellow 
0.043 Intensive lila 0.145 Light yellow 
0.0525 Intensive dark-blue 0.155 Light to middle yellow 
0.06 Dark-blue 0.165 Average yellow 
0.069 Average blue 0.175 Intensive yellow 
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Reflection, absorption, transmission, and refractive index are measured with 
optical standard devices (e.g., Xe high-pressure lamps, laser, monochromators, 
spectroscopic ellipsometers). Other systems are developed for Raman, cathodolu-
minescence, photoluminescence, and electroluminescence measurements. An ex-
ample of the result of an absorption measurement is given in Fig. 4.71. The steep 
fall around 1.1 µm reflects the Si gap of 1.12 eV. 

Fourier transform infrared spectroscopy (FTIR). FTIR belongs to the para-
graph about transmission/reflection measurements. However, it has become so 
important that it merits special discussion. For this purpose, let us return to the 
Michelson interferometer of Fig. 4.28. A mirror M1, which is moved forwards and 
backwards (variation of L1) parallel to its perpendicular, is assumed. The mirror 
M2 is positioned at a fixed distance L2. The thickness of the balance disk and the 
beam splitter is neglected. The sample is held between the beam splitter and 
detector. For simplification a monochromatic light source of the wavelength  and 
the frequency f = c / is assumed. 

Constructive interference results if L1 equals L2 (the distance between beam 
splitters and mirror M1). If L1 and L2, however, differ about a quarter of a wave-
length ( / 4), the path difference is / 2, and destructive interference occurs. Dur-
ing the movement of the mirror M1, an interference pattern of the intensity I(x) is 
observed behind the sample: 

c
2cos1)()( fxfBxI . (4.49) 

)( fB  is the product of the light source and the transmission of the sample. The 
monochromatic light is now replaced with light having a spectral distribution. 
Then the intensity is modified to 

Fig. 4.71    Absorption coefficient of Si at 300 °C vs. wavelength [97] 
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'd'2cos1)'()( f
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On the contrary, )( fB  is deduced from the measured intensity by reverse trans-
formation. 
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where

f

ffBI 'd)'(0 . (4.52) 

In order to convert )( fB  back to transmission, it must be corrected by the con-
tribution of the light source. This can be done with the measurement of the inter-
ference pattern without a sample. At the same time, this procedure eliminates the 
effects that originate from the atmosphere. 

Electron beam induced current (EBIC) and light beam induced current (LBIC).
A total surface p-n junction, for instance, a solar cell with a thin emitter, is as-
sumed. The junction is reversed biased for EBIC and short-circuited for LBIC. If 
an electron beam or a light beam impinges on the junction, the device works as a 
photodetector (EBIC) or as a solar cell (LBIC). Since the beams are closely bun-
dled compared to the wafer diameter, the measured current can be regarded as a 
measure of the lateral homogeneity of the junction. When scanning the beam in x
and y-directions, an image of the wafer is obtained. Figure 4.72 is an example of 

Fig. 4.72    LBIC on a multicrystalline wafer 
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the image of a multi-crystalline wafer [98]. The grain boundary is clearly visible 
as a valley. 

The Makyoh concept. A magic mirror, which the Japanese called Makyoh, is 
based on this concept. If one directly looks upon this mirror nothing can be ob-
served. When sunlight is reflected from its front onto a wall, however, the image 
of a feature appears on that wall. This feature is engraved on the mirror’s back 
(Fig. 4.73). 

Visible light is bundled parallelly and directed on the wafer surface to be meas-
ured. There, it is reflected and subsequently detected with a CCD camera (Fig. 
4.73a). It should be noted that the wafer is held at a certain distance so that the 
reflected image is outside of the image plane. This shows the latent picture (in our 
case, a concavity). Concavities appear bright, convexities dark (Fig. 4.73b). Some 
examples are shown in Fig. 4.74. 

Fig. 4.73    Makyoh reflection: (a) Experimental system, (b) principle of reflection [99] 

(a) (b) (c) 

Fig. 4.74    Optical inspection of wafer surfaces. (a) Defect-free wafer, (b) wafer with hills 
and saw marks, (c) wafer with warpage and local waves after As implantation [99] 
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4.3 Applications of Nanolayers 

Among the three nanostructures nanodefects, nanolayers and nanoparticle, the 
nanolayers have found the most widespread applications. They are mostly used for 
electronic or protective purposes: 

MOS gate oxide 
Field oxide 
SOI oxide 
Amorphous layers for heterojunction solar cells, TFTs, optical sensors 
MOS channels 
Counter-doped Si layers for p-n junctions, transistors 
Recrystallized layers on dielectrics for device production 
Oxide as implantation and diffusion masks 
Oxide for the photolithography 
Silicides or metals for connections 
Epitaxial layers for transistors, laser, quantum detectors 
ITO for anti-reflection and charge collection in solar cells 
Back side surface field (BSF) layers in solar cells 
Metal layers for glasses, lenses, beam splitters, interferometers 
Anti-corrosion and passive layers 

This enumeration is by no means complete, and each item can be subdivided 
into numerous applications. For instance, counter-doped layers produced by ion 
implantation are used for MOS source and drain, CMOS wells, isolation in inte-
grated circuits, buried channel CCDs, layers for the suppression of blooming in 
the CCD, emitter for solar cells, etc. The number of applications in corrosion and 
metallization is vast as well. Epitaxial layers enable the production of high fre-
quency, opto-electronic, and quantum layer devices. 

4.4 Evaluation and Future Prospects 

Historically, the development of thin layers began early and has prospered greatly. 
Nevertheless, it is afflicted with some problems which will have to be dealt with 
in future research. In the following, some examples are briefly described: 

(i) The scaling and reduction of all geometrical sizes of electronic devices has 
also lead to the application of thinner gate oxide. It has to be considered, though, 
that a substantial aspect of gate oxide based MOS technique is based on its high 
isolation ability. However, when thickness falls short of 4 nm, tunneling currents 
removing the blocking capability come into action. The only remedy so far con-
sists of accepting these tunneling currents and simply refreshing the signals. So far 
it is an unsettled question whether more stable dielectrics can be developed. 

(ii) The same question refers to the operability of image-delivering CCD de-
vices on the basis of isolation oxides. In this case the signal (the accumulated 
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charge) can flow over the oxide as tunneling current. Thus, apparently the neces-
sary refreshment times are increased but the signal is nonlinearly falsified. 

(iii) When dealing with thinner oxides, the above field eventually increases. Ef-
fects such as oxide charge trapping and associated bias point shifts can occur then. 
Current blocking mechanisms such as Coulomb blockade, telegraph noise become 
apparent among other things. 

(iv) Contradictory demands are made concerning the desired size of the dielec-
tric constants of insulators. On the one hand, capacitance values become increas-
ingly small by reducing dimension. Thus, the desire for a high dielectric constant 
exists. On the other hand, electrical connections are packed more closely together 
so that the danger of cross talk increases. The capacitive cross-talk is almost pro-
portional to the dielectric constant. Therefore, insulators with small dielectric 
constant should be used. 

(v) In the production of solar cells, antireflection coatings are used as outer lay-
ers. A good optical transparency and a small ohmic resistance are required. At 
present, a transparency of 92 % and a resistivity of 2·10 4 cm are usual. Manu-
facturers are interested in better values and in a cheaper coating process in order to 
be able to increase the efficiency and to lower the price of the solar cell. 

(vi) A practically unresolved problem still exists in the structuring techniques. 
A substantial new procedure for this is discussed in Chap. 7. Here, it is only an-
ticipated that it is not sufficient any longer to further develop conventional tech-
niques (lithography, etching). Instead, some new solutions are appearing. An in-
novative procedure consists of tilting a nanolayer about 90° and using its thickness 
as a characteristic measure, for instance, for the drain-source separation (spacer 
technique). Another new procedure places individual atoms next to each other in 
order to form metallization lines. 

(vii) With increasing wafer sizes, inhomogeneities of the layers show to be a 
problem in signal electronics, power electronics, and also in solar cells. At the 
same time, problems occur in the detection technique. During deposition, for in-
stance, a mapping representation, i.e. an image of the topography of a parameter 
of the deposited layer, is frequently required. With a lateral resolution of 10 µm, 
this can be extremely time-consuming in the case of a 12˝ wafer. 

(viii) With decreasing thickness of a series of thin layers manufactured by epi-
taxy or CVD, diffusion becomes a serious problem. 

(ix) A limiting factor in the efficiency of a processor is its communication with 
other parts of the system. According to Rent’s rule, the number of external con-
nections Ni should reach at least 

6.05.2 gi NN  (4.53) 

whereby Ng is the number of gates on the processor. For today’s chips, this number 
is not achieved by about an order of magnitude. Even with further progress in the 
structuring of metal layers, no improvement can be expected. On the contrary, the 
situation is worsened by the fact that with each reduction of the structures, the num-
ber of gates increases quadratically (with the surface) but the number of connections 
do so only linearly (with the edge length). 
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A promising way out of this dilemma can be the application of free space op-
tics. The electrical signal on a processor is converted into an optical signal and 
directed on a second chip facing the processor. From there, it is directed to the 
desired position in the processor by a lens system [100, 101]. Further advantages 
with this system are higher bandwidths and the reduction of power losses. 



5 Nanoparticles 

5.1 Fabrication of Nanoparticles 

At first sight a nanoparticle is defined as a ball or a ball-like molecule which con-
sists of a few 10 to some 10,000 atoms interconnected by interatomic forces but 
with little or no relationship to a solid state. However, this intuitive concept is not 
fulfilled in many cases. A first example is a nanocrystalline Si particle which is 
embedded into an amorphous matrix. Other examples are nanoparticles which are 
compressed to bulk ceramic or surface layers. It should be considered that depos-
ited nanoparticle layers differ from uniform layers, particularly due to the presence 
of grain boundaries, which leads to different electrical and optical behavior. 

5.1.1 Grinding with Iron Balls 

First of all, a container is filled with stainless steel balls of a few millimeters in 
diameter. The material to be crushed is added in the form of a powder of about 
50 µm diameter grain size. After filling the container with liquid nitrogen, a ro-
tating shaft grinds the material. The grinding periods are within the range of min-
utes to some 100 hours. This process is simple; its weakness, however, lies in the 
fact that the grinding balls contribute to impurities. 

5.1.2 Gas Condensation 

A typical system is shown in Fig. 5.2. The operation occurs in an evacuated cham-
ber with a pressure of 10 5 Pa. After mounting the raw material on one or more 
crucibles, it is evaporated thermally, by an electron gun, or by ion sputtering. The 
evaporated atoms or molecules unite and form particles of different sizes. Finally 
they are captured with a cold finger from which they are scraped off and collected 
with a funnel. The particle diameter is usually within the range of 5 to 15 nm. 

5.1.3 Laser Ablation 

The raw material is provided as a solid. Its dissolution is achieved by a focused 
laser beam—similar to the cutting of a metal or a semiconductor. The advantage 
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of this procedure is a 1:1 transfer of the material composition from the raw mate-
rial to the particles. The system has already been shown in Fig. 4.8. 

5.1.4 Thermal and Ultrasonic Decomposition 

As an example of thermal decomposition, the starting material iron pentacarbonyl, 
Fe(CO)5, is considered. It decomposes in a polymeric solution, e.g., polybutadi-

Fig. 5.1    Ball mill for the fabrication of nanoparticles [102] 

Fig. 5.2    System for inert gas condensation of nanocrystalline powder [103] 
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ene, and thus produces iron particles of 7 to 8 nm diameter. The material can also 
be decomposed as immersion in decane by ultrasonic irradiation, resulting in par-
ticle sizes roughly between 6 and 240 nm. Smaller values apply to the more highly 
solved systems. 

5.1.5 Reduction Methods 

Some metal compounds (e.g., chlorides) can be reduced to elementary metallic 
nanopowder by the application of NaBEt3H, LiBEt3H, and NaBH4, for example. 
The reaction equation can be written as (M: metal, Et: ethyl): 

MClx + x NaBEt3H  M + x NaCl + x BEt3 + 22
1 Hx  (5.1) 

5.1.6 Self-Assembly 

This phenomenon is usually found in the heteroepitaxy. Three-dimensional islands 
are formed with a rather surprising regularity on a substrate. Due to the free sur-
face energies (substrate–vacuum, substrate–film, film–vacuum), two extremes can 
occur: regular layer-on-layer growth and cluster formation. The first case is com-
parable with the picture of butter on bread, and the second one with water drops 
on butter. In the case of a large lattice mismatch, an intermediate case can occur. 
The film follows a layer-on-layer growth but develops greater and greater pres-
sure. With sufficient film thickness the film will form three-dimensional islands as 
in the preceding second case (Stranski-Krastanov mechanism, Fig. 5.3). An exam-
ple of these self-assembly islands is presented in Fig. 5.4. 

5.1.7 Low-Pressure, Low-Temperature Plasma 

Although plasma excitation can take place with direct or alternating current, nor-
mally a conventional capacitively coupled RF plasma device is used. A gas (e.g., 
silane) is let in so that a pressure of 1 to 200 Pa develops. As shown in Sect. 4.1.1, 
the gas is ionized by the applied field. The free electrons acquire kinetic energy 

Fig. 5.3    Stranski-Krastanov growth [104] 
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and, in return, ionize neutral molecules upon impact. Due to their mass, the ions 
are slow and maintain the temperature of the gas. This justifies the name of low-
temperature plasma. 

In the applications described in Sect. 4.1.1, interest is focused on the deposited 
layers. Here, however, we are dealing with the ionized fragments of the gas which 
maintains the plasma. As an example, the fragments from silane after electron 
collision are listed in Table 5.1. These ions and their agglomerates form the 
nanoparticles which can then be examined. 

The particles produced are accumulated mainly close to the plasma layer of the 
power-operated electrode (this is a sign that the fragments are negatively charged), 
where they can be measured mostly in situ. After extinguishing the plasma, how-
ever, it is possible to collect some particles which had fallen onto the substrate. 

5.1.8 Thermal High-Speed Spraying of Oxygen/Powder/Fuel 

Thermal spraying is a procedure for nanocrystalline cover layers. A burn reaction 
produces high temperature and high pressure within a spray gun. The pressure 

Fig. 5.4    Self-assembled As0.5Ga0.5As islands on In0.2Ga0.8As [105] 

Table 5.1    Dissociation products after impact of an electron with silane [106] 

Products Threshold energy, eV 
SiH2 + 2H + e  8 (?) 
SiH3 + H + e  (?) 
SiH + H2 + H + e 10 (?) 
Si + 2H2 + e 12 (?) 
SiH* + H2 + H + e 10.5
Si* + 2H2 + e 11.5
SiH2

+ + H2 + 2e 11.9
SiH3

+ + H + 2e 12.3
Si+ + 2H2 + 2e 13.6
SiH+ + H2 + H + 2e 15.3
SiH3  + H  6.7 
SiH2  + H2  7.7 
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drives particles of a nanopowder contained in the pistol through a nozzle onto the 
surface which is to be covered. An example of a spray gun is shown in Fig. 5.5. 

5.1.9 Atom Optics 

An atom beam which is produced by heating up a material in a crucible is as-
sumed. The beam is bundled by one or more apertures and steered onto the sub-
strate (Fig. 5.6). In the next step, the beam is subjected to the dipole forces of a 
standing wave which is produced by a laser beam (Fig. 5.7). The atoms will devi-

Fig. 5.6    Manufacture of an atom beam [108] 

Fig. 5.7    Lens arrangement with a standing wave [108] 

Fig. 5.5    Spray gun for thermal high-speed spraying of oxygen/powder/fuel [107] 
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ate to the nodes of the standing wave where they are subjected to the smallest 
forces. The ideas of Fig. 5.6 and 5.7 can be combined for the assembly of atomic 
bundling (Fig. 5.8). A lattice pattern reflecting the wavelength of the laser is pro-
duced (Fig. 5.9). A second standing wave may be used perpendicularly to the first 
and to the direction of the beam. This gives rise to a two-dimensional pattern of 
deposited atoms (Fig. 5.10). 

5.1.10 Sol Gels 

A sol (hydrosol) is a colloidal dispersion in liquid. A gel is a jelly-like substance 
formed by coagulation of a sol into a gel. 

The best known example of a sol gel process is probably the production of 
SiO2. A catalyst (acid or base) is added to a solution of tetramethoxysilane 
(TMOS), water, and methanol. Hydrolysis of the Si–OMe (Me: methyl) bonds 

Fig. 5.8    Assembly for atom focusing in a standing wave [108] 

Fig. 5.9    AFM images of a one-dimensional lattice with 212 nm pitch and 38 nm line 
width formed by laser-focused atom deposition of chromium [109] 

1 µm 
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leads to the formation of Si–OH groups: 

Si(OMe)4 + 4H2O  “Si(OH)4” + 4MeOH (5.2)

Further dehydration reduces the “Si(OH)4” to SiO2 gel. If hydrolysis and con-
densation are completed, a silicon oxide xerogel is formed (in Greek, xeros means 
dry). During the reaction, the gel reaches a viscosity so low that it can be applied 
onto a centrifuge and distributed over the wafer. When annealing over 800 °C, ho-
mogeneous oxides, comparable to bad MOS gates, can be manufactured. If doped 
SiO2 layers are produced, they can be used as diffusion sources in a subsequent
process.

At moderate and low solidification temperatures, the procedure delivers the so-
called nanocomposite. By definition, nanocomposites contain nanoparticles of less 
than 1000 nm in a host matrix. The following nanocomposites have already been 
manufactured (the list is not complete) [111]: nano-Co/Mo, Cu, Fe, Ni, Pd, Pt and 
Ru in Al2O3, SiO2, TiO2 and ZrO2 gels, nano-C, Cu/Ni, Pd/Ni, and Pt in silica gel, 
nano-Ag, Ge, Os, C, Fe, Mo, Pd, Pt, Re, Ru and PtSn in silica gel-xerogel. 

5.1.11 Precipitation of Quantum Dots 

Quantum dots are three-dimensional semiconductor materials in or on a matrix. 
Nanocomposites from semiconductor materials and the above-mentioned self-
assembled islands belong to this group. Sometimes it is difficult to differentiate 
between quantum dots and nanodefects. An example is SiO2 implanted with Ge, 
which is used for photoluminescence experiments (Sect. 3.3.4). 

The earliest descriptions of quantum dots took place with the investigation of 
semiconductor precipitation in glasses. Precipitation is still used in the manufac-
turing of CdS, CdSe, CdTe, GaAs, and Si nanocrystallites in silica glasses. The 
contaminants are added to the melt, and after a further annealing step from 600 to 
1400 °C, they form precipitates of controllable size, for instance, 2 nm for CdTe 
dots in boron silicate glass. 

Another procedure is codeposition of quantum dots with thin films. There are 
several modifications, but the common principle is the production of nanocrystal-

Fig. 5.10    AFM images of a two-dimensional lattice formed by 
laser-focused Cr deposition [110] 
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lites in a separate step (by evaporating, laser ablation, sputtering a target, etc.). 
They are directed towards a substrate which is, however, covered at the same time 
with a film so that they are included into this film. 

Quantum dots can also be manufactured by means of lithography. Since a high 
resolution is required, electron beam lithography must be employed. The proce-
dure takes place mostly in such a way that the material which is to be converted 
into quantum dots is deposited on a substrate like GaAs via MBE. The size of the 
electron beam spot determines the smallest possible size of the quantum dot. 
Therefore, if the wafer is etched, islands of this size remain. They are further re-
duced by etching so that quantum dots of a few 10 nm can be produced. Very 
often, the layers are covered in order to improve the results. 

5.1.12 Other Procedures 

GaN nanoparticles were synthesized in autoclaves with the reaction of Li3N and 
GaCl3 in benzene at 280 °C. The particle size was approximately 32 nm [112]. 
The same material was obtained by pyrolysis of polymeric galliumimide, {Ga 
(NH3)3/2}n, in the presence of NH3 [113]. 

Fullerenes (Sect. 2.2) are acquired by arc discharge in plasma or by an atomic 
beam furnace (Fig. 5.6) filled with carbon. After dissolution of the soot particles in 
an organic liquid, the fullerenes can be separated by gas chromatography. 

5.2 Characterization of Nanoparticles

5.2.1 Optical Measurements 

Nanoparticles are more or less characterized in the same way as nanodefects or 
nanolayers. In their case, size effects are more apparent. Therefore, in view of 
Sect. 2.1, they are attractive, namely, to pursue the transition from the solid state 
to the nano-behavior. 

A first comparison is obtained from IR measurements of an a-Si:H film and 
silicon nanopowder (Fig. 5.11) [106]. Three bands appear, namely stretching 
bands, bending bands, and wagging bands. These bands can be assigned to spe-
cific groups of hydride and polymer chains, and their presence reveals information 
on the specific nanostructure. Please note the band between 840 and 910 nm [a 
proof of SiH2 and (SiH2)n], which is missing in a-Si:H. A similar comparison can 
be drawn from the luminescence spectra of bulk and nanocrystalline Si and the 
absorption spectra of bulk and nanocrystalline Ge (Fig. 5.12). 

Optical absorption measurements provide additional information about the de-
velopment of the solid state parameters, depending on cluster size. An example is 
the measurement presented in Fig. 5.13 where optical density of CdSe vs. light 
energy is plotted [116]. The blue shift with reducing cluster size is a generally 
recognized phenomenon. However, we kindly refer the reader to the measure-
ments in Sect. 2.3 [9] where the opposite behavior is described. 
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Fig. 5.11    IR spectra of silicon nanopowder in comparison to a standard a-Si:H film 

Fig. 5.12    (a) Cathodoluminescence spectra of nano and bulk Si [114], (b) dispersion of 
bulk Ge and absorption of nano Ge in an Al2O3 matrix [115] 

5.2.2 Magnetic Measurements 

The measurement of the ferromagnetism of nanosize iron and the comparison with 
bulk iron is shown in Fig. 5.14 [117]. 

It is clearly seen that the saturation behavior is lost with decreasing grain size. 
The authors explain this behavior as the transition from ferromagnetism to super-
paramagnetism. 

5.2.3 Electrical Measurements 

Only one example is shown here since electrical devices form a subsequent chap-
ter of this work. 
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Fig. 5.13    Absorption spectrum of CdSe for numerous sizes of nanoclusters. 
The measurements are performed at 10 K. 

Fig. 5.14    Saturation curves of nanosize iron and macroscopic iron powders. M is for the 
molecular concentration of the raw Fe(CO)5 solution in decane; the particle size decreases 
with reducing molecular fraction. 
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Due to the reduction of dimensions, the particles are subjected to a transforma-
tion of the band structure as shown in Sect. 2.3. This applies particularly to metal 
particles whose electrons can be thought to be locked up in a box with high walls 
where standing waves develop as eigenfunctions. Such a system can controllably 
exchange single electrons with a second one by tunneling through the walls. The 
physics of current transport will be discussed later. However, the measurement 
setup and the arising I-V curves of the so-called ligand-stabilized Au55 cluster (the 
ligand is a colloidal chemical stabilizer) are already depicted in Figs. 5.15 and 
5.16, respectively. 

5.3 Applications of Nanoparticles 

Nanoparticles are already applied as: 

Optical filters in sunscreen and skin cream 

Fig. 5.15    STM as a tool for the measurement of single electrons at a ligand-stabilized 
Pt309 nanocluster [118] 

Fig. 5.16 I-V curves for a ligand-stabilized Au55 cluster [118] 
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Dirt repellents for cars and windows, Fig. 5.17 [119] 
Flat screens, Fig. 5.18 [120] 
Single electron transistors 

Research is underway in the area of 

Nanowheels, nanogears, nanofilters 
Drug pumps located in the human body, long-term depots 
Luminescent devices (after installation in zeolites) 
Energy storage (hydrogen in zeolites) 
Electronic devices 

The following applications are expected particularly for the fullerenes: 

Particle absorption filters for cigarettes 
Chromatography 
Molecular containers 
Sensor cover layers for surface wave devices 
Additives in fuels 
Lubricants
Catalysts for hydrogenation 
Photocatalysts for the production of atomic oxygen in laser therapy 
Production of artificial diamonds 
Functional polymers, photoconductive films 
Alkali metal MC60 chain formation (linear conductivity) 
Superconductivity (doping with alkali metals) 
Ion engines 
Raw material for AIDS drugs 
Tools that are harder than diamond 
Nanoelectronic devices 

Again, the enumeration is incomplete. 

5.4 Evaluation and Future Prospects 

In order to evaluate the progress in the area of nanoparticles, we quote literally 
from a publication on the nanoparticle industry’s total revenue [106]. Based on 
these figures, we may draw a conclusion on the future development with due cau-
tion. The quotation reads: 

“According to the technical-market study ‘Opportunities in Nanostructured materials’, 
published recently by the Business Communications Co, the overall U.S. market for nano-
structured particles and coatings was valued at an estimated 42.3 million US$ for 1996. 
This tabulation included ceramic, metallic, semiconducting, and diamond nanostructured 
materials produced in commercial quantities with the exception of nanoscale amorphous 
silica powder, which commands a market of several hundred million dollars. The market 
for nanostructured materials is projected to grow about 400 % in 5 years. It is expected to 
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reach $154.6 million in 2001, corresponding to an average annual growth rate of 29.6 % 
from 1996 to 2001.” 

Table 5.2 sums the overall U.S. markets for nanostructured materials. It should 
be noted that coatings obviously represent layers which contain nanoparticles (an 
example would be vapor-deposited fullerenes). Moreover, nanostructured materi-
als can be equated with nanoparticles. According to unpublished sources, these 
figures were exceeded by far. 

Fig. 5.17    Partial coverage of a car door with a layer of nanoparticles for dirt rejection 

Fig. 5.18    Flat screen from nanotubes 

Table 5.2    Overall U.S. markets for nanostructured materials

 1996  2001  
US$ (Mio) % US$ (Mio) %

Average annual 
growth rate, % 

Particlesa 41.3   97.6 148.6   96.1 29.2  
Coatings   1.0     2.4     6.0     3.9 43.1  
Total 42.3 100 154.6 100 29.6  

a Dry powders and liquid dispersion



6 Selected Solid States with 
Nanocrystalline Structures 

6.1 Nanocrystalline Silicon 

6.1.1 Production of Nanocrystalline Silicon 

Silicon with nanoscale crystalline grains—ranging in size from a few nanometers 
to 1000 nm—is referred to as nanocrystalline silicon (nano Si, n-Si). This form of 
silicon is usually composed of deposited layers of approximately 1 µm thickness 
each. On the contrary, when exceeding 1000 nm in grain size, we enter the domain 
of microcrystalline silicon. In this paragraph, production and analysis of nano-
crystalline silicon are discussed, essentially based on [121]. It can be manufac-
tured using different deposition methods such as 

Electron cyclotron resonance CVD (ECRCVD) [122], 
Photo CVD [123], 
Magnetron plasma CVD [124], 
Plasma-enhanced CVD (PECVD) [125, 126], 
Remote plasma-enhanced CVD [127], 
Hydrogen radical CVD [128], 
Spontaneous CVD [129], and 
Reactive sputtering [130, 131]. 

In the following, emphasis is put on the PECVD procedure (cf. Sect. 5.4), 
which is done very similarly to the deposition of amorphous silicon. As a major 
difference, however, higher frequencies (e.g., 110 MHz) are preferred during 
nanocrystalline deposition instead of the usual 13.56 MHz. While being helpful 
for the production of films, this measure causes a problem regarding homogeneity: 
with 13.56 MHz the wavelength is 22 m, and it shortens to 2.7 m with 110 MHz. 
Thus, it lies within the limits of the chamber size and standing waves can develop. 
Consequently, precautions must be taken for large-surface deposition with fre-
quencies above 60 MHz. For instance, by a multi-point feed of the HF power with 
same amplitude and phase, the homogeneity of the HF potential and hence the 
deposition process can be improved. 

The raw material for the production of silicon layers is usually silane (SiH4).
For the deposition of doped layers, phosphine (PH3) for n-type layers and diborane 
(B2H6) or trimethylborane [B(CH3)3] for p-type layers is added to the silane. Si-
lane is a pyrolytic gas which reacts explosively with air or water vapor. 
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The massive dilution of the silane with hydrogen makes the second major dif-
ference. Contrary to argon or helium, this is a reactive dilution gas in the plasma 
which is able to react and intercept with radicals being detrimental for the layer 
deposition. Hydrogen can also restrict deposition and etch silicon. 

Investigations of hydrogen-diluted silane in connection with the deposition of 
a-Si:H have already been undertaken earlier by Chaudhuri et al. [132] and Shira-
fuji et al. [133]. There, the aspect of the degree of hydrogen dilution was not con-
sidered sufficiently. 

With a dilution R = [SiH4] / [H2] of >0.05, a-Si:H is formed using PECVD 
deposition, and this stability field with reference to the structural and electrical 
characteristics can be further subdivided. The positive effect on a-Si:H is the re-
duction of (SiH2)n chains. Furthermore, the density of the crystalline silicon in-
creases up to 90 %, the refractive index increases, and the total hydrogen quantity 
built up in the structure decreases [134]. 

A strong dilution of the starting gas, silane, during plasma deposition can mod-
ify the structure of the deposited film from a pure amorphous to a mixture of 
amorphous and crystalline phases. Generally, nanocrystalline silicon is deposited 
under strong dilution of the silane with hydrogen (ratio 1:100–10,000) and under 
depletion of silane [135]. In the VHF range, nanocrystalline growth for a silane 
dilution of <7.5 % has already been observed [136]. At standard frequency, Tsai et
al. [137] found that nanocrystalline growth begins at silane dilutions of 4 %. 

The exact mechanism of how hydrogen improves the material properties in the 
silicon structure is still being debated. However, it is generally assumed that 
amorphous and micro to nanocrystalline silicon are deposited simultaneously. 
Strong dilution and hydrogen reduce the amorphous fraction and can even lead to 
its etching. 

On the one hand, hydrogen dilution leads to a reduction of the deposition rate, 
while on the other hand, it can prevent inhomogeneities of the silane and, thus, the 
formation of particles in the gaseous phase is reduced. This proves favorable, 
especially for the deposition of large areas [138]. 

In the following, some data about the thicknesses and deposition rates for dif-
ferent variations of deposition conditions are shown in Tables 6.1–6.6 [121]. The 
excitation frequency is 110 MHz (with the exception of frequency variation), 
coupled plasma power 10 W, power based on electrode surface 0.7 W / cm2.

6.1.2 Characterization of Nanocrystalline Silicon 

The measurement methods performed on monocrystalline wafers can be trans-
ferred to nanocrystalline layers. Some examples are shown below. 

Diffraction. A nanocrystalline layer is deposited on a Dow Corning glass 7059 
with 110 MHz and subsequently examined with x-rays [139]. The results are de-
picted in Fig. 6.1. 

An amorphous background and a superimposed Bragg reflex usually show up. 
From this measurement, it is not possible to know to what extent the amorphous 
dispersion of the glass contributes to the entire amorphous signal. As can be ex-
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Table 6.1    Thickness and deposition rate of n-Si (n-type) by variation of the deposition 
pressure. Temperature 280 °C, silane fraction in hydrogen 1.93 %, PH3-fraction in silane 
1.5 % 

pdep, mTorr Thickness, nm Rate, pm / s
250 309 172 
300 298 166 
350 275 153 
400 295 164 
450 212 118 
500 208 116 
550 inhom. - 
600 202 112 

Table 6.2    Thickness and deposition rate of n-Si by variation of deposition temperature. 
Pressure 450 mTorr, silane fraction in hydrogen 1.93 %, PH3-fraction in silane 1.5 % 

Tdep, °C Thickness, nm Rate, pm / s
280 301 167 
300 310 172 
320 311 173 

Table 6.3    Thickness and deposition rate of n-Si by variation of the PH3-fraction in silane. 
Temperature 280 °C, pressure 350 mTorr, silane fraction in hydrogen 1.94 % 

Gas flow, sccm 
SiH4:H2:PH3

a Doping
]SiH[]PH[

]PH[

43

3 , % 
Thickness, nm Rate, pm / s

3:200:1 0.75 324 180 
2:150:1 1.0 312 173 
1:100:1 1.5 279 155 
1:124:1.5 1.8 214 119 
1:149:2 2.0 313 174 
1:197:3 2.25 321 178 
0.5:123:2 2.4 300 167 
0.5:148:2.5 2.5 295 164 
147:3 3.0 255 142 

a PH3: 3 % PH3 in SiH4

Table 6.4    Thickness and deposition rate of n-Si by variation of the excitation frequency. 
Temperature 320 °C, deposition pressure 350 mTorr, silane fraction in hydrogen 1.94 %, 
PH3-fraction in silane 2.5 % 

Frequency, MHz Thickness, nm Rate, pm / s
 110 376 157
 90 329 137
 70 247 103
 50 269 112
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Table 6.5    Thickness and deposition rate of n-Si by variation of the silane fraction. Tem-
perature 320 °C, deposition pressure 350 mTorr, PH3-fraction in silane 3 % 

Series Gas flow, 
sccm H2:PH3

Silane fraction 

][H][SiH
][SiH

24

4 , % 

Thickness, nm Rate, pm / s

200:2 0.96 112 62 
200:3 1.43 232 129 Dilution
200:4 1.90 199 111 

Table 6.6    Thickness and deposition rate of n-Si by variation of the deposition tempera-
ture duration. Temperature 280 °C, deposition pressure 400 mTorr, silane fraction in hydro-
gen 1.93 %, PH3-fraction in silane 1.5 % 

Deposition time, min Thickness, nm Rate, pm / s
10 79 132 
20 144 120 
30 218 121 
40 296 123 
60 438 122 

Table 6.7    Thickness and deposition rate of n-Si (p-type) by variation of temperature. Gas 
flow SiH4:H2:B(CH3)3 2:200:2 sccm [B(CH3)3: 2 % in He], deposition pressure 200 mTorr, 
silane fraction in hydrogen 0.99 %, B2H6-fraction in silane 1.96 %

Tdep, °C Thickness, nm Rate, pm / s
400 464 130 
380 490 140 
360 453 130 
340 479 130 
320 555 150 
300 537 150 
280 337 90 
260 406 112 
240 430 120 
220 449 120 

pected, only planes with even or odd numbers contribute to the reflection because 
of the fcc structure of the silicon. 

Apart from the determination of the crystal structure, diffraction provides yet 
more information. The crystallite sizes hkl are determined using the Debye-
Scherrer formula [140] by the equation 

cos
)2(

hkl
hkl  (6.1) 
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Fig. 6.1    X-ray diffraction of an n-Si layer deposited on a Dow Corning glass 

(where  is the form factor and has a value ranging from approximately 0.89 to 
1.39,  the wavelength,  the diffraction angle, h, l, and k the Miller indices, and 
the half width of the respective x-ray peaks). They vary depending upon deposi-
tion frequency by (6.7  0.5) nm at 50 MHz, (7.5  0.5) nm at 70 MHz, (7.3 
0.4) nm at 90 MHz, and (7.5  1) nm at 110 MHz. 

Further information concerns the ratio of crystalline to amorphous fractions. As 
already described above, the amorphous fraction cannot be clearly described. 
However, an estimation is obtained if the peaks’ ratio (e.g., 220 to 111) is com-
pared. The ratio of the crystalline to amorphous intensity (Icr, Iam) is obtained from 
Table 6.8. 

The samples deposited with low deposition pressure manifest twice as large a 
fraction of crystalline silicon as the samples deposited at high deposition pressure. 
For doped samples with the lowest phosphorus content, the amorphous fraction is 
only weakly pronounced and can no longer be evaluated with the above-men-
tioned method. No crystal oriented anisotropy can be detected. 

Nanocrystalline silicon layers have been and still are the subject of numerous 
investigations. An in-depth discussion is beyond the scope of this book; however, 

Table 6.8    Ratio of crystalline to amorphous scattering intensity 

Variable parameter 280 °C 320 °C  250 mTorr 600 mTorr 
Icr / Iam 1.15 1.6  2.25 0.9 

    
Variable parameter PH3 in silane 3.0 % 90 MHz 70 MHz 50 MHz 
Icr / Iam 1.9 2.4 1.85 1.9 
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some measurement methods and measured variables are listed below: 

Profilometer (layer thickness) 
Four-probe measurements (dark conductivity, its activation energy) 
Two-probe measurements 
Transmission 
Reflection (surface roughness) 
Absorption (band gap) 
Spectroscopic ellipsometry (thickness, refractive index, layer sequences) 
Raman measurements (crystallinity, grain size, stress) 
X-ray investigations (see above) 

6.1.3 Applications of Nanocrystalline Silicon 

At present, a certain type of solar cell is attracting international attention in the 
area of the photovoltaic, i.e., the so-called heterojunction solar cell. In its simplest 
form, it is composed of a monocrystalline silicon substrate and an amorphous 
emitter deposited upon it. High absorption and stability of the amorphous layer as 
well as the quality of its interface to both the substrate and the antireflection coat-
ing still prevent mass production. Therefore, the amorphous layer is replaced by a 
nanocrystalline layer. The typical structure of such a solar cell is depicted in Fig. 
6.2.

With such a solar cell, whose technological details are described elsewhere 
[141], Borchert et al. obtained an efficiency of 12.2 % in a first attempt [141]. 

6.1.4 Evaluation and Future Prospects 

The only recognizable use of nanocrystalline layers are the above-named hetero-
junction (HIT) solar cells. In the meantime, however, Sanyo announced HITs on 
the basis of amorphous layers [142] specified with 21 % efficiency on a surface 
area of 100 cm2. Thus, they will be able compete with manufacturers of other 

Fig. 6.2    Schematic representation of a heterojunction solar cell 
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cheap solar cells. It is evident that instead of amorphous layers, nanocrystalline 
layers are an area of research worth pursuing. 

6.2 Zeolites and Nanoclusters in Zeolite Host Lattices 

6.2.1 Description of Zeolites 

One of the outstanding features of technological and industrial progresses in the 
last 30–40 years is the continuous miniaturization of countless technical devices 
and components and the resulting development of various procedures of micro and 
subsequently nanotechnological processes. The nanotechnologies in particular 
open possibilities which today are by far not yet foreseen in their varieties. The 
developments of these technologies have been and are from pronounced interdis-
ciplinary character and can be found today practically in every area of high tech-
nology (beginning with microelectronics, optics, opto-electronics and sensor tech-
nology, numerous disciplines in chemistry, and in particular also pharmaceutics, 
medicine, biotechnology, etc.). 

A strong impact for the development of micro and nanotechnologies arose from 
the necessity to sequentially reduce the geometry of electronic devices and inte-
grated circuits in order to follow the demands for a higher complexity of circuits 
and devices. In particular the extreme reductions of the structural sizes in the con-
text of the VLSI (very large scale integration) and ULSI (ultra large scale integra-
tion) technologies, with which modern computer chips are manufactured, were a 
strong driving force for this tendency. Today the vision of a global communication 
community drives the development of semiconductor technology. The handling of 
gigantic data quantities is required and therefore, there exists a continuously in-
creasing demand for data storage of any type, faster and faster data transmission 
rates and more and more devices for monitoring and control. 

The trend to ever decreasing structures is however not only limited to micro-
electronics. In the field of materials science the trend for miniaturization is also 
very strongly pronounced. In contrast to the continuous miniaturization in the mi-
croelectronics, which is driven by the necessity to reduce the geometry of individ-
ual devices and structures ever further in order to increase the component densities 
in complex microelectronic circuits, the reduction of the structural size is actually 
not the target in materials science. Rather within the field of the materials science 
the aim is the miniaturization within the nanometer range, because very small 
solids (nanoparticles or nanoclusters with a size of about 100 atoms) can show 
completely different material properties than the macroscopic solid state which is 
composed of the same atoms. This is to be attributed to the fact that nanocluster 
manifest a strongly increased surface-volume-relation in comparison to the macro-
scopic solid state. Dealing with smaller and smaller solids quantum effects be-
come important. In addition it has to be emphasized that nanoclusters do not show 
molecular or atomic characteristics anymore. A substantial feature of the nature of 
nanoclusters is that their material properties partly depend on the number of atoms 
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forming the cluster. Based on this peculiarities one can think about the develop-
ment of materials with well defined and adjustable properties. 

The developments of microelectronics indicate a fundamental approach to the 
implementation of extreme miniaturization and nanotechnologies, which is known 
as top down. The top down approach is based on a progressive reduction of the 
dimensions. The technologies used are based on lithography and sample transfer. 
Finally, dimensions down to about 10 nm are focused. Lately the so-called soft
lithography methods turn out to be economical key technologies which could be 
used in different disciplines of the nanotechnology and are not limited to the mi-
croelectronic processing and procedures (like conventional methods such as soft 
x-ray lithography). 

In contrast to the top down method one can also proceed from a bottom up
method. This technological approach is based on the fact that individual functional 
elements of the nanotechnology are structured piece by piece from individual 
atoms or molecules. This approach is still to a large extent in the infant stage due 
to the obvious theoretical and technical difficulties. Nevertheless, today some 
interesting and promising applications already appear. For instance, one can think 
about pharmaceutical applications on the basis of molecule design or about 
nanostructures which are manufactured atom by atom with AFM devices (atomic 
force microscope). In the latter case one still cannot speak about functional ele-
ments or structures, but possible trends for future processing can be foreseen. 

As a further principal method for the production of nanostructures or 
nanocrystalline solids, the use of porous materials which exhibit pores with open 
volumes in the order of 1 nm³ can be manufactured. In this way nanocrystallites or 
nanoclusters which can also present volumes in the order of 1 nm3 can be manu-
factured. A class of solids or minerals which meets the requirements of such form-
giving framing materials is the family of the zeolites, since these manifest very 
porous crystal structures. In accordance with the various zeolite structures, numer-
ous versions for the pore geometries can be found. Beside various cavities with a 
different geometry, quasi-one-dimensional channels with diameters in the nano-
meter range are also found. Since the cavities or channels are regularly arranged in 
the crystal structures of the zeolites, large areas of regularly arranged nanoclusters 
or bundles of quasi-one-dimensional structures can be created in zeolite host lat-
tices.

6.2.2 Production and Characterization of Zeolites 

Zeolites are a class of materials which manifest in their structure significant cavi-
ties, pores, and channels with diameters in the range of a nanometer [143]. These 
dimensions lie in the same order of magnitude as those of smaller molecules. 
Therefore zeolites can selectively adsorb molecules depending upon the size of the 
pore or channel diameter [144–146]. Industrially they have been used for decades 
as the so-called molecular filters or catalysts due to this characteristic. In addition, 
they occur as natural minerals, but on a large scale they are industrially manufac-
tured since they particularly find a broad use in the petrochemistry. Practically all 
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zeolites occurring in nature belong to the family of the aluminosilicates. In addi-
tion, many other zeolite compositions such as silicate, aluminophosphate, sili-
coaluminophosphate or titanosilicate can be synthesized. 

The zeolite frame mostly has a negative (average) charge. Therefore the de-
mand for a charge equilibrium of the total structure must be fulfilled by additional 
positively charged cations. These cations are often exchangeable. Exchangeable 
metal cations in dehydrogenated zeolites are, regarding their co-ordination, usu-
ally not saturated so that they can easily form complexes with different “guest 
molecules”. This applies particularly also to organic molecules and works very 
effective if the guest molecules have a polar character or are not saturated [145]. 

The characteristic feature of the zeolites is their very porous structure which re-
sults from the fact that the crystal structures of the zeolites exhibit the form of 
interconnected polyhedrons (cubes, hexagonal prisms, so-called -cages, etc.), 
whereby cavities and/or channels can occur in different sizes and shapes. The 
regularly arranged polyhedrons which define the structure of the individual zeo-
lites are occupied at their corners with a silicon or an aluminum ion (this applies to 
the aluminosilicate) in each case. An oxygen ion is found in each case on the 
edges of the polyhedrons which connects neighboring Si and/or Al ions. In a zeo-
lite four edges gather at each corner of the crystal structure with which the four 
valence of tetrahedrally coordinated Si and Al atoms is reflected. According to 
convention, the lattice atoms tetrahedrally coordinated in the zeolite structure (Si, 
Al) are referred to as T-atoms. Generally when one speaks about the silicates to 
which the zeolites are assigned, one also speaks about corner-related tetrahedron 
structures. The zeolites (or also more generally the aluminosilicates) manifest a 
crystal structure which with their network of interconnected tetrahedrons is very 
similar to the structure of silicon dioxide. The silicon and aluminum ions are ex-
changeable against each other in the structure, since the aluminum ions also mani-
fest a co-ordination number of four. Still an open linkage must be saturated for the 
oxygen ions which connect aluminum and silicon ions so that the electrostatic 
valence rule is fulfilled. This saturation can take place via large monovalent or 
bivalent cations, i.e., via alkaline or alkaline-earth ions. For each aluminum ion 
built into the lattice an alkali or a “half” alkaline-earth ion is needed. In all zeolite 
crystal structures the ratio of the number of the oxygen ions to the total number of 
silicon and aluminum ions is 2:1. This relation follows inevitably from the struc-
ture of a complete tetrahedron network [147]. 

As example the zeolite types “Analcime”, “Linde type A” or “Chabazite” with 
the chemical formulas |Na16(H2O)16| [Si32Al16O96], |Na12(H2O)27|8 [Al12Si12O48]8 or 
|Na(H2O)3| [AlSi2O6] or the aluminosilicate “Leucite” with the chemical formula 
(K,Na)AlSi2O6 used with these structures (in the last example potassium or so-
dium can be built into the structure) are considered. Like seen from these exam-
ples, an alkali ion per an aluminum ion is indeed found and the number of the 
inserted oxygen ions is twice as large as the combined number of Si and Al ions. It 
is observed that the cations (i.e., the alkali or alkaline-earth ions) and the water 
molecules in the zeolite lattices take defined sites and hence are of significant 
importance for the characteristics of the zeolites [147, 148]. 
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Generally crystals which are structured like the zeolites or which have struc-
tures similar to the addressed tetrahedron networks possess some remarkable char-
acteristics. So the alkali or alkaline-earth ions for instance, can partly be replaced 
by other ions in a solution (ion exchange). Because of these characteristics zeolites 
are used for example as water softeners in washing powders [147, 148]. The pos-
sibility for the ion exchange leads to the fact that the zeolites are used in particular 
in many catalytic processes. In this connection the ratio of the internal surface to 
the volume of these porous structures is very advantageous. 

A good outline of the zeolites and their structures can be found in the Atlas of 
the Zeolite [149], which is accessible on the internet [150]. There, a good outline 
of the conventional notations and designations as well as a good overview of the 
structural setup of the individual zeolites can be found. 

Production of Zeolites 

The production of zeolites belongs to the standard processes in chemistry which 
are also extensively executed in the industry. Thus, it is referred to in extensive 
relevant literature, published in various journals, conference reports or mono-
graphs. A detailed description of the different manufacturing processes for zeolites 
goes by far beyond the scope of this short compilation. An outline and an over-
view of the production of zeolites can be obtained in [151–153]. 

It is only briefly mentioned here that the synthesis of large zeolite crystals is 
very difficult although they can quite occur in natural minerals as large single 
crystals. Artificial zeolite crystals are usually made of powdered or colloidal raw 
materials. First successes are obtained with the zeolite LTA directive (“Linde type 
A”) and Na-X (“FAU”, same structure as the mineral faujasite) [154, 155]. These 
crystals have diameters of approximately 65 µm (LTA) or approximately 140 µm 
(FAU). For many applications, large and cleanly grown single crystals are re-
quired. A procedure which is close to the assumed natural formation of large zeo-
lite single crystals is presented in [155] (formation by static processes from com-
pact materials). Different zeolite types are pulled in autoclaves at temperatures of 
200 °C over long periods of time (up to 46 days), whereby crystal diameters of 
several millimeters are achieved [155]. 

Characterization of Zeolites 

In principle, the description and characterization of zeolites take place with the 
usual standard characterization procedures in chemistry: x-ray diffraction (XRD), 
scanning electron microscopy (SEM), nuclear magnetic resonance (NMR), infra-
red (IR) absorption spectroscopy [151]. Furthermore, the capacities of the adsorp-
tion ability and the ion exchange are frequently used for the chemical characteri-
zation of zeolites [151]. Moreover, different physical or chemical characterization 
methods such as the atomic force microscopy (AFM), Raman spectroscopy, and 
high-resolution transmission electron microscopy (TEM) can of course be used. 

The x-ray spectroscopy, particularly the powder diffractometry, is to be 
regarded as the standard method for the identification and characterization of 
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newly synthesized zeolites. Therefore, it is most frequently used in laboratories 
which deal with zeolites [156]. From the position of the x-ray lines the dimensions 
of the unit cell can be derived. Lines which are not indexed manifest crystalline 
impurities or an incorrect indexing. If x-ray lines are systematically missing sym-
metry statements can be derived. From the intensities of the x-ray lines the struc-
ture of the sample can be determined (this analysis is very critical, therefore an 
accurate adjustment of the system with consideration of the specific conditions of 
the individual samples is absolutely necessary). Further information concerning 
possible portions of amorphous phases can be obtained from the background of 
the x-ray spectra. If the x-ray lines are further widened, information can also be 
received, for instance, about stresses, dislocations or the like in the crystal. 

With regard to crystalline form and surface topology, zeolite crystals can be ex-
amined with the SEM whose magnitude covers the entire range from 20 nm to 
100 µm [157]. Detailed evidence about the type of zeolite, aspect ratio of the 
crystal, distribution of the crystal sizes, twinning, surface roughness, etc., can be 
directly observed. Furthermore information about the homogeneity of a given set 
of zeolites or the amorphization can be gained. New substances might also be 
discovered. If a high-resolution transmission electron microscope is used for the 
investigations, then nanoclusters or quasi-one-dimensional structures also formed 
in the open pores or channels of the zeolite structures can be made visible and 
analyzed.

The NMR spectroscopy is a very important characterization method for the 
zeolite research [158]. The NRM in solid states is a technique which can be used 
as a complementary method to x-ray spectroscopy. The solid state NMR in con-
trast to the liquid NMR indicates some specific unique features and difficulties. In 
the following we will henceforth refer to the solid state NMR (even if we speak 
only of NMR). Both single-crystal samples and powdered or amorphous materials 
can be examined with the NMR. While the x-ray spectroscopy (preferably at sin-
gle crystals) supplies statements about long-ranged orders and periodicities, the 
NMR permits investigations of the short-ranged order and structure. This makes 
the NMR today a valuable and well established method for revealing the structure 
of examined materials and in studying for instance, catalytic processes or the mo-
bility characteristics of ions in the crystal. The potential which the NMR offers is 
already well-known for a long time. However, it is not trivial to detect solid state 
NMR spectra with the necessary resolution. In principle, the fine structure of the 
NMR spectra is lost when measurements are done on solid state samples since 
they often have strongly widened NMR lines so that substantial information for an 
accurate analysis of the spectra is lost. A reason for this can be the anisotropy 
chemical shift in the solid state (chemical shift: for an atomic nucleus different 
resonance frequencies can be expected, which can be assigned to different types of 
linkage with different chemical environments [159]). Besides, dipole and quadru-
pole interactions can become clearly apparent in the solid state since the molecules 
are not as mobile as in liquids. During the last years, however, some techniques 
have been developed which can suppress the disturbing interactions and phenom-
ena [159] so that it is also possible today to obtain sufficiently well resolved NMR 
spectra from solid state samples. 
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All relevant atomic nuclei which are built into the frame structure of the zeo-
lites (the so-called framework) can be detected with the help of the NMR (i.e., 
29Si, 27Al, 17O, 31P). The natural abundance of 27Al and 31P lies within 100 %, 
therefore, the appropriate NMR spectra can be measured with good, (i.e., short) 
measurement times. However, 27Al manifests a quadrupole moment which can 
lead to a widening of the NMR line by interacting with the electrical field gradi-
ents. NMR analysis requires an enrichment of oxygen with the 17O isotope since it 
naturally occurs only in very small quantities (0.037 %) [158]. 

The NMR lines of 29Si and 31P are normally narrow. These two elements (be-
side 27Al) play an important role as framework atoms in the zeolite structures. The 
29Si and 31P NMR lines are very often used for the analysis of zeolites. The im-
portance of the 29Si NMR is based on the fact that the sensitivity of the chemical 
shift of 29Si correlates with the degree of condensation of the Si-O tetrahedrons, 
i.e., the number and the type of tetrahedrally coordinated atoms which are bonded 
with a given SiO4 complex. The signal of the chemical shift of 29Si in 29Si(n Al) 
with n = 0, 1, 2, 3, 4 (number of aluminum atoms which share any oxygen atoms 
with the concerned Si-O tetrahedron) covers a range from 80 to 115 ppm. The 
highest signal occurs for n = 0, i.e., if no aluminum atom shares oxygen atoms 
with the Si-O tetrahedrons. An important measure that can be obtained in the long 
run in this way is the Si:Al ratio of the zeolite frame. The existence of the so-
called extra framework aluminum atoms can be proven by the 27Al NMR, i.e., Al 
atoms which exist in the investigated structure in addition to those tetrahedrally 
built into the zeolite frame. Regarding catalytic applications in particular it is of 
great significance that the important dealumination process be pursued with the 
29Si and the 27Al NMR [158]. 

In this connection it can be mentioned that techniques of solid state NMR can 
be developed for protons (1H NMR), OH groups, adsorbed water, organic adsorb-
ers, or for probe molecules, which again contain water molecules. The reason for 
this is to analyze the various state forms of hydrogen in the zeolites, for example, 
SiOH groups at which open linkages are not saturated by hydrogen (alkaline), 
AlOH groups of Al atoms (extra framework Al) which are not built into the frame 
of the zeolites, bridge-formed (alkaline) hydroxyl groups [SiO(H)Al], etc. [158]. 

It can be additionally mentioned that 129Xe is a very suitable isotope for the 
analysis of the architecture of the pores and/or channels of the zeolites using 
NMR. The widely expanded electron shell of the heavy Xe inert gas atoms can be 
easily deformed by interactions with the pore or channel walls so that clear shifts 
are to be observed in the 129Xe NMR lines from which conclusions about the pore 
or channel architecture can then be made [158]. 

A simple experimental method used to characterize zeolite structures is given 
by the measurements to the sorption capacity [160]. However, the data which are 
gained from the sorption capacity measurements permit only a qualitative estima-
tion to the sample purity. These data do not allow any distinction of the various 
zeolite structures. It can only be measured whether the observed results are con-
sistent with a zeolite structure that is already well-known [160]. 

For adsorbents with micro-pores, i.e., the zeolites, the equilibrium isotherm of 
the adsorption in a certain temperature range indicates a defined saturation limit 
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which corresponds to a complete filling of the pores. At a constant temperature 
and with complete filling of the pores, the molecular volume of an adsorbed gase-
ous phase is very similar to the volume which corresponds to a liquid phase in the 
pores. Thus, from the measured saturation capacity of the adsorption a specific 
volume of the micro-pores can be measured. If the crystal density is well-known, 
then the portion of the pores in the total structure can be determined [160]. 

There are different methods used to determine the capacity of the adsorption 
ability [160]. With the so-called gravimetric method the sample which is to be 
examined is degassed on a micro-balance in vacuum (the sample is heated in the 
vacuum to higher temperatures and subsequently cooled down to the measuring 
temperature). Gradual quantities of the gas to be adsorbed are then let into the 
vacuum chamber and pressure and size modifications are recorded. Care must be 
taken before the measurement that the sample is really carefully degassed and that 
no residues of organic material remaining after sample synthesis are contained in 
it. Typical zeolites (e.g., ZSM-5) survive temperatures between 500–550 °C for 
some hours without structural damage and can therefore be oxidized at these tem-
peratures in order to eliminate organic residues. Actual degassing occurs at 350–
400 °C. These low temperature procedures can partly be compensated by long 
annealing times and a better vacuum. In principle, Al-rich zeolites have a small 
hydrothermal stability, i.e., their structure becomes easily unstable if they come in 
contact with water. 

Probe gases which are to be adsorbed by the structures under examination can 
practically be all gases whose molecules (or atoms of noble gases) are not too 
large. Typical representatives are Ar, N2, and O2 to name a few. Also some paraf-
fins (n-hexane) are flexible in such a manner that they can effectively fill out the 
pores of zeolites. Other molecules (e.g., i-butane) do not fill out the pores very 
well and therefore deliver too small values for the pore volumes. However, Ar, N2,
and CO2 cannot penetrate the 6-oxygen rings, so that only volumes of pores whose 
entrance openings are formed by at least 8-oxygen rings can be recorded. The 
water molecule is also a very small molecule; besides, it forms a very strong di-
pole. Therefore, it is particularly strongly adsorbed by aluminum zeolite structures 
(on the other hand dealuminated zeolites are rather hydrophobic). In particular 
water molecules can penetrate into regions of the zeolite frame for which Ar, N2,
and O2 are not accessible (e.g., in the so-called sodalite cage). From the compari-
son of the saturation capacities by the adsorption of different probe molecules 
qualitative structural information can then be indirectly derived [160]. 

Apart from the adsorption behavior of zeolites, ion exchange is also of prime 
importance [161]. This particular applies to the catalytic characteristics. If one 
proceeds from the classical zeolites which belong to the family of the aluminosili-
cates, the capacity of the ion exchange is given by the degree of the isomorphic 
substitution in the tetrahedron network, i.e., by the exchange of Si by Al ions 
[161]. Therefore, the theoretically possible ion exchange capacity is given by the 
elementary composition of the appropriate zeolite structure. The most sensitive 
analytic method for the analysis of the ion exchange is given by the use of radio 
isotopes, with which modifications in the composition of the frame structure can 
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be easily proven. This occurs in particular with the help of the radio isotopes of 
the elements Na, K, Rb, Cs, Ca, Sr, and Ba [161]. 

To conclude this compilation of the most important methods used in the char-
acterization of zeolites, the IR spectroscopy will be dealt with briefly [162]. Os-
cillations of the zeolite frame create typical bands (vibration modes) which can be 
measured with IR spectroscopy. These modes are situated in the middle and far 
infrared range of the electromagnetic spectrum. Originally the classification of the 
most important IR absorption modes fell into two groups, i.e., into internal and 
external vibration modes of the SiO or AlO tetrahedrons in the zeolite frame 
structure [162]. The following regulations are made in relation to the internal 
connections of the frame structure: asymmetrical stretching modes (1250–
920 cm 1), symmetrical stretching modes (720–650 cm 1), TO bending modes 
(500–420 cm 1). Related to the external connections are: the so-called double ring 
vibration (650–500 cm 1), oscillations of the pore openings (420–300 cm 1),
asymmetrical stretching modes (1150–1050 cm 1), symmetrical stretching modes 
(820–750 cm 1). The spectral positions of the IR modes are often very sensitive 
with regard to structural changes. The initial classification into internal and exter-
nal tetrahedron oscillations is not strictly kept and has to be modified [162]. In 
principle, the strict separation of the IR modes cannot be held since the individual 
oscillations are coupled together in the frame structure of the zeolites. Systematic 
modifications in the IR spectra are observed if for instance, the Al content in the 
tetrahedron network is varied. Thus, if necessary, the Si:Al concentration ratio in 
the frame structure can be analyzed using IR spectroscopy. Moreover, cation 
movements, for instance, can also be observed (e.g., during dehydrogenation) 
[163]. 

Raman spectroscopy is rarely used to analyze zeolites because it is often not 
simple to measure Raman spectra on zeolites with a sufficient intensity and an 
acceptable signal to noise ratio [164]. This is because of the loose frame structures 
of the zeolites. The Raman effect is generally a weakly pronounced phenomenon 
and hence the Raman spectra of zeolites are usually superimposed by a strong and 
broad background luminescence. In essence, two causes are identified for this 
background luminescence ([164] and references specified therein). Small quanti-
ties of strong luminous aromatic molecules can be available in the zeolite samples 
and cause the luminescence. These aromatic molecules are residues of organic raw 
materials which frequently remain in the zeolite samples as impurities after proc-
essing. Often this problem can be eliminated by a high temperature treatment in an 
oxygen atmosphere (but not always since the luminescence is sometimes even 
strengthened by the O2 thermal treatment because organic molecules can possibly 
be transformed into a fluorescent phase). Moreover, Fe impurities in the zeolite 
samples can lead to a strong background luminescence. In principle, this problem 
can be avoided by performing highly pure synthesis procedures (however, this 
does not always hold for industrial mass productions). By Fourier transform (FT) 
Raman spectroscopy with excitation in the near IR regime the background lumi-
nescence is reduced as well. A detailed overview of the Raman modes observed in 
zeolites is given in [164]. 
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6.2.3 Nanoclusters in Zeolite Host Lattices 

Nanocrystalline materials which are also called nanoclusters or nanoparticles can 
clearly manifest deviations in relation to their “normal” macroscopic physical 
states. This can apply, for instance, to their optical, electronic, or thermodynamic 
characteristics. For example, in nanocrystalline Sn clusters a shift in the melting 
point as a function of the particle size can occur. In strongly porous crystal struc-
tures, as they are manifested by zeolites with open pore volumes of 30–50 %, 
nanocluster can be formed from various materials. Here, the zeolite frame serves 
as a designed frame structure. Since the open pores can be present in different well 
defined crystallographic geometry in the numerous zeolite structures, theoretically 
one can directly manufacture evenly structured nanoclusters from different mate-
rials with various particle sizes. This prospect opens a further field of possible 
applications. For example, molecular filters for various chemical process cycles 
through which storage of problematic nuclear wastes can be achieved in the 
framework of nuclear waste management up to the establishment of future 
nanoelectronic devices or computers. However, the latter examples are still far 
fetched and presently, a matured product is still to be settled in the area of the 
scientific visions. Nevertheless, numerous fundamental and promising scientific 
material statements have been developed.

Production of Nanoclusters in Zeolite Host Lattices 

Different techniques are developed in order to synthesize and stabilize metallic 
and semiconducting particles or nanocluster with geometrical dimensions on the 
nanometer scale. In order to control the size and distribution of the nanocluster, 
zeolite with their numerous versions of pore geometry and distributions offer very 
suitable host lattices for the production of various large arrangements of nano-
clusters [165–177]. 

It is noteworthy that there is the possibility to produce definite individual 
nanoparticles in the confinement of a zeolite pore (cage) and to regularly arrange 
them simultaneously in greater numbers due to the given crystal structure of the 
host lattice. Ideally, a field of identical nanoparticles which are arranged in a su-
perlattice is then obtained. Thus, a material which manifest the characteristic of a 
nanocluster (e.g., the ability to emit light which in relation to the macroscopic 
solid state of the same material is blue-shifted) is achieved. Due to the immense 
multiplicity of the clusters arranged in the superlattice this microscopic character-
istic can then be used macroscopically. 

The production of nanoclusters in the zeolite host lattices can be implemented 
for various metals such as Pt, Pd, Ag, Ni, semiconducting sulfides, and selenide of 
Zn, Cd, and Pb or oxides such as ZnO, CdO, SnO2 ([168] and references quoted 
therein). The host lattice works like a solid state electrolyte. In solutions or melts 
mobile cations which compensate the charge (e.g., Na+) by mono and multivalent 
cations are exchanged and are then reduced by suitable substances such as hydro-
gen. These processes require the mobility and agglomeration of metal cations or 
atoms which spatially occur separately before the reduction since they sit on de-
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fined cation sites. Unfortunately, the formation of nanoclusters leads in many 
cases to a local disturbance or degradation of the host lattice (e.g., by local hy-
drolysis of the zeolites). As a consequence, the previously well defined pore sizes 
and concomitantly the sizes of the formed nanoparticles are changed. Under this 
circumstance, the nanoclusters are no longer present as homogeneous particles. 
Thus, the confinement for the size adjustment is softened or at worst even re-
moved [168]. 

The production of CdS nanoclusters in a zeolite-Y host lattice is described in 
[167, 178, 179]. Zeolite-Y appears in nature as the mineral faujasite and consists 
of a porous network of Si and Al tetrahedrons which are connected by oxygen 
atoms [165]. Thus, zeolite-Y has a frame structure which is typical for alumi-
nosilicates. Two sorts of cavities are formed by its frame structure: (i) the sodalite 
cage with a diameter of 0.5 nm which is accessible to molecules by a circular 
window of 0.25 nm in diameter, and (ii) the so-called supercage with 1.3 nm di-
ameter and a window opening of 0.75 nm in diameter. These two cavities, with 
well defined sizes and arrangements form a suitable environment in which small-
est crystalline clusters are formed. The participating ions of the reagents can be 
supplied through the window openings. CdS nanoclusters can then be synthesized 
by ion exchange in the zeolite-Y matrix [167, 179]. 

The production of various other guest clusters in a confinement of zeolite 
frames is also examined [167, 180, 181]. AgI is manufactured in the zeolite “Mor-
denite”, and PbI2 in X, Y, A, and L-type (Linde type) zeolite host lattices [167]. 
All these nanoclusters in host lattices clearly show changed optical characteristics 
in comparison to the “normal” behavior of a macroscopic crystal. CdS clusters 
could be implemented into different cages and channels of various zeolite host 
lattices [167, 182]. The size of the respective cluster is limited by those cages or 
channels. The CdS clusters are formed in the largest cages or in the main channels 
of the zeolite structures. Absorption spectra of the CdS clusters in the zeolite 
frame indicated two versions, which reflects the two different confinement types, 
i.e., cages and channels. 

SnO2 clusters are formed in a zeolite-Y matrix [183, 184]. This binding takes 
place by ion exchange in a SnCl2 solution. The portion of Sn can vary between 1 
and 11 weight per cent and the size and topology of the clusters depend on the Sn 
loading [167, 183, 184]. The cluster sizes cover a wide range between 2 and 
20 nm diameter. The larger particles probably present secondary aggregates which 
are bonded together with smaller clusters [167, 185]. Here, the above mentioned 
softening of the frame structure is shown. This softening can lead to the fact that 
the cluster looses its well defined sizes. 

Regarding the production of one or quasi-one-dimensional electrical conduct-
ing structures (1D nanowires) metal-loaded zeolites with suitable channel struc-
tures are suggested as promising candidates [168, 186, 187]. Thus, the dehydroge-
nated K+ form of L-type zeolite, for instance, is loaded with different quantities of 
potassium [188, 190]. With rising potassium loading the conductivity of the mate-
rial increases. The conductivity increases with rising temperature and is thus ther-
mally and not metallically activated. It is questionable or even doubtful whether 
this method of producing quasi-one-dimensional conducting structures is a suit-
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able way in the direction of the production of electronic devices on the nanometer 
scale [168]. In this connection, it is a problem that the individual channels are 
geometrically too closely packed together because separating neighboring con-
ductive channels from each other and hence really ensuring a quasi-one-dimen-
sional current conduction is difficult. Besides, the zeolite material loaded with 
potassium is very reactive and thus makes the handling of the substance and its 
application for future electronic functions problematic or impossible. Neverthe-
less, the study of such composite materials is of fundamental scientific interest and 
should be given further attention. 

Characterization of Nanoclusters in Zeolite Host Lattices 

The characterization of nanoclusters in zeolite host lattices can take place with 
different methods. A very direct method is of course the transmission electron 
microscopy (TEM) or generally the high-resolution electron microscopy (HREM). 
In this connection, a very detailed outline article has been published in 1996 by 
Pan [191]. In the article, the meaning of HREM methods for the zeolite research is 
discussed and it also deals in particular with the analysis of nanoclusters in the 
zeolite host structure. The article [191] gives a global outline of the special HREM 
techniques for the characterization of zeolite structures. However, the analysis of 
zeolites or nanoclusters in the pores of the zeolite structure is not completely un-
problematic, since the open zeolite frame structures are rather unstable with regard 
to high-energy electron radiation. Consequently, the possibilities of HREM with 
respect to structural analyses in zeolites and hence the investigations of nano-
clusters have been somehow limited up to recently. Downwards, the maximum 
resolvable structures are limited to approximately 0.3 nm. In the last years the 
progress obtained with the development of the so-called slow scan CCD systems
(charge-coupled device) has created room for improvements since beam perform-
ances can be reduced with the same resolution (low dose image). 

HREM investigations have been published for more than 20 years regarding the 
formation of nanoclusters in zeolites. The emphasis has been firstly laid mainly on 
small metal particles since these are of great importance for catalytic processes in 
the petrochemistry (e.g., [192, 193]). Later semiconducting nanocluster were then 
of interest (e.g., [194]), which became more important in the context of the inves-
tigations of quantum dots. HREM investigations have been executed essentially in 
order to study, for instance, the distribution of particle sizes (e.g., regarding the 
correlation between structure sizes and function/efficiency of metal catalysts). 

Furthermore, the local positions of the metal clusters in the zeolite frame with 
regard to their formation and their growth are of interest. The third important 
information which can be clarified with HREM methods is the relationship be-
tween the zeolite host matrix and the particle structure. 

Analyses of the optical properties have been proven as further very important 
and frequently used methods to obtain information about the characteristics of 
nanoclusters in zeolite host lattices. This applies largely to the study of semicon-
ducting nanoclusters such as CdS (e.g., [195]). In [195] for example, CdS nano-
clusters which are synthesized in the pores of different zeolite hosts are optically 
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analyzed (luminescence, i.e., excitation and emission spectra, optical absorption, 
etc.). The spectral shifts (blue shift) always observed in nanoparticles are ex-
plained in the context of the QSE (quantum size effect) model. Similar investiga-
tions concerning CdS, Ag, Cu, AgI clusters and nanoclusters in zeolite-Y samples 
[179, 196–198] are also published by other authors. 

Raman spectroscopy offers a further possibility of examining nanoclusters 
[164, 199, 200]. Adsorbed molecules or various metal complexes in zeolite frames 
are examined (see the outline article [164]). Raman studies of Se, RbSe and CdSe 
clusters in zeolite-Y have shown that these nanoclusters manifest similar charac-
teristics as the disturbed bulk phases [199]. The authors of [200] investigated 
chalkogenides introduced into the pores of zeolites by Raman spectroscopy and 
came to a similar conclusion. Here the Raman spectra of amorphous, glass-like a-
As22S78, bulk samples and AsS nanoclusters in a zeolite matrix (zeolite A) mani-
fest great similarities. 

A further method which can be used in the analysis of nanoclusters in zeolite 
host lattices is the thermal-gravimetric method (or microbalance thermal analysis, 
TA), which permits the investigations of adsorbed molecules in zeolite structures 
as a function of the temperature [201]. 

Detailed x-ray powder diffractometry and EXAFS analyses (extended x-ray ab-
sorption fine structure studies) can also be employed in the analysis of nano-
clusters [179]. However, these analytical methods are very complex. 

6.2.4 Applications of Zeolites and Nanoclusters in 
Zeolite Host Lattices 

Like already mentioned, zeolites are used for several chemical applications. This 
applies in particular to industrial applications in the proximity of catalytic func-
tions [143, 144, 165]. One of the most important applications is the use of zeolites 
as diaphragms which is based on its characteristic as molecular filters. A good 
overview to this topic can be found in the outline article of Caro et al. [202]. Ideal 
zeolite diaphragms combine the advantages of inorganic diaphragms, i.e., tem-
perature stability (in principle up to 500 °C) and dissolution resistance with an 
almost perfect geometrical selection behavior. The latter characteristic is of course 
linked with the various pore and channel geometries which can be found in the 
various zeolite types. The importance of zeolite diaphragms for the industry be-
comes clear from statements from different studies (see [202] and references 
quoted therein) that a current market volume of approximately 1 billion US$ with 
simultaneous growth rates of 10 % is predicted (for year 2000 [202]). In various 
research and development activities which have been carried out lately regarding 
inorganic diaphragms (and still continue), zeolites are of significant interest beside 
micro-porous diaphragms which are based on sol gel processes and Pd-based 
diaphragms. 

A further current area of application for zeolites are the so-called zeolite modi-
fied electrodes (ZMEs) for the electro-analytic chemistry [203]. The attractiveness 
of the ZME is based on its capability to combine the ion exchange capacity of the 
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zeolites with their selection abilities on the molecular scale (molecular filters). 
Here, numerous promising analytic or sensory applications appear but will not be 
further discussed here. (The reader is referred to the outline article [203].) 

A further field which should also be mentioned here only briefly, is the use of 
zeolites as media for the storage of hydrogen (see e.g., [204]). Applications are 
with regard to a safe fuel storage for hydrogen-operated vehicles or in the case of 
hydrogen transport. 

A completely different promising field of application for zeolites is found in the 
area of luminescence materials or phosphors for various luminous technical appli-
cations (solid state luminescence) [205]. Here in particular, there are immense 
possibilities if the modification of the luminescence characteristics of zeolites by 
the installation of nanoclusters in the zeolite frame is considered. 

The trend towards ever growing miniaturization in electronics in the direction 
of nanotechnology will sometime necessitate the development of radically new 
technological procedures. If the focus is on quasi-one-dimensional operating elec-
tronic devices or current conductors, the chances for success in the context of the 
current existing technologies are few [187, 206]. Perhaps a long-term perspective 
offers a completely new concept which is referred to as crystal engineering [207] 
for the production of such devices [208]. The vision is that inorganic materials be 
completely designed on the nanometer scale, whereby in the long run the aim of 
producing a material with a band structure adapted for a certain application will be 
achieved. For instance, with reference to semiconductors one can speak of a band
gap engineering. In this connection, zeolites which are loaded in their channels 
with metal clusters are constituted as possible candidates for the production of 
closely packed, quasi-one-dimensional electrical conductors [208]. 

Initial investigations are already executed in this direction. However, they still 
move intensively on the level of fundamental material research and show some 
perspectives at best [208]. Dehydrogenated zeolites (e.g., of the L-type) with 
which cations are coordinated to an anionic frame only on one side form the in-
sides of regularly arranged channels. A continuous doping of the normally isolat-
ing zeolites with excess electrons is possible by a reaction of the zeolites with 
metallic alkali atoms (from a gaseous phase). The alkaline metal ions are ionized 
by the strong electrical fields within the zeolite structure so that electrons which 
can interact with the cations of the zeolite structure are set free [208–214]. An 
intensified electron-electron interaction and the possibility of an insulator-metal 
transition for the zeolites starting from a critical loading of the channel/pores with 
metals can be expected [208, 214–216]. Some promising experiments are pre-
sented in [208], where clues about an anisotropic electrical conductivity are found 
after potassium doping of the channel structures of L-type-zeolite (by eddy current 
loss and electron spin resonance measurements, ESR). 

6.2.5 Evaluation and Future Prospects 

Like already mentioned several times, zeolites have an important position in the 
chemical industry due to their various applications particularly regarding catalytic 
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processes (e.g., in the petrochemistry). This will not change in the near future if 
the growth prognoses for zeolite diaphragms is considered (see Sect. 6.2.4 and 
[202]). The use of zeolites for sensory assignments and of course particularly for 
chemical sensors is also promising and will be probably developed in the future. 
By increasing sensitivity which concerns environmental aspects, growth rates are 
clearly to be expected. 

There are at present no concrete applications especially in the area of electron-
ics with regard to nanoclusters which are built into zeolite frame structures. How-
ever, on average there are some applications in the area of luminescence materials 
or phosphors. Here significant growth rates might be expected in the future (al-
though with a certain risk), since the requirement of such materials will rise par-

 (a) 

 (b) 

Fig. 6.3    (a) Structure of the faujasite (synthetically also zeolite-Y) [205]. In the center the 
so-called supercage can be seen (see also [143, 144, 149, 150]). Like easily seen, the lattice 
of this zeolite structure is formed from two basic elements. The position of the oxygen ions 
in the frame ( ) and the position of the cations (I, I', II, II', III, III') are sketched. (b) 
Schematic example of the clustering of potassium ions ( ) in the channel structure of zeo-
lite-L [208] 
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ticularly under the point of view of energy conservation measures. Comparatively, 
electronic applications regarding nanotechnology and electronics with quasi-one-
dimensional current transport lie rather in the distant future (Sect. 6.2.4). 



7 Nanostructuring 

7.1 Nanopolishing of Diamond 

7.1.1 Procedures of Nanopolishing 

Grinding, thinning, beveling, and polishing are the first steps to shaping and 
structuring a material. At first sight, these methods appear to be simple. However, 
some materials would offer interesting applications if they could be processed 
mechanically. Such an example is diamond, which is treated in this section. The 
special interest in diamond is fine polishing for optical applications and the pro-
duction of blades for surgical tools by beveling. 

For natural diamonds or artificial ones manufactured by high pressure and high 
temperature, the problem of polishing has not been resolved economically, but at 
least technically. The stones are sharpened and polished between two rotating cast 
iron plates using diamond powder as an abrasive. It is possible to sharpen the 
stones up to a roughness of a few nm. However, there is a risk of breaking the 
beveled edge with high pressures. A further disadvantage is the large anisotropy of 
polishing in the various crystallographic orientations. It is almost impossible to 
polish the crystal in the (111) orientation. 

For economic reasons—price, assurance of a constant supply and quality—it is 
desirable to replace the monocrystalline diamond with polycrystalline films. Ac-
cording to their manufacturing process from the gaseous phase, they are called 
CVD films (chemical vapor deposition). Since the crystallites composing the film 
are arranged randomly, there are always some that are aligned in the diamond’s 
hard direction. Instead of being polished, these ones are rather torn off the surface. 
Thus, the roughness of the surface increases, and gaps appear at the edges. 

Several alternatives were investigated to overcome these problems, e.g., etching 
in molten rare earth metals or transition metals, sputtering with low-energy ions, 
solid state oxidation, among other things. The pros and cons of these methods are 
discussed in [217] and the literature quoted therein. Substantial restrictions turned 
out in each case. 

Some years ago, a method was developed that is deemed most promising today: 
thermochemical polishing [217–219]. Its setup is presented in Fig. 7.1. A diamond 
sample is placed on a rotating plate made of a transition metal, e.g., iron. A second 
plate (weight)—made of the same transition material—is placed on this sample. 
The chamber in which the polishing takes place is heated to a temperature be-
tween 700 and 1200 °C (high temperatures lead to rapid but rough polishing, 
while the extremely fine polishing takes place at moderate temperatures). 
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Polishing is supported by different measures like the mechanical vibration at 
the rotation axis and the inlet of an argon-hydrogen gas mixture. 

The mechanism of thermochemical polishing is based on the conversion of the 
diamond surface into graphite. This is a well-known process which occurs, for 
instance, when diamond is annealed after ion implantation. It is substantially ac-
celerated by the selective contacts between the diamond and the transition metal. 
In the second step, the graphite formed diffuses into the transition metal. There-
fore, a transition metal of low carbon content is used and the polishing plates are 
changed after some time to avoid the saturation of carbon. Hydrogen works as a 
catalyst. This concept can be described by a model and is treated mathematically 
in [220]. 

7.1.2 Characterization of Nanopolishing 

For the optimization of the procedure, the etching rate is measured as a function of 
different parameters like temperature, pressure, angular velocity, vibration fre-
quency, vibration amplitude, etc. [219]. In Figs. 7.2–7.7, some results are shown 
in order to give an idea of the etching rates that can be achieved. 

The following values apply to the above-named figures: sample diameter 
10 mm, temperature 950 °C, mass 11.704 g, angular frequency 112 cycles per 
second, vibration frequency 450 cycles per second, and vibration amplitude 
3.46 mm (with the exception of the variable parameter). 

The illustration of the removal rate can be improved by an Arrhenius plot (Fig. 
7.3). Two activation energies of 1.42 and 0.52 eV are measured. However, a theo-
retical model explaining these data is still missing. 

Fig. 7.1    Setup for the thermochemical polishing 
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Fig. 7.3    Arrhenius plot of the removal rate 
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Fig. 7.4    Removal rate as a function of pressure 
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Fig. 7.5    Removal rate as a function of angular velocity
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Fig. 7.6    Removal rate as a function of frequency of vibrations 
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For the determination of the non-diamond carbon phases occurring during pol-
ishing, Raman measurements are performed [218]. The Raman spectra are seen in 
Fig. 7.8a–f. The spectrum of the as-grown film (Fig 7.8a) shows a small line at 
1206 cm 1 beside the diamond signal at 1331 cm 1 and a broad peak from 
1350 cm 1 to approximately 1555 cm 1. The line at 1206 cm 1 is assigned to a 
mixture of sp2 and sp3 carbon. The broad peak is assigned to a common band of 
disordered (nanocrystalline) graphite with a peak around 1353 cm 1 and amor-
phous diamond-like carbon with a peak around 1455 cm 1. Figure 7.8b shows the 
spectrum after thermochemical polishing for sixteen hours. The broad peak in Fig. 
7.8a now splits up into two peaks. The nanocrystalline peak at 1353 cm 1 is a 
result of disordered sp2 bonding, while the amorphous peak at 1455 cm 1 origi-
nates from disordered sp3 bonding. Further polishing (Fig. 7.8c) leads to the emer-
gence of an additional peak at approximately 1580 cm 1. This is the microcrystal-
line peak resulting from well-ordered sp2 bonds. The bands of the disordered 
graphite and the amorphous diamond-like carbon are now closer together than 
beforehand. Further polishing results in the Raman spectrum of Fig. 7.8d. The 
diamond line and the band of the amorphous diamond-like carbon completely 
disappear. The latter is presumably converted into two graphite phases with a 
sufficiently thick layer that extinguishes the diamond line. 

After further polishing for 16 hours at moderate temperature (800 °C, Fig. 7.8e) 
the nanocrystalline and microcrystalline phases are gradually washed away from 
the surface of the diamond down into the polishing plate by diffusion so that in 
effect only a flimsy trace of the nanocrystalline graphite band and a small micro-
crystalline band are visible. The diamond line shows up again, which signifies the 
reduction of the graphite layer to a value below 1 µm (the penetration depth of the 
Ar laser). Figure 7.8f shows the Raman spectrum after finally fine polishing at 
750 °C and with moderate pressure. The intensity of the diamond line increases 
substantially; there are no more graphite portions. The position of the diamond 
Raman line at 1331 cm 1 on the polished films is proof that thermochemical pol-
ishing does not impair the lattice structure of the surfaces. 

A first result of nanopolishing is already shown in Fig. 4.42. At present, the 
minimum attainable surface roughness amounts to 1.2 nm. Furthermore, a typical 
beveled edge is shown in Fig. 7.9 (successive beveling of both the front and rear 
sides of a CVD diamond film) [221]. The radius of curvature of the beveled edge 
is approximately 50 nm. 

7.1.3 Applications, Evaluation, and Future Prospects 

Diamond offers several unsurpassed properties: highest mechanical hardness, 
highest heat conductivity, high stability against chemical attacks, high radiation 
inertness, no incorporation of impurities, and optical transparency. Diamond finds 
application when the combination of plane surfaces and any of these characteris-
tics is required. Most probably this may be the case in the optical area. However, 
there is no demand in this area at the moment. 
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Fig. 7.8    Transformation of diamond into non-diamond carbon phases during 
thermochemical polishing 
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Application regarding surgical instruments is conceivable in the case of bevel-
ing and the production of blades. An obvious application could be in the eye sur-
gery. At the moment, there are attempts to shape nanotubes from diamond coni-
cally in order to be able to further convert it into pipettes. With such a tube, tissue 
samples or liquids could be extracted from areas of a few micrometers in diameter. 

7.2 Etching of Nanostructures 

7.2.1 State-of-the-Art 

Apart from the common direct production of powdery nanomaterials for the sur-
face coating by deposition procedures or agglomeration from molecules, the direct 
production of regular structures in nanometer dimensions of full surface deposited 
homogeneous layers by etching techniques is of highest interest. In microelec-
tronics, micromechanics, sensor technology, and integrated optics, further fields of 
application for accurately defined nanostructures are, for instance, conductive 
strips in integrated circuits, gate electrodes of transistors, and optical gratings. The 
necessary structures cannot be attained by wet etching due to the isotropic etching 
characteristic of many reaction solutions. Consequently, alternative procedures 
must be carried out. 

For applications requiring high precision in the geometrical dimensions, dry 
etching in the parallel plate reactor is a well-known technique from microelec-
tronic circuit integration. This etching technique, which has been adopted since 
about 1980, enables a reproducible structuring of very different materials of semi-
conductor technology. In addition, silicon in crystalline and polycrystalline form, 
silicon dioxide, silicon nitride, aluminum, titanium, tungsten, polymers, polyim-
ide, and photoresists among others are materials under investigation. 

The basic structure of a parallel plate reactor for dry etching is presented in Fig. 
7.10. One of the two electrodes is grounded, while the other one is adjusted to a 
high frequency (13.56 MHz). The procedures are grouped depending upon the 
coupling of the high frequency to the upper or lower electrode. If the layer to be 

Fig. 7.9    Formation of a blade by successive beveling a diamond film on the front and rear 
sides of the same edge 
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etched is on the grounded electrode, then we are dealing with plasma etching (PE). 
If it is on the HF coupled electrode, we are dealing with reactive ion etching 
(RIE).

In both ways, plasma excitation between the electrodes is used for material re-
moval. Fluorine or chlorine-containing gas compounds serve as reaction gases, for 
instance, SF6 or SiCl4. Due to the radio frequency (RF) excitation, electrically 
neutral radicals, positively charged ions, and free electrons are generated between 
the electrodes. Due to their small mass, the electrons can follow the high fre-
quency, but the slow-acting ions cannot. This leads to a negative charging of the 
RF fed electrode during the positive half-wave of the RF signal. Since the elec-
trons cannot leave the electrode during the negative half wave, the electrode re-
mains negatively charged in average. 

The developed voltage is called bias voltage, and the resulting potential be-
tween the electrodes is presented in Fig. 7.11. 

Fig. 7.11    Potential between the electrodes of the parallel plate reactor for 
reactive ion etching [223] 

Fig. 7.10    Setup of a parallel plate reactor for dry etching in PE or RIE procedure 
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The bias voltage produces an electrical field, which now accelerates the posi-
tively charged ions to the RF electrode. Due to their kinetic energy, they knock out 
material from the surface upon impact. Therefore, besides the purely chemical 
material removal by the radicals which occurs at both electrodes, additional physi-
cal etching occurs at the RF electrode. Thus, plasma etching is a purely chemical, 
very selective etching, while reactive ion etching is a mixed physical/chemical 
etching procedure. 

For many applications, both the PE and the RIE meet the demand of the etching 
rate and the selectivity between the materials. However, a sufficient anisotropy of 
the etching procedure is critical in the case of the plasma etching technique. Here 
the RIE etching technique clearly has advantages. Even under extreme conditions, 
e.g., 200 nm polysilicon on 1.5 nm silicon dioxide, anisotropic polysilicon etch-
ings are performed with this procedure without destruction of the gate oxide [222]. 

Due to the low process pressure, the mean free path of the particles in the 
etching reactor is in the centimeter range so that the charged ions or molecules are 
accelerated strongly towards the charged electrode. On their way, they rarely col-
lide with other molecules and thus, they do not deviate from their direction of 
motion. Therefore, these particles hit perpendicular onto the surface of the elec-
trode, and an anisotropic etching process develops. 

While the ions cause a directed physical material removal, the excited radicals 
lead to a chemical and extensively non-oriented etching. The extent of both etch-
ing portions determine both the degree of anisotropy and the selectivity of the 
etching process and can be influenced by the fed RF power and the pressure of the 
reactor.

The etching rate due to mechanical-physical etching grows with increasing high 
frequency power. Moreover, a decreasing pressure in the recipient leads to less 
impacts between the available gas particles, and thus, also to a rise in the average 
energy of the ions via an increase in the mean free path. Therefore, the ions hit 
almost perpendicular onto the substrate surface, and the material removal occurs 
anisotropic.

The etching rate due to chemical etching is essentially determined by the reac-
tion gas used. Depending upon the material to be etched, fluorine, chlorine or 
rarely bromine and iodine compounds are used. Radicals are excited due to gas 
discharge and transfer the etched material into the gaseous state by compound 
formation. The reaction products are removed from the reaction chamber through 
the vacuum system. 

At present, the RIE method is state-of-the-art in semiconductor technology. 
Here, SiO2 and Si3N4 are removed in general by fluorine-containing gases (CF4,
C2F6, CHF3), while etched aluminum, polysilicon, and crystalline silicon are re-
moved by chlorine (SiCl4, CCl4). Particularly under high aspect conditions, heav-
ier ions, such as bromine or iodine in the form of hydrogen compounds, are in-
creasingly used during silicon etching. 

The dry etching technique can also be used for the production of nanostructures 
from full surface deposited layers without major modifications. Here, photoresist 
films usually serve as masks. Materials, which are highly resistant to etching in 
relation to the layer to be etched and to the process gas employed, are also fre-
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quently used. An example of a crystalline silicon structure etched by the RIE 
method with a 100 nm thick Si3N4 mask layer is shown in Fig. 7.12. 

7.2.2 Progressive Etching Techniques 

Further developments in reactive ion etching are inductively coupled plasma 
etching (ICP) and electron cyclotron resonance plasma etching (ECR). With refer-
ence to the energy of the excited radical ions, the independently controllable dis-
sociation rate of the reaction gas via two separated high frequency generators is 
common to both procedures. 

By this separation, high densities of reactive radicals can be produced despite a 
small operating pressure in the reactor because a high dissociation degree of the 
gas is achieved by means of a large excitation RF power of the plasma source. 
There is no influence on the particle energy. This is only determined by the bias 
voltage placed at the substrate electrode via a second RF generator. 

Fig. 7.13    Schematic cross section of the ICP (a) and ECR etching device (b), 
according to [224] 

Fig. 7.12    RIE-etched crystalline silicon structure of 800 nm height and 80 nm width at the 
tip, masked with 100 nm silicon nitride 
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Thus, very high etching rates of up to about 10 µm / min can be achieved due to 
the attainable high radical densities. Simultaneously, extremely high selectivity is 
given as a result of the small particle energy. Additionally, almost completely 
anisotropic material removal takes place due to the large mean free path of the 
radicals at the small process pressure. 

The ICP etching technique finds increasing applications for micromechanical 
and deep silicon trench etching with high aspect ratios. The acceptance of this 
equipment also increases in the area of required high selectivities such as the 
structuring of polysilicon on thin gate oxide. 

In the case of ECR etching technique, inhomogeneities occur in the plasma dis-
tribution due to resonance shifts in the source. This technique does not find much 
application in industry. 

7.2.3 Evaluation and Future Prospects 

Although the progressive procedures enable higher etching rates with simultaneous 
improvement of the selectivity, the results attainable with the reactive ion etching 
technique are basically still sufficient for many future applications. In the meantime, 
the microelectronics industry uses ICP etching devices for gate structuring in the 
production of new products with minimum dimensions within the deep submi-
crometer range, in order to get a larger process window with regard to the selectivity 
between the materials. 

The inductively coupled plasma device is generally performed within the range 
of anisotropic depth etching because appropriate etching depths with conventional 
RIE systems are not attainable (cf. Fig. 7.14). 

However, the throughput of this device is limited. Deep etching with aspect 
ratios above 20:1 requires a substantial amount of time. Additionally the mainte-
nance expenditure of this device is quite high since sulfur deposits in the evacu-
ated system lead to increasing wear.

7.3 Lithography Procedures 

The term lithography generally means the transfer of structures of an electronic or 
an image pattern into a thin radiation-sensitive layer, the photoresist, by means of 
electromagnetic waves or particle beams. The execution of the lithography method 
involves a series process consisting of deposing the photoresist, exposure and 
development of the radiation-sensitive layer. 

The photoresist deposition on the substrate takes place via spin-coating in 
which the resist is given on a rotating plate (approximately 3000 rpm). A homoge-
neous coating of the surface is achieved by means of the centrifugal energy in 
combination with the viscosity of the resist. 

Alternatively spray coating which leads in particular to a higher uniformity in 
the boundary region of asymmetrical bodies is used for larger substrates. 
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As procedures for the exposure, optical, x-ray, electron and ion beam lithogra-
phy of different versions are at disposal. All these mentioned techniques enable a 
reproducible, highly resolved structural production on the substrate coated with 
photoresist whereby the optical lithography manifests the smallest resolution be-
cause of the largest radiation wavelength. 

In the lithography technique, developing the resist means removing the exposed 
or unexposed areas in a base solution. Development takes place in NaOH or 
TMAH solution by dipping. Alternatively, the spray development offers the high-
est reproducibility. 

The subject of further sections is the transfer of the structures by irradiation of 
the resist, generally known as the exposure procedures, as well as the respective 
procedures belonging to the mask technique. 

7.3.1 State-of-the-Art 

In the research areas of universities, the economical suitable optical contact lithog-
raphy with UV light is used which enables a resolution in the upper submicrome-
ter range, but with reduced yield. However, semiconductor manufacturing plants 
and research institutes use the expensive projection exposure as wafer scan, step 
and repeat or step scan procedure which also enables a small defect density and 
thus a high yield, beside the improved resolution. Electron-beam writers are used 
for mask making and sometimes for direct substrate exposure, too. 

7.3.2 Optical Lithography 

Today the optical lithography with light in the wavelength range of 465 nm down to 
193 nm is used for the structural transfer from the mask onto the photoresist in all 
micro techniques for production. Also in the research lab the optical lithography in 
contact mode is very common. 

Contact Exposure 

The contact lithography uses masks from glass on whose surface the desired 
structures are available on a 1:1 scale in the form of a thin chromium film as ab-

Fig. 7.14    ICP-depth etching with high aspect relation in crystalline silicon 
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sorber. Boron silicate or quartz glass is used depending on the selected wave-
length.

During the contact exposure the photomask is in direct contact with the photo-
resist film at the surface of the substrate so that during irradiation of the mask the 
structures are transferred on a 1:1 scale. For the contact improvement of the reso-
lution the substrate is pressed against the mask before the exposure. Additionally, 
vacuum is applied between mask and substrate. 

The resolution is limited only by the diffraction effects at the structure edges so 
that minimum structural widths of about 0.8 µm for 436 nm wavelength down to 
about 0.4 µm for 248 nm wavelength are possible on plane surfaces as a function 
of the photoresist thickness and the used wavelength [225]. By decreasing the 
wavelength to 220 nm line widths of about 100 nm are obtained [226]. Presuma-
bly, the procedure can also be extended to structural widths below 100 nm by 
further reduction of the wavelength. 

An obstacle for the application of the contact exposure in nanotechnology is the 
production of extremely fine structures on the masks. On the one hand, the writing 
of the 1:1 masking is very time consuming and thus expensive for these structure 
widths due to the substrate size mask surface. On the other hand, extremely thin 
photoresist films are required for the suppression of the diffraction influence at the 
structure edges. 

Since all chips of a substrate are exposed simultaneously with a 1:1 mask, a 
high throughput is possible with the contact exposure. The exposure devices are 
less expensive and maintenance is not intensive. However the masks are relatively 
expensive.

The disadvantage of this procedure is the unavoidable position-dependent ad-
justment error of already manufactured structures on the substrate, resulting from 
temperature gradients and mechanical stresses, as well as the strong load of the 
expensive mask by direct contact between mask and substrate surface. The contact 
leads to a fast contamination of the mask, possibly existing particles between 
photoresist and mask prevent a conclusive contact and thus worsen the quality of 
the imaging. Moreover, the close contact can cause scratching of the photoresist 
film on the substrate or the photomask itself. 

Despite high attainable resolution this economically suitable procedure is used 
only rarely in the industrial manufacturing because of the above named disadvan-
tages. Within the research area, which is not oriented toward maximum yield, this 
procedure enables a low-prized production of samples with structural sizes within 
the submicrometer range. For nanometer scale applications minimum structural 
widths of about 40 nm are obtained by direct isotropic etching of the photoresist 
film after developing [227]. 

Non-contact Exposure (Proximity) 

With this procedure the disadvantage of the close contact between substrate and 
mask is eliminated by which the wafer is kept reproducibly at 20–30 µm away 
from the mask by means of defined spacers. Therefore few errors or contamina-
tions occur both in the resist layer and at the mask. 



7.3 Lithography Procedures      157 

The UV exposure delivers a shadow image of the mask in the photoresist. 
However, the resolution clearly decreases as a result of the proximity-distance; 
due to the diffraction effects at the chromium edges of the mask only structures 
with smallest dimensions down to about 2.5 µm are resolved. For the nanometer 
lithography these devices are completely unsuitable. In the industrial production 
the proximity exposure is also only rarely in use because of the insufficient reso-
lution. An improvement of the resolution by advancement of the devices does not 
take place. 

Projection Exposure 

The resolution of the projection exposure procedure is determined by the light 
wavelength, the coherency degree of the light and the numeric aperture (NA) of 
the lenses. For the smallest resolvable distance a we get: 

NA1ka  (7.1) 

For the depth of focus (DOF) which should amount to at least 1 µm because of 
the usual resist thickness in combination with surface irregularities and the focus 
position, holds: 

NA
DOF 2k  (7.2) 

k1 and k2 are pre-factors which take into account both the entrance opening of the 
lenses and the coherency degree of the light, and the resolution criterion. Typical 
values for NA lie between 0.3 and 0.6; k1 amounts to about 0.6, k2 to about 0.5 for 
incoherent light. 

From the equations a linear improvement of the resolution occurs with shrink-
ing wavelength, but also corresponds to a linear decrease of the depth of focus. 
With  = 248 nm, the typical used wavelength within the deep UV range (Deep 
UV, DUV), the depth of focus of today’s devices is only insignificantly larger 
than the thickness of the photoresist. The minimum attainable line distance ac-
cording to these equations amounts to about 250 nm with a depth of focus of about 

0.6 µm. 
While the 1:1 contact lithography outweighs within the research area, in the in-

dustrial production devices for projection lithography are mainly used preferably 
as scanners for the exposure of the substrates. KrF laser or ArF laser serve as light 
sources: the used wavelength amounts correspondingly to 248 nm or 193 nm. The 
wafer scan procedure, the step and repeat exposure, and the step-scan procedure 
are used (Fig. 7.15). 

The wafer scan procedure uses a lens system made of quartz glass for the 1:1 
projection of the complete mask structures on the photoresist layer of the sub-
strate. The exposure takes place via single over-scanning of the mask with a light 
beam expanding in one direction. In comparison to homogeneous illumination of 
the mask with 1:1 projection exposure the demands on the lens system in the scan 
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method are substantially smaller. Lens aberration can also be corrected more sim-
ply. The resolution limit of the wafer-scan-systems lies in the range of about 
0.5 µm in line width depending upon source of light. 

Due to variations in temperature during exposure and thermal processes during 
the substrate treatment, deviations in the adjustment accuracy can occur in the 1:1 
projection exposure, from the center of the substrates to the boundary regions as a 
result of distortions. An adjustment of the mask fitting to all structures on the 
entire substrate is no longer possible so that the number of correctly processed 
elements reduces. 

For this reason there has been a transition from complete exposure to step and 
repeat exposure in the mid eighties. Only a small reproducible fundamental unit is 
produced as mask. This is adjusted to the substrate and projected in the photoresist 
via a lens system. By repeated adjustment and exposure the complete structural 
imaging takes place on the substrate. 

Transfer scales of 1:1, 4:1 and 5:1 are usual, whereby reduced projection expo-
sure enables a better structure control of the patterns. Since the lens system must 
illuminate only a part of the substrate surface, it can be manufactured simpler and 
less expensive than in the case of complete exposure. However, its disadvantage is 
that it is time consuming for the repeated positioning and adjustment of the wafer 
transfer units to the mask. 

The attainable resolution of these devices currently lies in the range of 150 nm 
line width, the adjustment accuracy is almost continuous over the entire substrate, 
deviations from chip to chip are so far negligible. Possible available particles 
within the mask area are image reduced, hence they partially fall below the reso-
lution limit and are no longer imaged by the lens system. 

In order to reduce the costs of the high-quality lenses as low as possible, reduc-
tion projection scanners are increasingly used. By simultaneous synchronal 
movement of the mask and the substrate with a fixed unit from light source and 
lens system large chip surfaces can also be exposed by over scanning with reduced 
lens diameter. Distortions by lens aberrations are simpler to compensate in these 
devices. The minimum structure size attainable with this method will be reduced 
presumably to about 100 nm or less in the next years. 

Fig. 7.15    Comparison of the exposure procedures: (a) wafer scan, (b) step and repeat, 
(c) step scan procedures 
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The necessary adjustment and overlay accuracies of the photolithography steps 
are achieved by means of interferometric position control and very exactly regu-
lated processing temperature during the mask making and during the exposure. By 
further optimization of today’s usual techniques the future requirements can be 
met in these dimensions. 

The resolution of the optical lithography technique is limited by diffraction ef-
fects at the structure edges of the chromium layer on the mask. In order to get a 
more favorable distribution of intensity on the disk surface, increasing alternative 
mask designs are used. Absorbing phase masks can be used to replace the simple 
imaging chromium masks. They do not completely absorb an incident electro-
magnetic wave within the masked area, but only strongly absorb it and shift its 
phase by 180°. A more favorable distribution of intensity and thus a stronger con-
trast occurs on the substrate surface by means of interference. 

Additional absorbers are partially produced on the mask which cannot be re-
solved by the used lens system any longer but effectuate an improvement of the 
structure transfer from the mask pattern into the photoresist by means of diffrac-
tion.

A further development is the chromiumless phase mask. By structuring of the 
mask material within the imaging area a phase shift of the electromagnetic wave 
by 180° is locally adjusted so that with a given irradiation wavelength a steeper 
transition occurs from exposed to imaged sub-area on the wafer surface. 

The most favorable distribution of intensity for structure transfer is produced by 
the half-tone phase mask. With this design the absorbers reduce the incident elec-
tromagnetic wave up to a rest transmission, at the same time the light experiences 
a phase shift of 180°. A high contrast image of the mask information transferred 
into the photoresist results. The production of these masks is clearly more simple 
in comparison to the alternating chromium phase mask. However, their structure 
calculations are complex. 

Fig. 7.16    Comparison of the distribution of intensity at the substrate surface for a chro-
mium mask, the chromeless phase mask, an alternating chromium phase mask and the half-
tone phase mask 
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In order to achieve a further improvement of the resolution, sub resolution 
structures, hence samples with dimensions below the resolution of the applied 
optics are used for the correction of the distribution of intensity at the wafer sur-
face. Thus, by diffraction or interference effects resolution improvements in cor-
ners, on points, and particularly with isolated lines can be obtained. The distribu-
tion of the sub resolution structures and the phase shifting elements in the mask 
must be calculated with efficient computers and be transferred precisely into the 
quartz mask in the dry etching technique. 

Currently, the electron beam lithography is employed for the production of the 
required highly-resolved masks. Mechanically operating devices such as pattern 
generators are seldom used. Their resolutions are not sufficient for structure 
widths below 350 nm on the substrate. 

Writing of the mask with line widths around 100 nm is time consuming. How-
ever the devices available today operate stably in the required time span. In prog-
noses, resolutions around 20 nm are asserted for mask writing with electron 
beams. 

In order to increase the yield in the mask making, mask repair tools with lasers 
are available for subsequent exposure or for etching. These must be replaced by 
FIB (focused ion beam) systems during further reduction in the structure size since 
the focusing of the laser beam spot is no longer possible on dimensions in the 
nanometer range. 

For the reduction of diffraction effects at the structure edges of the masks the 
light source in the projection exposers are developed further. Today, “off-axis” 
illumination is used in place of the point-like light source which was used as stan-
dard over decades. While with central illumination of the mask both the unbroken 
light beam and the –1 and 1 diffraction orders contribute to the imaging, the off-
axis light source causes a suppression of a diffracted beam, e.g., the –1 order. 

First improvements were obtained with circular light sources. More favorable 
results are achieved by the quadrupole or CQUEST II intensity distributions as 
light source. The latter consists of four symmetrically arranged light sources with 
a weak total surface superimposition as basic intensity (Fig. 7.17). 

Substantial improvements in the resolution are possible by application of high-
contrast resists or by multi-layer systems with thin radiation-sensitive surface 
films. Beside the already currently wide-spread anti-reflection layers as top or 
bottom coatings for sensitivity optimization and suppression of reflexes, changed 
resist systems such as CARL (chemically amplified resist lithography) [229] or 

Fig. 7.17    Off-axis exposure for the reduction of diffraction effects, from left to the right: 
Standard, annular, quadrupole CQUEST I, quadrupole CQUEST II 
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TSI systems (top surface imaging) [230–232] are suitable for improving resolu-
tion.

The procedures use a sequence of layers from a thick masking resist which is 
covered with an extremely thin photo-sensitive layer in place of the usual resist. 
Only the thin layer is exposed to high-resolution via a mask; with this thin film, 
depth of focus and diffraction effects do not have significant negative effects. 
After developing, a very thin but highly resolved resist structure is present. 

The produced structure is generally not suitable as an etching mask. It is firstly 
reinforced by a subsequent thermal or chemical treatment. Afterwards the struc-
ture is transferred by anisotropic dry etching, mostly in oxygen plasma into the 
masking bottom layer below. The masking layer then serves for the structure pro-
duction in the active layers of the substrate. Applications of this resist can be 
found in microelectronics with line widths below 150 nm. 

7.3.3 Perspectives for the Optical Lithography 

Although the limitations of the optical lithography are predicted for years, these 
do not seem to be achieved yet. Line widths of 100 nm, possibly of 70 nm or even 
50 nm, can presumably be transferred by optical lithography. It is doubtful wheth-
er a further resolution improvement up to 35 nm structure width is possible. 

An increase of the resolution is aimed at by reduction of the wavelength down 
to 156 nm (F2 Laser) and further down into the x-ray regime (EUV, extreme ultra-
violet). However, new optics have to be developed for the projection lithography 

Fig. 7.18    Chemically amplified resist lithography (CARL) 
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since quartz lenses age or lose transparency due to radiation stress (production of 
color centers, missing transparency of the materials for this wavelength). 

Calcium fluoride lenses are used for the 156 nm radiation. Moreover, a transi-
tion to reflecting or mixed refracting/reflecting optics (catadioptrics) is discussed 
or is already used in the development labs. The entire path of rays from the light 
source to the photoresist must run in the vacuum or in an inert gas atmosphere 
since oxygen molecules lead to the absorption of the photons. 

EUV lithography is seen as a continuation of the optical method in the context 
of further reduction of the wavelength to approximately 13 nm. Due to the 
wavelength within the x-ray regime, operation can be done only with reflecting 
optics which is currently in the development stage. 

The structures which have to be transferred are produced by a reduced image of 
a reflecting mask in the photoresist applying wavelengths around 11–14 nm. Re-
flecting optics in the form of multilayer mirrors are used as optical elements. 

With reference to today’s level of knowledge multilayer systems from silicon-
molybdenum films are suitable as mirrors with reflectivities about 70 %; this 
means a remaining intensity of maximum 8 % at the substrate surface for an opti-
cal system of 7 elements. The technological hurdles of this procedure exist essen-
tially in the guarantee for surface quality of the optics over larger areas and the 
availability of efficient radiation sources in this wavelength range. Since the 
masks must also be produced as a reflecting element, a new development is re-
quired in this area. Bragg reflection can be used on a series of thin layers; the 

Fig. 7.19    Structure of a EUV step-scan exposer with plasma source and reflex mask, 
according to [228] 
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thicknesses of the respective layers must be controlled very exactly. An example 
of a mask is shown in Fig. 7.20. 

At present, a laser-generated plasma is favored as radiation source with which 
pulsed laser light is focused on a collection of cooled xenon clusters. The xenon 
atoms are so strongly heated that characteristic radiation is emitted within the 
range of interest between 11 and 14 nm (Fig. 7.21). 

Fig. 7.21    Spectrum of a xenon plasma source for EUV radiation 

Fig. 7.20    Structure of a multilayer reflex mask for EUV exposure [235] 
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For sufficiently short exposure times, radiating power within the range of ap-
proximately 20 W in a bandwidth of approximately 0.2 nm, given by the mirror 
optics, is required. For this purpose pulsed lasers are needed with a pulse duration 
of typically 10 ns and an average power output of some kilowatts. Such lasers are 
not yet available today; they still require further research for some years. 

Because these sources are not available, the interest in gas discharge-based 
EUV radiation sources increases. With these sources the plasma emitted within the 
EUV area is produced by stored electrical energy in form of a pulsed discharge. In 
comparison with laser-generated plasmas, gas discharge plasmas offer the princi-
pal advantages of a more direct and thus more effective transformation of the 
electrical energy into light, a simple, more compact, and concomitantly low-priced 
setup, and a reduced debris problem. 

Thus, at the Sandia National Laboratory [231] in California work is done on 
capillary discharge as alternative to the laser-produced plasma. The main prob-
lems emerge in achieving the necessary life time and achieving the necessary re-
petition rates or the required average radiating power. 

In comparison with radiation sources examined so far by new electrode ge-
ometry, a new gas discharge radiation source [232] clearly promises higher oper-
ating life and repeating rates within the range of some kilohertz. Such repeating 
rates are necessary in order to ensure a sufficiently high average radiating power. 
Figure 7.21 shows an emission spectrum operated with xenon as discharge gas. 

In comparison to the laser-produced plasma this radiation source is substan-
tially more simple, more compact, and low-priced. The spectral characteristics are 
comparable with those of other radiation sources and fulfill the requirements of 
EUV lithography. The life time limiting erosion of the electrodes does not occur 
here, and a modification of the emission characteristics has not been notified. In 
common with negligible electrode erosion the debris problem can be neglected. 
With already currently attainable radiating power within the range of several 
100 mW this source lies world-wide at the apex of gas discharge-based sources 
and in the range of the best laser-produced radiation sources. Compared with the 
other concepts this radiation source has a substantially high potential of fulfilling 
the requirements of the EUVL in a few years. 

7.3.4 Electron Beam Lithography 

In electron beam lithography, like in the case of direct writing of the photomasks, 
a finely focused computer controlled electron beam is scanned over the substrate 
coated with a special electron beam sensitive resist. The areas which are not to be 
exposed are blanked i.e., they are not illuminated with electrons. 

For irradiation the semiconductor wafer coated with electron-sensitive resist 
must be transferred into the high vacuum of the system. There, scanning can take 
place line by line (line scan procedure) or in the vector scan procedure, whereby 
the latter manifest a higher throughput. Since not only chip for chip must be 
written but also each structure of each chip, the exposure procedure is time 
consuming. In order to minimize the writing time, the beam width in the point of 
focus can be continuously varied during writing (variable beam shape). 
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Fig. 7.22    Comparison of the line scan and vector scan procedure 

Fig. 7.23    Cross-sectional view of the electron-optical column of an electron-beam writer 
(according to [228]) 

Although the structural resolution during the electron beam exposure meets all 
requirements of future lithography techniques, this procedure is used mainly for 
mask manufacturing for the optical lithography because of the small throughput. It 
is only profitable in special cases for direct writing on substrates, e.g., for mask-
programmed circuits with small number of elements. 

The resolution of the electron beam lithography procedure of modern devices 
with finely focused beam is clearly smaller than 30 nm in line width; 5 nm struc-
ture widths are partly achieved. However, the writing time increases strongly with 
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the required resolution, so that for direct writing of very fine structures irradiation 
times of some hours/substrate are expected. Currently, the purchase cost of the 
new equipment is approximately 15,000,000 US$. 

The electron beam exposure offers the possibility of exposing the individual 
layers of a chip with structure sizes down to 30 nm width fast and differently from 
wafer to wafer without taking the expensive route of mask manufacturing, par-
ticularly within the area of the specific applications in integrated circuits (ASIC). 
Thus, small chip numbers can also be manufactured relatively low-priced despite 
the high device costs. 

In order to compensate the disadvantage of the long writing time for each wafer 
respective the small throughput, electron-beam writers with several independently 
controllable beams are currently being developed. Both multi-beam writers (multi 
beam) and writers with many micro electron columns (multi-column) [233] are in 
development labs. However, the independent alignment and the focusing of the 
individual beams are very expensive. Moreover, the simultaneous control of many 
electron beams requires an enormous data throughput. 

Alternatively a technique of reducing electron beam exposure with an electron 
scattering mask is developed (SCALPEL, scattering with angular limitation pro-
jection electron beam lithography) [234]. The procedure uses a silicon nitride 
membrane transparent for electrons which is strengthened in the masking area 
with a metallic scattering layer. Electrons, which hit this scattering layer, are 
strongly deflected while electrons which hit the membrane only slightly modify 
their direction of propagation. 

After focusing of all electrons, the aperture diaphragm fades out the strongly 
scattered electrons and only the particles with small diversion pass through the 
aperture and lead to exposure (cf. Fig. 7.25). The heating up of the mask is rela-
tively small because the electrons are only scattered but not absorbed. 

A resolution of 30 nm line width has been demonstrated already. The very 
small illuminated mask surfaces which limit the chip size are disadvantageous. 

The mask for the SCALPEL technique consists of a silicon wafer which is 
coated as diaphragm with silicon nitride. The scatterers made of tungsten are va-

Fig. 7.24    Multi-column electron beam exposure [233] 
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por-deposited as scattering layer on this diaphragm. Subsequently, the structuring 
of the tungsten layer with conventional electron beam lithography and dry etching 
takes place. 

In the last manufacture step of the mask the silicon under the nitride diaphragm 
must be removed; here the anisotropic wet-chemical etching with KOH or EDP 
solutions is appropriate. The resulting structure is presented in Fig. 7.26. 

An alternative to SCALPEL is the PREVAIL procedure (projection reduction 
exposure with variable axis immersion lenses) [236], a further reducing electron 
projection technique. PREVAIL uses the so-called stencil masks, which consist of 
free standing structures in place of the diaphragm masks. 

Fig. 7.26    Masks for the exposure according to the SCALPEL method [235] 

Fig. 7.25    SCALPEL method for electron beam exposure 
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Fig. 7.27    Path of the electrons in the lens system of a PREVAIL exposure device [236] 

The advantage of PREVAIL is the larger projection area by optimized control 
of the lens aberrations so that surfaces with chip dimensions can be imaged over a 
mask. The throughput of this procedure is correspondingly high. The disadvantage 
here is the heating up and thus the thermal expansion of the stencil mask due to 
the beam energy absorption. 

For the first time, both PREVAIL and SCALPEL open the way for electron 
beam exposure with acceptable throughput. Due to the small imaging area of 
SCALPEL and due to the stencil mask of PREVAIL, the chances of both tech-
niques for application in the production for nanostructured substrates are rather 
small in comparison with the progressive optical procedure with 156 nm wave-
length or the EUV exposure. 

Multiple beam electron systems or also the method of the exposure of the 
photoresist with tips of a scanning tunneling microscope for maximum resolved 
structures are still a far away from industrial application despite promising appli-
cations in research labs. 

7.3.5 Ion Beam Lithography 

Ion beam lithography is used on the one hand for projection exposure with masks 
but on the other hand it is also comparable to the electron beam lithography for 
direct exposure. In the case of the direct exposure with a finely focused ion beam, 
the higher particle mass in comparison to the electron mass causes a decrease of 
the required ion dose for resist exposure of about a factor of 10–100 in relation to 
the electron dose. Thus, the writing rate can clearly be increased. However, wheth-
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er sufficiently high writing rates can be obtained for the exposure of 300 mm 
wafers in the manufacturing is unlikely so far. 

Alternatively, ion beam lithography using an expanded beam with a diameter of 
approximately a square centimeter can be applied in the projection procedure. An 
example of a developed device is schematically shown in Fig. 7.28. Here, the 
mask must be laid out as stencil mask for image projection so that the ions be-
tween the absorbers can reach the photoresist layer on the substrate without dis-
persion.

In comparison to PREVAIL exposure, the stability of the projection masks is 
problematic using this procedure. Since we are dealing with a reduced projection 
exposure, the mask consists of an appropriately increased pattern. A thin silicon 
diaphragm, which is etched from a single-crystal silicon wafer, serves as mask 
material. The required mechanical stability of the mask can be achieved by means 
of a back-up ring at the edge of the disk. However, the thermal stress of the mask 
structure leads to an uncontrolled distortion of the structural pattern due to the 
absorption of the ions. This can be reduced by a small dose rate but the exposure 
time per substrate consequently grows. Moreover, double irradiation with supple-
mentary masks is necessary for the exposure of special structures. 

7.3.6 X-ray and Synchrotron Lithography 

Because of the substantially smaller wavelength in comparison to the optical litho-
graphy, diffraction patterns at structure edges occur only with structural widths well 
below 100 nm when using x-rays. Therefore finer structures can be imaged with x-
ray lithography than with optical procedures. The wavelength of approximately 
1 nm promises a considerably higher resolution. However, due to the Fresnel 
diffraction and because of the generated photo electrons, limiting effects occur for 
the minimum attainable structure width, so that the limit of the resolution as a 

Fig. 7.28    Setup of a device for ion projection exposure with a stencil mask [237]
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function of the projection distance lies in the order of approximately 70 nm (cf. Fig. 
7.30).

X-ray lithography also operates according to the step and repeat procedure with 
a 1:1 mask, which is transferred as the shadow image in the proximity distance. 
Plasma sources (see EUV) or synchrotron radiation are used as x-ray sources. 

X-ray lithography requires a mask with non-absorbing material instead of the 
usual quartz masks with a strength of about 3 mm and coated with chromium. 
Therefore, the substrate of the masked layer must have a low ordinal number (be-
ryllium, silicon nitride or silicon carbide) and must be present in the form of a 
thin, mechanically stable foil (thickness of approx. 5–10 µm). 

Fig. 7.29    Mask structure in the ion beam lithography [235]

Fig. 7.30    Resolution limit as a function of wavelength for x-ray lithography 
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Local masking cannot be implemented by chromium layers. Here, heavy ele-
ments such as gold, tantalum or tungsten are required for the absorption of radia-
tion. An intensity ratio of 10:1 is achieved between the permeable and the imper-
meable mask areas. 

The structuring of the masks for the x-ray lithography takes place with the help 
of the electron beam technique. The absorber layer is deposited galvanically on 
the thin carrier membrane, whereby the exposed resist mask in negative technique 
releases only the desired structures for coating. 

Altogether the mask making is very complex and expensive, whereby the nec-
essary size accuracy is not yet satisfactorily solved. Nevertheless x-ray steppers 
are already sporadically exploited in the industry. 

X-ray lithography has been unsuccessful so far despite intensive research over 
more than two decades, because the optical lithography is substantially more 
simple to execute with the previous line widths. X-ray lithography may be a solu-
tion for structure widths between 70 and 40 nm. Presumably, finer structures can-
not be imaged. 

7.3.7 Evaluation and Future Prospects 

The optical lithography could not be replaced so far in the industrial production 
because on the one hand, there is constant development of its resolution and on the 
other hand the current usual structural widths of down to 130 nm are also eco-
nomical to execute. 

In the following years the exposure wavelength will continue to decrease. 
Therefore the resolution of the devices will rise. With regard to multi-layer resist 

Fig. 7.31    Design of a mask for x-ray lithography [235] 
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systems the attainable minimum structure size of this procedure will shrink down 
to 70 nm, possibly even down to 50 m line width. Thus, the optical lithography 
will dominate further at least in the next 5 to 7 years. 

A foreseeable successor for the optical lithography is the EUV lithography. The 
reflecting optics enable highly-resolved reducing images of reflecting masks, the 
throughput will be comparable to that of the optical procedure. Nevertheless, it is 
crucial whether the application of the EUV technique counts economically. 

Electron beam lithography will be used provisionally only for the production of 
masks. All efforts to increase the throughput of the procedure by projection tech-
niques fail presumably because of the complex mask technique or because of the 
stability of the masks. Despite the higher resolution of the procedure an applica-
tion of the electron beam lithography will only become interesting for structure 
sizes under 50 nm because of cost reasons. However, these values can equally be 
attained with the EUV lithography. 

Ion beam lithography enables a higher throughput in comparison to the electron 
beam exposure but the stability of the masks is the application limiting factor. The 
purchase and operation cost as well as the missing availability of commercial 
systems for large area ion beam exposure do not create any place for this 
procedure in industrial production. 

X-ray lithography will not be successful in production. Beside the complex 
radiation source the expensive mask making affects it negatively. High resolutions 
can be achieved only by a very small proximity distance; this simultaneously 
effectuates a small yield due to developing resist defects. 

In summary, the optical lithography will be dominant for line widths of ap-
proximately 50 nm, afterwards the EUV lithography will be used. Alternatively 
the electron beam lithography with the SCALPEL technique is a successor with 
restrictions for the exposure. However, only few manufacturers will probably 
penetrate into this structure size regime. 

7.4 Focused Ion Beams 

7.4.1 Principle and Motivation 

The implantation of high-energy particles in solid states has a fixed value in mod-
ern technology, which developed historically from different procedures. On the 
one hand it is well-known for a long time that accelerated particles with high sur-
face doses (more than about 100 particle/surface atom) cause an erosion effect at 
the surface, which can be used for structuring. With an implantation surface dose 
of about 1 particle/surface atom amorphization of the solid state occurs which can 
be used, for instance, in wet chemical etching via the then strongly increased solu-
bility. On the other hand there is a high interest in doping semiconductors within 
the dose range of about 1/100 particle/surface atom. This has been implemented 
technologically with diffusion methods of deposited dopant layers, which run at 
relatively high substrate temperatures and which smear the intentional doping 
steps. The ion implantation has totally replaced this diffusion technique, since the 
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doses can be substantially controlled more exactly via beam current and exposure 
time, the depth distribution more defined and usually no substrate heating is nec-
essary. Thus, ion implantation plays a central role in the modern semiconductor 
technology.

However, up to now ions are always implanted on large areas through open 
windows in the resist, i.e., defined laterally by the photolithography. The process 
steps which can be performed are numerous and critical to impurities: spinning of 
the resist, backing, mask positioning, exposing, developing, rinsing, drying as well 
as removal (stripping) of the resist after the implantation. Additionally, large sec-
tions of the implantation dose are wasted in the resist, which in the long run also 
costs acceleration time. Therefore, there is significant motivation to bring dopants 
masklessly into a semiconductor. Here the focused ion beam implantation (FIB) 
[238] is required: if it is possible to extract ions of desired dopants from a micro-
scopic source they can be accelerated and focused in a particle-optical system, in 
order to intentionally dope a semiconductor with lateral resolution. The beam de-
flection and in/out switching occur with a computer which can select different ion 
types even by means of a mass filter, in order to manufacture for example, com-
plementary doping profiles. In addition, this application with a small dose range 
can be extended to high doses: amorphizing and sputtering can equally be laterally 
resolved with FIB, which enable an analysis of cross sections on the wafer without 
having to break the wafer. Even conductive strips can be cut open and be joined in 
other places by FIB enhanced gas deposition, in order to correct photolithography 
layout errors in small series directly on individual devices. Likewise, a trim of 
devices is conceivable whereby substantially more influence can be gained on the 
functionality than, for example, with laser trimming. 

In this section, the conceptual and practical criteria as well as the equipment of 
the FIB technology will be discussed. This section does not claim completeness. 
The author merely attempts to give as broad an impression as possible about this 
field.

7.4.2 Equipment 

Production of an Ion Beam 

The focused ion beam technology (FIB) is based on possible point-like ion 
sources, which are referred to as emitters. These can be operated cryogenically 
and then yield elements like hydrogen, helium, nitrogen, and oxygen which are 
only present in the gas phase at room temperature and pressures below one 
atmosphere. But, since the substrate to be implanted is typically grounded and 
hence the ion source must be of high-voltage, cryogenic sources are relatively 
complex in construction and operation. With the “supertip”, however, a He-ion 
beam, which has excellent point source characteristics, could be delivered [239]. 
Nevertheless, the life time of this source is only a few hours and thus, still too 
short for technical application. 

Heavier elements such as metals and all others which can bond with metal al-
loys are won as focused ion beam from the so-called sources of liquid-metal ion 
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source (LMIS) [240]. In the simplest case, their filling consists of only a single 
chemical element and can be isotopically pure in exceptional cases. However, it 
generally concerns an alloy, which is usually eutectic for the purpose of small 
melting point and whose constituents are selected on the basis of two criteria: 1. 
The requirement of the type of element, and 2. the eutectic compatibility. The 
latter is relevant since the necessary elements must be present in realistic concen-
trations in the alloy, manifest comparable partial pressure for the working tem-
perature for preservation of the concentrations and should also be well extractable. 

Alloys which have been developed and tested by A. Melnikov in the author’s 
laboratory are listed in Table 7.1. 

The extraction of focused ion beams from LMIS takes place a few millimeters 
away from a high-melting container or filament, in or on which a drop of the alloy 
is present and held via capillary forces. An equally high-melting needle (usually 
W) rises from the drop, which manifests a point often sharpened by electrolytic 
etching and must be moistened by the alloy. The extraction aperture which has a 
diameter of a few millimeters (typically 3 mm) and is often negatively charged 
with a high voltage of 4–9 kV is a few millimeters away from the needle. A liquid 
metal cone (Taylor cone) is formed at the point by electrostatic forces, whose 
radius of curvature of a few nanometers lies substantially below that of the solid 
metal point. At this point, ions are formed and extracted by the electrostatic point 
effect (excessive local field), which is still favored for the heating of the emitter 
(which is necessary for the melting of the alloy). 

In the simplest case, which covers approximately 95 % of applications nowa-
days, the LMIS is filled with gallium. This metal already melts at 29 °C and there-
fore requires practically no heating. Heating to about 600 °C for some 10 seconds 
is necessary for moistening and remoistening of the metal needle in intervals of 
some 10 to 100 hours. 

The life span of a LMIS depends crucially on the steam pressure of the ingredi-
ents at the working temperature and on vacuum conditions: the lower the steam 
pressure and the vacuum pressure is, the higher is the life time. With well pumped 
systems a vacuum pressure of about 10 9 mbar can be established on the LMIS, 

Table 7.1    Alloys for LMIS 

Alloy Crucible Melting point, °C 
Dy69Ni31 Mo 693 
Co67Dy33  755 
Ho70Ni30 Mo 720 
Fe36.7Ho63.3  875 
Fe18Pr82 Ta 667 
Mn10.5Pb89.5 Al2O3 328 
B45Ni45Si10 Graphite 900 
Au70Be15Si15 Graphite 365 
Au68.8Ge23.5Dy7.7 Mo 327 
Au78.2Si13.8Dy8 Graphite 294 
Au61.8Ge28.2Mn10 Graphite 371 
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with which a Ga-LMIS achieves a life time of typically 103 h without constant 
heating with an emission current of 10 5 A. 

Structure of a FIB Column and Complete System 

FIB columns are almost exclusively available commercially, home-made struc-
tures are very rare (according to the author’s knowledge, this is done only in 
Rossendorf and Cambridge). Commercial providers are JEOL, EIKO, SEIKO 
(Japan) as well as FEI (USA) and ORSAY (France). FIB devices resemble scan-
ning electron microscope columns, but the high voltage is reverse biased and all 
deflection units are electrostatic but not magnetic. Thus, it is taken into account 
that a magnetic field would sort according to impulses. This causes (often inevita-
ble) difficulties in double images and other focusing errors by isotope mixture of 
the ion source. 

The structure of a FIB column is shown in Fig. 7.32a, the total structure with 
scanning electron microscope in Fig. 7.32b. Usually the ion source lies on the 
positive acceleration potential (from some 10 to some 100 kV) and the target 
(sample or wafer) is grounded. The focusing elements are the so-called single-
lenses which are composed of disk packages that direct the ion beam via drillings 
of approximately 3 mm large situated as exactly as possible in the column axle in 
which the electron beam is carried. The disks lie alternately on a high voltage 
which corresponds to about half of the acceleration voltage and the earth potential, 
through which focusing-defocusing is effectuated. However, the total effect is 
focusing which can simply be realized by the curved lines of the electric field in 
the surroundings of the holes, where the field is strongly inhomogeneous. With a 
single lens, there are two ways for electrical switching. 

Technically, the easiest way is to tap the focusing voltage from the positive ac-
celerating voltage simply by a voltage divider which requires only one high volt-
age tank (which in general is like the column isolated by quenching gas via SF6).
The ions which pass through the lens are thus delayed. Therefore, this lens tech-
nique is known as “decelerating mode”. Thus, the ions remain relatively long in 
the lens, whereby the focusing effect becomes stronger and a relatively small high 
voltage is sufficient. In the “accelerating mode“, the lens package is occupied by a 
negatively high voltage. Thus, a second high voltage tank is required. However, 
this complex solution has the advantage that the attainable focus is about 10 % 
smaller. This small advantage is gained not only by the higher expenditure, but 
also by operation reliability: since the ions stop in the lens during a short time 
when in “accelerating mode”, the focusing effect is smaller and the magnitude of 
the required high voltage is about 10 % higher. This could simply be managed if 
the leakage current dependency were not highly nonlinear. A single lens operates 
at a disk distance of a few millimeters and voltages of about 50 kV with field 
strengths of about 2·105 V / cm, which is close to the breakdown field strength 
(vacuum-pressure-dependent). Therefore, a small increase of the focusing voltage 
can lead to a strong rise in the leakage current of the lens and becomes a problem 
particularly by the associated timely focusing fluctuations starting from about 
1 µA. Such leakage currents become relevant within the medium-high vacuum 



176      7   Nanostructuring 

range and within the ultrahigh vacuum range. In high vacuum the rest gas works 
more easily as an extinguisher. They arise particularly from micro particles on 
polished plates (VA steel) of the single lens which causes electron field emission 
due to their small surface radii of curvature. Disassembling, postpolishing, clean-
ing, and assembling with adjustment are very complex. Healing (conditioning) by 
“nitridation” is more simple: in the stationary flow equilibrium of N2 with a pres-
sure of some 10 4 mbar, an increased focusing voltage (up to 100 % more) is ap-
plied, which leads to a bluish luminous plasma discharge and to nitrating the steel 
surface. These nitrides have an extraordinary dielectric stability and such “condi-
tioning” is usually enough for operating the system for several months. 

Fig. 7.32a    Schematic and functional setup of a FIB column 
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Fig. 7.32b    REM-FIB system 

Beside the focusing elements electrostatic pair plates which are used for ad-
justing, dimming, and deflecting the FIB are needed. Static adjusting voltages are 
usually blocked like alternating voltage by RC filters in Hz range directly at the 
column near the pair plates in order to obtain high stability. Dimming and de-
flecting voltages can range from some 10 to some 100 V and must be available as 
a wide-band (MHz to GHz) in order to achieve high dose accuracies and writing 
rates.

Navigation and Joining of Write Fields (Stitching) 

An unorganized search for details about maximum image field sizes of about 
1 mm2 particularly for large sample stages of 200 mm2 and more is hopeless. As a 
result, strategies must be developed to discover certain places and a proper naviga-
tion is indispensable. If coordinates of the object are only roughly known, an opti-
cal navigation by means of a periscope optics and a simple CCD camera is very 
helpful. Thus, areas in the square centimeter range can be visualized. 
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Because of the writing field limitation of about 1 mm2 larger structures can 
only be written if individual writing fields are precisely joined together (stitching).
On the one hand, the writing field must be as exact as possible for this purpose. 
On the other hand, the sample position must be measured substantially better than 
the beam diameter of the FIB, which is usually implemented by interferometric 
methods. The mechanical sample shifts are driven near the nominal position in 
approximately 0.5 µm steps (for the minimization of hysteresis always in one 
direction. In the opposite direction, about 10 µm are crossed and it moves back 
according to standard). The remaining difference between actual and nominal po-
sition is balanced by electrical correction of the deflecting systems, which can 
occur free of hysteresis in contrast to mechanical adjustment. 

A substantial supplement of the stitching is the automatic mark recognition, 
which leads the FIB in the corners of the write field at right angle via etched or 
vapor-deposited cross thighs and records the secondary electron yield. As the ion 
beam crosses the edges of the cross thighs, the number of secondary electrons 
strongly rises and the actual position of the object relative to the coordinate system 
of the FIB can be determined automatically. Both the rotation and the translation 
orientation are considered and corrected. 

In a similar automatic calibration mode of the writing field size and linearity, 
crosses are firstly sputtered for a short time in an unstructured and sacrificial ob-
ject range which is set to an absolutely known position in the middle of the writing 
field via a sample stage controlled by laser interferometry. Then the FIB scans 
these crosses, determines the coordinates in the writing field by means of the 
above described automatic spot recognition and corrects the deflection factors and 
linearity parameters on the basis of a polynomial of fourth degree. Thus, the 
stitching is largely more exact since the edges of writing fields can then be imple-
mented as straight line and orthogonal. 

Image-Giving Procedures 

Basically, FIB is exactly as image-giving as the scanning electron microscope: 
moreover, ion beams release secondary electrons from solid surfaces which have 
kinetic energy of only a few electron-volts and are easily sucked off by electrodes 
positively charged to about 10 kV and be detected fast and more sensitively in 
photomultipliers. Since the lateral straggling of the FIB is clearly smaller than that 
of electron beams, the secondary electrons originate almost exclusively from the 
impact area of the FIB focus and not from areas widened by the proximity effect 
like in the case of electron beams. In this regard, the image-giving FIB micros-
copy is still superior to the electron microscope having the same focus diameter.

Sample Transfer and Compatibility to Other Process Steps 

FIB systems have been manufactured as ultrahigh vacuum (UHV) devices world-
wide in some hundred copies. The cut-and-see high vacuum devices have con-
quered, above all, the industry in the semiconductor analysis with some 10,000 
units since almost 10 years. The latter of course also analyze resist layers while 
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organic samples are avoided in pure UHV-FIB devices for contamination reasons. 
This is also not necessary for the basic concept of FIB: focused ions permit 
maskless, resist-free, direct doping and sputtering of semiconductors which can 
then remain in the UHV during their entire processing. In many laboratories, par-
ticularly in Japan and the USA, MBE systems are connected with FIB systems via 
UHV vacuum tunnels since complete UHV processes can thus be executed. How-
ever, the author has good experiences with a UHV “suit case” concept, by which a 
CF100 UHV chamber (weight of approx. 40 kg) with window, personal ion getter 
pump, slide valve, transfer rod, and pump power supply with accumulator can be 
moved autonomously. During transport with a vehicle or train, the current can be 
supplied via 12 V dc or 220 V ac. Interruptions of about one hour in the circuit are 
uncritical for pressures below the 10 9 mbar range. This concept has the advantage 
of going back to many devices within or outside institutes or companies and 
enables a perfect oscillational decoupling of the FIB systems from the back-
ground, which is very difficult or even not feasible with vacuum tunnels. Since the 
UHV suit-case does not need to be ventilated over years, a strong baking and base 
pressure of 10 11 mbar are quite worthwhile. With this pressure the coverage rate 
of the remainder gas is about one monoposition/layer, which can be quite tolerated 
in most cases. In particularly critical applications such as MBE over growth after 
transfer, where the active layer lies directly on the transfer surface, this can be 
favorably covered with As in the case of III-V semiconductors. After the transfer, 
this protective layer is easily evaporated at temperatures of a few 100 °C and 
enables ultimate purities of, for instance, inverted HEMTs (high electron mobility 
transistor) which are grown over by MBE after the UHV transfer.

Thermal Annealing 

After implantation thermal annealing must always be done in order to activate 
defect centers brought into the lattice, to anneal lattice defects, and generally to 
minimize long-term drifts in later operation. This can be done with different 
thermal procedures, whereby short process times are preferred due to smaller 
diffusion and of course lower costs. In most cases, complete thermal annealing is 
an excited process which can be described by the Boltzmann factor e E / (k T) (E:
excitation energy, k: Boltzmann constant, T: absolute temperature). To a good 
approximation, however, diffusion processes often run linearly in space and time 
whereby a short temperature pulse can anneal without releasing large and un-
wanted diffusions. This “rapid thermal annealing” (RTA) is executed in industri-
ally compatible devices with halogen lamps (type 30 kW power for a 200 mm 
wafer), which achieve temperature ramps of about 300 K / s. The typical annealing 
temperature of 500–800 °C is held for about 10 s, cooling is done by radiation 
losses upon switching off the heating. Generally, RTA is performed in a mild inert 
gas atmosphere. If the material contains elements of high vapor pressure (like As 
in GaAs), it is usually sufficient to place fresh material of the same type directly 
on the surface of the processing material (face to face) in order to stabilize the 
partial pressure of the evaporating element.
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7.4.3 Theory 

Electrostatic Beam Deflection and Focusing 

Magnetic inductions B always sort charged particles of the charge e and mass m
according to impulses, since the Lorentz force e v B is proportional to the impulse 
m v. In classical limes, the force e E which is exerted on the charge particles by 
electric fields E, does not depend on the impulse whereby an electrostatic beam 
deflection and focusing influence all ions of a kind. Therefore, it is always of 
much advantage to conceive FIB systems exclusively electrostatically. By the high 
mass of the ions (relative to that of the electrons) their velocity is substantially 
smaller for comparable accelerating voltages, so that external magnetic perturbat-
ive fields play practically no role. In relation to the scanning electron microscopy, 
this must be rated as advantageous for the FIB.

Boundaries of the Focusing 

Today’s FIB systems achieve focus diameters from 100 nm down to about 8 nm. 
These values are favorably gained by sputtering holes in nm-thick Au layers and 
subsequent imaging. Of course the radial distribution of the FIB current is not 
ideally right angular, but approximately Gaussian in analog to optical beams. 
Here, there are also restrictions: only the first two orders of magnitude of the 
central current beam follow this distribution. Outside this domain the current beam 
drops almost exponentially and can therefore produce very unwanted “side doses”. 
These are not of high importance in sputtering applications. However, they are 
quite disturbing during dopings with FIB. 

Of course, the FIB, like the scanning electron microscopy, is not limited by dif-
fraction effects like in the case of optical lithography: the appropriate de Broglie 
wavelengths in picometers are so small that they do not play a role. However, 
elastic and inelastic scattering processes for particle beams limit the resolution 
very much in the solid state: the lateral “straggling” of FIB lies in the order of 
magnitude of a tenth of the penetration depth. For electrons it is the penetration 
depth itself. Therefore, even if a very good focusing is achieved, they can be trans-
ferred in the solid state only to about this scale. 

For the sake of simplicity the objective lens is usually operated only in the “de-
celerating mode”. However, an ultimate solution is represented by the negatively 
biased “accelerating mode” objective lens. 

The emission apex of the LMIS source has an expansion of only a few nano-
meters close of the point of the “taylor cones” formed due to the extraction voltage 
and thus is small enough to enable very high resolutions. However, this diameter 
cannot be maintained up to the sample, which is mainly because of chromatic lens 
aberrations of the objective lens. Single lenses focus particles of different impulses 
only if they are strictly of the same kind and have the same kinetic energies. The 
accelerating voltage can be kept constant, for instance, at 0.1 V which relatively 
corresponds to about 10 6. The energy distribution of the extracted ions of a typi-
cal LMIS is however in the 10 eV range corresponding to a relative energy width 
of 10 4. For the moment, this dispersion with the chromatic lens aberrations leads 
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to a limitation of the focus to about 8 nm. In principle, the monochromatic char-
acter of the beam can be increased and thus the FIB focus could be further reduced 
with a high-resolution E B filter. 

The Wien Mass Filters and Its Resolution 

The reasons specified in the section on electrostatic beam deflection and focusing 
sound mandatory for an electrostatic deflection. However, in order to be able to 
separate alloy sources ion types and charge states, an E B mass filter is integrated 
in well developed FIB columns. There, the electric and magnetic fields are per-
pendicularly to each other and established on the axis of the columns. The mag-
netic field laterally deflects the ions according to the velocity-dependent Lorentz 
force. The oppositely oriented electric field brings the desired ion type back into 
the column axis where these ions reach the sample via the aperture. The other ions 
are absorbed at this aperture. 

With this technique it is possible to extract p- and n-dopants for the doping im-
plantation of semiconductors from well selected ion types of an alloy source, for 
example, Be and Si for GaAs, or B and P for Si. Thus, semiconductors can be 
directly doped without a mask and bipolar with only a single ion source by means 
of the FIB. Even if a ternary alloy is filled into the source whose third element is 
relatively heavy (for example Au, Ga, or the like), there is still a further ion source 
available controlled by direct electrical selection with which favorable sputtering 
can additionally be done. 

The resolution of the filter is limited by the stability of the fields, their strengths 
and beam geometry (diameter and distance of the aperture). The fields can be 
sufficiently stabilized electronically so that this point is not critical. Permanent 
magnets for the B-field are particularly stable and elegant but must be removed 
when not required. This is why they are conveniently housed outside of the vac-
uum chamber. The typical attainable field strengths are B  1 T and E  106 V / m, 
the aperture distance about 10 cm, its diameters about 1 mm. Relative mass reso-
lutions of about 10 2 are common so that the isotopes of gallium (69Ga and 71Ga),
for example, can be separated well. 

Thus, all elements available in LMIS (even pure isotopes) are practically im-
plantable. This is quite relevant for special applications. However, in the case of 
alloy sources, spectral overlaps of different charge and mass states of different 
ingredients are possible. Therefore, the composition of an alloy LMIS should not 
be directed only on the desired ions and their vapor pressures but also on possible 
spectral interferences. 

7.4.4 Applications 

Single Ion Implantation 

The current flow of a FIB beam should of course not be mistaken with that of an 
electron flow in a conductor. While very many free electrons exist in a metal due 
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to the extremely large Fermi energy, but relatively only few can participate in the 
current flow, all ions in a FIB beam contribute ballistically to the current and 
therefore reach considerable velocities. 

A
E

m
Ev (kV)

s
km4402  (7.3) 

where v represents the velocity, E the kinetic energy, m the mass, and A the atomic 
weight of the ion. The left equal-to sign applies in SI units, the right one in prac-
tical units. For example, a velocity of v = 526 km / s which is commonly regarded 
for focused ions is obtained for a 100 keV Ga+.

With a current beam I and elementary charge e per ion, of course I / e ions per 
second pass which hit the sample in timely intervals of e / I. The product of this 
time and the above velocity gives the average distance  between the ions in the 
beam. 
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This means, for example, that with I = 1 pA the average Ga ion distance amounts 
to 8.4 cm for 100 keV Ga+. This pure macroscopic size suggests that with realistic 
beam current the ions have very large distances. Even with 1 nA the result is still 
 = 84 m, which does not lead to considerable Coulomb repulsions or the like. 

Speaking figuratively, a FIB beam does not “flow” with currents even up to above 
microamperes like a connected water beam but only in small droplets whose dis-
tances are much larger than their radii (here the ions). 

The above discussion illustrates that with a blanker, which manifest rise times 
of some nanoseconds and aperture distances in the 6 cm range (in systems of the 
Japanese company EIKO this is 5.75 cm), even light single ions are implantable 
through pulses of the blankers. Because of the quite high detection velocity of sec-
ondary electrons within the nanosecond range, even a feed back blanking is con-
ceivable after impact of single ions. Thus, a substantially more defined doping of 
ultra small components can be implemented [241]. 

By the implantation of single defined impurities into unimpaired semiconductor 
areas, it is possible to study elementary electronic scattering processes and to 
examine transport equations such as the Boltzmann equation, which is normally 
applied only to statistical systems, also for this limiting case of single impurities. 

Doping by FIB 

Isolation Writing 

FIB implantation like every high-energy implantation leads to lattice damages 
which localize free charge carriers. Therefore, these damages act isolating with 
which a local depletion and thus an isolation writing can be performed. Subse-
quent thermal annealing can reverse this isolation. However, for ion sorts which 
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overcompensate a certain starting doping, of course areas remain depleted be-
tween the p and n regions. Therefore, a p-type line in a n-type area (e.g., a two-
dimensional electron gas; 2DEG) works like two lateral anti-serial switched di-
odes. Thus, at room temperature it is also highly blocking in each polarity. 

Lateral Field Effect 

Isolation writing enables the creation of voltages of some volts between 2DEG 
regimes which lead to lateral electrical fields. These fields lie in the plane of the 
2DEG and can change the lateral expansion by several micrometers or deplete 
areas of this expansion. If only some µm narrow channels are written, these are 
then typically depletable with 2 V via the neighboring so-called in-plane gates
(IPG) [242, 243]. An enrichment is equally possible. However, it is limited to a 
relatively small effect of approximately 20 % of the channel conductivity since the 
additional charge carriers flow in much more disturbed areas. This effect can be 
used very elegantly in the so-called velocity-modulated transistor (VMT) [244]: in 
conventional field-effect transistors, the charge carrier density is changed to con-
ductivity modulation which is a relatively slow process since charges must recom-
bine or moved over large paths. However, because the free charge carriers in 
suitably written IPG transistors are shifted just a little in areas of essentially re-
duced mobility, the conductivity can be equally modulated. For this purpose, only 
the microscopic scattering process is exploited which is inherently fast. 

With IPG transistors, transconductances of 100 µS and voltage amplifications 
of 100 can be achieved at room temperature, which is remarkable with regard to 
their total area below 1 µm2. Writing velocities in meters per second are attainable 
with FIB columns which can lead to 106 components/s with lateral dimensions of 
the IPG transistors in the order of micrometers. 

A substantial difference to conventional field-effect transistors is that with IPG 
transistor source, drain, and gate are written in one processing step with only two 
lines and therefore require no alignments. Beside the beam focus, the lithographic 
accuracy depends practically only on the resolution of the digital-to-analog con-
verters which are operated with 16 or more bits on writing fields of 1 mm2 dimen-
sions. Thus, 15 nm resolution is not of special difficulty and is remarkable in view 
of the strong technological efforts in the UV optical lithography. 

Positive Writing 

While with isolation or also “negative” writing all written paths work isolating, a 
mode is also possible, in which the implanted areas become conductive by doping 
with suitable defect centers. With homogeneous semiconductors this of course 
leads to dispersion at impurities, which is accepted in today’s Si technology. In 
heterostructures, however, band gap engineering can then be applied as well: 
because an undoped (empty) heterostructure is grown, for instance, by MBE, a 
higher band gap layer (e.g., Al0.3Ga0.7As) can be implanted by FIB into a near-
surface layer so that the incorporated charge carriers are transferred into a deeper 
layer of smaller band gap (e.g., GaAs), where they have a higher mobility due to 
the absent defect centers scattering. 
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The production of IPG transistors is also possible with positive writing. The di-
rect p-n junction or intrinsic areas are then used for isolation. The enrichment is 
substantially higher than with isolation writing since the carriers are shifted into 
unimpaired semiconductor areas. This favors the production of “normally-off” 
transistors which are essential for inverters. 

A positive writing mode is also possible with regard to micromechanical struc-
tures. A free standing GaAs bridge with a length of 15 µm, a width of 500 nm, and 
a thickness of some 30 nm is shown in Fig. 7.33 [245]. It is written together with 
the 2·2 µm2 square at its ends using 30 keV Ga+ and a dose of 1016 cm 2, whereby 
these areas are amorphized. Afterwards the GaAs that is not amorphized with FIB 
is removed up to a depth of about 3 µm using a selective potassium citrate etch for 
crystalline GaAs. This etch does not completely work isotropic as can be seen in 
the under-etched facet-like squares. 

Fig. 7.33    Amorphized, free standing GaAs bridge with 15 m length, etched in 
potassium citrate solution 

Fig. 7.34    Part of a free carrying lattice with a lattice constant of 10 µm manufactured like 
the bridge in Fig. 7.33. Lattice bars, which are only one-sidedly kept, are seen in the fore-
ground and therefore by drying they are pressed on the substrate by adhesive forces. 
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A further positive process can be implemented with a gas inlet as described in 
the section on gas-supported sputtering: for this purpose, feed gases are let into the 
surrounding of the FIB point of impact which carry metal atoms on the one hand 
and remain volatile after the “cracking” on the other hand. An example is tungsten 
hexacarbonyl, W(CO)6, which is present as a white powder under standard condi-
tions. By heating up to 40–80 °C the material evaporates and can be let into the 
working chamber of the FIB as gas whereby the gas flow is well adjustable via the 
temperature. However, the whole length of the tube must be heated otherwise the 
danger of blockage exists. By supplying this gas and simultaneous FIB writing the 
molecules close of the surface are cracked and tungsten can be deposited metalli-
cally. Thus, a “post-wiring” also succeeds by low impedance, directly written con-
ductive strips and together with the “cut-and-see” method, switching circuits can 
be corrected individually on the wafer. 

Complementary Electronics by FIB 

The possibility of having both types of doping available in one and the same FIB 
source opens a complementary doping technology. p and n-dopants can be se-
lected simply by electrical switching and implanted via controlled software. This 
is mainly possible in the “positive” writing mode and enables a complementary 
semiconductor technology originating of only one process step whose throughput 
is greatly limited by the sequential writing method. 

Newer developments in the formation of FIB systems use the purely electro-
static deflection and focusing in order to manufacture microcolumns with modern 
semiconductor technology [246]. Whole arrays of microcolumns could then write 
in parallel, thus allowing the possible use of such advanced devices in certain 
production areas. 

Resist Lithography by FIB 

Breaking Open Organic Resists 

The present microelectronics is carried out exclusively by the optical lithography 
which opens windows in resist layers in order to locally facilitate etching proce-
dures, large area implantations, metallizations, and oxidations. To a certain extent 
the optical lithography is completed by the electron beam lithography with which 
resolution-critical details are written partly in “mix and match” technique. Usually 
the bondings in the resist are broken open which is subsequently removed during 
the development process. This process is also possible with focused ions because 
ions have a substantially more aggressive impact on materials and their chemical 
bondings. A possible implantation contamination below the resist may be a limit-
ing factor. 

Cross-Linking Organic Resists 
Cross-linking of open organic resists should be regarded as a complementary tech-
nique to their breaking. It is also possible to make resists more insoluble against 
developers by means of FIB, i.e., by cross-linking. Figure 7.35 shows lines of 
36 nm width in intervals of 200 nm which have been prepared in this way. 
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FIB Sputtering 

Cut and See 

The possibility of sputtering and visualizing the sputtered object with the same 
particle beam has opened and still opens unforeseen dimensions in the micro and 
nanoanalysis. Visualization can be kept very less damaging by an efficient image 
storage and processing. Besides, the secondary electron yield by FIB depends 
more strongly on the considered material than with electron beams, so that the 
material contrast is clearly better in both semiconducting and metallic samples. 
Thus, domains and areas of strong doping gradients can surprisingly clearly be 
represented.

However, the main impact is the possibility of a morphological modification by 
FIB sputtering: components in integrated circuits “on wafer” can be properly 
dissected without dividing the chip (die) or by only dividing the wafer. 

Structures in Diamond 

While diffusion processes and cutting processing partly depend dramatically on 
the crystal structure and on the hardness of the material, implantation, and sput-
tering can be executed practically on every material, even on a solid state as ex-
treme as diamond. This material has substantial advantages like high dielectric 
constant, high heat conductivity, high transparency (also in the visible range), high 
band gap, lowest leakage currents and highest hardness. Beside many other FIB 
applications the following two technologies are given as examples: 1. FIB direct 
writing of buried graphite conductive strips, 2. FIB direct sputtering of diffraction 
structures for integrated optics. The deceleration of the ions also takes place in a 
certain depth by the FIB penetration depth of some 10 nm. Within this range the 
largest part of the kinetic energy of the beams is transferred into lattice deforma-
tions. In diamond, graphite which is almost metallically conductive is formed 
while the surrounding diamond remains highly-isolating. The transition between 

Fig. 7.35    Transversal cross-linked lines by FIB (width 36 nm, distances 200 nm) in 
photoresist on GaAs 
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graphite and diamond can still be intensified by RTA. Since the graphite formed in 
this way has a smaller density but is enclosed all about in the crystalline lattice, it 
is under high pressure that stabilizes the long-time behavior of the otherwise very 
fragile graphite. In this way buried conductive strips of smallest dimensions (for 
instance, in the FIB focus diameter) can be manufactured which can connect, for 
example, devices in diamond. The second exemplary area of application of FIB in 
diamond lies in the production of diffraction and interference patterns. By direct 
sputtering or wet-chemical etching after near-surface amorphization, some sam-
ples can be prepared on the surface of diamond, which could be used for instance 
in Fresnel lenses, photonic crystals or holographic structures. Such structures have 
the substantial advantage of a radiation hard, resistive, mechanically stable and 
dielectrically effective modulation in the optical regime. 

Preparation for Succeeding Microscopy 

The direct sputtering without a mask is also very effective for preparing cross 
sections for a succeeding microscopy, like already described in the “cut-and-see” 
procedure. Additionally the interesting possibility of preparing a very thin area 
that can be transparent to keV electrons by sputtering on both sides around a nar-
row area exists. The transmission electron microscopy (TEM) can often be oper-
ated at such narrow, often less than 100nm broad bars. Since relatively large areas 
must be removed for such a preparation in order to irradiate the bar parallel to the 
surface with the TEM, it can be appropriate, beforehand, to use wet chemical 
etching to deeply etch large sample areas via optical lithography and then to refine 
the bars by means of FIB. 

Gas-Supported Sputtering 

Purely physical FIB sputtering manifests two disadvantages: first of all the sput-
tering rate is limited and secondly a disturbing side dose often becomes apparent. 
Both disadvantages can be reduced if a gas which increases the sputtering rate is 
injected into the vacuum chamber near the FIB point of impact. For example, H2O
increases the sputtering rate of organic substances. Iodine gas or XeF2 is often 
used in crystalline substances. The concept of the function is that these gases are 
divided or activated chemically by FIB and then the solid surface can be better 
etched. The fragments or reaction products are volatile to a large extent and are 
sucked off by the evacuated system. During this process, the operating pressure 
increases to a typical value of 10 5 mbar which can be very well mastered by turbo 
pumps. Crucial for an efficient and economical gas inlet are the diameter, the 
length, and the distance of the inlet nozzle from the point of impact of the FIB. 
Diameter and distance can be reduced to approximately 100 µm, the length of the 
inlet nozzle amounts to some centimeters. A thick pipe (inner diameter of about 
5 mm) into which a refilling cartridge for the gas inlet can be slid is practically 
installed up to the external wall of the working chamber. The cartridge can be 
changed within some minutes via the thin inlet nozzle without breaking the vac-
uum of the working chamber, which rises to about 10 4 mbar in pressure through 
the defined leakage. 
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7.4.5 Evaluation and Future Prospects 

In comparison with MBE and scanning electron microscopy, the FIB technology 
presented here is still in the preliminary stage from developmental point of view. 
With only a few hundred UHV research devices world-wide and hardly more 
specialists one could have the impression that the critical mass for enormous de-
velopmental swing is not yet completely achieved. However, a very wide market 
already appears for “cut and see” applications on the part of semiconductor analy-
sis, which alone is evident of the fact that every considerable semiconductor 
manufacturer already operates at least one FIB high vacuum workstation and mag-
netic writing and reading heads for high-density hard disks, for instance, are me-
chanically retrimmed in the quantity production by FIB. The focus diameter of 
FIB is constantly improved from year to year, whereby a saturation is already 
recorded for a long time for electron microscopes. The basis for the preferred 
electrostatic deflection and focusing of FIB are excellently suitable for the minia-
turization with methods of the modern semiconductor technology, whereby 
“multi-FIB” systems also appear achievable. These can significant improve the 
throughput of FIB lithography equipment by which this application also has a high 
potential future. 

7.5 Nanoimprinting 

Nanoimprinting, a technique which is surprisingly simple compared to the meth-
ods presented within the preceding paragraphs, has gained broad interest recently. 
In research it has already become an important tool for the definition of nanometer 
and sub-micrometer pattern and is impressive because of its ease of implementa-
tion and low cost level. 

7.5.1 What is Nanoimprinting? 

Generally, nanoimprinting stands for a number of methods where definition of 
lateral pattern of a surface layer is mechanically performed. The most important 
among these are embossing, printing, and molding. These techniques are charac-
terized by the fact that a template (master, stamp) carrying the envisaged 
nanopattern is replicated on a thin surface layer on the substrate. 

Some of these techniques are well known for patterning in the micrometer and 
sub-millimeter range typical for micromechanical devices and MEMS (micro 
electro mechanical systems) [247, 248]. The novel feature of nanoimprint is its 
application for nanometer patterning as well as its use as a lithography technique. 
The latter means patterning of a thin layer, usually an organic material (polymer, 
resist) on top of a substrate. This patterned layer serves as a mask or enables mask 
definition for a subsequent etching step (see Sect. 7.2) where the pattern is trans-
ferred to the substrate itself. Therefore in nanoimprint the template plays the role 
of the photomask in a conventional lithography process (see Sect. 7.3). 
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A detailed discussion of nanoimprint techniques focusing on lithography appli-
cations in given in [249, 250]. 

Nanoimprint Lithography (Hot Embossing Lithography) 

Process. This technique has been proposed first by Chou [251, 252] and the term 
nanoimprint lithography (NIL) has become a generic term for all mechanical 
nano-patterning concepts. The process itself is a hot embossing process (hot em-
bossing lithography, HEL). Its principle is explained in Fig. 7.36. A substrate, in 
most cases a silicon wafer, covered with a thin layer of thermoplastic polymer is 
heated up together with the template (stamp). At a temperature above the glass 
transition (glass transition temperature Tg) of the polymer, where its viscosity is 
sufficiently low to conform to the template, substrate and stamp are brought into 
contact and pressure is applied. As soon as the polymer has filled the stamp relief 
the stack is cooled to below the polymer’s Tg and stamp and sample are separated, 
leaving the inverted pattern of the stamp frozen into the polymer layer as a thick-
ness contrast. Finally the polymer remaining in the gaps, the residual layer, is 
removed in an anisotropic dry etch step, thus completing the lithography process. 
The so patterned polymer layer is now ready for use as an etch mask for pattern 
transfer to the substrate or as a mask for lift-off. For lift-off the patterned polymer 
layer is evaporated with metal. Due to the inhibited coverage of steep walls in an 
evaporation process the polymer can be dissolved, flooding away the metal on top 
of it. The remaining metal corresponds to the stamp pattern and may be directly 
used as an electrical wiring. Alternatively it may again serve as an etching mask 
for patterning of the substrate. Due to the superior mask selectivity of metals com-
pared to a polymer this is the preferred technique for pattern transfer in the several 
nanometer range. 

Fig. 7.36    Principle of hot embossing lithography (HEL). Patterned stamp (template) and 
sample (substrate with spincoated polymer layer) are heated to process temperature (a) and 
brought into contact. As soon as the polymer has conformed to the stamp relief under pres-
sure (b) the stack is cooled down. Separation of stamp and sample (c) is done below the 
glass temperature Tg, where the thickness contrast is frozen in the polymer layer. The resid-
ual layer remaining is removed in an anisotropic dry etch process (d) for opening of the 
mask windows. 
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Characteristics. A number of resists used for classical photolithography (see 
Sect. 7.3) is likewise applicable as a thermoplastic polymer for nanoimprinting. 
Most groups use polymethylmethacrylate (PMMA), a polymer available com-
mercially with a broad range of chain lengths (mean molecular weight <20 to 
1000 kg / mol). Polymer size is an interesting parameter for nanoimprint, since at 
temperatures above Tg the viscosity and thus the ability to flow and to conform to 
the stamp strongly depends on the polymer’s molecular weight [253]. High mo-
lecular weight polymers require higher temperature differences with respect to 
their Tg than low molecular weight polymers, when similar imprint behavior is 
envisaged. In addition to standard polymers like photoresists or PMMA, specific 
materials have been developed for nanoimprint [254] and are commercially avail-
able [255]. 

Stamps for nanoimprint made from silicon or from silicon with a patterned ox-
ide or polysilicon layer on top are fabricated by conventional Si patterning tech-
nology. Stamps with nanometer patterns require complex lithography techniques 
and represent a major cost factor when large patterned areas are involved. For 
stamps with simple line patterns alternative techniques like holographic lithogra-
phy or sidewall lithography (spacer technique) [256] may be applied for stamp 
fabrication. In addition, low cost working stamps have successfully been prepared 
by hot embossing into a curable polymer layer on Si [257]. 

It is inherent to the mechanical process that stamps with small patterns and in 
particular with periodic patterns are easily replicated. Stamps with larger and 
isolated patterns require higher pressure and temperature for successful replica-
tion, as transport of the polymer within larger lateral distances is required [258, 
259]. A simplified hydrodynamic analysis of this squeezed flow [260] reveals, that 
the larger the stamp patterns and the thinner the polymer layer thickness the higher 
the force necessary for imprint [250, 261, 262]. As a consequence, nanoimprint is 
less suitable for definition of large patterns in thin layers due to these natural me-
chanical limitations. A lower pattern size limit has not yet been identified. A 
molecule of 20 kg / mol PMMA for example, can be estimated as a random clew 
of some nanometers diameter, and chain segments of the molecule may conform 
to much smaller features. 

Pressures of up to 100 bar and temperatures of up to 200 °C are required when 
lateral pattern sizes of up to about 100 µm have to be imprinted in 200–400 nm 
thick layers of a polymer of 350 kg / mol mean molecular weight and a Tg around 
100 °C, when a lithography process with a residual layer thickness of about 50 nm 
is envisaged [259]. Imprint of smaller and periodic patterns and imprint into 
thicker layers or lower molecular weight materials are successful at considerably 
reduced pressures and temperatures. Like discussed, due to the fact that the ade-
quate processing parameters strongly depend on the stamp layout, universally 
valid data cannot be specified. 

Nanoimprint is a parallel process, where the whole stamp area is replicated 
within one embossing step. Stamp areas of 4˝ diameter and more have been tested, 
where anti-sticking layers on the stamp improve large area imprint quality when 
densely patterned stamps are involved. Often self-organized layers of fluorinated 
siloxanes are utilized [263] as anti-sticking layers, which can be applied from the 
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liquid phase or the gas phase. The latter is preferred in the case of fine patterns as 
it overcomes wetting problems in narrow trenches. Overall process times lie in the 
range of minutes due to the heating/cooling cycle and also due to the fact, that the 
polymer needs time to flow. As a consequence of the above discussion, process 
time strongly depends on the required maximum temperature (and therefore on the 
polymer’s Tg and its molecular weight) and on stamp layout (pattern size and 
pattern density). Investment costs are low, most research groups use a simple 
hydraulic press or a clamp devices in an oven. Application of nanoimprint for 
multilevel lithography is still scarce, where external alignment before mounting in 
the imprint system is the method of choice. 

Results. Quite early, hot embossing lithography demonstrated the ability to pre-
pare patterns of a size of 6 nm [252]. Our own work [259, 262] has shown that the 
method is able to reproduce a broad range of pattern sizes (see Figs. 7.37–7.40) 
and that it is also well suited for replication of three-dimensional patterns (Fig. 
7.41) [264]. Imprint of 4˝ diameter fully patterned stamps is under investigation 
[265, 266]. 

Mold-Assisted Lithography 

Process. Mold assisted lithography (MAL) was introduced by Haisma [267]. A 
substrate is covered with a layer of a low viscosity UV curable monomer or oli-

Fig. 7.37    Comparison of stamp (left) and imprinted polymer layer (right) in case of 50 nm 
wide lines 

Fig. 7.38    Imprinted positive and negative dot patterns of about 1 µm diameter. To meet 
the requirements of a lithography process, the residual layer thickness of the polymer, as 
demonstrated in the SEM micrographs, is small compared to the overall thickness contrast.  
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gomer which conforms to a mold under vacuum pressure. UV flood exposure 
through the mold crosslinks the patterned layer and fixes the surface pattern. 
Again a residual polymer layer has to be removed in order to finalize the mask. 

Characteristics. The process relies on a UV-transparent mold, e.g., made from 
quartz, enabling optical alignment with respect to previous lithography steps. 
Because of the chemical cross-linking reactions taking place during curing an anti-
sticking layer is inevitable for later separation of mold and substrate. A substrate 
adhesion layer may improve the spin-coating process of the monomer [267]. The 
procedure may be performed in parallel in a commercial contact printer for optical 
lithography when local non-uniformities of the residual layer are accepted [267]. 

At present the most promising procedure is a stepping one known as step and 
flash imprint lithography (SFIL) [268]. Here, a mold of several square centimeters 
is used and the monomer is directly applied locally between mold and substrate 
via capillary forces. Then the gap is closed to reduce the residual layer thickness 

Fig. 7.39    Imprinted field (5·5 mm2) of 400 nm lines (large area view and close up) 

Fig. 7.40    Large area imprint of differently sized patterns: field of interdigitated lines of 
400 nm width (top left of micrograph) and 100 µm square pad structures (top right and 
bottom of micrograph) located side by side. The imprint is done with a fully patterned 
stamp of 2·2 cm2.
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and the monomer is cured within the mold region. Since only small forces are 
applicable optimization of the curable material with respect to a low viscosity is 
required, which, together with the restricted range of capillary effect limits the size 
of the usable molds. 

In order to avoid the sticking problems reported in [267] in the case of molds 
with high aspect ratio, SFIL relies on low aspect ratio stamps and replicates the 
pattern on thin layers of Si-rich polymer compounds, which, after curing, are used 
for dry development of a thick underlying transfer layer. This transfer layer repre-
sents the final mask and provides the aspect ratios required for pattern transfer into 
the substrate in a subsequent process. Moreover, the thick transfer layer may serve 
as a planarizing layer when patterning over topography is envisaged. 

Results. First publications on mold assisted lithography have already demon-
strated arrays of dots with 35 nm diameter and about 100 nm pitch [267], as well 
as 70 nm wide lines transferred to the substrate with an aspect ratio of 3:1. SFIL 
has shown 60 nm patterns with aspect ratio 1:1, resulting in a mask with an aspect 
ratio of more than 6:1 after dry development of the transfer layer [269]. 

Microcontact Printing 

Process. A third method analogous to a classical printing technique has been 
introduced by Whitesides as microcontact printing (µCP) [270, 271]. A template 
is replicated by molding on polydimethylsiloxane (PDMS), a thermally curable 
elastomer. This elastomeric stamp is inked with an alkanethiol. When in contact 
with gold (e.g., a thin sputtered Au layer on Si) the thiol is transferred from the 
elevated stamp structures to the substrate, forming a self-assembling monolayer 
(SAM) due to parallel orientation of the linear thiol molecules almost upright to 
the substrate surface [271]. The resulting patterned SAM layer has a thickness 

Fig. 7.41    The sharp edges of the imprinted three-dimensional pyramids demonstrate the 
pattern transfer fidelity of a hot embossing process. 
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corresponding to the chain length of the thiol molecule. It masks Au during a wet 
etch and serves as a mask for pattern transfer to the substrate. 

Characteristics. Thiols result in low defect SAMs on Au and are well suited to 
mask the Au in a wet etch step due to their chemistry. SAMs may also be formed 
on oxide [272], but generally in reduced quality. Since Au is a deep trap in Si, 
µCP will mainly be applied for patterning problems beyond microelectronics for 
instance, for biological or chemical applications. Moreover, such applications 
benefit from the fact that preparation of the elastomeric stamp may be done from a 
patterned polymer, thus requiring only lithography. Therefore stamp fabrication is 
simple compared to the first two techniques where an additional etching step is 
needed.

Furthermore, µCP is easily performed on curved substrates and is robust to po-
tential surface roughness, as long as the elastomeric stamp is flexible enough for 
their compensation. 

Results. In its basic concept with a rolling procedure, µCP has been able to 
show patterns down to 300 nm over an area of 50 cm2 [273]. Detailed research at 
IBM has optimized the stability of the elastomeric stamp significantly by devel-
oping a hybrid multilayer concept. With such stamps patterns down to 100 nm 
have been printed reproducibly over 25 cm2 with relative adjustment accuracies of 
1 µm [274]. 

7.5.2 Evaluation and Future Prospects 

Due to the relatively low experimental and financial expenditure compared with 
the excellent results obtained in laboratory experiments the interest in nanoimprint 
techniques is still growing for research. Moreover, the number of research groups 
booms making use of it for preparation of specific nanopatterned devices ranging 
from single electron transistors to quantum wires. 

Hot embossing. For hot embossing equipment is already commercially avail-
able [275], promising reproducible processing for areas of up to 6 inch diameter 
[265, 266, 276]. Adjustment is done externally (optical alignment, clamping and 
transport to the imprint system) so far, and applications concentrate mainly on 
patterning problems with only one lithography level (patterned media for storage, 
sensors, nanofluidics, nano- and microsystems, biochemical systems). Based on 
production tools for microelectronics a step and stamp procedure is investigated 
[277] and a combination with conventional optical lithography (mix and match) 
[278, 279] is tested to overcome the limits discussed when larger pattern sizes are 
involved. Present trends try to lower the processing temperatures and pressures. 
The potential of hot embossing for future application in production will depend on 
the progress achieved in development of flexible equipment, process technology 
and alignment concepts. 

UV molding and SFIL. Development of production equipment and process 
technology for SFIL is pushed in intense cooperation between research institutes 
and industry [269]. It can be expected that in case of success, this technique will 
be applied to multi-step lithography and thus complex device production pro-
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cesses, despite of its limitation to moderate areas. A first automated stepper for 
200 mm wafer diameter is under test [269]. 

Microcontact printing. The detailed development at IBM has demonstrated the 
potential of µCP for reproducible pattern definition down to 100 nm [274]. Due to 
the chemical masking nature of the SAM pattern the technique is rather suitable 
for patterning problems beyond microelectronics, particularly for biological and 
chemical applications where a number of replication and patterning techniques has 
established so-called soft lithography, possibly by avoiding the instrumentation of 
classical silicon technology [280]. 

7.6 Atomic Force Microscopy 

7.6.1 Description of the Procedure and Results 

The scanning tunneling microscope (STM) or atomic force microscope (AFM) has 
already been discussed in the section on the measurement of surface roughness. In 
this section, emphasis is put on its ability to pattern structures rather than to use it 
as a microscope. It was discovered that the STM is capable of shifting individual 
atoms with the tip of the microscope [281]. The authors operated with a highly 
pure (110) nickel surface being covered with single Xe atoms. Firstly, the tunnel-
ing current of the tip is fixed approximately at 1 nA, a value that is also adjusted 
for imaging. When approaching a Xe atom (Fig. 7.42a), the current increases to 
some 10 nA with fixed bias by lowering the tip. Thus, the atom is pulled onto the 
tip (Fig. 7.42b). Next, the tip is moved laterally to a new position with a velocity 
of 0.4 nm / s (Fig. 7.42c). There, the Xe atom is released (i.e., the current de-
creases) as the tip is retracted (Fig. 7.42d). 

The result of this manipulation is depicted in Fig. 7.43. The authors report that 
it takes 24 hours to form the three letters I, B, and M. 

7.6.2 Evaluation and Future Prospects 

The work quoted above raised hopes in the area of nanoelectronics since one ex-
pected to break the limits of lithography. With the above-named technique, it 

Fig. 7.42    Moving Xe atoms on a Ni surface with the STM 
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should be possible, for instance, to manufacture metallization lines no longer by 
etching lithographic samples but by positioning individual metal atoms. With 
regard to the time needed to perform such a manipulation, substantial improve-
ments will be necessary for a technologically useful application. A further appli-
cation could be molecule synthesis where single atoms are brought into close 
contact.

7.7 Near-Field Optics 

7.7.1 Description of the Method and Results 

The basic idea of near-field optics is presented in Fig. 7.44. Light is directed at a 
sample S through an aperture A. The aperture can have a small diameter in rela-
tion to the wavelength  of the light. Values down to / 50 are possible. The sam-
ple must be placed within the near-field region, i.e., in the sub-wavelength range, 

Fig. 7.44    Schematic setup of near-field optics [282] 

 (a) (b) (c)

 (d) (e) (f)

Fig. 7.43    Xe atoms are moved to form a pattern 
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in the proximity of the aperture. The light transmitted by the sample is expanded 
on the far-range and detected with a detector D. Please note that the local resolu-
tion is not restricted by the Abbe diffraction condition / 2 anymore, but by the 
accuracy of the lateral positioning and the size of the aperture. 

In the early days of near-field optics, small holes were etched in metal layers. 
This method was not very successful because of the low light intensity. Another 
setup prevailed, where the original concept, however, cannot be easily recognized. 
A glass fiber is used whose tip has been formed by pulling or etching. The diame-
ter of the tip can be reduced to 20 nm. An image of such a tip is shown in Fig. 
7.45 [282]. In the second step, the outer skin of the glass fiber is metallized, with 
the exception of the tip. If we strictly followed the concept of Fig. 7.44, two oppo-
site tips would have to be mounted on the front and back of the sample. It is, how-
ever, sufficient to operate with one tip since it can be used simultaneously as both 
input and output. In another setup, the sample itself supplies the local point source 
so that only one tip is needed for detection. 

The setup can be used in different ways. The application as a microscope is ob-
vious. When the probe is moved over the sample, it registers a characteristic opti-
cal property as a function of space. The sample can be excited with light, current 
or electrons while measuring the local luminescence, for example. Since this pro-
cedure can be combined with measurements on the basis of the atomic force mi-
croscopy, it is very attractive [283]. Vice versa, by fixing the probe to a group of 
molecules, the local emission spectrum can be measured. Finally, individual mole-
cules have also been successfully detected, cf. Fig. 7.46 [284]. 

In the meantime, biochemical sensors are a broad field of application. First of 
all, the tip is dipped into 3-(trimethoxysilyl)propylmethacrylate and afterwards 
into a fluorescence-containing polymerizing solution. The photopolymerization is 
caused by an argon laser located at the other end of the glass fiber. This procedure 
permits the integration of pH-sensitive dye molecules or other biochemical sensor 
molecules, the fluorescence intensity being a measure for the pH value. Sensors 
for calcium, sodium, chloride, oxygen, and glucose were manufactured [282]. 

Fig. 7.45    The tip of a glass fiber with an aperture of about 100 nm 
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 (a) (b)

Fig. 7.46    Measurement of a single 1,1'-dioctadecyl-3,3,3',3'-tetramethylindocarbocyanin 
molecule with a near-field probe. (a) Measurement setup, (b) fluorescence image 

7.7.2 Evaluation and Future Prospects 

It may be somewhat questionable to group near-field optics into the structuring 
procedures. There are, however, three reasons: (i) Near-field optics is a means of 
detecting and resolving natural inhomogeneities or artificially created, nanoscale 
structures. (ii) To a limited extent, molecules can be photosynthetically created on 
the glass fiber tip, i.e., in a working area of some 10 nm. (iii) It can be expected 
that photosynthetic reactions can be induced within suitable molecules in the fu-
ture. The glass fiber tip serves as a burner to start the reaction. 

The production of small and sufficiently stable tip surfaces still encounters dif-
ficulties. Materials other than glass or other processing techniques can possibly be 
used here. Near-field optics, however, offers an enormous potential. From the 
scientific point of view, it is tempting to measure biological systems such as an 
individual blood cell with a resolution of 100 nm. This has been successfully done 
in vitro with a fertilized egg cell of a rat [282]. 

Fig. 7.47    Near-field probe in a vascular smooth muscle cell 

1 µm 
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As another example, the local calcium content in a vascular smooth muscle cell 
can be measured [282]. Destruction of the plasma membrane or the cell organelles 
after the penetration of the near-field probe is not observed. The local fluorescence 
signal can then be measured (Fig. 7.47). 

Also, the excitation and decay times of the signal (e.g., fluorescence) after the 
application of an external stimulus can be measured (e.g., after rinsing the above-
mentioned fertilized cell with diamide). Moreover, it is conceivable that a ma-
nipulator of the size of the probe is brought into the cell which is afterwards ex-
cited locally. These experiments obviously give us enormous hope for the diagno-
sis and therapy of diseases. 



8 Extension of Conventional Devices by 
Nanotechniques

8.1 MOS Transistors 

The ever progressing and seemingly unstoppable miniaturization of MOS transis-
tors is the essential factor responsible for the progress of nanotechnology. Today, 
MOS transistors with channel lengths of around 100 nm have already been intro-
duced in the production of memory modules and microprocessors. Further devel-
opment indicates that MOS technology will be used for silicon transistors with 
channel lengths down to 25 nm. According to the ITRS, the reduction of the 
structure sizes is expected to advance as presented in Table 8.1.

It is doubtful whether these dimensions will eventually be achieved. On the one 
hand, basic production equipment for structure widths below 70 nm line width is 
still missing. Furthermore, statistical effects suggesting a reduction of the yield 
have been neglected up to now. On the other hand, any prediction in microelec-
tronics has been exceeded in best time. 

8.1.1 Structure and Technology 

MOS transistors with dimensions below 70 nm have been introduced in several 
publications [285, 286]. The conventional technology for the production of these 
elements is only adapted and optimized there. Basically, no new procedures are 
used.

Table 8.1    Field data and minimum structure size for MOS components according to the 
ITRS [1] 

Year 1999 2000 2001 2002 2003 2004 2005 2008 2011 2014 
Technology, 
nm

180   130    100 70 50 35 

DRAM, nm 180 165 150 130 120  110  100 70 50 35 
MPU-Gate,
nm

140 120 100  90  80  70  65 45 32 22 

Lithography KrF   KrF- 
RET
ArF

  ArF- 
RET
F2

F2-
RET

EUV
IPL
EPL 

EUV
IPL
EPL 
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The following essential process steps for the transition from the micrometer 
scale to the nanometer regime are changed: 

Adjustment of the gate oxide thickness to a few nanometers 
Reduction of the doping depths to a few nanometers 
Optimization of the spacer width and of the LDD doping (lightly doped 
drain)
Optimization of the channel doping 
Introduction of special implantations (pocket implantation) 

Gate Oxide Thickness 

Due to the tunneling effect, the scaling of the oxide thickness is limited. Below 
3 nm oxide thickness, a current flow occurs through the oxide already for small 
potential differences, which leads, for instance, to unwanted leakage currents in 
memory modules. Additionally, it causes a rise of the energy dissipation in com-
plex circuits. Transistors with thinner gate oxides can be manufactured, but tun-
neling currents within the nanoampere range must then be tolerated [287]. 

The application of thicker gate dielectrics with higher dielectric constants is an 
alternative. Titanium dioxide and tantalum pentoxide as well as ferro-electrical 
materials such as barium titanate with oxide-equivalent layer thicknesses below 
1 nm are suggested [1]. However, the deposition of homogeneous nonporous lay-
ers of these materials is not yet achieved with reproducible results. 

Doping Depths 

For MOS transistors with channel lengths of a few nanometers, a reduction of the 
usual doping depths of about 50–100 nm is necessary. A maximum depth of 10 % 
of the channel length is useful so that doping depths of 3–5 nm will be required in 
the future. These cannot be obtained in every case with today’s common implanta-
tion systems. 

In silicon technology, donor elements like phosphorus, arsenic, and antimony 
are available. Even with a small particle energy, phosphorus manifests a relatively 
high penetration depth into the crystal. Additionally, this element diffuses some 
nanometers during the activation annealing. Arsenic manifests a high solubility, 
but as a heavy element, it penetrates only the near surface of the crystal. Diffusion 
during activation is negligible. 

Being the heaviest element, antimony penetrates only a few atomic distances 
into silicon. However, its solubility is limited. Diffusion is more strongly pro-
nounced than in the case of arsenic. The small lateral straggling of the element 
under the mask edge due to the small penetration depth is advantageous. Thus, 
antimony is suitable for the doping of the LDD area between the channel and the 
highly arsenic-doped drain and source contacts of the n-channel MOS transistor. 

Acceptors in silicon are boron, aluminum, gallium, and indium. In order to 
likewise obtain a doping near the surface in the p-channel transistor, an element as 
heavy as possible must be selected. 
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Because of its relatively high activation energy, indium is ruled out. At room 
temperature, only 10 % of the introduced dopants are electrically active. In con-
nection with the small solubility of the material in the silicon, no suitable doping 
can be achieved. Gallium exhibits a very high diffusion coefficient both in the 
oxide and in the silicon. At the typical process temperatures from 750–1050 °C the 
implanted impurity concentration profiles substantially smear out. Flat dopings are 
not attainable even with near surface implantation. 

The small mass of aluminum already excludes a very near surface implantation. 
The element exhibits a sufficient solubility in silicon. Moreover, diffusion in sili-
con is not too high. However, the problem is the mass of the ion in connection 
with the source material. Due to the interference of the mass number of aluminum 
with molecular nitrogen and carbon monoxide, no pure ion beam can be produced 
with today’s implantation systems. The extremely corrosive AlCl3 and trimethyl-
aluminum are so far available as source materials. However, both materials do not 
supply a sufficiently constant and high ion current. 

Therefore, only the element boron is left for the doping, which can be im-
planted as BF2 molecule. Thus, the mass number important for the doping depth 
increases to 49 so that with small implantation energy a near surface doping de-
velops. Nevertheless, due to the strong diffusion of boron, arbitrary flat diffusions 
cannot be produced. 

An alternative to the production of flat p-n junctions in the semiconductor is 
diffusion from doped oxides. Thus, LDD dopings are produced via diffusion out 
of phosphorus doped spacers annealed for a short time (rapid thermal annealing, 
RTA) above 1000 °C [288]. This can also be done for p-conducting diffusions for 
the production of flat boron profiles. 

Optimization of the Spacer Width and LDD Doping 

In order to obtain as small a field strength as possible in the transistor, an optimi-
zation of the spacer width in the range of a few nanometers in connection with the 
level of the LDD doping is necessary. A high doping underneath the spacers is 
aimed at in order to obtain a high transistor conductance. 

With a high LDD doping, the space charge zone (SCZ) at the p-n junction drain 
channel expands far into the channel area. A strong drain voltage dependency of 
the effective electrical channel length (channel length modulation) results. In this 
case, the spacer width can be selected very small since only a small expansion of 
the SCZ occurs into the LDD area. 

A weak LDD doping shifts the expansion of the SCZ from the channel area into 
the LDD. The channel length modulation remains negligibly even for small effec-
tive electrical channel length. 

Transistors of channel lengths below 50 nm frequently use a double spacer 
technique in order to ensure a more favorable doping profile from the channel to 
the drain. At the points of contact to the channel, the dopant concentration of the 
LDD is selected just as high as in the channel but of the opposite conduction type. 
A stronger doping follows so that the gradient of the spatial dopant concentration 
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remains small. Therefore, only moderate short channel effects occur in these tran-
sistors.

As an alternative to the double spacer technique, the electrical characteristics of 
the transistors can be improved by lateral implantation under the gate electrode. 
By an implantation of the wafer surface at a large irradiating angle, a “pocket 
implantation” is laterally applied to the gate electrode which, comparable to the 
LDD doping, leads to the decrease of the short channel effects. 

Correspondingly, the channel area of the transistor requires a doping adjust-
ment. For the suppression of the penetration of the SCZ, a dopant increase be-
tween drain and source under the conducting channel is necessary. This can be 
done by an ion implantation. 

8.1.2 Electrical Characteristics of Sub-100 nm MOS Transistors 

For channel lengths below 100 nm, parasitic short channel effects are increasingly 
dominant and are difficult to reduce with the usual countermeasures. Thus, meas-
ures such as a further reduction of the gate oxide thickness or the decrease of all 
doping depths are both technologically as well as physically limited as already 
described above. While the electrical characteristics of the MOS transistors such 
as slope and switching speed have been improved in the past by the progressive 
reduction of the transistor dimensions, a rather opposite trend is to be expected for 
the sub-100 nm transistors. 

Figures 8.1–8.3 are exemplary representations of the input characteristics of 
three sub-100 nm transistors. While the transistor with a channel length of 70 nm 
(Fig. 8.1) shows a maximum slope normalized to the channel width W of 
gm,max / W = 60 µS / µm for VDS = 0.1 V, this value is reduced to gm,max / W = 
45 µS / µm for the 50 nm transistor (Fig. 8.2), and even to gm,max / W = 24 µS / µm 
for the 30 nm transistor (Fig. 8.3). This is particularly explained by the doping 
adapted for these transistors. A very short channel length requires very high 
channel doping in order to minimize parasitic short channel effects and to counter-
act the reduction of the threshold voltage by the threshold voltage roll-off. How-
ever, the increase of the channel doping leads to a decrease of the carrier mobility, 
which explains the reduction of the slope with decreasing channel length (and with 
the same time necessary higher channel doping). On the other hand, increasing flat 
drain/source doping is necessary which leads to increasing parasitic series resist-
ances and thus additionally to decreasing slopes. 

Figures 8.4–8.6 show examples of measured output characteristic fields of sub-
100 nm MOS transistors. The represented voltage ranges are adapted to the re-
spective maximum voltage stability (which significantly reduces with decreasing 
channel length) and thus deviate from each other. Qualitatively, it is shown that 
the gradient of the characteristics in the saturation regime of the transistor in-
creases with decreasing channel length. According to the ideal transistor equa-
tions, the gradient should be zero in this case. Thus, the transistor exhibits an infi-
nite output resistance in the saturation regime, which would be equivalent to an 
output conductance gDS = 0. Due to the parasitic effect of the channel length 
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modulation, however, the output conductance gDS rises with decreasing channel 
length, which is apparent in a clear increase of the characteristics in the saturation 
regime. Consequently, the maximum attainable voltage amplification vi = gm / gDS
of the transistor is reduced. 

Dynamic investigations show a trend that the switching speed of sub-100 nm 
MOS transistors does not increase by the amount that is generally expected. The 
reasons are the increasing doping gradients which lead to increasing parasitic 
capacitances. Analyses by a large number of independent scientists show, how-
ever, that in the future the delay time in the signal lines of the microchip will 
dominate and hence the switching times of the transistors do not need to be given 
much attention any more, contrary to today’s conditions [289]. 

Fig. 8.1    Measured input characteristics of an NMOS transistor with L = 70 nm, 
W = 100 µm, and tox = 4.5 nm 

Fig. 8.2    Measured input characteristics of an NMOS transistor with L = 50 nm, 
W = 100 µm, and tox = 4.5 nm 
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Fig. 8.3    Measured input characteristics of an NMOS transistors with L = 30 nm, 
W = 25 µm, and tox = 4.5 nm 

Fig. 8.4    Measured output characteristic field of the NMOS transistor of Fig. 8.1 with 
L = 70 nm 

Fig. 8.5    Measured output characteristics of the NMOS transistor of Fig. 8.2 with 
L = 70 nm
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Fig. 8.6    Measured output characteristics of the NMOS transistor of Fig. 8.3 with 
L = 30 nm 

8.1.3 Limitations of the Minimum Applicable Channel Length 

While neither the static nor the dynamic characteristics of sub-100 nm MOS tran-
sistors for channel lengths down to 30 nm prevent a practical applicability in 
digital circuits, statistically, physically caused fluctuations could become a prob-
lem. While statistical fluctuation of the electrical device parameters have been of 
importance so far mainly for analog circuits, since such deviations limit the accu-
racy of digital-analog converters and lead to the so-called “offset” via amplifica-
tion, in the future these statistical fluctuations could also lead to a failure in digital 
circuits [290, 291]. So far the problems have been largely underestimated and 
therefore suitable countermeasures are hardly developed and examined. 

Two types of statistical fluctuations must be distinguished. There are fluctua-
tions caused by the production process, for example fluctuations of layer thick-
nesses or of geometrical dimensions. By progress in the processing and by the 
application of large financial resources for the development and supply of ever 
more complex manufacturing equipment, these fluctuations have been further 
lowered in the past. It is very probable that this trend will also continue in the 
future. But even then, if the tolerances caused by production are completely 
avoided, fluctuations of the electrical parameters of the transistors can still be 
observed. The fluctuations are physically caused and therefore cannot be avoided 
via improved manufacturing equipment. 

Figure 8.7 shows experimentally determined distributions of the threshold volt-
ages of MOS transistors with three different channel geometries. Due to a special 
production process, the transistors show only extremely small scatterings of all 
geometrical dimensions [292], with which the purely physically caused threshold 
voltage fluctuations can be observed very well and separately. It is clearly seen 
that the scattering of the threshold voltage increases significantly with decreasing 
channel surface. 

This physically caused threshold voltage scattering is mainly due to the channel 
doping of the transistor. It is introduced by ion implantation and thus subject to a 
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Poisson distribution. According to [293], the statistical threshold voltage standard 
deviation can be calculated as follows: 
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VTh DqQqtA 2

4
 (8.1) 

where QB is the charge of the junction depletion region per surface unit: 
QB = NA Wd, Wd the depth of the depletion zone, Di the implantation dose of the 
threshold voltage, tox the gate oxide thickness and ox the permeability of the gate 
oxide. Strictly speaking, the AVTh relationship applies only to a homogeneously 
doped substrate with the doping NA and to a Dirac-shaped surface doping Di. The 
scattering of the threshold voltage obviously increases with decreasing channel 
surface. This effect can be attenuated by a reduction of the gate oxide thickness tox
within certain limits. The channel doping and its profile have some influence on 
the scattering of the threshold voltage via Di and QB which is not obvious. An 
estimate is given in [294]: 
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It is evident that after minimizing the geometry of the switching element the in-
crease of the channel doping NA necessary for the reduction of the short channel 
effects leads to an increase of the scattering of the threshold voltage. Thus, the 
scattering of the threshold voltage increases with the reduction of the structure due 
to a gate oxide thickness of limited scalability. This exactly contradicts the de-
mands of ITRS. 
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Fig. 8.7    Experimentally determined distribution of the threshold voltage of MOS transis-
tors with three different channel dimensions. The normal distributions calculated from the 
measured values are represented (solid lines) together with the measured distributions 
(histograms).
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These relations deduced for transistors with channel dimensions above 1 µm 
could also be verified by measurements [292] and Monte Carlo simulations [295, 
296] for sub-100 nm MOS transistors. 

The strong increase of the threshold voltage standard deviation could finally 
limit the minimum applicable channel length. The threshold voltage scattering will 
drastically increase without countermeasures in the future, but the absolute value 
of the average threshold voltage must be simultaneously reduced since this one 
must be adapted to the decreasing operating voltage. By the manufacturing for in-
stance, of a 256 gigabit memory chips, it is then more than doubtful whether all 
transistors are normally off. It is rather very probable that one or more of the 256 
billion transistors on the chip will deviate so strongly in the threshold voltage 
(here the 6  or even 7  deviation must be considered) that they become normally 
on and thus lead to the failure of the circuit. 

Countermeasures could be new circuit concepts, which indicate a certain re-
dundancy, so that the circuit still works in case of the failure of individual tran-
sistors. Technologically, a remedy can be created by reducing the channel doping 
and by adjustment of the threshold voltage via an adapted work function of the 
gate electrode (work function engineering) [297]. For example, mid band gap 
materials such as W and Ti or silicon germanium alloys with work functions ad-
justable via the mixing ratio are suitable [298]. 

8.1.4 Low-Temperature Behavior 

Due to the small channel length of the MOS transistors, quantum effects in these 
circuit elements cannot be excluded. Measurements of MOS structures with di-
mensions of 30 nm in the temperature range below 40 K show periodic changes in 

Fig. 8.8    Periodic fluctuations in the drain current with increasing gate voltage 
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the drain current with increasing gate voltage [299]. The interval of the oscilla-
tions is reproducible from transistor to transistor. An influence of transistor ge-
ometry is only ascertained in the height of the amplitude but not in the intervals of 
the oscillations. 

So far, the following models have been consulted for the explanation of this be-
havior:

Coulomb blockade: a dependency on the magnetic field is expected, but 
this does not occur. 
resonance tunneling model: a temperature dependence of the periodic 
distance should occur, but it is not observed. 
surface states at the gate oxide/silicon junction: these can lead to current 
fluctuations but never cause the observed periodicity. 

In [301], further models are consulted for the explanation of the phenomenon, 
but the causes for these fluctuations are not yet clarified. 

8.1.5 Evaluation and Future Prospects 

The MOS technology will presumably be continued up to the year 2012 by the 
well-known scaling of structure geometry and thus deeply penetrate into the 
nanometer range. Severe effects which impair device function do not appear for 
transistor channel lengths down to 25 nm but a reduction of the yield is to be ex-
pected due to the statistical distribution of the dopant. Thus, an economical scaling 

Fig. 8.9    Periodic fluctuations of the conductance for different magnetic field strengths 
[300] 
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boundary within the range between 70 and 50 nm channel length results for the 
MOS technology. 

The quantum effects in these devices observed so far are relevant only for very 
low-temperature operation. Above approximately 50 K, no disturbances in the 
transistor characteristics are published. It is unknown whether further quantum 
effects occur below 30 nm channel lengths. 

8.2 Bipolar Transistors 

8.2.1 Structure and Technology 

The bipolar technology uses structures with nanometer dimensions only during the 
self-adjusting bipolar process. Due to the self-adjustment of the dopings relative to 
each other, this integrated-circuit technique enables transit frequencies in the 
range above 40 GHz for pure silicon transistors and up to about 120 GHz for sili-
con germanium switching elements. For the production, extremely thin epitaxial 
films of different doping levels are used as collector (100 nm) and base layers 
(<50 nm) instead of implantation or diffusion. Only the emitter is diffused from a 
polysilicon layer into the crystal. Both the base and the emitter contacts are self-
adjusted relative to each other with the help of spacer structures manufactured 
with a width of about 50 nm. The design of such a transistor is presented in Fig. 
8.10.

This self-adjusting bipolar process is characterized by high critical frequencies 
(>40 GHz) of the circuit elements in connection with a relatively high packing 
density. The typical area of the emitter amounts to about 0.15·1.5 µm2.

Further increases of the critical frequency are possible with a base from a het-
eroepitaxially grown crystalline silicon-germanium epitaxial layer which is de-
posited on a silicon substrate with the molecular beam epitaxy or via MOCVD 
procedure. With a germanium content around 20 % of the atomic composition, the 
mobility of the charge carriers rises on the one hand. On the other hand, the ger-
manium doping causes a modification of the band structure and enables an ex-

Fig. 8.10    Cross section of a bipolar transistor, manufactured in self-adjusting 
structural form 
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tremely narrow and very highly doped base [302]. Correspondingly, manufactured 
bipolar transistors reach critical frequencies of over 100 GHz. 

8.2.2 Evaluation and Future Prospects 

Since many typical applications of the bipolar transistors in the high frequency 
regime are taken over today by MOS transistors, the fields of application of these 
elements in the future are exclusively within the very high frequency regime. The 
heterojunction bipolar transistors from SiGe are particularly suitable for this pur-
pose. The nanostructuring of bipolar transistors will lead to a further increase of 
the critical frequencies, but no substantial technological innovation is to be ex-
pected in this area. 



9 Innovative Electronic Devices Based on 
Nanostructures

9.1 General Properties 

A simple and generally accepted definition of the term nanoelectronic device does 
not exist. In most cases, however, this term is applied to devices which have an 
important component that lies in the nanometer scale. When taking the develop-
ment of the MOS technology as an example, the ambiguity of this definition be-
comes apparent. Almost since the beginning of MOS technology, the thickness of 
the gate isolator has been in the nanometer scale (about 100 nm in the 1980s, and 
less than 10 nm nowadays [1]). MOS transistors had not been considered as 
nanoelectronic devices until the channel length had reached a value less than 
100 nm. This has happened only recently. In the case of the quantum dot laser, all 
the dimensions of the device exceed the nanometer scale while the quantum dots 
embedded into the active layer of the laser diode have nanoscale dimensions. 
Since these quantum dots—the site where radiative recombination takes place—
are the most important component of the quantum dot laser, this laser is referred to 
as a nanoelectronic device. 

Applying the definition given above, all the other quantum effect devices can 
also be considered as nanoelectronic devices, in principle. As an example of this 
class of devices, we will review the state-of-the-art of the resonant tunneling diode 
(RTD). It is the most simple quantum effect device with regard to its structure and 
enables high frequency and ultrafast digital electronic applications. Furthermore, 
the quantum cascade laser (QCL) is reviewed, which is used as an optoelectronic 
light emitter with emission wavelengths ranging from the near infrared up to 
wavelengths as high as 200 m, thus corresponding to terahertz frequencies. 

An important part of this chapter is devoted to the comparison of the properties 
of nanoelectronic devices and conventional electronic devices. 

9.2 Resonant Tunneling Diode 

9.2.1 Operating Principle and Technology 

With regard to their structure, resonant tunneling diodes (RTD) are probably the 
simplest devices based on quantum effects in semiconductor nanostructures. The 
basic RTD device incorporates a double barrier quantum well (DBQW) structure 
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which is schematically presented in Fig. 9.1 [303]. The contact layers in the areas 
I, II, VI, and VII consist of a heavily doped semiconductor with a relatively small 
band gap, for instance, GaAs. The layers III and IV are the tunneling barriers 
implemented with semiconductors of a relatively large gap and in particular with a 
large conduction band offset relative to the neighboring regions like AlGaAs. The 
quantum well layer confined by the two tunneling barriers again consists of a 
material with a relatively small band gap. 

The operating principle can be explained with the help of Fig. 9.1: a local dis-
tribution of the electron energy is shown when a bias voltage is applied to a 
DBQW structure. The energy distribution of the electrons in the heavily doped 
region I must be described by the Fermi-Dirac distribution, and the electrons in 
this region are assumed to be in thermal equilibrium. At the boundary surfaces, 
there are multiple reflections of the electrons due to their wave nature, leading to 
destructive and constructive interferences as a function of the electron energy. 
Thus, the tunneling of those electrons is favored which hit the left barrier with an 
energy E1 corresponding to the energy E0 in the quantum well. The tunneling 
probability decreases drastically with both higher and lower electron energies. 
However, since the maximum of the electron energy distribution in the regions I 
and II can be tuned by changing the applied bias voltage, a local maximum (peak) 
is found in the current-voltage characteristics of the resonant tunneling diode, fol-
lowed by a local minimum (valley). In Fig. 9.2, this is shown for an InGaAs/AlAs 
based RTD at 300 and 77 K [304]. 

Even at room temperature, a region with a negative differential resistance 
(NDR) can be clearly identified with a peak-to-valley ratio better than 20. Such 

Fig. 9.1    Structure and local electron energy distribution of a resonant tunneling diode 
with applied bias voltage (from [303]) 
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characteristics suggest both bistable and astable applications, and, indeed, the 
most common applications of RTDs are microwave oscillators operating at ex-
tremely high frequencies and very fast digital electronic circuits. 

It should be mentioned that a negative differential resistance is also found in 
InAs/AlSb/GaSb resonant tunnel structures with AlSb barriers and GaSb quantum 
wells. In this case, however, the special band structure favors electron tunneling 
between the energy levels within the valence band of the AlSb barriers and the 
energy levels within the conduction band of the GaSb quantum well layer. Conse-
quently, the resulting device is referred to by the name resonant interband tunnel 
diode (RITD) [305, 306]. 

As in the area of optoelectronics, it is attempted to replace III-V materials with 
silicon for the production of resonant tunneling devices because of lower costs and 
the possibility of integrating them with VLSI silicon ICs. As an example, the 
schematic structure and band diagram of an RTD with silicon quantum wells and 
CaF2 barriers are depicted in Fig. 9.3. Alternatively, Si/Ge [308, 309] or silicon-
on-insulator (SOI) technology [311] can be employed. The layer sequence and 
RTD structure of an SOI technology-based RTD are shown in Fig. 9.4. The well 
material of 2.5 nm thickness is confined by two ultrathin (2 nm) buried SiO2
layers. For this device, a negative differential resistance is observed at operating 
temperatures of up to 100 K. 

Fig. 9.2    Conduction band diagram and current-voltage characteristics at 77 and 300 K of 
an AlAs/InGaAs RTD (from [304]) 
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Fig. 9.3    Structure and band diagram of a Si/CaF2 double barrier RTD (from [307]) 

Fig. 9.4    Layer sequence and device structure of a Si/SiO2 double barrier RTD 
(from [310]) 

9.2.2 Applications in High Frequency and Digital Electronic Circuits 
and Comparison with Competitive Devices 

Due to the rapid progress of microwave transistors regarding their high frequency 
behavior, 2-terminal devices were ousted from high frequency oscillator applica-
tions for frequencies below 30 GHz. This progress led to transistor cut-off fre-
quencies of 350 GHz for InP/InGaAs heterobipolar transistors (HBT) [311], 
42 GHz for SiGe FETs [312] and 85 GHz for GaN/AlGaN high electron mobility 
transistors (HEMTs) [313]. For higher frequencies (30 GHz–1 THz), IMPATTs, 
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Gunn diodes, and resonant tunneling diodes are still being considered for applica-
tions as microwave oscillators [314]. 

For transit time diodes (IMPATTs), a maximum oscillator frequency of 
400 GHz has been obtained with an output power of 0.2 mW [314], and at 44 GHz 
an output power of 1 W has been measured [315]. Similar values can be obtained 
by means of transferred electron devices (TEDs), also known as Gunn diodes. In 
the latter case, an output power of 34 mW at 193 GHz [316] and of about 96 mW 
at 94 GHz [317] has been achieved. Despite their somewhat lower performances 
at frequencies below 100 GHz, Gunn diodes are an important alternative to 
IMPATT diodes due to their low noise operation. 

In comparison to the two devices treated so far, lower output powers are 
achieved with resonant tunneling diodes. At 30 GHz and 200 GHz, for example, 
output powers of about 200 mW and 50 µW, respectively, have been reported 
[314]. However, with InAs/AlSb RTDs, a record frequency of 712 GHz has been 
obtained, achieved by an InAs/AlSb RTD with an output power of 0.3 µW [318]. 
The limitation of the maximum output power of RTD based oscillators is mainly 
caused by the relatively high series inductance [314]. A further advantage of 
RTDs compared to IMPATT and Gunn diodes is the fact that they can be easily 
integrated with other electronic devices, like modulation doped field effect tran-
sistors (MODFETs) and heterobipolar transistors [309]. Thus, they are attractive 
for microwave integrated circuits (MMICs) even at moderate frequencies in the 
GHz range. Another reason of making resonant tunneling diodes appealing for 
digital circuit applications is the possibility of implementing very compact logical 
circuits since the number of active devices can be reduced as compared to con-
ventional digital electronic circuits. In Table 9.1, the number of active devices 
required for the implementation of several digital functions using RTDs in com-
parison with TTL, CMOS, and ECL technology is listed [319]. 

Resonant tunneling diodes intrinsically have very short switching times of 
about 1.5 ps. As stated earlier, they can be easily integrated with ultrafast tran-
sistors like MODFETs and HBTs [320]. Moreover, they can operate at room tem-
perature, which is a clear advantage as compared to a superconducting integrated 
circuit—another possible competitor for the implementation of ultrafast digital 
electronic circuits [321]. A further advantage is the possibility of quite easily im-
plementing multi-value-logic systems using multi-peak resonance RTDs. In Fig. 
9.5, the circuit of a digital counter implemented with just three HBTs and one 
RTD and the corresponding output characteristics of the transistor Q1 with the 
multi-peak RTD as a load are depicted [319]. 

Table 9.1    Number of active devices required for the implementation of digital functions 
using RTD, TTL, CMOS, and ECL technologies (from [319]) 

Logical function TTL CMOS ECL RTD 
bistable XOR 33 16 11 4 
9-state memory 24 24 24 5 
NOR2 + flip-flop 14 12 33 4 
NAND2 + flip-flop 14 12 33 4 
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Fig. 9.5    Counting circuit implemented with HBTs and a single RTD (from [319]) 

Other examples of digital circuits are a 50 GHz frequency divider fabricated 
with one resonant tunneling diode and one HEMT [322] as well as NAND and 
NOR gates consisting of a single resonant tunneling bipolar transistor with an 
integrated RTD structure (RTBT) [323]. Besides digital circuit applications, ana-
log applications have also been proposed, e.g., analog/digital converters using an 
RTD as a multi value comparator [324]. In optoelectronic applications, the intrin-
sic bistability of RTDs is used in particular. The combination of an RTD grown on 
top of a multi-quantum-well electro-optic modulator exhibited bistable operation 
at room temperature with switching powers in the mW range [325]. The mono-
lithic integration of an InAlAs/InGaAs RTD with an InGaAs/InGaAsP traveling 
wave photodiode on the same InP substrate enabled the production of an opto-
electronic flip-flop operating at a clock rate of 80 Gb / s [326]. 
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Future nanoelectronic digital circuits could be manufactured using chemical 
self-organized growth of quantum dot arrays. In this case, it would be much easier 
to use two-terminal devices rather than transistor-like three-terminal devices. The 
RTD is an attractive candidate for such nanodevice circuits because it combines 
the ability to implement complex logic functions with a relatively simple structure 
[327]. A first step in this direction is the demonstration of NDR behavior at 4 K 
due to resonant tunneling through single InAs quantum dots, obtained by self-
organized growth [328]. 

9.3 Quantum Cascade Laser 

9.3.1 Operating Principle and Structure 

The quantum cascade laser (QCL) is the equivalent to the quantum well infrared 
photo detector (QWIP) with regard to the optical emitter. The emission of light 
quanta, however, is not based on interband transitions as in the case of the classi-
cal semiconductor laser but on intraband transitions. More precisely, radiating 
transitions between different energy levels within individual neighboring quantum 
wells are used in the case of the QCL. Therefore, it is also possible to construct 
optoelectronic devices operating in the far infrared (3.8–200 µm) with material 
systems based on semiconductors with a relatively large band gap. The advantage 
in this case is the possibility of using GaAs/GaAlAs and InP/InAlAs and to benefit 
from their well-developed technology. The energy difference between the energy 
levels in the quantum well does not only depend on the barrier height of the 
quantum well but also on its width. Hence, the possibility of changing the emis-
sion wavelength without changing the barrier and quantum well material, but only 
by varying the thickness of the quantum well layers is very interesting. This 
method of band gap engineering enables the implementation of emitters with very 
different emission wavelengths with just one technology. 

Moreover the quantum cascade laser is a unipolar device, which means that the 
emission is in general only based on electronic transitions in the conduction band. 
Since the charge carriers do not recombine during radiative transition, they can be 
used several times for the light emission by repeating the basic structure. This 
means that quantum efficiencies >1 can be achieved. In state-of-the-art quantum 
cascade lasers, the basic units are repeated between 20 and 40 times [329]. 

Despite the operating principle being similar, the quantum cascade laser exhib-
its a substantially more complicated structure in comparison to the quantum well 
infrared photodetector (QWIP) [330]. This difference is explained by an additional 
condition necessary for the operation of the laser: the population inversion be-
tween the two energy levels. Thus, the higher energy level must have a higher 
electron concentration than the lower level. In principle, the operation of the laser 
can be described with the help of the conduction band profile of a basic unit of this 
laser (Fig. 9.6) [331]. In the case illustrated, the barriers are made of AlInAs lay-
ers, and the quantum wells consist of GaInAs. Electrons tunnel from the injector 
into the electronic level E3 and fall on level E2 by sending out light quanta with 
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= (E3 – E2) / h, followed by a non-radiative transition from energy level E2 to
level E1.

To achieve population inversion and laser operation, the electron tunneling rate 
from the two levels E2 and E1 into the neighboring conduction band must be 
higher than the tunneling rate from the level E3. Therefore, an electronic Bragg 
reflector consisting of a semiconductor superlattice is inserted into the QCL 
structure behind the active layer. This structure is depicted in Fig. 9.7a. The prob-
ability of transmission of the Bragg reflector’s electrons as a function of the en-
ergy position relative to the conduction band minimum can be seen in Fig. 9.7b 
[332]. As can be clearly seen, a forbidden band (mini-gap) develops and takes 
effect within the energy region of the level E3. The tunneling probability from the 
level E3 is two orders of magnitude lower than from the levels E2 and E1, whose 
energies correspond to the energy region of the mini-band in the Bragg reflector 
section of the laser. Thus, the necessary condition for population inversion is en-
sured.

The first quantum cascade laser ever devised achieved a few mW optical power 
at cryogenic temperatures under pulsed operation conditions. As an example of 
these early QCLs, the emission spectrum and the emitted power as a function of 
the laser current of an InGaAs/InAlAs Fabry-Perot quantum cascade laser with an 
emission wavelength around 4.5 m are depicted in Fig. 9.8 [332]. 

An overview of the current developments concerning the optical power and the 
covered wavelength range of quantum cascade lasers is given in Table 9.2. At 
present, an emitted optical power of more than 1 W near room temperature [335]

Fig. 9.6    Conduction band profile in the area of the active layer of a quantum cascade laser 
(from [331]) 
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Fig. 9.7    Schematic representation (a) of a period of the quantum cascade laser and (b) 
energy dependent transmission probability for electrons of the Bragg mirror (from [332]) 

Fig. 9.8    Optical power as a function of laser current and optical emission spectrum of a 
Fabry-Perot InGaAs/AlInAs quantum cascade laser (from [332]) 

(a)

(b)
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and of up to 6 W at a temperature of 80 K [333] have been achieved under pulsed 
operation. It is also interesting to note that a wavelength range from 3.8 up to 
24 m can be covered with QCLs using only three different combinations of ac-
tive layer materials. For example, this wavelength range is interesting for optical 
data transmission within the earth’s atmosphere, where there are optimal transmis-
sion conditions in the two spectral range windows from 3.5 to 4 m and from 8 to 
10 m. It should be noted that the full infrared spectral range can be covered with 
III-V compound semiconductor lasers. Conventional semiconductor lasers based 
on electron-hole recombination cover the wavelength range up to 3.25 m [345], 
while QCL lasers cover the longer wavelength range. Besides the Fabry-Perot 
(FP) type lasers, also distributed feedback (DFB) quantum cascade lasers are de-
veloped today. Due to their narrower emission spectrum, these are better suited for 
spectroscopic and data transmission applications. In Fig. 9.9, the optical power-
laser current characteristics and the optical emission spectrum of a DFB InGaAs/

Table 9.2    Optical powers and wavelength ranges of quantum cascade lasers 

First author 
(Year)

Active layer 
material

Electronic
(optical)
structure

Max. optical power 
(at temperature) 

Emission
wavelength,

m
Yang et al. [333] 
(2002)

InAs/GaInSb/
AlSb

MQW
(Fabry-Perot) 

pulsed 6 W (80 K) 
pulsed 1 W (150 K) 

3.8

Yang et al. [334] 
(2002)

GaInAs/AlInAs MQW 
(Fabry-Perot) 

pulsed 900 mW 
(77 K), pulsed 
240 mW (300 K) 

5.0

Hofstetter et al.
[335] (2001) 

GaInAs/AlInAs undotiertes SL 
(DFB)

pulsed 1,15 W (273 K)
pulsed 92 mW (393 K)

5.3

Scamarcio et al.
[336] (1997) 

GaInAs/AlInAs MQW 
(Fabry-Perot) 

pulsed 750 mW (80 K)
pulsed 200 mW 
(210 K) 

8.0

Faist et al. [337] 
(2000)

GaInAs/AlInAs nipi SL 
(Fabry-Perot) 

 8.8 

Page et al. [338] 
(1999)

GaAs/AlGaAs MQW 
(Fabry-Perot) 

pulsed >1 W (77 K) 9.7 

Hofstetter et al.
[339] (1999) 

GaInAs/AlInAs MQW 
(DFB)

pulsed 80 mW (300 K) 10.2 

Tredicucci et al.
[340] 

GaInAs/AlInAs MQW 
(Fabry-Perot) 

CW 75 mW (25 K) 
CW 8 mW (80 K) 

11.1

Anders et al.
[341] (2002) 

GaAs/AlGaAs MQW 
(Fabry-Perot) 

pulsed 75 mW (78 K) 
pulsed 2 mW (300 K) 

12.6

Rochat et al.
[342] (2001) 

GaInAs/AlInAs chirped SL 
(Fabry-Perot) 

pulsed 400 mW 
(210 K) 
pulsed 150 mW 
(300 K) 

16.0

Colombelli et al.
[343] (2001) 

GaInAs/AlInAs undoped SL 
(Fabry-Perot) 

pulsed 14 mW (70 K) 19.0 

Colombelli et al.
[344] (2001) 

GaInAs/AlInAs undoped SL 
(Fabry-Perot) 

pulsed 3 mW (70 K) 24.0 
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AlInAs quantum cascade laser are depicted. At room temperature, this laser emits 
around 7.8 m with an optical power of up to 10 mW [346]. Furthermore, the 
emission wavelength can be tuned between 7.75 and 7.85 m by varying the tem-
perature from 100 to 300 K, which is of interest to laser spectroscopy. 

For quantum cascade lasers with emission wavelengths below 4 m, InAs/ 
GaInSb/AlSb is preferred as active layer material [333]. With regard to the type of 
the electronic structure, nipi-superlattices (layer sequence of n-type, intrinsic, p-
type, intrinsic) [337] or intrinsic superlattices [335, 343, 344] have been used as 
the active layer of QCLs, besides the widespread multi-quantum-well (MQW). 
Thus, lasers with a high optical power in the spectral range around 5 m [335] and 
lasers with emission wavelengths up to 24 m [344] have been developed. 

Recently the production of GaAs/GaAlAs quantum cascade lasers with emis-
sion at wavelengths between 100 and 200 m has been reported [347, 348, 349]. 
These monochromatic Terahertz emitters close the gap between electronic and 
optical oscillators in this wavelength range. Terahertz emission has interesting 
applications in biomedical imaging [350]. As shown in Fig. 9.10, a QCL with an 
emission frequency of 4.44 THz and a power of more than 2 mW has been re-
ported [348]. This is a much higher value of the emitted power as compared to 

Fig. 9.9    (a) Optical power as a function of laser current. Inset: temperature dependence of 
the lasing threshold current density. (b) Temperature dependence of the emission wave-
length of a distributed feedback InGaAs/AlInAs quantum cascade laser. Inset: optical emis-
sion spectra for different temperatures between 77 and 300 K (from [346]) 

(a)

(b)
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pure electronic Terahertz generation using harmonic generation. It should be 
mentioned, however, that for broadband Terahertz generation using relativistic 
electrons in a particle accelerator emission powers greater than 20 W have been 
reported [351]. 

First results with regard to electroluminescence in Si/SiGe cascade emitters 
[352] offer a good chance of manufacturing of silicon based quantum cascade 
lasers in the future [353]. 

9.3.2 Quantum Cascade Lasers in Sensing and Ultrafast Free Space 
Communication Applications 

Due to the short electron lifetime, the quantum cascade laser is an optical emitter 
that can be—in principle—modulated very fast. Thus, theoretical modulating 
frequencies higher than 100 GHz can be achieved. These frequencies are higher 
than those of lasers used in optical fiber communication systems at wavelengths of 
1300 or 1550 nm. In first data transfer experiments, data rates of up to 5 Gb / s
have been achieved using QCLs but still over short distances of maximum 350 m 
[354, 355, 356]. 

A further interesting application for lasers with emission in the far infrared is 
the trace analysis of gases in the atmosphere. For this application, a tunable 
monomode laser is needed, like the DFB quantum cascade lasers. Methane, nitro-
gen oxide, ethanol, and the different isotopes of water have been detected in ambi-
ent air by means of a sensing system using a quantum cascade laser as emitter and 
a mercury cadmium telluride (MCT) detector as receiver [357]. In a further step, 
there is interest in replacing the MCT detector with a quantum well infrared 

Fig. 9.10    Optical emission spectra of a Terahertz Fabry-Perot GaAs/GaAlAs quantum 
cascade laser for various laser currents (from [348]) 
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photodetector, using the same material system as for the production of the 
quantum cascade laser, and possibly to integrate emitter and detector on the same 
chip. Another alternative would be to use the QCL itself as photodetector. This 
functionality has already been demonstrated [358]. 

9.4 Single Electron Transistor 

9.4.1 Operating Principle 

The single electron transistor (SET) is an example of an electronic device where a 
final limit of electronics has already been reached: the switching of a current car-
ried by just one electron. The operating principle can be understood with the help 
of Fig. 9.11 [359]. 

In principle, the SET consists of two tunnel contacts with associated capacitan-
ces (Cs and Cd) and an intermediate island to which an operation voltage (Vg) is 
capacitively coupled via Cg. By varying Vg, the electrical potential of the island 
can be changed. An insulator being embedded between two electrical conductors 
or semiconductors partly loses its insulating characteristics for a layer thickness 
which is in the lower nanometer range (about 5 nm) due to charge carrier tunnel-
ing. Thus, the probability of the transmission of charge carriers increases expo-
nentially with decreasing thickness of the insulator layer. On the one hand, this 
quantum mechanical effect limits the further miniaturization of the classical MOS 
transistor due to increasing gate oxide leakage. This leads particularly to stability 
problems due to the charge carrier capture within the gate oxide and thus to a non-
tolerable displacement of the transistor characteristics during prolonged operation. 

On the other hand, this tunneling current enables the operation of the single 
electron transistor. Besides the capacitances Cs and Cd, electrical conductivities 
1 / Rs and 1 / Rd can also be associated with the two tunnel contacts due to the tun-
neling current. Under which circumstances will a current flow between drain and 
source if an external voltage Vd is applied between these contacts? Let us assume 
that there are already n electrons on the island. One further electron can tunnel 
through the left barrier, if it has a charge energy of 

Fig. 9.11    Schematic representation of the double barrier structure of a 
single electron transistor (from [359]) 
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At the same time, this electron gains energy ( E) by its transfer from the left elec-
trode to the island due to the energy difference between these two points: 
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Therefore, the electron will only arrive on the island if the total energy difference 
is negative. In the opposite case, a coulomb blockade is given which can only be 
overcome by a further increase of the applied voltage Vd. A possible implementa-
tion of a SET is shown in Fig. 9.12. The basic element is an ultrathin silicon-on-
insulator (SOI) film. Thickness modulation due to anisotropic etching of the center 
part of the SOI film results in the formation of a series of quantum dots [360]. The 
gate contact is formed by polysilicon deposition on the upper oxide layer. The 
resulting current-voltage characteristics of such a device are presented in Fig. 
9.13. As can be seen, characteristic levels are formed with constant gate voltage 
and varying Vd (Fig. 9.13a), while the SET current oscillates at a constant voltage 
Vd and a varying gate voltage (Fig. 9.13b). This oscillation can be explained by the 
fact that tunneling from the right contact to the island during increasing gate volt-
age is also possible and the transistor is again switched into the blocking state. 
This process is repeated by further increasing the gate voltage and leads to the 
observed oscillations of the electrical current. 

The plots presented in Fig. 9.13 have been taken at room temperature. As a 
condition for the operation of the SET, the charge energy 

)(2

2

gds
C CCC

eE  (9.3) 

should be larger than the thermal energy k T. This means that the maximum oper-
ating temperature decreases linearly with increasing device capacitance. While a 
capacitance of about 1 aF is tolerable at room temperature, this value rises to 

Fig. 9.12    Schematics of a SOI technology based single electron transistor (from [360]) 
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about 60 aF at 4.2 K. Ie., the smaller the device dimensions and thus the electrical 
capacitances, the higher the maximum allowed operating temperature. 

9.4.2 Technology 

Listing all technologies used today for the fabrication of single electron transistors 
would be beyond the scope of this book. Instead some structures which have been 
implemented so far are specified in Table 9.3 by naming the used island and bar-
rier materials and the respective manufacturing methods. The more interested 
reader is kindly referred to the indicated quotations where these technologies are 
described in more detail. At the same time, a characteristic energy Ea is listed in 
this table. As a rule of thumb, it should be considered that the maximum allowed 
operating temperature (T) can be estimated from the relation: 

Table 9.3    Data on selected single electron transistor technologies 

Materials
(Island; Barrier) 

Fabrication methods Ea, meV Reference 

Al; AlOx Evaporation by means of an 
e-beam produced mask 

23 [363] 

CdSe; Organic Nanocrystal bond to 
structured gold electrodes

60 [364] 

Al; AlOx Evaporation on a structured 
Si3N4 membrane 

92 [365] 

Ti; Si Metal evaporation on a 
structured Si substrate 

120 [366] 

Carboran molecule E-beam structured thin layer 
gate + STM electrode 

130 [367] 

Si; SiO2 E-beam structuring + 
oxidation on SIMOX layer 

150 [368] 

Nb; NbOx Anodic oxidation by means 
of STM 

1000 [369] 

Fig. 9.13    Current of a SET measured at room temperature (a) as a function of the applied 
drain-source voltage and (b) as a function of the applied gate-source voltage (from [360]) 

(a) (b) 
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10
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with k being the Boltzmann constant. 
As can be seen, mostly metal/metal oxide and semiconductor/insulator systems 

are used for the fabrication of SETs. The growing use of organic layers and mole-
cules is also remarkable. Regarding SET manufacturing, evaporation techniques 
using electron-beam structured masks and structuring with the scanning tunneling 
microscope (STM) are predominant. Single electron transistors have been fabri-
cated using superconducting Nb/Al structures with AlOx barriers [369], self-or-
ganized growth of GaN quantum dots [370] or Co nanoparticles [371]. The most 
advanced SETs, however, are devices manufactured by classical microstructura-
tion techniques and based on silicon or III-V semiconductor technology. Coulomb 
blockade oscillations have been observed in multi-gate SET structures using 
GaAs/InGaAs/AlGaAs [372] or AlGaAs/GaAs/AlGaAs [373] as semiconductors. 
Integrated structures of more than one SET have already been produced using 
silicon nanostructures. As an example, the production of a SET employing the so-
called PADOX technique is illustrated in Fig. 9.14. This technique is based on the 
thermal oxidation of silicon quantum wires with a trench structure. It has enabled 
the fabrication of pairs of single electron transistors with good reproducibility. As 
a first step toward more complex integrated SET circuits, this technology has also 
enabled the production of simple inverters, working at a temperature of 27 K 
[374]. 

The idea of Coulomb blockade based devices is not limited to single electron 
transistors, but can be extended to hole transport based devices. This has been 

Fig. 9.14    Principle of SET fabrication based on the PADOX and V-PADOX technology 
(from [374]) 
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demonstrated by the manufacturing of a single hole transistor (SHT) based on the 
modification of a hydrogen terminated diamond surface by means of an atomic 
force microscope (AFM). An AFM image of such a transistor is depicted in Fig. 
9.15. The bright local oxidized regions can clearly be distinguished from the dark, 
hydrogen terminated regions (including the SHT island). This SHT showed the 
typical Coulomb oscillations of the drain current with variations of the gate volt-
age at a temperature of 77 K. 

9.4.3 Applications 

The main fields of application of the single electron transistor are sensor technol-
ogy, digital electronic circuits, and mass storage. 

As already shown in the preceding section, the SET reacts extremely sensi-
tively to variations of the gate voltage Vg if the voltage Vd is adjusted as Coulomb 
blockade voltage, so that an obvious application is a highly sensitive electrometer 
[361]. 

As already mentioned, the Coulomb blockade is only effective if the thermal 
energy is lower than the charge energy of the island. Therefore, the differential 
electrical conductivity within this area is also a measure for the ambient tempera-
ture and enables the use of the SET as a temperature probe, particularly in the 
range of very low temperatures [376]. 

Moreover, the SET is a suitable measurement setup for single electron spec-
troscopy. For this purpose, the island of the SET structure, for instance, can be 
taken as an individual quantum point. 

Apart from the applications as sensors, further application as direct current nor-
mal is interesting. Since exactly one electron is transported in each period when 
applying an alternating voltage of suitable amplitude to the gate of the SET, the 
current between source and drain which flows through a single electron transistor 
is directly proportional to the frequency of the applied alternating voltage Vg.
Since frequencies can be measured with high accuracy, a precise direct current 
measurement standard can thus be implemented [377]. 

Fig. 9.15    Atomic force microscope image of a diamond single hole transistor 
(from [375]) 
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Fig. 9.16    (a) Principle and (b) implementation of a SET-FET hybrid circuit (from [361]) 

The application of the SET as a switch and memory in digital electronics, oper-
ating at room temperature, has found great interest. However, there are some prin-
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cipal problems: as stated earlier, the operation of a single electron transistors at 
room temperature requires extremely small island capacities of about 1 aF and 
thus structure widths around 1 nm. Today, this can be achieved in single struc-
tures, but the technology necessary for the production of complex digital circuits 
with these dimensions is not yet mature. Furthermore, there is a tradeoff between 
the operation of a SET at room temperature and the operation at higher frequen-
cies. Very low device capacitances are obtained with small dimensions, but the 
electrical resistances associated with the tunneling barriers increase and reach 
values in the M  range. As a result, the critical frequencies of the SET are limited 
by relatively large RC constants. Despite all these difficulties, a variety of digital 
logic functions, including AND and NOR gates, has been obtained with the SOI 
technology based single electron transistor operating at room temperature (Fig. 
9.11).

The potential use of the SET as electronic mass memory has been discussed 
previously. Here, the number of electrons on a neighboring conducting island 
containing the stored information could be queried by means of a SET. Memory 
densities around 1012 bit / cm2 could be reached, which is some orders of magni-
tude higher than the values achieved by MOS memories today. The main problem 
consists in disturbing background charges, for example caused by charged impu-
rities in insulating layers, which may induce mirror charges on the island of the 
SET [378]. 

Two different concepts to use the SET for data storage should be mentioned: in 
the first concept—a SET-FET hybrid approach—up to 100 SET based memory 
cells are read out by a field effect transistor (FET) based amplifier [361]. This type 
of memory requires—similar to the conventional DRAM operation—a refreshing 
of the memory content after each reading. It has been estimated that this approach 
can give memory densities up to 100 Gbit / cm2 at room temperature. The re-
cording procedure, using a Fowler-Nordheim type tunneling with a typical delay 
time of approximately 10 ns, is relatively slow. The functionality can therefore be 
compared to that of an EEPROM. An illustration of the SET-FET hybrid concept 
is shown in Fig. 9.16 [361]. It is interesting to note that this type of memory is not 
sensitive to background charges and requires structure lengths of about 3 nm. 

In the second concept, it has been suggested that today’s dominating magnetic 
recording technique could be replaced by electrostatic storage (ESTOR) [361]. As 
presented in Fig. 9.17, the information is kept in loaded grains in a memory layer 
separated by means of tunnel barriers and a metallic layer from an insulating sub-
strate. The process of writing and reading takes place by using a head floating 
about 30 nm over the surface with the island of the SET at the top. Memory den-
sities of approximately 1 Tbit / inch2 are expected. This would be about 30 times 
higher than the theoretical limit calculated for magnetic memories. Similar mem-
ory densities have been estimated for the “Millipede” memory, based on a thermo-
mechanical data storage concept that uses an atomic force microscope cantilever 
array to read and write a thin polymer film [380]. 

Similar to the case of the resonant tunneling diode, the SET is a good choice for 
multi-value logical circuits due to the periodical oscillations in the current-voltage 
characteristics. As an example for the implementation of such a device, the com-
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bination of a SET, fabricated with the already mentioned PADOX process, with a 
conventional MOSFET resulted in a complex current-voltage characteristics with 
multiple hysteresis [381]. This is one example that silicon based SETs are very 
attractive for digital applications because they can easily be interfaced to conven-
tional electronics. 

As an example of an analog application of the single electron transistor, the 
fabrication of a radio frequency mixer has been reported that uses the nonlinear 
gate voltage-drain current characteristics of the SET for the fabrication of a homo-
dyne receiver operating at frequencies between 10 and 300 MHz [382]. 

9.5 Carbon Nanotube Devices 

9.5.1 Structure and Technology 

The nanoelectronic devices presented so far are based on the “classical” materi-
als—silicon and III-V compounds. In this chapter we present recent results on 
carbon nanotube (CNT) based devices that combine new developments in material 
science with innovative nanostructuring techniques. As demonstrated in Fig. 9.18, 
carbon nanotubes are made out of a network with the basic unit being six carbon 
atoms in ring configuration and arranged in form of cylinders. The electronic 
structure of the carbon nanotubes as represented by the band diagrams in Fig. 9.18 

Fig. 9.17    Concept circuit of a writing/reading head for the electrostatic information 
storage by means of a SET (from [361]) 
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critically depends on the geometry of the interconnection between the carbon 
rings, resulting either in metallic or in semiconducting behavior [383]. 

The growth of the cylinders with diameters in the nanoscale range is generally 
induced by the use of catalytic elements such as iron, molybdenum, and cobalt. 
The most common growth techniques are arc-discharge [384, 385], laser-assisted 
deposition [386], and plasma-enhanced chemical vapor deposition (PECVD), 
using a methane plasma at relatively high temperatures [387]. Depending on the 
growth parameters, the deposition processes result either in the formation of multi 
wall nanotubes (MWNTs) or single wall nanotubes (SWNTs) [383]. 

The particular interest in this new material is due to reports of very low specific 
resistivities for metallic carbon nanotubes [388] and on high hole mobilities for 
semiconducting nanotubes [383, 389]. The low density of surface states can 
physically explain these interesting electronic properties. The material forms a 
two-dimensional network of carbon atoms without the presence of dangling 
bonds. When assembling in cylindrical form the problem of the usually enhanced 
recombination at the edges of the semiconductor can be avoided [383]. 

First applications of metallic CNTs are wiring of microelectronic circuits and 
the use as field emitters for high resolution flat panel displays. As an example of 
the latter application, the manufacturing of a gated 3×3 field emitter cathode array 
(FEA) [390] is depicted in Fig. 9.19. A silicon surface is covered with a 1-nm 
thick iron layer as catalyst on top of a 10-nm thick aluminum layer and subse-
quently with a SiO2 layer. After deposition of the molybdenum gate electrode and 
the opening of the single cathode windows by reactive ion etching, metallic multi 
wall carbon nanotubes are grown on top of the Al/Fe metallization as cathode 
electrodes using a CVD process with an acetylene plasma at 900 °C. To give an 
idea of the dimensions of the device: the lengths of the white marks are 50 µm in 
Fig. 9.19g and 2 µm in Fig. 9.19h. 

Fig. 9.18    Structure and electronic band diagram of metallic and semiconducting carbon 
nanotubes (from [383]). Note the different orientation of the rings. 
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g)       (h)

Fig. 9.19    Fabrication process and SEM images of a carbon nanotube based gated field 
emitter array (from [390]) 

9.5.2 Carbon Nanotube Transistors 

The above-mentioned very high values of the charge carrier mobilities in semi-
conducting carbon nanotubes together with the small device dimensions make 
CNT based devices very interesting for microelectronic applications. So far field 
effect type transistors have mostly been implemented [389, 390, 391] because 
carbon nanotubes exhibit very high hole mobilities in particular. It should, how-
ever, also be mentioned that first experiments to realize a bipolar p-n-p transistor 
were successful [393]. 

Fig. 9.20    (a) AFM image, (b) schematic structure, and band diagrams without (c) and 
with (d) applied source-drain voltage of a TUBEFET (from [389]) 
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In Fig. 9.20, the structure and the atomic force microscope (AFM) image of a 
so-called TUBEFET are shown. On a silicon wafer covered with a thermal SiO2
layer, that serve as backside gate and gate insulator respectively, platinum (Pt) 
electrodes are deposited that form the source and drain contact. Subsequently the 
single wall carbon nanotubes are deposited or grown connecting the two platinum 
contacts. The room temperature characteristics of this TUBEFET are illustrated in 
Fig. 9.21. For positive voltages applied between drain and source contact, a clear 
threshold voltage for conduction has been observed whose value increases with 
increasing gate voltage. For negative voltages applied between drain and source, 
ohmic behavior has been found. Furthermore it can be seen that a 10 V change of 
the gate voltage results in a variation of the channel conductance of more than six 
orders of magnitude. 

One of the main problems regarding the fabrication of integrated circuits using 
CNT transistors is the limited reproducibility of the CNT growth process. An 
alternative approach to lateral integration is the manufacturing of arrays of CNTs 
based on vertical structures. Very homogeneous and reproducible growth of verti-
cal CNT arrays by pyrolysis of acetylene on cobalt coated alumina substrates has 
been reported [394]. The structure and distribution of the diameters are shown in 
Fig. 9.22. The hexagonal cells, being open on top, have an average radius of 
47 nm. They are positioned very symmetrically with an average distance of 
98 nm. The manufacturing of vertical CNT transistors has already been reported 
[395]. However, they operated only at cryogenic temperatures of 4 K. 

The first successful integration of CNT field effect transistors has been done 
using lateral structures similar to the above-shown TUBEFET but with other ma-
terials [396]. A structure using gold drain and source contacts is shown in Fig. 
9.23. In this case, an aluminum gate contact has been covered by a 100 nm thick 

Fig. 9.21    Electrical device characteristics of a TUBEFET measured at 300 K. 
Inset: channel conductance vs. gate voltage (from [389]) 
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Al2O3 layer as gate isolator. Both layers have been deposited on top of a SiO2
layer as substrate. The resulting enhancement-type p-channel MOSFETs with a 
voltage gain exceeding 10 have been wired together by gold metallization. In Fig. 
9.24, the transfer characteristics of various digital functional circuits implemented 
by this technique are shown. Up to three interconnected transistors were used to 
implement an inverter, a NOR gate, a static RAM cell, and a ring-counter—with 
rather long switching times, however. 

As a perspective for other applications of carbon nanotubes for electronic de-
vices, it should be mentioned that heterojunctions between CNTs and silicon 
quantum wires have already been reported [397]. In this case, the silicon quantum 
wires were grown by CVD deposition in a silane atmosphere selectively on top of 
the CNTs. They consisted of a crystalline core covered by a thin amorphous sili-
con layer and a SiO2 layer. The electrical characterization of this heterostructure 
showed a behavior similar to a Schottky diode and the current-voltage character-
istics clearly exhibited rectifying behavior. 

  (a) 

  (b) 

Fig. 9.22    SEM image and histogram of the diameters of the nanotubes of a vertical 
carbon nanotube array (from [394]) 
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 (a)  (b) 

 (c) 

Fig. 9.23    (a) AFM image of a single SET, (b) schematic structure, and (c) AFM image of 
an integrated circuit structure using single wall carbon nanotube transistors (from [396]) 

Fig. 9.24    Circuit diagrams and measured transfer characteristics of integrated circuits 
produced with carbon nanotube p-MOS transistors (from [396]) 
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A
Abbe diffraction condition   197 
absorption   100 
absorption spectrum 
 – CdS cluster   136 
 – CdSe   116 
 – Ge   114 
activation   55, 85 
activation energy   28, 126 
activation energy, nanopolishing of 

diamond   144 
admittance bridge   64 
AES ion excitation   86 
Airy’s formula   66 
AlCl3 as source material   203 
aluminosilicate   129 
analcime   129 
annealing   18, 54 
 – thermal   179 
AsS nanocluster   138 
atom optics   111 
atomic force microscopy   74, 128, 130, 

195, 229, 231, 235 
Auger electron emission   85 
Auger electron spectroscopy   48, 86 

B
back side gettering   37 
back side surface field   103 
backscattering spectrum   96, 97 
band gap 
 – diamond   8 
 – GaAlAs   14 
 – GaAs   14, 214 
 – silicon   8, 10 
 – Sin clusters   8 
band gap engineering   139, 183, 219 
beam deflection, electrostatic   180 

bending band   114 
beveling   93, 143, 147 
BF2   203 
binding state   86 
blade, surgical   150 
blue shift   114, 138 
BN   18 
bonds
 – dangling   6, 233 
 – Si-H   19 
 – SiOMe   112 
bottom up method   128 
Bragg reflection   122, 162 
Bragg reflector   220 
Bragg-Brentano diffractometer   79 
bubble   19 
bulk isolation   33 
bundling, atomic   112 

C
-cage   129 

capacitance relaxation   25 
capture cross section   18, 21, 27 
carbon nanotube device   232 
carbon nanotube transistor   234 
CARL, see lithography 
carrier lifetime   28 
catadioptrics   162 
CCD, see charge-coupled device 
CdS nanocluster   136 
chabazite   129 
channeling   57 
charge carrier density   21, 89, 183 
charge-coupled device   102, 103, 137 
 – buried channel   103 
chemical shift   86, 131 
chemical vapor deposition 44, 59, 121, 

143
 – chamber   45 
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chromium mask   159 
cluster   5, 14, 55, 109, 114 
 – Au55 cluster, ligand-stabilized   117 
 – SiC   8 
 – simulation of properties   5 
 – Sn   135 
 – SnO2   136 
 – xenon   163 
cluster formation   109 
colloidal dispersion   112 
color center   13, 20, 162 
conditioning   176 
conduction band edge   15 
conductivity   88 
confinement   10, 12, 135 
contact exposure   155 
conversion coefficient   35 
Coulomb blockade   104, 210, 226, 228 
coupler, optoelectronic   34 
CQUEST   160 
crystal defect   13 
crystal engineering   139 
crystallinity   76 
crystallite size   124 
Cu   18 
 – clusters   138 
 – nanocomposites   113 
 – RHEED   82 
current density   88, 90 
cut and see   178, 186 
CVD, see chemical vapor deposition 
cylinder capacitor   37 
Czochralski
 – crystal   47 
 – silicon   19, 20, 30, 35 

D
DBQW, see double barrier quantum well 
De Broglie wavelength   5, 180 
Debye-Scherrer formula   124 
decomposition, thermal and ultrasonic

108
decoration   18 
deep level transient spectroscopy   25 
deep levels   52 
deep UV   157 
defect, see nanodefect 
 – substitutional   17 
defect engineering   37 

depth of focus   157 
developer   9 
DFB QCL, see quantum cascade laser 
diamond   18, 143 
 – bandgap   8 
 – FIB sputtering   186 
 – nanopolishing   143 
 – non-diamond carbon phases   147 
diaphragm   138 
diborane (B2H6)   45, 85, 121 
dielectric function   73 
diffraction   5, 12, 76, 122, 125, 156, 

169, 197 
 – electron   80 
 – x-ray   79, 125 
diffractometer   79 
diffusion   31, 51, 55, 113, 202 
diode
 – Gunn   217 
 – light-emitting   34, 38 
 – MOS   25, 64, 91 
 – quantum   38 
 – resonant interband tunnel diode   215 
 – resonant tunneling   213, 218 
 – Schottky   25, 28 
discharge, capillary   164 
dislocation   18, 55, 79 
dislocation loop   18 
DLTS, see deep level transient 

spectroscopy 
donor, thermal   20, 30
 – new   31 
doping level   88 
doping profile   92 
doping properties   86 
doping type   86 
double barrier quantum well   213 
double ring vibration   134 
double vacancy   17, 55 

E
EBIC, see electron beam induced current 
ECR, see plasma etching 
e-gun   39, 40, 43, 48, 107 
effusion cell   48 
eigenenergy   6 
eigenfunction   5 
eigenvalue   5 
electroluminescence   34, 224 
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electron, secondary   41, 178 
electron beam induced current   101 
electron beam lithography   114, 160, 

164, 185
electron density   90 
electron gun   39, 40, 43, 48, 107 
electron spin resonance   20, 139 
electrostatic storage   231 
ellipsometry   69 
 – spectroscopic   73 
emission time   27 
emission time constant   26 
energy gap   7 
epitaxial layers   103 
epitaxy   47 
 – heteroepitaxy   47, 109 
 – homoepitaxy   47 
 – liquid phase   47 
 – molecular beam   47 
 – solid state   47, 50 
 – vapor phase   45, 47 
ESTOR, see electrostatic storage 
etching
 – chemical   34, 167, 172, 187 
 – dry   152 
 – in-situ   51 
 – ion etching, reactive   151, 153, 233 
 – nanostructures   150 
 – plasma etching   151 
 – progressive   153 
EUV, see extreme ultraviolet 
 – lithography   162, 172 
evaporation   39, 48, 64, 227 
exposure   155 
 – contact   155 
 – depth of focus   157 
 – EUV   161 
 – non-contact   156 
 – PREVAIL   167 
 – projection   157, 168 
 – resolution   157 
 – SCALPEL   166 
extreme ultraviolet   161 

F
F2 laser   161 
Fabry-Perot QCL   220 
faujasite   130, 136, 140 
FEA, see field emitter cathode array 

Fermi-Dirac distribution   214 
Fermi energy   182 
Fermi level   21, 27 
ferromagnetism   115 
FET, see transistor 
FIB, see focused ion beams 
field effect, lateral   183 
field emitter cathode array   233 
filter, molecular   128, 138 
fine structure constant   13 
finesse   66 
Fizeau strip   67 
flat band point   95 
flip-flop   217, 218 
focused ion beams   160, 172
 – accelerating mode   175 
 – annealing, thermal   179 
 – applications   181 
 – column   175 
 – cut and see   186 
 – decelerating mode   175 
 – doping by FIB   182 
 – equipment   173 
 – field effect, lateral   183 
 – isolation writing   182 
 – navigation of beam   177 
 – positive writing   183 
 – REM-FIB system   177 
 – resist lithography   185 
 – sample transfer   178 
 – sputtering   186 
 – stitching   177 
focusing, electrostatic   180 
forbidden band   25, 220 
forbidden zone   12 
forward resistance   29 
Fourier transform infrared spectroscopy   

100
four-probe measurement   88, 126 
Frenkel defect   55 
frequency shift   69 
Fresnel
 – diffraction   169 
 – lens   187 
 – theory   72 
FTIR, see Fourier transform infrared 

spectroscopy 
fullerene   6, 114, 118 
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G
GaAlAs   14, 50 
gallium as LMIS   174 
galliumimide   114 
Gamess   7 
GaN   18, 114, 228 
gas chromatography   114 
gas condensation   107 
gate oxide thickness   202 
Gaussian   7 
generation current density   21 
generation lifetime   21 
generation rate   21 
gettering zone   31 
glass transition temperature   189 
glow discharge   40 
grinding   107 
Gunn diode   217 

H
Hall constant   90 
Hall effect   90 
Hall mobility   90 
Hamilton operator   5 
HBT, see transistor 
heavy-ion accelerator   36 
HEL, see lithography 
HEMT, see high electron mobility 

transistor
heteroepitaxy   47, 109 
high electron mobility transistor   179, 

216
high frequency discharge   41 
HIT, see solar cell 
hole density   90 
homoepitaxy   47 
hydrogen implantation   29 
hydrogen plasma   19, 30, 37 
Hyperchem   7 

I
ICP, see plasma etching 
IMPATT   216 
implantation 
 – in situ   50 
 – profile   55 
 – time   54 

InAs, Auger spectrum   87 
indium–tin–oxide   34, 103 
infrared absorption   20, 22, 130, 134 
injection laser   50 
in-plane gate   183 
interference colors   97 
interference fringe   65 
interferometer   65 
interferometry   178 
intrinsic density   27 
ion beam lithography   168 
ion bombardment   40 
ion etching, reactive   151, 153, 233 
ion implantation   34, 50, 52, 85 
 – single ion implantation   181 
 – system   53 
ion milling   83 
ion plating   39, 43
ion sputtering   107 
IPG, see in-plane gate 
Irvin curves   89 
isolation writing   182 
ITO, see indium–tin–oxide 

K
Knudsen cell   48 

L
laser   14 
 – CO2   44 
 – excimer   44 
 – injection   50 
 – Nd:YAG   44 
 – quantum cascade, see quantum 

cascade laser 
 – ruby   44 
laser ablation   39, 44, 107 
latent picture   102 
Laue equation   78 
layer 
 – amorphous   126 
 – anti-reflection   103, 160 
 – thin   40 
LBIC, see light beam induced current 
LDD doping   203 
leakage current   29, 175 
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LEED, see low energy electron 
diffraction

lens, calcium fluoride   162 
leucite   129 
light beam induced current   101 
light-emitting diode   34, 38 
line scan procedure   164 
liquid metal ion source   173 
liquid phase epitaxy   47 
lithography   8, 154
 – chemically amplified resist   160 
 – electron beam   114, 160, 164, 185
 – EUV   161, 172 
 – hot embossing   189 
 – ion beam   168 
 – mold-assisted   191 
 – nanoimprint   189 
 – optical   155 
 – projection reduction exposure with 

variable axis immersion lenses 
(PREVAIL)   167 

 – resist lithography   185 
 – scattering with angular limitation 

projection electron beam (SCALPEL)   
166

 – soft   128, 195 
 – step and flash imprint   192 
 – synchrotron   169 
 – x-ray   169 
LMIS, see liquid metal ion source 
Lorentz force   52, 89, 180 
low energy electron diffraction   48, 80

M
Makyoh concept   102 
mass spectrometer   83 
Michelson interferometer   65 
microbalance thermal analysis   138 
microcontact printing   193 
microscopy 
 – atomic force   74, 128, 130, 195, 229, 

231, 235 
 – high resolution electron   137 
 – scanning electron   130, 175 
 – scanning tunneling   74, 228 
 – transmission electron   130, 137, 187 
microwave integrated circuits   217 
microwave oscillator   215, 217 
Miller indices   125 

millipede memory   231 
mini-band   220 
mini-gap   220 
minimum to maximum capacitance   91 
minority carrier lifetime   29 
mix and match technique   185, 194 
MMIC, see microwave integrated 

circuits
mobility   88 
MOCVD   211 
MODFET   217 
MOLCAO (molecular orbitals as linear 

combinations of atomic orbitals)   6 
mold-assisted lithography   191 
molecular beam epitaxy   47 
moment development   57 
monolayer, self-assembling   193 
Monte-Carlo simulation   209 
Moore’s law   2 
Mopac   7 
MOS capacitance   20, 26, 93 
MOS diode   25, 64, 91 
MOS oxide  34, 44 
MOS profile measurement   93 
MOS structure  13, 93, 209 
MOS transistor   13, 64, 201
 – low-temperature behavior   209 
 – sub-100 nm   204 
MOS varactor   13 
multi beam writer   166 
multi column writer   166 
multi wall nanotube   233 
multiple beam interference   66 

N
nanocluster, see also cluster,   34, 116 
 – AsS   138 
 – CdS   136 
 – in zeolite host lattices   127, 135 
 – – applications   138 
 – – characterization   137 
 – – production   135 
nanocomposite   113 
nanodefect   17 
 – applications   28 
 – characterization   18 
 – forms   17 
 – generation   17 
 – nuclear track   35 
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nanofilter   7 
nanogear   7 
nanoimprinting   188 
nanolayer   39 
 – applications   103 
 – characterization   63 
 – production   39 
nanoparticle 107, 135 
 – applications   117 
 – characterization   114 
 – Co nanoparticle   228 
 – fabrication   107 
 – GaN   114 
nanopolishing of diamond   143 
 – characterization   144 
nanotube   7 
near-field optics   196 
Neumann theory   72 
nipi-superlattice   223 
NMR spectroscopy   131 
non-contact exposure   156 
nuclear track, latent   36 
nuclear tracks   35 
numeric aperture   157 

O
off-axis illumination   160 
oxidation
 – anodic   61 
 – dry   59 
 – thermal   59, 228 
 – wet   59 
oxide capacitance   93 
ozone   59 

P
PADOX technique   228, 232 
pair formation   8 
parallel plate reactor   150 
paramagnetism   14 
passivation layer   59 
Pauli principle   6 
PE, see plasma etching 
PECVD, see plasma-enhanced chemical 

vapor deposition 
PET, see polyethyleneterephthalate 
phase diagram of Ga and As   48 

phase mask   159 
 – alternating chromium phase   159 
 – chromiumless   159 
 – half-tone   159 
phase transition, congruent   49 
phonon interaction   13 
phosphine (PH3)   45, 121 
photoluminescence   20, 34 
photomask   156 
photoresist   9, 73, 152, 154 
physical vapor deposition   40 
plasma, low-pressure and low-

temperature   109 
plasma display, nanometric   36 
plasma-enhanced chemical vapor 

deposition   121, 233 
 – system   46 
plasma etching   151 
 – electron cyclotron resonance   153 
 – inductively coupled   153 
platelet   19 
PMMA, see polymethylmethacrylate 
point defect   29, 33 
Poisson distribution   208 
Poisson’s equation    95 
polishing, thermochemical   143 
polydimethylsiloxane   36, 193 
polyethyleneterephthalate   36 
polymethylmethacrylate   190 
positive writing   183 
potential well   12 
powder, nanocrystalline   108 
precipitation of quantum dots   113 
PREVAIL, see lithography 
profilometer   73 
projection exposure   157, 168 
pulse curve   20 

Q
quantum cascade laser   219 
 – distributed feed back   222 
 – Fabry-Perot   220 
quantum confinement effect   34 
quantum diode   38 
quantum dots   113, 219 
 – GaN   228 
 – precipitation   113 
quantum size effect   138 
quantum well   213 
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quantum well infrared photo detector
219, 224 

quarter wave retarder   69 
quartz crystal oscillator   69 
QWIP, see quantum well infrared photo 

detector

R
radiation defect   40 
radio frequency 
 – generator   41 
 – plasma   45 
Raman shift   19 
Raman spectroscopy   19, 130, 134, 138 
rapid thermal annealing   85, 179, 203 
reflection high energy electron 

diffraction   44, 82 
refractive index   67, 69, 122 
removal rate in thermochemical 

polishing   144 
Rent’s rule   104 
resist, organic   185 
resistance, negative differential   214 
resistivity   90, 104 
resolution   11 
resonant interband tunnel diode   215 
resonant tunneling device   14 
resonant tunneling diode 213, 218 
reverse recovery   30 
RHEED, see reflection high energy 

electron diffraction 
RIE, see ion etching 
RITD, see resonant interband tunnel 

diode
RTA, see annealing 
Rutherford backscattering   96 

S
SAM, see monolayer 
SCALPEL, see lithography 
scanning tunneling microscopy   74, 228 
scattering intensity   125 
Schottky diode   25, 28 
Schrödinger equation   5 
secondary ion mass spectroscopy   48, 

82
Seebeck effect   86 

self-assembly   109 
Semiconductor Industry Association   2 
 – Roadmap   2, 3 
Shockley-Read-Hall generation 

recombination statistic   20, 22 
SHT, see single hole transistor 
SIA roadmap   2, 3 
SiC   18 
SiC cluster   8 
Si-H bonds   19 
silane (SiH4)   45, 68, 109, 121 
silicide   103 
silicon
 – cathodoluminescence spectrum   115 
 – denuded   31 
 – nanocrystalline   121 
 – – applications   126 
 – – characterization   122 
 – – production   121 
 – porous   34 
silicon gap   100 
silicon-on-insulator   215, 226 
silicon-on-oxide   33, 62 
silicon-on-sapphire   33, 47 
SIMS, see secondary ion mass 

spectroscopy 
single electron spectroscopy   229 
single electron transistor   14, 225
single hole transistor   229 
single wall nanotube   233 
slow scan CCD system   137 
smart cut   31, 37 
Sn cluster   135 
SnO2 cluster   136 
sodalite cage   133, 136 
soft cut 31, 37 
SOI, see silicon-on-insulator 
sol gel   62, 112, 138 
solar cell   37, 59 
 – heterojunction   126 
 – MIS   59 
solid state epitaxy   47, 50 
Soller slit   80 
SOS, see silicon-on-sapphire 
space charge capacitance   93 
space charge depth   22 
space charge zone   95, 203 
spacer width   203 
spectroscopy 
 – Auger   48, 86 
 – Fourier transform infrared   100 
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 – IR   134 
 – NMR   131 
 – photo-electron   8 
 – Raman   19, 130, 134, 138 
 – single electron   229 
spray coating   154 
spray gun   111 
spraying, thermal high speed   110 
spreading resistance   30 
sputtering 40, 83 
 – capacitively coupled target   43 
 – gas-supported   187 
standing wave   12, 111, 121 
stencil mask   167 
step and flash imprint lithography   192 
step and repeat exposure   157 
step scan exposure   158 
STM, see scanning tunneling 

microscope
Stranski-Krastanov growth   109 
stretching band   114 
storage of hydrogen   6, 139 
storage time   28 
striation   18 
substrate   40 
supercage   136 
superlattice   81, 135, 220 
superparamagnetism   115 
supertip   173 
surface reconstruction   80 
SWNT, see single wall nanotube 
synchrotron lithography   169 
synchrotron radiation   11 

T
target   40 
Taylor cone   174, 180 
TED, see transferred electron device 
tetraethylorthosilicate   59 
tetramethoxysilane   112 
thermoelectric effect   86 
third moment, standardized   58 
threshold voltage   204, 207, 235 
threshold voltage roll-off   204 
TMOS, see tetramethoxysilane 
Tolanski method   66 
top down method   128 
top surface imaging   161 
Townsend discharge   41 

transferred electron device   217 
transistor
 – bipolar   211 
 – carbon nanotube   234 
 – FET   216 
 – heterobipolar   216 
 – high electron mobility   179, 216 
 – MOS, see MOS transistor 
 – MODFET   217 
 – single electron   225 
 – single hole   229 
 – TUBEFET   235 
 – velocity-modulated   183 
transmission electron microscopy   130, 

137, 187 
transport theory   57 
trap density   25 
trimethylaluminum (Al[CH3]3)   203 
trimethylborane (B[CH3]3)   121 
TSI, see top surface imaging 
TUBEFET   235 
tungsten hexacarbonyl (W[CO]6)   185 
tunneling   13 
tunneling current   14, 103, 195, 202, 

225
two-probe measurement   89, 93

U
UHV FIB   178 
UV light   9 

V
vacancy   6, 17, 55 
valve, thermoresponsive   38 
van der Pauw   91 
van Wieringen   31 
vapor deposition 
 – chemical   44, 59, 121, 143 
 – physical   40 
vapor phase epitaxy   45, 47 
vector scan procedure   164 
velocity, thermal   21, 27 
velocity-modulated transistor   183 
vibration mode   134 
V-PADOX technique   228 
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W
wafer scan procedure   157 
wagging band   114 
Warmholz   31 
wave function   12, 13, 15 
Wien mass filter   181 
work function   42, 209 
work function engineering   209 

X
xenon cluster   163 
xerogel   113 
x-ray diffraction   79, 125, 130 
x-ray powder diffractometry   138 
x-ray topography   79 
x-rays   11 

Z
zeolite 127
 – adsorption   133 
 – characterization   130 
 – dehydrogenated   129 
 – high resolution electron microscopy   

137
 – ion exchange   130, 133 
 – IR spectroscopy   134 
 – nanoclusters   135 
 – NMR spectroscopy   131 
 – production   130 
 – scanning electron microscopy   131 
 – transmission electron microscopy   

137
 – x-ray spectroscopy   131 
zeolite host lattice   135 
zeolite modified electrode   138 
zeolite-Y   136, 138 
Zerbst plot   22 
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