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PREFACE 

The content of this issue is based on the invited and contributed papers presented by the 
researchers working in the field of physics and modeling of novel electronic and 
optoelectronic devices at the International Workshop “Tera- and Nano-Devices: Physics 
and Modeling” held on October 16-19, 2006 in Aizu-Wakamatsu, Japan. The workshop 
was organized by V. Ryzhii, G.P. Berman, V. Mitin, T. Otsuji, M. Ryzhii, A. Satou, and 
M.S. Shur. 

The papers in this issue include devices based on carbon nanotubes, generation and 
detection of terahertz radiation in semiconductor structures including terahertz plasma 
oscillations and instabilities, terahertz photomixing in semiconductor heterostructures, 
spin and microwave-induced phenomena in low-dimensional systems, and various 
computational aspects of device modeling. 

We thank the financial support from University of Aizu, Los Alamos National 
Laboratory, Air Force Office of Scientific ResearchJAsian Office of Airspace Research 
and Development*, University at Buffalo, Sendai Section of the Institute of Electrical 
and Electronics Engineering, and Technical Group on Terahertz Application Systems of 
Institute of Electronics, Information, and Communication Engineers. 

* Disclairncr: AFOSWAOARD support is not intended to express or imply endorsement by the US Federal 
Government. 
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Nanoclectronics (including nanomagnetics and nanophotonics) generally refers to nanomctcr scale 
devices, and to circuits and architectures which are composed of these devices. Continucd scaling of 
the devices into the nanometer range leads to enhanced information processing systems. Generally, 
this scaling has arisen from three major sources, one of which is reduction of thc physical gate length 
of individual transistors. Until recently, this has also allowed an increase in the clock speed of the 
chip, but power considcrations have halted this to levels around 4 GHz in Si. Indeed, there are 
indications that scaling itself may be finished by the end of this decade. Instead, there arc now 
pushes to seek alternative materials for nano-deviccs that may supplement the Si CMOS in a manner 
that allows both higher speeds and lower power. In this paper, we will cover somc of the impending 
limitations, and discuss some alternative approaches that may signal continued evolution of 
integrated circuits beyond the end of the decade. 

Keywords: Nanoelectronics; nanowires; discrete impurities; ballistic transport. 

1. Introduction 

As the density of integrated circuits continues to increase, a resulting shrinkage of the 
dimensions of the individual devices of which they are comprised has followed. Smaller 
circuit dimensions reduce the overall circuit area, thus allowing for more transistors on a 
single die without negatively impacting the cost of manufacturing. However, this 
reduction in device size is only one of three factors identified by Moore in the increased 
density of modern integrated circuits. Equally important are the two other factors of an 
increase of die size and an increase in circuit cleverness - the reduction in number of 
devices and chip area to implement a given circuit or function. All of these lead to the 
driving force for continued integration complexity is the reduction in cost per Jicnction 
for the chip. We will return to this later, but the purpose of this paper is primarily to 

* Present address: Miccroclectronics Research Center, University of Tcxas at Austin, Austin, TX 78758, USA 
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examine some of the problems and options for continued reductions in device size and 
increase of functionality per chip. 

As semiconductor feature sizes shrink into the nanometer scale regime, device 
behavior becomes increasingly complicated as new physical phenomena at short 
dimensions occur, and limitations in material properties are reached. In addition to the 
problems related to the actual operation of ultra-small devices, the reduced feature sizes 
require more complicated and time-consuming manufacturing processes. This fact 
signifies that a pure trial-and-error approach to device optimization will become 
impossible since it is both too time consuming and too expensive. Nevertheless, it is 
important to consider these new physical effects which will occur in small devices, as 
these effects may well eventually dominate device performance. In Sec. 2, we will 
examine the importance of discrete impurities in these devices. 

The MOSFET (Metal Oxide Field Effect Transistor) has been a staple of the 
semiconductor industry for many years, and it is its inclusion in complementary MOS 
circuitry that has driven much of the rapid density increases of the past decade. Currently 
the gate length is about 35 nm, and will continue to be reduced in future generations. In 
fact, it is quite likely that the gate length will approach 10 nm before the end of this 
decade. With such a small channel length, it is then assumed that ballistic transport 
should be the dominant method of transport. However, recent experiments have 
suggested that the ballistic length in silicon may well be less than the assumed 10 nm.' In 
Sec. 3, we will examine ballistic transport, and show that modem MOSFETs are probably 
not dominated by ballistic transport, and that this is likely a good thing! 

One of the most promising solutions for devices beyond the normal MOSFET is that 
of the tri-gate nanowire transistor.2 This device offers improved control over the channel, 
nearly ideal sub-threshold slope, and excellent behavior when compared to the traditional 
bulk MOSFET. In fact, the tri-gate transistor is almost a nanowire with a wrapped gate. 
But, the use of nanowire transistors is more extensive than just those based in Si, and 
these devices have a great deal of promise for applications beyond those of the normal 
MOSFET. Indeed, some applications have been suggested that would allow them to 
implement reconfigurable architectures, which get at the third component of increased 
complexity on modem chips - circuit cleverness. We turn to a consideration of these 
nanowire devices in Sec. 4, where we mention a number of nanowire devices that have 
appeared as well as discuss the circuit implementation of vertical transistors. We also 
cover some novel processing approaches which have been suggested for nanowire 
devices and their circuits, such as spin processing using Rashba fields in heterostructure 
devices. 

Finally, we summarize the paper and discuss possible future directions for nano- 
device research in Sec. 5. 

2. Discrete Impurity Scattering Effects 

As semiconductor devices scale to smaller sizes, averaging of the carriers and dopants 
into a density for a region becomes less appropriate. Rather, the granularity of the 

2 
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dopants, and the interactions between electrons, becomes a significant contributor to
overall device performance. The treatment of doping as discrete atoms leads to more
accurate mobility calculations,3 and to threshold voltage fluctuations relating to their
actual number and location.4 For example, the potential landscape, for a slice of a silicon-
on-insulator (SOI) MOSFET, is shown in Fig. 1. The source and drain contain donors
(attractive), while the channel contains acceptors (repulsive).

Depth=1.6nrn .. :

Drain

Length (nm)

Fig. 1. The potential landscape for a slice of an SOI MOSFET.21 The potential minima in the source and drain
arise from donors, while the peaks in the channel arise from acceptors.

Moreover, it is equally apparent that attempts to reduce the effect of random dopants
by leaving the channel undoped will not completely solve this problem. It may be
observed that the presence of random dopants in the source and drain regions mean that
the boundary between e.g. source and channel is rather vague. This boundary is a
randomly varying position depending upon just where the donors are sited near the
boundary. Hence, this randomness will introduce an effective "line edge roughness"
equivalent to that of lithography edge roughness in the gate definition.5

To accurately include these random dopant effects into Monte Carlo simulations, an
additional routine must be included such as the molecular dynamics (MD) approach.
Former implementations of MD within Monte Carlo simulations treated the interaction
with a classical force description. However, quantum mechanical effects may also play a
critical role in electron transport in these small devices. Quantum mechanical effects,
along with a MD method for treating electron-ion interactions, have been incorporated in
an ensemble Monte Carlo simulation of ultra-small SOI MOSFETs.6

Within a device simulator, the time-dependent self-consistent electric fields must be
obtained, usually by solving the Poisson equation on a mesh. However, this solution
typically will not have the necessary spatial resolution to describe the short-range nature
of the electron-electron and electron-ion interactions. Therefore, it is desirable to
explicitly include these interactions with a molecular dynamics routine. However, MD
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methods also provide an electric field, derived from the Coulomb force. When including 
an MD routine within a device simulator, some provision must be made to avoid “double 
counting” the force fiom a discrete ion. One successful method involves calculating a 
corrected Coulomb force to be used in the MD routine. In principle, one can do a 
separation of the net inter-particle forces into long-range and short-range parts, as 

(1) 
1 - F ( r )  l - F ( r )  V ( r )  - - = - +-, 
r r  r 

where F(r) is a function which begins at 0 for r = 0, and increases to unity for large Y. 
Hence, the first term in Eq. (1) is a long-range term, which can be incorporated into the 
Poisson equation, while the second term is a short-range term which is used within the 
MD computation. 

This correction may be optimized by pre-computing the mesh force from a single ion 
and subtracting it from the Coulomb force. The accuracy of the long-range fit is then 
used to adjust the nature of the transition function F(Y). This corrected Coulomb force, 
the last term in Eq. (l), is then added to the actual mesh force obtained during the real 
simulation. 

To avoid unnecessary computation, the two-particle mesh force is pre-computed for a 
given mesh spacing and then used in subsequent simulations. It was found that a spacing 
of 0.2 nm between these points provided adequate resolution for the two-particle mesh 
force. Since mesh fields also depend upon the simulation type (classical versus effective 
quantum potential), these mesh fields are also calculated for each type of simulation. 
More details on the method can be found in Ref. 6. 

-10, I , I 

Distance (nm) 
Fig. 2. Impurity potential with grid force corrected by the quantum potential. Combining the cut-off Coulomb 
potential with the effective potential gives the correct ionization energy for the donor. 

As mentioned, one also needs to incorporate corrections for the onset of quantum 
effects in the nano-devices. Generally, the non-zero size of the electron wave packets 
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tends to smooth out any sharp potential. Hence, one can use such an effective potential, 
which is convolved with the actual solution of Poisson's equation to account for the onset 
of the initial quantum effects within the device. This leads to charge set-back from the 
oxide interface and the initial quantization of the energy within the channel. The two 
major approaches to incorporating these quantum corrections are the so-called density 
gradient method738 and the effective potential m e t h ~ d . ' ~ ' ~  Careful comparison between 
these two approaches tends to show that they give qualitatively similar results in device 
simulations." In Fig. 2, we illustrate how an impurity potential, here that of an attractive 
donor atom, can be smoothed with the effective potential, so that the mesh solution gives 
a proper minimum when smoothed in this way. The depth of this potential should be the 
ionization energy of the donor atom, here about 5 1 meV. 

3. Ballistic Transport in Nano-Devices 

Ballistic transport in semiconductors is a relatively old idea. It was first discussed in 
regard to mesoscopic structures, where the mean free path was comparable to the device 
size, in connection with the Landauer formula.'2 In fact, the ideas of ballistic transport are 
even older, and derive from the earliest treatments of transport in vacuum diodes. The 
Langmuir-Child law describes the ballistic transport of electrons in a thermionic diode, 
with space charge built up near the cathode (corresponding to our source in a MOSFET), 
after the two who developed it Both of these men derived the 
expression for the current, finding that 

y3l2 

I - - ,  (2) 
L2 

and it is this relationship that has become known as the Langmuir-Child law. More 
recently, Shur and Eastman proposed that device performance could be improved by 
utilizing ballistic transport in ultra-small channel length semiconductor devices," but also 
showed that the current in an n+-n-n+ device would have the same space charge and 
current relationship as that of Eq. (1). It is important that the MOSFET has a space 
charge region, and potential maximum, between the source and the channel, and it is this 
that creates the connection to the Langmuir-Child law, as demonstrated by Shur and 
Eastman. In essence, the latter were suggesting use of high velocities due to transient 
velocity overshoot that can occur in many materials.I6 More recently, there have been 
many suggestions that ballistic transport can occur in short-channel devices, and might 
improve the performance." This, in fact, is not the case, and a proper treatment of 
ballistic transport will show that it is detrimental to good device operation. In this 
section, we will outline the basic tenets that establish this point. 

First, true ballistic transport occurs in the complete absence of scattering. This is, of 
course, found in vacuum tubes. There, electrons leave the cathode and form a space 
charge layer adjacent to this region. The solution of Poisson's equation for the region 
between the cathode and the plate yields the Langmuir-Child Law [Eq. (2)]. The 
importance of the Shur and Eastman resultI5 is that exactly the same behavior is found in 
n+-n-n+ semiconductor structures, which is the structure that is found in the n-channel 

5 
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MOSFET. Electrons move out of the source into the channel, creating a space-charge 
region at the source-channel interface. It is modulation of this space-charge region by the 
gate potential that produces the normal device characteristics.” Variation of the space- 
charge region by the gate (or by the grid in the vacuum tube) leads to a family of triode- 
like curves obeying Eq. (1) with different (gate voltage dependent) coefficients. These 
triode curves are not good for either logic or high frequency applications. 

How then are the good characteristics, with current saturation, obtained? In the case of 
the vacuum tube, a “screen” grid (a metal grid) is inserted and held at a constant high 
potential so that the space-charge region is isolated from the anode potential. In the case 
of the MOSFET, similar screening occurs, but this time it is provided by the scattering 
that occurs in the region between the space-charge layer and the drain. One normally 
does not connect scattering with screening, but this is a common occurrence in, for 
example, quantum transport. Moreover, it has been seen in detailed simulation that 
scattering has a large effect on the actual potential distribution and therefore on the 
device characteristics.” In fact, we can see this behavior in the simple device 
characteristics 

I,, =-(vc-v+ L 

= ~ PWCm [ ( VG - VT )2 - ( v, - VT - v, )*I . 
2 L  

Saturation occurs when the second term in the square brackets vanishes due to pinchoff at 
the drain end. In this situation, the drain potential does not affect the source operation. 

Fig. 3. Change in the output characteristics as ballistic transport becomes important. As scattering is reduced, 
the curves will transition to triode-like behavior. 

However, when we begin to lose the scattering in the channel, e.g., when we begin to 
see quasi-ballistic transport, then we should begin to see a transition to triode-like 
characteristic curves, with a reduction in output drain resistance. This behavior is shown 
in Fig. 3. The saturation will disappear as this triode-like behavior becomes more and 
more prominent. The astute reader will notice that this behavior is exactly like drain- 
induced barrier lowering (DIBL). In fact, DIBL is the first precursor to ballistic transport. 

6 
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DIBL occurs when there is insufficient scattering to screen the space-charge region from 
the drain potential variations. Since it is generally accepted that DIBL is detrimental to 
good device operation, we may safely conclude that we really don’t want to have ballistic 
transport occurring in our devices. 

3 0.15 
Y A 

0.1 0.2 0.3 a4 
Drain Voltage (V) 

Fig. 4. Output characteristics for the InAs MOSFET device with a gate bias of 0.4 V. 

Given that ballistic behavior is detrimental to the devices, how can we ascertain that it 
is not really occuring. This is difficult to achieve experimentally, but not so difficult to 
investigate in meaningful device simulations. As we point out in the next section, it is 
quite likely that future devices may well be built around the concept of nanowires. To 
that end, it is logical to investigate whether there is any ballistic behavior in such devices. 
Kotylar et examined classical scattering in a Si quantum wire and concluded that the 
mobility would not be improved in this structure, contrary to many expectations. We 
pursued a different approach and utilize a fully quantum mechanical, and three- 
dimensional, simulation of small semiconductor quantum-wire MOSFETs.” In this 
approach, the full Poisson equation solution is used to determine the local potential, and a 
recursive scattering matrix approach is used to determine the transport through the 
device. In this process, for each iteration from one transverse slice of the device to the 
next, a local Dyson’s equation is solved with the slice Hamiltonian, a procedure 
equivalent to the scattering matrix solution of the Lippmann-Schwinger equation. In Fig. 
4, we show one output characteristic for a 30 nm gate length InAs quantum wire 
MOSFET, in which there is no scattering in the channel.22 We have considered an InAs 
tri-gate MOSFET, whose structure is the same as in Fig. 5(a) (below), except the channel 
is 8.5 nm wide and 30.3 nm long. The source and drain are 26.3 nm wide. The InAs 
layer is taken to be 9.3 nm thick. The source and drain are doped to 6x10’’ ~ m - ~ ,  and the 
channel is undoped but assumed to be weakly p-type. The oxide is taken to be HfOZ. It 
is clear in this device that the ballistic behavior discussed above is operating. 

As mentioned above, a local Dyson’s equation is solved with the slice Hamiltonian. 
This means that we can modify this Hamiltonian by the direct inclusion of a slice self- 
energy as well as a self-energy coupling between the slices where that is appropriate. 

7 
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t,?FfBB

Veins* (¥}

(b)
Fig. 5. (a) Structure of the Si quantum wire transistor. The SOI layer gives a Si thickness of 6.5 nm. The

source and drain are doped to 1020 cm"3 and the channel is undoped. The oxide also covers the top, and the gate

is on three sides, over the gate oxide, (b) Characteristics for a device whose gate length is 10.3 nm.

This self-energy term describes the dissipation within the device.23 We have computed
his self-energy for all the normal phonon scattering processes expected to occur in a Si
nanowire (impurity scattering is included directly through the random impurity potential).
This self-energy is now incorporated in the Hamiltonian to solve for the overall transport
through the device. In Fig. 5, we show a typical set of device characteristics, which
illustrates that these devices, even with such short channels, exhibit fairly good saturation
in the output characteristics (there is very little parasitic source resistance due to the
structure shown in the figure. The variations in the current arise from the quantum
interferences that are still present in the devices, even in the presence of the strong
phonon scattering.

Now, we can use this same structure, with varying gate length (and channel length) to
study whether or not there is any ballistic behavior in the device. From Fig. 5(b), we do
not see the characteristic power law behavior that should be present if ballistic transport
were important here. However, there is another way to check this, and that is to vary the
channel length at low drain bias. If the transport is ballistic, then Landauer's formula tells
us that the conductance should be constant, and therefore the resistance should be
independent of the length. On the other hand, if the transport is diffusive, then the
resistance should depend linearly on the length of the channel.
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Fig. 6. Variation of the channel resistance, at a drain bias of 10 mV, as a function of the channel length. The 
constant behavior at 100 K is indicative of ballistic transport, while the linear rise at 300 K is indicative of 
diffusive transport. 

In Fig. 6, we show the results for a Si nanowire SO1 MOSFET, in which we plot the 
resistance as a h c t i o n  of the channel length.24 At low temperatures (100 K), the 
resistance is independent of the length of the channel. This result is expected for ballistic 
transport, which arises because the phonons are frozen out at this low temperature. At 
high temperatures (300 K), however, the resistance exhibits the expected Ohm’s Law 
linear dependence on device length. Below 2 nm, direct source-drain tunneling prohibits 
observation of the nanowire effects, and this is independent of temperature. Thus, it 
appears that there will be no real onset of important ballistic transport in future devices 
down to gate lengths below 5 nm, although there will continue to be problems with DIBL 
(while not shown, the results of Fig. 5 are sensitive to the drain potential that is imposed). 

But, this is for silicon devices, which have relatively low mobilities and velocities. 
The scattering in Si is quite strong, and the high energy phonons give good momentum 
randomization, all of which serves to reduce the chances of ballistic behavior. Still, it is 
seen at low temperatures, as shown in Fig. 6. If we now move to a semiconductor with 
higher mobilities and velocities, and with scattering that is anisotropic, will the result 
change? In the 111-V materials, the scattering is dominated by the polar LO phonon, 
which produces strongly anisotropic scattering, due to its Coulomb nature. As was seen 
above, the characteristics of the InAs device clearly show the trend toward the power law 
behavior, which can be indicative of the onset of ballistic behavior. The mobility in InAs 
is almost two orders of magnitude larger than that of Si, so that a similar increase in 
mean-free path is expected. Thus, a 2-4 nm limit in Si becomes several tens of nm in 
I d s ,  and the behavior seen in the figure is surely expected, even at room temperature. 

9 
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4. Nanowire Devices 

Of the long list of prospective devices for fhture technology that will allow a 
continuation of the trend of decreasing size in CMOS, one clear front runner is the tri- 
gate silicon nanowire transistor (Si NWT).’ This device produces excellent output 
currents, good Ion/Ioff ratio, and superior sub-threshold slope. SNWTs also appear to be 
superior to the bulk transistor in that the extra gates give a great deal of additional 
electrostatic control over the channel, creating volume inversion rather than surface 
inversion. However, Si NWTs still suffer from one of the main detracting elements of 
the silicon based transistors, low channel mobility. For this reason, Intel has proposed 
transistors based on 111-V  compound^^^ which are known to have higher mobilities than 
silicon. In fact, both approaches may be pursued with the use of 111-V-based NWTs. 

Nanowires have been pursued for their intrinsic ability to make smaller devices for 
several years.26 Vertically grown nanowires have been grown in several materials, and 
heterostructures have been embedded within these wires” to create quantum dots and 
resonant-tunneling diodes. In addition, carbon nanotubes (CNT) have been investigated 
for their ability to be used for a “semiconductor” device.28 In many cases, the nanowires 
or CNTs are placed horizontal on an oxidized Si surface, and then source and drain 
contacts evaporated to create the device. Here, the back Si is used as the gate electrode. 
While making a primitive device, it has not stopped various authors from claiming 
fantastic performance from such devices. The problem with this approach is that a fair 
comparison requires recognition of the principle outlined at the beginning of this paper: 
the cost per function is the driving force in VLSI. Hence, it is not meaningful to compare 
the nanowire with an equivalent sized Si device; rather, the Si device with which the 
comparison should be made is one that occupies an equivalent amount of chip area. The 
nanowire devices usually have enormous source and drain contacts, and, if this size were 
used in the Si device, the nanowire devices would have no advantage at all. 

Other problems arise from this as well. First, the intrinsic transconductance of any 
transistor is reduced by the parasitic source resistances, according to 

Here, gm,inr is the intrinsic property of the device. Because the nanowire transistor, by its 
nature, carries only a few quantum modes, the resistance Rs is quite large. Consequently, 
the effective transconductance is usually only URS. The cutoff frequency (which is 
essentially the reciprocal of the delay time in logic applications) is given by 

Here, C, is the actual effective gate capacitance while C,,, is the parasitic capacitance. 
In the structures discussed above, the parasitic capacitance is much larger than the real 
gate capacitance, so that we find 
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That is, the performance of the nanowire, or CNT, device is dominated by parasitic 
properties, not by any intrinsic properties of the nanowire device. 

Does this mean that nanowire, and CNT, transistors have no future? Not at all! 
Rather, it means that the proper technology to incorporate these structures into high 
performance devices has not been utilized in most cases (but, the reader should look at 
the cases where this has been donez5). The proper method of comparison relies upon a 
well-designed set of experiments, and these have been described by Chau et al.29 
Moreover, we also need to remember that there is a third important factor in increasing 
chip device density, and that is clever circuit design. 

A modem integrated circuit chip is a dense array of many different materials. While 
most of the devices sit at the Si surface, in the bottom-most level, there are several levels 
of metals and insulators lying above this. In fact, one of the most important uses of 
nanowire transistors may well be as vertical switches between levels of metal in these 
upper layers. This has been proposed for vertical CNT  transistor^,^' and vertical 
transistors have been grown in semiconductors as well.3’ The development of a vertical 
nanowire transistor, which can be integrated within the metallization layers of the 
integrated circuit will allow for active system reorganization, which can open the way to 
many novel new applications. Other applications of nanowires, whether vertically or 
horizontally oriented, may be in the area of novel computational approaches, such as 
quantum computing. The idea of using quantum wires for a qubit was apparently first 
suggested by Bertoni el al.32 Such processing uses the ideas of moving the qubits to 
various sites where manipulations are performed.33234 This idea of “flying” qubits has 
been discussed in connection with the use of spin for the quantum state.35 Here, the spin 
state accompanies an electron (or hole) moving through the quantum wire. 

5. Conclusions 

In this paper, we have presented some thoughts on the future of semiconductor devices 
intended for use in VLSI chips. We have discussed the roles of discrete impurities, 
ballistic transport, and quantum wires. While the end of devices as we know them may 
be in sight, it is not clear that no new ideas will evolve. In particular, even if device size 
scale reduction ends, there will continue to be advances in die size and in circuit 
cleverness. These will continue the exponential growth in chip complexity. 
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We consider properties of junctions for the FET geometry were molecular crystals or conducting 
polymers are used as semiconducting layers. In the molecular crystal Coulomb interaction of free 
electrons with surface polar phonons of the dielectric layer can lead to sclftrapping of carricrs and to 
the formation of a strongly coupled long-range surface polaron. The effcct is further cnhanced at 
presence of the bias electric ficld. The pronounced polaronic effects in conducting polymers change 
drastically the contact properties of thesc materials with respect to traditional semiconductors. 
Instead of the usual band banding near the contact interface, new allowed electronic bands appear 
inside the band gap. As a result the bias electric field and the injectcd charge penetrate into the 
polymer via creation of the soliton lattice which period changes with the distance from the contact 
surface. The performed studies open the possibility to describe the stationary characteristics and the 
hysteresis of the FET junctions and the Schottky diodes as well as to explain the photoluminescence 
suppression or enhancement under the bias electric ficld. 

Keywords: FET; polaron; molecular crystal; polymer. 

1. Introduction 

Novel synthetic conductors possess a unique possibility to vary drastically their 
electronic properties depending on the external parameters such as pressure, magnetic 
and electric fields, temperature, etc. One of the distinctive features of these materials is a 
strong anisotropy of their electronic properties that is caused by the anisotropy of the 
transfer integrals. As a result, the electron system confined in a bulk lattice demonstrates 
properties inherent in one-, two-, or three-dimensional systems. Besides, the organic 
compounds offer a unique possibility of continuously tuning the dimensionality of the 
electronic system, which results in a variety of novel phases. Increasing experimental 
activity is devoted to unconventional semiconductors: transition metal oxides and 
chalcogenides, molecular crystals, conjugated polymers. A new experimental dimension 
comes from the possibility to change carrier concentration under the applied gate at high 
electric field near the junction interface of the field effect transistors (FET). 

We suggest theoretical considerations for conditions to maintain a high volume 
concentration of the injected charge near the junction interface, the active role of the gate 
dielectrics, the effects of electron-phonon coupling at the junction. 
Interaction of an injected electron in the semiconducting layer with specific surface 
phonon modes results in formation of a polaron, located near the interface between the 
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semiconductor and the gate dielectrics,'.* such an interface polaron can exist already for 
non-polar semiconductors like molecular crystals, and it will be ultimately present in 
traditional oxides like SrTi03. The polaron formation is endorsed by the bias electric 
field. The existence of polarons shows up in enhanced effective mass, mid-gap states and 
in pseudo-gap regime in tunneling experiments. The mobility of the FET is not only the 
property of the active semiconductor, but it intrinsically depends on the gate dielectric 
interface. 

The pronounced polaronic effects in conducting polymers3x4 change drastically the 
contact properties of these materials with respect to traditional semiconductors. Instead of 
the usual band banding near the contact interface, new allowed electronic bands appear 
inside the band gap. As a result the bias electric field and the injected charge penetrate 
into the polymer via creation of a soliton lattice, which period changes with the distance 
from the contact surface. This results in the branching of the band structure. New narrow 
allowed bands grow inside the original gap, also expanding in their turn. 
Single electron carriers (polarons) are pulled to the contact area forming induced surface 
states. In time resolved experiments, e.g. in optically assistant junction formation, the 
charge injection goes via two steps: (i) fast dynamic process: charge injection and 
polaron formation; (ii) slow kinetic process: majority carriers - polarons collide and are 
absorbed into the ground state - providing one more period in the soliton lattice. The 
minority carriers (polarons of opposite sign) recombine with preexisting solitons reducing 
their number. The depletion layer is formed via reduction of soliton concentration. 

2. Junction with Isotropic Semiconductor 

Our goal is to have the dielectrics - metal transition induced by the gate electric field. For 
this reason we have to create a surface layer of electrons with high enough density to 
overcome the Coulomb interactions. We need to know the distribution of the field E,  
potential @ and the concentration of carriers; the depth 1 of the distribution, their values at 
the surface. 

Let the junction surface is r = (x,y) plane and the semiconductor occupies the semi- 
space z > 0. We can write the free energy functional as follows: 

0 

m 

-m 

Here n and w(n) are the density and the energy of the injected charge carriers 
correspondingly, @ is the electric field potential, E is the dielectric susceptibility of the 
media, p0 = const is the chemical potential of the carriers outside of our semiconductor, at 
z < 0. The corresponding variational equations have the form: 
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If E doesn’t depend on the charge density, we obtain: 
aw 

p = - dn ’ eCD = po - p, 

= Q(pm) = const. (3) 

Here R b )  = w(n) - p n  is the Gibbs thermodynamic potential, p(n)  is the local chemical 
potential. The injected charge is characterized by the constant electrochemical potential 
p + e@ . We are interested in the case when the gate voltage is completely screened by 
the injected charge, and no electric field penetrates to the bulk. Then the boundary 
conditions can be written as: 

z = o :  o=o, p=po (4) 
z=co:  @=om, p=pm. ( 5 )  

For the isotropic 3D degenerate electron gas’ 
312 5 1 2  

(6) (2m) P ; w =  (2mP)312 n =  
3n2A3 5n2F13 ’ 

and we obtain the solution of the Eq. (3) with the boundary conditions (4) and (5 )  for the 
distribution of the electric potential: 

Where the characteristic length I is determined by 

The corresponding plot is presented at Fig. 1. 

. X I 1  
10 

Fig. 1. Electric potential distribution for a junction with an isotropic scmiconductor. 
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Dielectrics 

SiO, 

4 0 3  

503 

Hf02 

The highest possible electric displacement and hence the injected charge on the junction 
is determined by the break down electric field Eg and the dielectric susceptibility cg of the 
gate dielectrics. The boundary condition at the interface gives E(0) = Egcglc, and we can 
rewrite Eq. (8) as follows: 

E, &g &g E, n 
1 013 cm-2 lo6 v I cm 10’ v I cm 

6 4-10 2.4-6 1.3-3.3 

3 10-1 1 4 -4.5 2.2 - 2.5 

5 9-13 4.5 - 6.5 2.5-3.6 

50 15 15 41.4 

The concentration of the electric charge per unit cell volume a: is: 

Below in Table 1 we present the breakdown fields, dielectric susceptibilities and 
estimated surface charge densities for some traditional gate materials. The data are taken 
from Ref. 6. 

Table 1. Dielectric properties of various gate dielectrics 

Notice, that to avoid a Wigner crystallization, the picture of free electron gas requires 
rather high electron concentration.’ And this leads us to polar dielectrics. But in this case 
we face another problem: the formation of the surface long range polaron also in the case 
of the junction with non-polar semiconductor. 

3. Surface Long Range Polarons in Molecular Crystals 

The influence of surface phonons on the electron polaronic state inside the ionic crystal 
has been studied long time ago.8 Here we address the opposite situation when the electron 
resides in the non-polar media (e.g. a molecular crystal)”2 and the polaron is formed by 
the interaction with the surface phonons of the polar dielectrics. 
The electron is confined within the molecular crystal z >  0, its wave function is 
distributed near the interface. The only dipole active excitations of the polar dielectrics, 
to which the electron is coupled, are the surface phonon modes. Following the general 
scheme of Ref. 9, the electron-phonon interaction can be divided into two parts. The first 
one comes from the interaction with high frequency phonons which is reduced to the 
classical limit of the image charge potential. Another part comes from the interaction 
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with low frequency phonons and it results in polaron formation. The total energy of such 
a surface polaron is W, = WOW, where Wo = Ry(rn/rn,): 

aB * eE ] pq[Cpq(z)e-"dz . (11) 
W =  c i rd i i i ; [ -aby .Ay -_y ,  2&, - y - - y ' z y  z wo -I 8 0  1 

Here 

me is the bare electron mass, rn is the effective band mass, Eb is the dielectric 
susceptibility of the molecular crystal, E~ and E~ are the high and the low frequency 
dielectric susceptibilities of the gate dielectric and p4(z) is the in-plane Fourier component 
of the charge density, q = (qx,qy), r = (x,y) 

p q ( z )  = I e-'qr'y(r,z)y*(r,z)dr. (13) 
The polaron effective mass can be estimated as: 

For numerical estimates we have considered the interface between A1203 and pentacene. 
At zero bias electric field the polaron wave function has comparable localization length 
in all three directions. The polaron energy W, is rather small and the polaron mass 
Mp - 1.1 m is only weekly enhanced. At presence of the bias field W, and Mp increase 
rather slowly up to the E = lo5 V/cm but then, at higher fields, there is the strong 
enhancement of both',* (see Figs. 2 and 3). 

5 u "  

Fig.2. Encrgy for the surfacc polaron normalized on Fig.3. Effective mass for the surface polaron 
its value at zero bias electric field. 

The wave function stays almost unchanged in the junction plane. At the same time, it is 
progressively squeezed in the perpendicular direction. So the gate electric field makes the 
polaron wave function distribution more two-dimensional. Notice the existence of the 
crossover bias electric field when the polaron energy and effective mass start drastically 

normalized on its value at zero bias electric field. 
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to increase. Experimentally it should manifest itself in a decrease of the charge carrier 
mobility and in changes of the mobility regime from the band to the hopping one. The 
effect should be more pronounced in polar semiconducting oxides like SrTi03. 

The polaron effective mass [Eq. (14)] and hence the measured mobility of the charge 
carriers in FET geometry strongly depends on the dielectric properties of the gate 
dielectrics. At Fig. 4 we present the comparison of the model predictions with the 
experimental data from Ref. 10. Is should be mentioned that in spite we didn't take into 
account the variation of the surface phonon energies for various dielectrics, the 
agreement between theoretical curve and experimental points looks quite reasonable. 

20 
P 

15 

10 

5 

5 10 15 20 25 ' 
Fig. 4. Single parameter f i t  of prcscnted theory (solid line) for mobility as a function of the dielectric 
susceptibility of thc gate diclcctrics. The expcrimcntal points arc takcn from Ref. 10. 

4. Junction with Conducting Polymer 

In common semiconductors the band bending near the metal-semiconductor interface 
brings the chemical potential of the semiconductor to the metal Fermi level. But in 
conducting polymers the deep self-trapping of free charge carriers results in the formation 
of soliton (bipolaron) lattice. This originates the band branching in addition to the band 
bending.""' The new allowed band grows inside the original gap, which also expands in 
its turn. The equilibrium between the metal and the polymer is defined now with respect 
to pairs of particles forming a lattice of solitons (bipolarons), rather then with respect to 
the singles electrons. The single-electron levels are not matched at the junction interface. 
The tunneling injection between electronic levels occurs instantaneously at a given lattice 
configuration, hence the activation energy will be required. To estimate the possible 
charge carriers concentration and the electric field near the interface we have to use the 
selfconsistent theory of screening by soliton (bipolaron) lattice." As before, we deal with 
the Eqs. (2), but now the injected charge carriers cannot be described as a Fermi electron 
gas. Instead for the carriers energy density w(n) we have to use the expression derived for 
the periodic lattice of solitons'2 

Here A is the gap in the undoped polymer, is the soliton size. K(r), E(r) are complete 
elliptic integrals of the first and the second kind,I3 0 < r < 1. The electronic bands 
boundaries are given as: 
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(16)

The parameter r is related to the soliton density n as:

The energy of the single electron excitation (polaron level) is defined as:

E 4
Zlir l-

re

(17)

(18)

Z, A0 are the Zeta function of Jacobi and Lambda function of Heuman correspondingly.13

And we obtain in parametric form:

r r

The corresponding band structure is presented at Fig. 5.

Fig. 5. Band structure near the metal-polymer junction for major (left) and minor (right) carriers' injection. Here
M and P indicate the area of metal and polymer, VB and CB are the valence and conducting bands, S(BP)
denotes the new soliton (bipolaron) band, FL- Fermi energy of the metal, PL - polaronic level.

We can determine the injected charge surface density a, the junction area capacitance C
and the penetration depth /:

\1£S L K(r)dra = e

Here 5 is the area per chain in the perpendicular plane, e is the dielectric susceptibility
(notice, that e = e±), aB is the Bohr radius and Ry = 13.6 eV. Depending on the metal and
polymer, we estimate /- 20-60 A, C~ 10 pF, an the built-in contact electric field as
£~105-106V/cm.

The detailed analysis gives us that single-electron excitations created by charge
injection or by interband absorption are attracted to the junction surface (see the polaron
level at Fig. 3). The polymer may not have the surface states like those coming from
dangling bonds in traditional covalent semiconductors, but the charge injection produces
these states selfconsistently. Being injected, he majority carriers require an additional
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energy to escape into the volume. Otherwise, after pair collisions they disappear in the 
ground state providing one more period in the soliton (bipolaron) lattice: 

The minority carriers reverse their charge via recombination with preexisting solitons 
(bipolarons) reducing their number: 

The depletion layer will be formed via reduction of the numbers of bipolarons (solitons) 
as indicated at Fig. 3, left. 

P- + P- -+ 2s-  or P- + P- -+ BP--. 

P' + 2s- 3 P- or P' + BP-- 3 P-. 

5. Conclusions 

There are special reservations on the physical processes at the junction. Thus the 
tempting choice of a gate material with a high dielectric constant brings to life the 
interface polaronic effects which can take place even semiconductors are non polar. 
Coulomb interaction of free electrons in molecular crystals with polar phonons of the 
gate dielectric results in selftrapping of carriers and in formation of the surface polaron. 
A bias electric field drastically enhanced the effect. Even for its typical values 
-lo6 eV/cm, it profoundly stabilizes the surface long range polarons. The existence of 
polarons will show up in enhanced effective mass, mid-gap states and in pseudo-gap 
regime in case of tunneling experiments. 

The mobility measured in organic FET is not only the property of specific organic 
molecule used, but it intrinsically depends on the organidgate dielectric interface. 
Following special effects take place for the metal-polymer junction: 
- band branching instead of usual band bending; 
- non homogeneous soliton (bipolaron) lattice formation; 
- transformation of the injected minority carriers into the majority ones; 
- photoluminescence suppression for the LED. 
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Here we discuss the use of the Cellular Monte Carlo (CMC) method for full band simulation of 
semiconductor transport and device modeling. The electronic band structure and phonon spectra are 
used as direct inputs to the program for both cubic, hexagonal, and strained crystal structures using 
both empirical and ab initio methods. As a particular example, this method is applied to study high 
field transport in GaN and GaN/AIGaN heterostructures, where good agreement is obtained between 
the simulated results, and experimental pulse I-V measurements of transport. For device simulation, 
the CMC algorithm is coupled to an efficient 2D/3D multi-grid Poisson solver. We discuss the 
application of this algorithm to several technological problems of interest, including ultra-short 
channel Si/Ge MOSFETs, 111-V compound HEMTs, and AlGaNiGaN HEMTs. 

Keywords: Monte Carlo; semiconductors; transport. 

1. Introduction 

Particle simulation based on the Ensemble Monte Carlo (EMC) method has been used 
now for over 30 years as a numerical method to simulate nonequilibrium transport in 
semiconductor materials and device.' In application to semiconductor transport problems, 
a random walk is generated for each particle of the ensemble, consisting of free flights 
under the influence of local forces acting on the particle, terminated by instantaneous, 
random scattering events dues to scattering processes such as phonons, impurities, etc. 
This stochastic simulation algorithm may be shown to be equivalent to an exact solution 
of the semi-classical Boltzmann Transport Equation (BTE), and therefore fully accounts 
for non-stationary effects that are important for short channel devices when coupled with 
the appropriate set of field equations (e.g. Poisson's equation). The popularity of the 
method is based on both physical and numerical considerations. Sophisticated physical 
models may be implemented without affecting the algorithmic stability of the method, 
and the microscopic picture of charge motion is attractive in terms of the physical insight 
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given into device behavior. In addition, many body interactions beyond the simple one- 
electron BTE may be incorporated through for example molecular dynamics treatment of 
the particle-particle interaction. Quantum effects are being increasingly incorporated into 
the technique, including phenomena such as tunneling, quantization of motion due to 
reduce dimensionality, effective or quantum potentials, collision broadening, finite 
collision duration effects and even full quantum Monte Carlo algorithms.' 

One of the main drawbacks of EMC methods is the computational overhead 
associated with particle based methods compared to more approximate solutions to the 
BTE based on the drift-diffusion or hydrodynamic models. The computational burden 
continues to limit its use in commercial device modeling, even with the evolution of 
faster computers, particularly when sophisticated (and computationally demanding) 
physical models are implemented. A typical example of the model evolution is the 
increased use of fullband representation of the electronic where the simple 
analytic representation of the band structure is replaced by a much more realistic (but 
computationally expensive) model based on, for example, the empirical pseudopotential 
method (EPM).4 New a lgo r i thc  approaches are clearly needed both to increase the 
modeling capabilities of these methods, and to reduce the simulation time so making 
them suitable as design tools. 

The so-called hllband cellular Monte Carlo (CMC) method was developed to 
alleviate the computational burden of full band particle-based simulation without 
imposing severe physical  approximation^.^ The CMC model is based on a nonuniform 
discretization of the first Brillouin Zone (BZ) of the crystal lattice. The CMC approach 
allows the tabulation of the transition probability between all initial and final states on the 
mesh, greatly simplifying the final state selection of the conventional fullband EMC 
algorithm, which usually involves a search for final states in the BZ, which can be 
numerically intensive. 

In the present paper, we discuss the application of the CMC method to several device 
technologies of current interest. After first discussing some details of the CMC device 
simulator implementation in Sec. 2, we discuss the application of this algorithm to 
several technological problems of interest, including ultra-short channel Si/Ge 
MOSFETs, and AlGaN/GaN HEMTs. For heterostructure systems, we account for 
quantization of motion using the effective potential method. Good agreement is obtained 
in comparing to various experimental results for the DC current-voltage characteristics. 
We also investigate the high frequency perfonnance of such devices using pulse and 
sinusoidal excitation. 

2. Cellular Monte Carlo Method 

As mentioned in the introduction, the fullband CMC method is basically a discrete k- 
space variant of a traditional EMC simulation that evolved from work on Cellular 
Automaton approaches to charge transport.6 The main idea in the fullband CMC is that 
the entire first Brillouin Zone (BZ) of the semiconductor(s) (or its irreducible wedge) is 
discretized on a non-uiform mesh in k-space, and that the total transition rate for every 
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pair of initial and final k values is pre-tabulated in a large look-up table. As illustrated in
Fig. 1, the final state for scattering is chosen by the selection of one random number for
the final state, rather than the conventional EMC algorithm of first selecting the type of
scattering, then choosing the final state after scatter with a search throughout the entire
BZ. Efficient algorithms to perform the latter have been developed in the literature,7

however clearly a lookup table is computationally much faster. The main limitation is
the requirement for large memory (typically several gigabytes), in order to store all

possible initial and final state transition rates, yet accurately represent the energy and
momentum, particularly close to the principle band extremum.

1
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Fig. 1. Algorithmic differences of fullband EMC versus CMC particle simulation, and comparison of the
simulation time for a k-space simulation of electron transport in GaN (both zincblende and wurtzite) for the
CMC, EMC, and hybrid CMC/EMC methods.

The first step in the CMC algorithm is the calculation of the electronic states using an
appropriate band structure model. While in principle fully ab initio methods may be used
for the bandstructure, in practice semi-empirical methods are more typically employed
such as the empirical pseudo-potential method (EPM) mentioned in the previous section.4

The electronic states are typically calculated in the irreducible wedge of the first BZ, and
symmetry transformations used for equivalent states in other parts of the BZ. In order to
calculate the electron-phonon scattering rates for acoustic and optical phonons, semi-
empirical lattice dynamics methods are also used to tabulate the full phonon dispersion,
using for example the Valence Shell Model.8 The full dispersion of the phonons is used,
and two levels of model used for the electron-phonon rate, either a constant deformation
potential model, or fully anisotropic rates calculated using the Rigid Ion Model (RIM).9

Impurity scattering and other defect type scattering are calculated from Fermi's Golden
rule using the full electronic dispersion and overlap factors for the Bloch states.

In order to minimize the memory requirements in the CMC algorithm, several
innovations have been introduced. One is the development of a hybrid algorithm, which
uses the CMC over most of the critical region of k-space relevant for transport, but uses
EMC close to the conduction band (CB) or valence band (VB) minimum or maximum, to
obtain better accuracy of the final state energy, as well as at high energies where very few
carriers exist.5 A comparison of the simulation time of a conventional fullband EMC
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simulation (using a first order algorithm for the final state selection) and the CMC and
hybrid CMC for high field transport in both wurzite and zincblende GaN is shown in
Fig. 1. As can be seen, as the field increases, and carriers undergo increasing scattering,
and the ratio of the EMC to CMC execution time increases, by as much as 100 times.
More recent innovations in terms of memory usage have been introduced recently as
well, 10 where integer representation of the transition rates, and corresponding
compression of the memory are achieved, at relatively little loss of fidelity.

3. High Field Transport

Using the tabulated scattering rates in across the first BZ, electronic transport is simulated
in the usual way, in which a time-step is introduced, and the carrier motion is
synchronized over every time step, and each particle checked as to whether scattering
occurs. For simple k-space simulation of transport under a driving electric field, an
ensemble is simulated, and the average velocity extracted after reaching steady state to
calculate the velocity field characteristics.
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This work (electrons)
Fischetti (holes)
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10" 10s 10° 10r

Electric Field [V/m]

Fig. 2. Comparison of the simulation time for a k-space simulation of electron transport in GaN (both
zincblende and wurtzitc) for the CMC, EMC, and hybrid CMC/EMC methods

For comparison with previous full-band EMC results using DAMOCLES3 (which
was already benchmarked against available experimental velocity-field data), we first
compare to the velocity field characteristics of both n-type and p-type Si and Ge, as
shown in Fig. 2. Here the same EPM parameters and constant deformation potentials as
Fischetti and Laux are used. A VSM for the phonon spectra is used. As seen in Fig. 2,
the agreement between the CMC and the DAMOCLES results is generally good, and the
basis for the SOI and GOI device simulation discussed in the next section.

Another material system that has been studied is wurtzite phase GaN. The group III
nitrides are of current interest for applications such as short wavelength optoelectronic
and high power, high frequency electronic applications. These materials are generally
wide-band gap materials, and can crystallize in both wurtzite and zinc-blende polytypes,
although the former is the dominant equilibrium structure." The high field transport
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properties of these materials are still relatively less well understood compared to cubic
semiconductors such as Si and GaAs. Recent experimental studies of high field transport
have indicated peak velocities in excess of 2-3x107 cm/s in bulk GaN and AlGaN/GaN
heterostructures.12'13
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100 200 300 400
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Fig. 3. (a) EPM bandstructure for wurtzite GaN, and (b) Calculated velocity field characteristics compared to
experiment for bulk GaN including various scattering mechanisms.

The EPM banstructure shown in Fig. 3(a) is calculated using local parameters from
Brennan et a/.14 The full phonon dispersion is calculated using both a Keating potential
and valence-shell model, and full anisotropic electron-phonon deformation potential
scattering is treated using the rigid ion model. Anisotropic polar optical phonon
scattering (both LO and TO-like modes) for wurtzite GaN is also included in the
simulation.15 Piezoelectric scattering is also known to be strong in nitride materials due
to the lack of the inversion symmetry, which is included as well. Crystal dislocations are
another important effect for GaN semiconductor devices. Elastic scattering rates due to
threading dislocations, as well as ionized impurity scattering, are included in the transport
model. Figure 3(b) shows the calculated velocity-field characteristics for bulk GaN at
300 K, with various mechanisms included, compared with the experimental pulsed I-V
data of Barker et al.n While the peak velocity is mainly determined by phonon scattering
(deformation, piezo- and polar mode scattering), the low field region is primarily
dominated by elastic mechanisms including ionized impurity and dislocations.

4. CMC Device Modeling

In order to simulate semiconductor device behavior, the CMC transport kernel has been
coupled to a 2D/3D multi-grid Poisson solver,16 which allows a faster simulation of
different families of semiconductor devices with complex geometries and boundary
conditions. Here we discuss two applications of this simulator of technological interest,
one a comparison of the performance of Ge and Insulator (GOI) transistor technology
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compared to Si on Insulator (SOI) technology, the second a study of the performance of
AlGaN/GaN heterostructure field effect transistors (HFETs).

4.1. SOI and GOI MOSFETs

While Si SOI technology has become increasingly popular, scaling of Si technology
below 90 nm requires new high-K dielectric materials to replace SiO2 in order to increase
the effective capacitance and reduce tunneling. The replacement of SiO2 with deposited
dielectrics has spurred renewed interest in alternate materials to Si for nanoscale CMOS
such as Ge, which has superior hole and electron mobilities to Si, as well as a much
closer match of n-type and p-type properties.

Figure 4(a) shows a schematic of a generic SOI structure that has been simulated here
to compare GOI and SOI performance. A high-K dielectric is assumed for the gate
insulator with an equivalent SiOa oxide thickness of 0.8 nm and a dielectric constant
of 21. The current voltage characteristics and high frequency scattering parameters for p-
channel devices have been calculated and compared17 for both technologies using the
CMC simulator for holes in Si and Ge, results of which were shown earlier in Fig. 2.
Figure 4(b) shows the comparison of the calculated ID-VDS characteristics for 50 nm gate-
length SOI and GOI p-channel devices. As can be seen, the GOI device leads to higher
drive currents, which can be shown to be directly related to a higher channel velocity on
average for Ge holes versus Si holes, due to the lower effective mass of holes in Ge.
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Fig. 4. (a) Simulated structure for both SOI and GOI devices, (b) simulated IDS -VDC characteristics for different
gate voltages for GOI (black) and SOI (dark gray) devices.

4.2. AlGaN/GaN HFETs

GaN/AlGaN heterostructure field-effect transistors (HFETs) have been
demonstrated,18 which have shown promising performance as microwave power devices.
In this heterostructure system, there is a difference in spontaneous polarization between
AlGaN and GaN, in addition to the strain due to the difference of lattice constants, giving
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rise to piezoelectric polarization. As a result, the discontinuity of the polarization at the
interface results in a high density carrier without any intentional doping of the barrier
layer.

Figure 5(a) shows a cross-section of a AlGaN/GaN HFET device, corresponding to
the experimental microwave power device reported by Lee et a/.19 Due to the strong
polarization fields at the heterointerface in this system, strong carrier confinement and
quasi-two-dimensional effects are important. To account for quantum effects semi-

classically, the so-called 'effective potential' approach is used,20 in which the effective
potential, V^, is calculated as a convolution of a Hartree potential, V, obtained from
Poisson's equation, and a Gaussian function. In principle, the half-width of the Gaussian,
a0, may be calculated from first principles. Here it is treated as a parameter to obtain the
best least square fit between the charge density coming from the solution of the self-
consistent ID Schrodinger-Poisson equation, and the density using the effective potential.
Figure 5(b) shows the comparison for several different gate voltages.

220 240 260

Depth (A)

(b)

Fig. 5. (a) Schematic diagram of the simulated HFET structure, (b) Comparison of the interface charge density
for various gate biases calculated self-consistently, and that calculated using the effective potential using ao as a
fit parameter.

The solution to the 2D Poisson equation with the effective potential is solved at each
time step, and the current-voltage characteristics simulated and compared with the
experimental DC I-V characteristics and transconductance as shown in Fig 6. The
experimental curves show some evidence of self-heating at high source-drain bias due to
power dissipation; however, thermal simulation shows that the temperature rise in the
channel is relatively weak for this particular structure. As can be seen, good agreement is
obtained when the effective potential model is included, both in the I-V and
transconductance versus gate voltage.

In order to calculate the unity gain frequency and unilateral power gain for this
device, an AC excitation is superimposed on the DC bias, and the corresponding response
at the device output (from a two-port model standpoint) is extracted, as illustrated in
Fig. 7. The AC excitation can either be a step function, from which the frequency

27



472 S. M .  Goodnick €4 M. Saraniti 

1 2  0 4  

1 

c_ 0 3 -  
E 

h 
c -  - $ O *  

2 E 

# O 4  

d d  

0 6  8 0 2 ;  

C 
to 

01-  

0 1  

0 

I J I I I I I , I J , I , , , I , , ,  

1 El 
- 

/* 0 

' 0  
. '  

0 0 - 

' 0 -  
- 

- 

0 

* /  

____ Fourier decomposition m e w  

O-8' ' -6 I '  * -4 ' * a -2 I ' * 0 I I 

c \ 

2 

rn Unilateral power gain 1. 

3. 

100 
Frequency (GHz) 

Fig. 7. Analysis of high frequency performance in dcvice simulation and the simulated short-circuit and 
unilateral power gain versus frequency. 

The calculated short circuit current gain, and unilateral power gain are shown in 
Fig. 7, where fT = 103 GHz is predicted, where as the experimental results are lower 
(65 GHz for fT for example). Some of this difference is due to simulation of only the 
active part of the device, whereas the extrinsic parasitics will limit the performance even 
more, and must be extracted from the experimental structure. However, due to the large 
density and high fields present at the interface, nonequilibrium phonon effects may limit 
transport as well," which reduces the peak carrier velocity, and subsequently reduces the 
frequency response. Such effects are the topic of future investigations using the CMC 
code. 
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Coherent transport in mesoscopic devices is well described by the Schrodinger equation 
supplemented by open boundary conditions. When electronic devices are operated at 
room temperature, however, a realistic transport model needs to  include carrier scatter- 
ing. In this work the kinetic equation for the Wigner function is employed as a model 
for dissipative quantum transport. Carrier scattering is treated in an approximate man- 
ner through a Boltzmann collision operator. A Monte Carlo technique for the solution 
of this kinetic equation has been developed, based on an interpretation of the Wigner 
potential operator as a generation term for numerical particles. Including a multi-valley 
semiconductor model and a self-consistent iteration scheme, the described Monte Carlo 
simulator can be used for routine device simulations. Applications to  single barrier and 
double barrier structures are presented. The limitations of the numerical Wigner function 
approach are discussed. 

Keywords: Nanoelectronic devices, device simulation, Wigner function, kinetic equation, 
Monte Carlo method. 

1. Introduction 

For FETs with gate lengths below 10 nm quantum effects such as direct source-to- 
drain tunneling become important and start affecting the device characteristics.' 
Recent studies show that scattering will still affect the current' and that the tran- 
sition to ballistic transport appears at  much shorter gate lengths than previously 
an t i~ ipa ted .~  An accurate theory of MOSFETs near the scaling limit must therefore 
account for the interplay between coherent quantum effects and dissipative scatter- 
ing effects. This mixed transport regime can suitably be treated by the Wigner equa- 
tion. Early numerical solutions of the Wigner equation were obtained using finite 
difference methods, assuming simplified scattering models based on the relaxation 
time appr~ximat ion .~  However, for realistic device simulation more comprehensive 
scattering models are required. With the advent of Monte Carlo (MC) methods for 
the Wigner equation5i6 it became feasible to include the full Boltzmann collision 
operator. The development of MC methods for the Wigner equation, however, is 
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hampered by the fact that, as opposed to the semi-classical case, the integral kernel 
is no longer positive. This so-called negative sign problem will lead to exponentially 
growing variances of the Markov Chain MC method. The Wigner potential oper- 
ator can also be viewed as a generation term of positive and negative numerical 
particles. In this picture the sign problem shows up in the avalanche of numeri- 
cal particles generated. A stable MC method can only be achieved by means of a 
suitable particle annihilation algorithm. 

2. The Physical Model 

Quantum transport is modeled by a time-independent, one-electron Wigner equa- 
tion for a multi-valley semiconductor. The set of Wigner equations is coupled 
through the inter-valley phonon scattering terms: 

( Vk EW (k) . V, + F (r) . Vk fw (k, r) = 
h ) 

cJ”1 - f,o(k,r)lSww~(k,k’)fw~(k’,r)d3k’ 
W‘ 

+ V,(k - k‘, r)f,(k’, r)  d3k’ 

Silicon: (1) 

I 
v, w’ = [loo], [010], [001]. 

This equation determines the Wigner function f, for valley w. A valley’s energy 
dispersion relation E, (k) is assumed to  be anisotropic and parabolic, resulting 
in a local diffusion term, VkE, . Vr f .  Note that a non-parabolic E(k) relation in 
the single-electron Hamiltonian would give a non-local diffusion term of the form 
J i ( k , r  - r’)fw(k,r’)d3r’. 

A spectral decomposition of the potential profile V(r) is a ~ p l i e d . ~  The slowly 
varying component gives the classical force F, whereas the rapidly varying compo- 
nent is taken into account through the Wigner potential V,: 

In Eq. (1) scattering is treated semi-classically through a Boltzmann collision 
operator, where the transition rate S,,, (k, k’) from initial state (w’, k‘) to final state 
(v, k) is given by Fermi’s golden rule. It should be noted that usage of the Boltz- 
mann collision operator in the Wigner equation represents some ad hoc assump- 
tion. A rigorous treatment of electron-phonon scattering would require a frequency- 
dependent Wigner function, f(k,  r ,  w ) .  It is related to the non-equilibrium Green’s 
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function G< by G< (r, k ,  w )  = i f  (k, r, w )  and can reasonably be approximated as8 
f (k ,  r, w )  = fw(k,r)A(r,  k,  w ) .  To arrive at  Fermi’s golden rule the spectral function 
A is reduced to the Dirac &function. 

Furthermore, in Eq. (1) the Pauli blocking factor the equilibrium Fermi function 
f,” is used. The assumption of a Boltzmann collision operator in Eq. (1) ensures 
that in the semiclassical regions, such as the highly doped contact regions, the 
conductivity is finite and that the mean energy increase due to degeneracy is taken 
into account. 

3. Numerical Methods 

To solve Eq. (1) numerically, a stationary MC method has been proposed, based 
on the interpretation of the potential operator O[fw] = Vw(k - k’)f,,,(k’,r)d3k’ 
as a generation term of numerical  particle^.^ The mass conservation property of 
the potential operator can be exactly satisfied by the numerical particle model if 
one generates the numerical particles only pair-wise, for instance, with statistical 
weights +1 and -1. A suitable annihilation algorithm for numerical particles needs 
to be introduced in order to achieve a stable MC method. Since one can devise var- 
ious algorithms for particle generation and, in particular, for particle annihilation, 
in the following the latest developments are described. 

3.1. Particle Generation 

A direct numerical representation of the Wigner potential Vw(q, r) would require 
the discretization of both momentum and space coordinates. The problem can be 
simplified by expressing the Wigner potential in terms of V ( q ) ,  the Fourier trans- 
form of the potential Vqm(r). The potential operator can be rewritten as follows: 

An advantage of this formulation is that no discretization of the spatial variable r is 
needed. The expression can be evaluated a t  the actual position r of a particle. Only 
the momentum variable q needs to be discretized in order to  numerically represent 
IVI, the modulus, and cp, the phase of V .  

The structure of Eq. (5) suggests the usage of a rejection technique. As a nor- 
malization quantity one obtains an upper limit for the pair generation rate 

At a rate of Y~~~ the free flight of a particle is interrupted to check for particle pair- 
generation. From the distribution IV(q) I one generates randomly the momentum 
transfer q. Then the sine function is evaluated at  the actual particle position r as 
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Fig. 1. Current through Si n-i-n diodes a s  a function of the number of self-consistent iterations 
with the width of the intrinsic region as a parameter. 

s = sin[cp(q) + q . r]. With probability Is1 the pair-generation event is accepted, 
otherwise a self-scattering event is performed. In the former case, two particle states 
are generated with momenta kl = k - q/2 and k2 = k + q / 2  and statistical weights 
w1 = wosign(s) and w2 = -w1, respectively, where 'wo is the statistical weight of 
the initial particle. Since Eq. (5) is local in real space, the particle pair is generated 
at  the position r of the initial particle. 

3.2.  Particle Annihilation 

Different variants of the single-particle Monte Carlo method can be d e ~ i s e d . ~  The 
variant discussed in Ref. 9 guarantees exact current conservation. The only input 
parameter required is the ratio of negative and positive trajectories, which makes 
the algorithm easy to control. The idea is that from the trajectory tree generated by 
a particle injected at  the contact only one branch is actually traced. For steady state 
problems considered here a phase space mesh can be utilized, on which numerical 
particles are temporarily stored. An annihilation mesh is introduced for each valley- 
type. The meshes are defined in the three-dimensional phase-space, spanned by one 
spatial and two momentum coordinates. 

3.3.  Coupling to the Poisson Equation 

A self-consistent iteration scheme between Wigner MC and the Poisson equation is 
implemented. The adopted scheme, which is similar to the Gummel iteration scheme 
for the basic semiconductor equations," is commonly used in classical one-particle 
MC simulations." Figure 1 shows the iteration history of the current through a 
Si n-i-n diode for different widths of the intrinsic region. Currents computed using 
Wigner and classical MC show similar convergence behavior. 
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Fig. 2. Normalized ballistic currents calculated classically and quantum mechanically. Results from 
Wigner MC and the Schrodinger solver are in good agreement. The potential profile is obtained 
from a device simulation of a 10 nm gate length DG MOSFET. 

4. Results 

The described MC method can be used for routine device simulations. For the 
purpose of verification, the first example assumes a frozen potential profile from a 
10 nm gate length double-gate MOSFET. Figure 2 compares the quantum ballistic 
currents as obtained from a collision-less Wigner MC simulation and from a numer- 
ical Schrodinger solver. Good agreement is observed. The quantum ballistic current 
is higher than the classical ballistic current due to an additional contribution from 
carriers tunneling through the potential barrier. 

To study the effects of scattering and tunneling on the device characteristics 
we consider Si n-i-n diodes with the length W of the intrinsic region ranging from 
20 nm down to 2.5 nm. The doping profile is assumed to increase gradually from 
the intrinsic region to the highly doped contact region over the same distance W .  
Three transport models are compared: Wigner equation and Boltzmann equation 
with electron-phonon and ionized-impurity scattering included, yielding currents 
IWIG and IBTE,  respectively. The Wigner equation without scattering inside the 
intrinsic and transition regions gives the current ICOH (coherent). Figure 3 shows 
that the effect of scattering reflected in the difference ICOH - IWIG decreases with 
decreasing device length. However, even for W = 2.5 nm the relative difference in the 
currents is still of the order of 25%, indicating that scattering cannot be neglected. 
Also shown is the current difference due to tunneling, IWIG - IBTE. Clearly, this 
current component rises with reduced barrier width. 

5 .  Discussion 

When using the Wigner equation for numerical simulation one should be aware 
of several peculiarities inherent to that approach. This approach is useful for a 
certain class of problems only, as briefly outlined below. 
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5 0 0  

Fig. 3. Relative difference between currents of an n-i-n diode calculated using different transport 
models: Wigner MC with and without scattering in the intrinsic region (squares); Wigner MC and 
classical MC (diamonds). 

5.1. Interpretation of the Results 

In many cases the quantities of interest are certain moments of the phase space 
distribution and not the full distribution itself. As in the classical case, the carrier 
density is given by the zeroth order moment and the current density by the first 
order moment. The second order moment is an energy like quantity. Its physical 
interpretation, however, is not obvious in the Wigner representation, but can be 
appreciated in the wave function representation. 

In terms of the density operator p ( t )  the carrier density is given by the diagonal 
element, n(r, t )  = (rl @(t)  lr), where Ir) is the single-particle position eigenstate. 
With the momentum operator hk the kinetic energy is related to the diagonal 
element of the operator k2@. This operator needs to be symmetrized to guarantee 
real valued diagonal elements. For the symmetrized operator h2(k2@ + @k2)/(27n*) 
the diagonal element evaluate to1' 

4.) = C P i ( E ,  - w-))lQ%(~)12, (7)  
a 

where +i denote the wave functions, Ei the eigen-energies, and p ,  the probabil- 
ities determining the mixed state of the system. 

The energy density in Eq. (7) can become negative in tunneling regions where 
the energy of one or more states is below the band edge, Ei < V(r) .  Transformation 
of Eq. (7) into the Wigner representation gives" 

Thus, the kinetic energy density is not simply given by the second moment of the 
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Fig. 4. Mean kinetic energy of electrons (solid line) in a resonant tunneling diode calculated from 
Eq. (8). In the tunneling barriers (dashed line) the mean kinetic energy is negative. 

Wigner function. A correction proportional to  the second derivative of the electron 
concentration is required. Figure 4 shows the kinetic energy density of electrons 
and the conduction band profile for a resonant tunneling diode. 

5.2. The Bound-states Problem 

For energy eigenstates, &(r, t) = qn(r, 0) exp ( - E , t / f i )  the density matrix is time- 
independent, pnn( r l ,  1-2, t) = $:(rl, 0) Qn(r2, 0). In this case the system Hamil- 
tonian and the density operator commute, and the quantum Liouville equation 
reduces to 

This trivial equation, which does not contain the system Hamiltonian any longer, 
cannot determine bound-state density matrix. However, any given bound-state den- 
sity matrix is time-independent and will satisfy this equation. 

Since the quantum Liouville equation and the Wigner equation are linked by 
the Wigner-Weyl transform, similar arguments hold for the Wigner equation. It 
has been shown in Ref. 13 that bound states cannot be obtained from the following 
Wigner equation for ballistic motion: 

The harmonic oscillator is an example clearly demonstrating this problem. If the 
potential is a quadratic function of position, V(r) = m * ~ ~ 1 1 1 ~ / 2 ,  the Wigner 
equation (10) reduces to the corresponding classical Liouville equation, with 
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F(r) = -m*w2r being the classical force: 

This equation propagates an initial distribution classically. Therefore, the single 
equation (10) is not completely equivalent to the Schrodinger equation. In the 
literature two independent solutions of this problem have been proposed. 

Carruthers and Zachariasen13 start from the Schrodinger equation and derive 
an adjoint Wigner equation. If this adjoint equation is considered in addition, the 
usual Schrodinger eigenvalue problem can be reconstructed from the two Wigner 
equations. The adjoint equation is obtained from a density matrix equation involv- 
ing the an t i -c~rnrnuta tor ,~~ [H, @]+ = 2 ~ @ ,  and takes the following form 

fi2 ( lkI2 - iV:) fmn(k, r) - Vw(k - k', r) fmn(k', r) d3k' 
2m* J' 

The E ,  are the eigenvalues of the Hamiltonian. For m = n one obtains the bound- 
state Wigner functions, which are real valued. The case m # n gives complex 
functions. The entire set of fmn(k,  r) form a complete orthonormal set for all Wigner 
functions. 

Tatarskii14 takes as foundation the Wigner representation of quantum mechan- 
ics. The solutions of the Wigner equation have to be subjected to a necessary and 
sufficient condition which selects an allowed class of Wigner distributions describ- 
ing quantum-mechanical pure states. The condition can be formulated in terms of 
the density matrix, obtained by the inverse Wigner-Weyl transform of the Wigner 
function, as f01lows:'~ 

VrlVrZ p(r1, r2) = 0 (13) 

As opposed to the adjoint equation (12), this condition is a pure mathematical one 
and does not contain any information about the system Hamiltonian. When con- 
dition (13) is satisfied, one can reconstruct the wave function up to  a phase factor 
from the Wigner function. Furthermore, it can be shown that from the Wigner 
equation ( lo) ,  with an initial condition satisfying the restriction (13) on the allow- 
able form of pure state Winger functions, the Schrodinger equation  follow^.'^ In 
the case of the harmonic oscillator, the quantization condition for the energy does 
not follow from the Wigner equation, but from the supplementary condition. 

The fact that the Wigner equation alone cannot provide the bound-states of a 
closed system has some implications on the numerical solution methods, especially 
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Fig. 5.  Resonant tunneling structure with a quadratic potential well (a).  The  broadening of the 
first quasi-bound state is in the lop9 eV range (b).  

if the current through the system is determined by quasi-bound states of long life 
time. In this case the energy levels have very little broadening, which indicates 
that the system is almost closed. This situation is illustrated in Fig. 5 for the 
example of a resonant tunneling structure with a quadratic potential barrier. The 
spacing between resonance energies is constant for this potential. The first resonance 
peak of the transmission probability, calculated using a Schrodinger solver, is also 
shown in Fig. 5. To resolve this resonance a highly non-uniform energy grid with 
extremely small spacing around the resonance peaks is needed. The discrete Fourier 
transform utilized by a numerical Wigner equation solver, however, permits only 
equi-distant grids in momentum space. With such a grid the resonances for the 
above example cannot be resolved in practice, and the discrete Wigner equation 
would be ill-conditioned. From this discussion one can conclude that a numerical 
Wigner function approach is applicable only to sufficiently open systems, i.e., to 
systems with not too narrow resonances. 

6. Conclusions 

A Monte Carlo simulator performing a self-consistent numerical solution of 
the Wigner equation has been presented. Dissipation effects are included semi- 
classically through the Boltzmann collision operator. Algorithms for generation and 
annihilation of numerical particles have briefly been reviewed. The quantum MC 
method turns gradually into the classical MC method when the potential profile 
becomes smoother. Therefore, the simulation method can be used, for instance, to 
study the gradual emergence of quantum effects when a device structure is scaled 
down. While the numerical Wigner function approach can also handle the classical 
limit, it is unsuitable do describe closed quantum systems. The bound-state prob- 
lem has been theoretically discussed in detail. It has been shown that the numerical 
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Wigner function approach should only be applied to structures exhibiting not too  
narrow resonances. 
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Undesirable short-channel effects associated with the relentless downscaling of conventional CMOS 
devices have led to the emergence of new classes of MOSFETs. This has led to new and 
unprecedented challenges in computational nanoelectronics. The device sizes have already reached 
the level of tens of nanometers where quantum nature of charge-carriers dominates the device 
operation and performance. The goal of this paper is to describe an on-going initiative on 
nanoHUB.org to provide new models, algorithms, approaches, and a comprehensive suite of freely- 
available web-based simulation tools for nanoscale devices with capabilities not yet available 
commercially. Three software packages nanoFET, nanoMOS and QuaMC are benchmarked in the 
simulation of a widely-studied high-performance novel MOSFET device. The impact of quantum 
mechanical effects on the device properties is elucidated and key design issues are suggested. 

Keywords: NanoHUB; MOSFETs; Quantum effects; Online simulation; NEGF 

1. Introduction 

Rapid progress in nanofabrication technology accelerating the continuous and 
aggressive downscaling of classical CMOS devices and the associated detrimental short- 
channel effects have inspired the emergence of new classes of MOSFETs. To fabricate 
devices beyond current scaling limits, IC companies are simultaneously pushing the 
planar, bulk silicon CMOS design while exploring alternative gate stack materials (high-k 
dielectric' and metal gates), band engineering methods (using strained Si or SiGe2,3,435), 
and alternative transistor structures that include primarily partially-depleted (PD) and 
fully-depleted (FD) silicon-on-insulator (SOI) devices. However, there is a virtual con- 
sensus that the most practically scalable variety of all these devices, that are in the focus 
of many researchers' study today, are double-gate SO1 MOSFETs with a sub-10 nm gate 
length, ultra-thin, intrinsic channels and highly doped (degenerate) bulk electrodes-see, 
e.g., recent reviewshi7 (and Figure 1). In such transistors, short channel effects typical for 
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their bulk counterparts are minimized, while the absence of dopants in the channel
maximizes the mobility and hence drive current density.

These advanced MOSFETs may
be practically implemented in several
ways including planar, vertical, and
FinFET geometries. However, several
design challenges have been identified
such as a process tolerance requirement
of within 10% of the body thickness
and an extremely sharp doping profile
with a doping gradient of 1 nm/decade.
The SIA forecasts that this new device
architecture may extend MOSFETs to
the 22 nm node (9-nm physical gate
length) by 2016. Intrinsic device speed
may exceed 1 THz and integration den-
sities will be more than 1 billion Fig. 1. The model of a widely-studied double-gate SOI
transistors/cm2. MOSFET with ultra-thin intrinsic channel.

2. Nanoscale Device Simulation: Quantum Effects

Semiclassical Boltzmann transport has been the principal support in the field of modeling
and simulations of semiconductor technology since its early development. To date, most
commercial device simulations including the full-band Monte-Carlo (FBMC) method are
based on the solution of the Boltzmann transport equation (BTE) and its simplified
derivatives such as the hydrodynamic (HD) equations and the drift-diffusion (DD) model.
However, for silicon nanoscale devices with active regions below 0.1 microns in
diameter, macroscopic transport descriptions based on drift-diffusion (DD) models are
clearly inadequate8. In the nanoscale regime, the transport is expected to be dominated by
quantum effects throughout the active region. Quantum effects in the surface potential
will have a profound impact on both, the amount of charge which can be induced by the
gate electrode through the gate oxide, and the profile of the channel charge in the
direction perpendicular to the surface (the transverse direction). Also, because of carrier
confinement in the channel, mobility (or microscopically speaking, carrier scattering) will
be different from the three-dimensional (3-D) case. A well known approach to study the
impact of spatial confinement on mobility behavior is based on the self-consistent
solution of the 2D Poisson-lD Schrodinger—2D Monte Carlo, and requires enormous
computational resources as it requires storage of position dependent scattering tables that
describe carrier transition between various subbands. However, in the smallest size
devices, carriers experience very little or no scattering at all (ballistic limit). In such
ballistic limit the question arises if a classical transport approach (BTE) or a full quantum
mechanical approach is appropriate. Various quantum formalisms based on density
matrices, Wigner functions, Feynman path integrals, and non-equilibrium Green's
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functions (NEGF) have been developed and proposed. The Green's functions approach is 
the most exact, but at the same time appears, from the historical literature perspective, as 
the most difficult of all. The nanoHUB.org now features a webpage with introductory 
NEGF materials'. In contrast to, for example, the Wigner function approach (which is 
Markovian in time), the Green's functions method allows one to consider simultaneously 
correlations in space and time or space and energy, both of which are expected to be 
important in nanoscale devices. However, the difficulties in understanding the various 
terms in the resultant equations and the computational burden needed for its actual 
implementation are perceived as a great challenge. However, a successful utilization of 
the Green's function approach commercially is the NEMO (Nano-Electronics Modeling) 
simulator', which is effectively 1-D and is primarily applicable to resonant tunneling 
diodes. This work presented here focuses mainly on the modeling and simulations of the 
size-quantization effect within a fully quantum mechanical NEGF approach and a 
quantum-corrected Monte Carlo transport framework for 2-D MOSFET structures. 

3. Community Nanoscale MOSFET Softwares 

The Network for Computational Nanotechnology (NCN, http://www,ncn.purdue.edu) is a 
multi-university, NSF-fimded initiative with a mission to lead in nanotechnology research 
and education as well as outreach to students and professionals by offering a set of cyber 
services (accessible through the nanoHUB portal www.nanoHiJB.org) including 
interactive online simulation, tutorials, seminars, and online courses packaged using e- 
learning standards. In the past 12 months", the educational and outreach services were 
accessed by over 16,200 users. More than 3,500 users performed over 94,000 online 
simulations. Over 30 applications are available online ranging from toy models to 
sophisticated simulation engines not yet available commercially. All the NCN services 
are freely open to the public. 

NanoHUB is dedicated to offer services to real users such as experimentalists and 
educators, not to computational scientists alone. Therefore, a user friendly GUI is 
required for these tools to be operated by non-experts. The tool should be available for 
anybody without any installation requirements. From a deployment perspective the tool 
development and GUI development must be streamlined, the codes must be 
benchmarked, and quality tested, and adequate computational resources must be 
available. Rappture is the new nanoHUB.org created toolkit that enables the rapid 
development of GUIs for applications. Two approaches can be followed: (1) The legacy 
application is not modified at all and wrapper script translates Rappture I/O to the legacy 
code. (2) Rappture is integrated into the source code to handle all I/O (see Figure 2). The 
first step is to declare the parameters associated with one's tool by describing Rappture 
objects in the Extensible Markup Language (XML). Rappture reads the XML description 
for a tool and generates the GUI automatically. The second step is that the user interacts 
with the GUI, entering values, and eventually presses the Simulate button. At that point, 

a Data as of September 2006. Updated information can be found at http://nanoHUB.org/usage/ 
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Rappture substitutes the current value for each input parameter into the XML description,
and launches the simulator with this XML description as the driver file. The third step
shows that, using parser calls within the source code, the simulator gets access to these
input values. Rappture has parser bindings for a variety of programming languages,
including C/C++, Fortran, MATLAB, Octave, Python, Perl, and Tel. And finally, the
simulator reads the inputs, computes the outputs, and sends the results through run file
back to the GUI for the user to explore.

Fig, 2, Rappture; Revolutionizing tool development.

internet f

1 ::8:3:̂ ^̂ iijB8i8B î I

Remote desktop (VNC)

TeraGridTT "*
Cluster

Fig. 3. Remote access to simulators and compute power.

The process of web-based deployment of these tools is depicted in Figure 3. A user
visits the www.nanohub.org site and finds a link to a tool. Clicking on that link will cause
our middleware to create a virtual machine running on some available CPU. This virtual

machine gives the user his/her own private file system. The middleware starts an
application and exports its image over the Web to the user's browser. The application
looks like an Applet running in the browser. The user can click and interact with the
application in real time taking advantage of high-performance distributed computing
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power available on local clusters at Purdue University. Large scale calculations will soon 
be launched on the NSF TeraGrid or the open science grid. The following sections 
present three in-house software packages namely nanoFET, nanoMOS and QuaMC and 
benchmark these tools in the simulation of a widely-studied high-performance novel 
MOSFET device. 

3.1 nanoFET 

nanoFET is a newly developed tool, based on the research performed at NASA", that 
simulates quantum mechanical size quantization in the inversion layer and phase coherent 
and ballistic transport properties in two-dimensional MOSFET devices. The overall 
simulation framework consists of the real-space effective mass NEGF equations solved 
self-consistently with Poisson's equation. Solution of this set of equations is 
computationally intensive. Hence, nonuniform spatial grids are essential to limit the total 
number of grid points while at the same time resolving physical features. A novel 
algorithm for efficient computation of electron density without complete solution of the 
system of equations even in the presence of nonzero self-energies throughout the device 
has been used in this sim~lator '~ '~.  The numerical problem consists in computing the 
diagonal elements of the matrix G' = [ EI - H -El-' (retarded Green's function) and 
G' = GZ<G' (electron correlation Green's function), where E is the energy level, H is 
the device Hamiltonian matrix, and Z and Z< are self energies ( t  denotes the transpose 
conjugate of a matrix). The algorithmic flow is based on Dyson's equation solved 
through recursive Green's function approach. nanoFET has been parallelized with 
Message Passing Interface (MPI) and ported to various computing platforms at Purdue 
University. The MPI is applied in the integration procedure to calculate the charge 
density over the energy spectrum while the Green's function at each energy point is 
calculated by a serial algorithm. The resulting speed-up factor (Figure 4) shows a 
satisfactory scaling behavior for up to 32 processors. The reason of a declining behavior 
beyond 32 processors is attributed to the increased amount of time used in various MPI 
communication calls (right panel of Figure 4) that are implemented immediately after the 
parallel computation in order to exchange and gather large amount and size of data 
among the processors. 
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Fig. 4. (Left) nanoFET parallel performance. (Right) MPI timing diagram. 

45 



490 S. Ahmed et al. 

3.2 nanoMOS 

nanoMOS is a 2-D simulator for thin body (less than 5 nm), fully depleted, double-gated 
n-MOSFETs. A choice of five transport models is available (drift-diffusion, classical 
ballistic, energy transport, quantum ballistic, and quantum diffusive). The transport 
models treat quantum effects in the confinement direction exactly and the names indicate 
the technique used to account for camer transport along the channel. The quantum 
transport models are based on mode-space method within an effective mass 
approximation. The use of a mode space approach produces high computational 
efficiency that makes the quantum simulator practical for extensive device simulation and 
design. Scattering in the device can also be treated by a simple model that uses so-called 
Buttiker probes". 

3.3 QuaMC 

QuaMC is a quasi three-dimensional quantum-corrected semiclassical Monte Carlo 
transport simulator for conventional and non-conventional MOSFET devices. A 
parameter-free quantum field approach has been developed and utilized quite 
successfully in order to capture the size-quantization effects in nanoscale MOSFETs. The 
method is based on a perturbation theory around thermodynamic equilibrium and leads to 
a quantum field formalism in which the size of an electron depends upon its energyt2. 
This simulator uses different self-consistent event-biasing schemes for statistical 
enhancement in the Monte-Carlo device simulations has been pre~ented'~.  Regarding the 
Monte Carlo transport kernel, the explicit inclusion of the longitudinal and transverse 
masses in the silicon conduction band is done in the program using the Herring-Vogt 
transformation. Intravalley scattering is limited to acoustic phonons. For the intervalley 
scattering, both g- andfphonon processes have been included. 

4. Simulation Results and Discussion 

Figure 1 shows the simulated DG FET device structure, which is similar to the device 
reported in Ref. 7. For quantum transport simulation purposes only the dotted portion of 
the device which has been termed as the intrinsic device is taken into considerations. The 
device was originally designed in order to achieve the ITRS performance specifications 
for the year 2016. The effective intrinsic device consists of two gate stacks above and 
below a thin silicon film. For the intrinsic device, the thickness of the silicon film is 3 nm. 
Using a thicker body reduces the series resistance and the effect of process variation but 
it also increases the short channel effects (SCE) due to lesser control on the channel 
charge. From SCE point of view, a thinner body is preferable but it is harder to fabricate 
very thin films of uniform thickness, and the same amount of process variation (%lo%) 
may give intolerable fluctuations in the device characteristics. For the simulated intrinsic 
device, sourceldrain width is 3 nm. The top and bottom gate insulator thickness is 1 nm, 
which is expected to be near the scaling limit for Si02. For the gate contact, a metal gate 
with tunable workfunction, @G, is assumed, where QG is adjusted to 4.188 to provide a 
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specified off-current value of 4 pA/lm. The background doping of the silicon film is 
taken to be intrinsic, however, to take into account the diffusion of the dopant ions, the 
doping profile in the SiD extensions is graded with a coefficient of g which equals to 1 
decinm (Figure 1). The doping gradient, g, affects both on-current and off-current. 
According to the ITRS roadmap, the high performance (HP) logic device would have a 
physical gate length of LG = 9 nm at the year 2016. At this scale, 2-D electrostatics and 
quantum mechanical effects both play an important role. Values of all the structural 
parameters of the device are shown in Figure 1. 
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Fig. 5. Benchmarking nanoFET against nanoMOS: 
Transmission profile for a system with zeroiflat 

potential applied in the device region. 

Fig. 6 .  Benchmarking of QuaMC against 
SCHRED: Variation of the sheet electron density 
versus gate voltage in a MOS capacitor structure. 

The newly developed nanoFET simulator is first benchmarked against the nanoMOS 
simulator in the non-selfconsistent calculation of transmission under zeroiflat potential 
distribution throughout the device region. The resulting transmission profile is shown in 
Figure 5. The curve marked as m, on this plot corresponds to the (nanoFET derived) 
transmission in the primed valleys (m, = 0. 19mo) and that marked as mi corresponds to the 
unprimed valleys (ml = 0.98mo). The two topmost curves give the net transmission from 
nanoFET and nanoMOS. Noticeable is the reasonable agreement in the ground and 
excited state energy levels thus validating the approaches used to calculate the underlying 
Green's functions. 

To verify the validity of the effective quantum field approach integrated in QuaMC 
simulator, self-consistent simulations of MOS capacitor structures have been performed 
and the reduction in the sheet electron density due to the band-gap widening effect is 
calculated. The simulation results are shown in Figure 6. Notice the excellent agreement 
behveen the SCHRED simulation data for the sheet electron density and the simulation 
results obtained from QuaMC. SCHRED is a 1-D Schrodinger-Poisson solver that is also 
available on the nanoHUB.orgi4. 

Next, the intvinsic device is simulated, within a ballistic approximation, to study the 
impact of size-quantization effects on the DG MOSFET performance. Figure 7 shows the 
total transmission vs. energy profile for a bias of Vc = 0 V and VD = 0.4 V computed in 
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nanoFET. Note that the steps in the plot correspond to the subband levels due to channel 
quantization. Two main features in this plot are: (a) the integer values at the total 
transmission plateaus, (b) existence of a slope (not sharp) near the subbands which has 
significant impact on determining the current. The corresponding density of states peaks 
at the lateral confinement resonance level in the channel region. Figure 8 shows the 
current vs. energy plot where the increase in current for VD = 0.4V (-0.49 pA/pm) as 
compared to that for VD = 0.05V (-0.22 pA/pm) is due to an increase in both the 
tunneling (compare the shaded areas) and the thermionic components. 
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Fig. 7. nanoFET total transmission and density of 
states (DOS) vs. energy plot. 

Fig. 8. nanoFET current vs. energy plot for two 
applied drain biases. 

The device ballistic output characteristics are shown in Figure 9. All these 
simulations were performed on nanoHUB.org. For benchmarking purposes, apart from 
the device specifications, mentioned below is a list of key simulator parameters. (a) 
nanoMOS A well-tempered DG MOSFET was chosen with low-field mobility = 300 
cm2N/s, Caughy-Thomas parameter = 2, oxide-penetration was neglected, self-consistent 
convergence parameter = 1 .OE-3, Poisson convergence parameter = 1 .OE-6, all valleys 
were considered with 1 subband in each valley, the dual-gate and the Fermi-Dirac flags 
were activated. (b) nanoFET: nonuniform adaptive energy grid with a size (number) of 
5 12 was used, resonance in the active region was included, full-simulation mode Poisson 
equation being solved self-consistently with an iteration number of 10, mass-anisotropy 
was included, both the d and G’ were calculated, backward recursion flag was turned 
on, 16 computing nodes with 1 processor/node were used. (c) QuaMC: Monte Carlo 
simulation time was 2ps with a time-step of O.lfs, event-biasing flag was turned off, 
quantum correction flag was turned on for quantum-mechanical and off for classical 
calculations, for ballistic transport all the scattering switches were off and for dissipative 
transport they were turned on. As shown in Figure 9, for a device with 3nm film 
thickness, although at low drain biases there remains slight discrepancy in the results 
obtained from the nanoFET and nanoMOS simulations, they tend to overlap at higher 
drain voltages. The QuaMC simulations were also found to produce almost the same 
current as those obtained from fully quantum mechanical counterpart. 
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Fig. 9. Output characteristics for ballistic transport: 
Comparison of different simulators. 

Fig. 10. Dissipative transport through nanoMOS 
and QuaMC: Impact of channel thickness. 

Finally, simulation results for dissipative transport (a) without quantization from 
classical QuaMC and (b) with quantization obtained from nanoMOS and QuaMC are 
compared. The output characteristics are shown in Figure 10. Devices with both 3 nm and 
2 nm channel thickness are used with a gate bias of 0.4 V. The salient features of this 
figure are: (1) Even with an undoped channel region, the devices achieve a significant 
improvement over the short channel effects (SCEs) as seen from the near-flat nature of 
the curves in the saturation region. This is due to the use of the two gate electrodes and an 
ultrathin SO1 film which makes the gates gain more control on the channel charge. (2) 
Reducing the channel SO1 film thickness to 2 nm further reduces the SCEs (saturation 
region has a reduced slope). (3) Comparing the classical and quantum mechanical 
simulations in both the devices, one can see that that the impact of quantization effects 
(percentage change in drain current) reduces with an increase in drain voltage. Higher 
biases primarily open all the available channels and quantum mechanical and classical 
calculations agree more closely. (4) Reduction in the drain current is more in 2 nm case 
throughout the range of the applied drain bias because of the stronger physical 
confinement. ( 5 )  Comparing the 3 nm and the 2 nm cases (classical or quantum 
mechanical), the increase in the percentage reduction in the drive current at higher drain 
biases is due to the series resistance effect in the thinner device. (6) Finally, the 
comparison between the quantum potential formalism and the NEGF approach for the 
device with 3 nm film thickness shows reasonable agreement which further establishes 
the applicability of these methods in the simulations of different technologically viable 
nanoscale classical and nonclassical MOSFET device structures. 

5. Conclusion 

NCN aims at the development of new community codes that provide the nanoscience 
research community with new capabilities and lay a foundation for a new generation of 
CAD tools that will pave the way to ground breaking nanotechnology devices. In the past 
12 months, the educational and outreach services were accessed by over 16,200 users. 
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More than 3,500 users performed over 94,000 online simulations. We have presented 
benchmarking results obtained from nanoFET, nanoMOS and QuaMC, validating the 
applicability of these nanoHUB.org tools in the simulations of future nanoscale 
MOSFETs, that show the importance of quantum effects in these novel devices. 

Acknowledgments 

Supported by the Indiana 2lSt Century Fund and National Science Foundation under 
Grant No. EEC-0228390. The computational resources of nanoHUB.org have been 
utilized. Discussions with Dragica Vasileska and Sayed Hasan are acknowledged. 

References 

1. W. Zhu, J. P. Han, T. P. Ma, “Mobility Measurement and Degradation Mechanisms of 
MOSFETs Made With Ultrathin High-k Dielectrics”, IEEE Trans. Elect. Dev., 51, 98 (2004). 

2. Welser, J. L. Hoyt and J. F. Gibbons, “NMOS and PMOS transistors fabricated in strained 
silicodrelaxed silicon-germanium structures”, IEDM Tech. Dig., 1000 (1 992). 

3. D. Vasileska and S. S. Ahmed, “Narrow-Width SO1 Devices: The Role of Quantum 
Mechanical Size Quantization Effect and the Unintentional Doping on the Device Operation”, 
IEEE Transactions on Electron Devices, 52, 227 (2005). 

4. D. Vasileska, G. Formicone and D.K. Ferry, “Doping dependence of the mobility 
enhancement in surface-channel strained3 layers,” Nanotechnology, 10, 147 (1999). 

5. R. Oberhuber, G. Zandler, and P. Vogl, “Subband structure and mobility of two-dimensional 
holes in strained Si/SiGe MOSFET’s,“ Phys. Rev. B, 58, 9941 (1 998). 

6 .  Thomas J.  Walls, Victor A. Sverdlov, and Konstantin K. Likharev,”Nanoscale SO1 
MOSFETs: a comparison of two options,” Solid-state Elect., 48, 857 (2004). 

7. Sayed Hasan, Jing Wang, and Mark Lundstrom,” Device design and manufacturing issues for 
10 nm-scale MOSFETs: a computational study,” Solid-State Elect., 48, 867 (2004). 

8. N. Sano, A. Hiroki, K. Matsuzawa, “Device modeling and simulation toward sub-l0nm 
semiconductor devices,” IEEE Trans. Nunotechno[ogy, 1,63 (2002). 

9. littDs:!/www.nanoli~ib.ore:toDjcslnenf theory 
R. Lake, G. Klimeck, R.C. Bowen, and D. Jovanovic, J. Appl. Phys., 81,7845 (1997). 

10. A. Svizhenko, M. P. Anantram, T. R. Govindan, B. Biegel and R. Venugopal, “Two 
Dimensional Quantum Mechanical Modeling of Nanotransistors”, Jour. of Appl. Phys., 91, 
2343 (2002). 
Iit~:~.’www.nanohub.or~simulation toolsinanoFET tool information 

11. 2. Ren, R. Venugopal, S. Goasguen, S. Datta and M. Lundstrom, “nanoMOS 2.5: a two- 
dimensional simulator for quantum transport in double-gate MOSFETs,” IEEE Trans. 
Electron. Dev., 50,9, 1914, (2003). 
htt~s://~vww.nanohub.ore/simulation tools/nanomos-3 tool information 

12. S. Ahmed, C. Ringhofer, D. Vasileska, “Parameter-Free Effective Potential Method for Use in 
Particle-Based Device Simulations”, IEEE Transactions on Nanotechnology, 4,465 (2005). 
httv://w\~~~.naiiolitib.~~r~/simulatioii tools/ouainc?d tool information 

13. M. Nedjalkov, S. Ahmed, and D. Vasileska, “A self-consistent event biasing scheme for 
statistical enhancement”, Journal of Computational Electronics, 3, 305 (2004). 

14. SCHRED simulations performed on nanoHUB.org. 

50 



International Journal of High Speed Electronics and Systems 

@ World Scientific Publishing Company 
VOI. 17, NO. 3 (2007) 495-499 World Scientific 

www.worldscienl i f ic .com 

POSITIVE MAGNETO-RESISTANCE IN A POINT CONTACT : 
POSSIBLE MANIFESTATION OF INTERACTIONS. 

V. T. RENARD 
N T T  Basac Research Laboratoraes N T T  corporataon, 3-1 Moranosato Wakamzya, 

Atsuga, Kanagawa 243-0198, Japan 

T OTA 

N T T  Basac Research Laboratones N T T  corporataon, 3-1 Morznosato Wakamaya, 
Atsuga, Kanagawa 243-0198, Japan and 

SORST-JST 4-1-8 Honmacha, 
Kawaguchs, Saatama 331-0012, Japan 

N. KUMADA 

N T T  Basac Research LabOTatOTaeS N T T  corporataon, 3-1 Monnosato Wakarnaya, 
Atsuga, Kanagawa 243-0198, Japan 

H. HIRAYAMA 

N T T  Basac Research Laboratoraes N T T  corporataon, 3-1 Moranosato Wakamaya, 
Atsuga, Kanagawa 243-0198, Japan and 

S O R S T - J S T  4-1-8 Honmacha, 
Kawagucha, Saatama 331-0012, Japan and 
Department of Physacs, Tohoku Unaversaty 

Sendaa 980-8578, Japan 

We report a non-monotonic and strongly temperature dependent magneto-resistance 
observed in clean quantum point contacts. At the same time the conductance of the 
point contact varies linearly with temperature. This unexpected behavior may be related 
to electron-electron interactions. 

Keywords: Quantum point contact; electron-elcctron interaction. 

1. Introduction 

Since the first realization of semiconductor based systems',' experimentalists have 
been able to study point contacts in the quantum limit (both the mean free path 
and Fermi wave length are comparable to the contact dimensions). This achieve- 
ment was soon followed by a huge amount of experimental and theoretical attention 
(see Ref. 3 and references therein). One of the most emblematic effect is the quan- 
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tization of the conductance of quantum point contact (QPC) in units of 2 x e 2 / h  
which can be explained by one-particle quantum physics3. Further support for this 
simple picture is the appearance of plateaus at  odd multiples of e 2 / h  in a large 
magnetic field which evidence the Zeeman splitting of the 1D modes. At present 
the main activity concerning QPCs is concentrated on the first conductance plateau 
below which an additional step forms around 0.7 x ( 2 e 2 / h ) .  This plateau evolves 
continuously to the lowest spin-resolved plateau at  e 2 / h  as in-plane magnetic field 
is increased. This suggests a possible spontaneous spin polarization, presumably 
due to electron-electron interactions. 
The purpose of the present report is to show that in high quality QPCs the 
high conductance curves also reveals features that may be attributed to electron- 
electron interactions. We have measured a strongly temperature dependent and 
non-monotonic magneto-resistance (MR) which could not be described by the ex- 
isting one particle description. 
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Fig. 1. a) Magneto-resistance of the sample for different temperatures. The arrow shows the 
temperature independent point. Thc geometry of the split gate is also displayed. b) Hall resistancc 
of the sample for T=400 mK and T=3.5 K. 
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2. Experiment 

The point contacts were defined using the split gate depletion to de- 
fine a nano-scale point contact between two adjacent niacroscopic two-dimensional 
electron gases (2DEG). The initial 2DEG had a low temperature mobility of 4 x lo6 
cm2/Vs for a density of n, = 1011 cm-’. The top split gates were realized using 
up to date electron beam lithography. Several samples with different geometrical 
parameters were studied with a similar result. We will therefore present the results 
concerning one sample with 1.4 pm spaced needle split gates (see Figure 1). The 
sample resistance was recorded in a four terminal configuration using low frequency 
techniques at  low excitation voltage. The sample was studied down to 400 mK and 
up to B = 10 T in a He3 cryostat equipped with a super-conducting magnet. 
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Fig. 2. Conductance of the samplc as as function of temperature. Thc dashed line is a guide for 
the cycs. 

3. Results and discussion 

Figure 1 displays the magneto-resistance of the point contact for a split gate bias 
of -0.5 V which corresponds to a conductance approximately equal to 40 x 2e2/h. It 
can be seen that the resistance increases when a small (less than 20 mT) magnetic 
field is applied at high temperatures. For larger fields the resistance decreases with 
magnetic field. This results in maximum of resistance at  about 20 mT. When the 
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temperature is decreased the resistance at zero magnetic field increases and the 
maximum shifts to lower fields. Eventually the magneto-resistance becomes entirely 
negative for the lowest temperature. Figure 2 shows that the conductance of the 
sample at B = 0 T varies linearly with temperature between 400 mK and 3.5 K.  
Signs of a possible saturation may be seen at the lowest temperature. 
Let us now discuss these results starting from the magneto-resistance. It was shown 
early that applying a magnetic field perpendicular to the device leads to a decrease 
of the resistance of the quantum point contacts5. This can be explained by the fact 
that the constriction becomes gradually transparent to the edge states of the 2D 
adjacent wide regions. The associated negative magneto-resistance was written5 as 
follows : 

where Nmin and Nruzde are the number of occupied states in the constriction 
and in the wide regions respectively. Their magnetic field dependence is expressed 
in Ref. 5 .  The negative magneto-resistance that we observe at  larger fields is related 
to this phenomenon. Indeed Eq. 1 fits the high field (B > 20 mT) data very well 
We used I c f  (Fermi wave vector) and W (with of the constriction) as parameters 
and obtained W = 1.2 f 0.02 pm and k ,  = (9.32 z t  0.7) x lo7 m-l, comparable to 
the lithographic sizes and density. Equation 1 however does not explain the small 
temperature dependence of the slope of the magneto-resistance a t  high fields which 
can be mainly attributed to an apparent variation of the Fermi wave vector. We 
have at  the moment no explanation for this renormalization. 

Let us now discuss the central result of this study : the non-monotonic magneto- 
resistance. Several origins have been already discussed in the l i t e r a t ~ r e ~ , ~ .  It was 
shown in Ref. 6 that a positive magneto-resistance could appear in long quasi one- 
dimensional systems if the probability of diffusive scattering by the boundaries is 
non zero. This effect can be discarded in our case for three reasons. First in this 
case the maximum of the resistance was precisely observed to occur at  W/1, = 0.55, 
where 1, is the cyclotron radius6. In our measurement the maximum occurs at  
W/1, < 0.2. Also contrary to our measurement, the phenomenon was shown to be 
completely temperature independent for T < 20 K '. Finally the effect cannot be 
observed for short constrictions like ours since boundary scattering doesn't exist6. 
Another possible origin of the positive magneto-resistance is the hydrodynamic ef- 
fects first discussed by Gurzhy et  a17. They considered the interplay of electron 
electron interactions and boundary scattering and showed that it could result in a 
positive magneto-resistance and a linear conductance as function of temperature. 
However, as already stressed boundary scattering is very unlikely to occur in our 
system. If a similar hydrodynamic effect appears in our devices electron-electron 
interactions have to be mediated by another yet unknown mechanism. 
To our knowledge, the last possible origin of the magneto and temperature de- 
pendence of the resistance of our device is the Friedel oscillations. Oscillations of 
the electron density indeed arise close to the boundaries or impurities due to the 
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interference between incoming and reflected electron waves. These oscillations of 
density in turn create an oscillatory potential seen by conduction electrons. This 
acts as an extra scattering potential which is ”switched on” when the temperature 
is decreased as the system becomes coherent. This interaction related scattering 
potential was shown to have a great importance in two dimensional systemsg.’”. It 
could in principle explain the observed strong linear temperature dependence in our 
case. As for the field dependence more theoretical investigations has to be done. 

4. Conclusion 

We have studied clean quantum point contacts which showed unusual temperature 
and field dependencies. This result could not be explained by the single-particle 
picture and may require a many-body treatment. 
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Dcvice paramctcr fluctuations, which arisc from both the stochastic nature of the manufacturing 
proccss and marc fundamentally from the intrinsic discrctcness of charge and matter, are a dominant 
source of dcvicc mismatch in nano-CMOS devices, and a bottleneck to the future yield and 
pcrformance of circuits and systems. Thc impact of such parameter fluctuations is investigated for 
circuits -with a specific excmplar of 6-T SRAM -whose deviccs scale from 35 nm gate length. 
We posit a change in design approach to include the use of statistical compact models as a starting 
point for the devclopment of cell librarics containing fluctuation information necessary for design 
under the constraints of parameter fluctuations, and novel Technology Aided System Design tools. 

Keywords: Intrinsic paramctcr fluctuations; device simulation; circuit simulation 

1. Introduction 

As nano-CMOS device dimensions continue to scale, the relative magnitudes of the 
measured parameter fluctuations within device ensembles inexorably increase, and 
become a dominant sources of device mismatch in the decananometer regime.' Intrinsic 
parameter fluctuations (IPF), a result of the granular nature of charge and matter are, for a 
given device architecture, unaffected by improved process control. They are therefore 
recognized as a crucial bottleneck to the hture yield and performance of CMOS devices 
(using present and anticipated device architectures) and corresponding circuits I systems. 
Figure 1 shows the fluctuations in gate characteristics due to one source of IPF, the 
random configuration of dopants in the channel of a 35 nm bulk MOSFET. 

Historically, the two domains of device and circuit I system design have benefited 
from remaining somewhat orthogonal, but in the decananometer regime it is becoming 
increasingly difficult to perform optimised circuit design without a comprehensive 
understanding of device technology, and vice versa. Under these conditions, with the two 
design areas inextricably entangled, it becomes vitally important to understand the effects 
of IPF not only on devices, but also to assess their effects on circuits and systems. TCAD 
is already an essential tool in the development of new technology nodes, saving up to 25- 
30% on technology development costs.2 If analysis of IPF can be performed by predictive 
simulation, and the TCAD and circuit analysis I ECAD toolflows updated to take account 
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Fig. I . Gate Characteristics of 200 macroscopically identical 35 nm MOSFETs obtained by 'atomistic' device
simulation. (Inset: potential in single FET in which the detailed positions of dopants arc considered).

of statistical effects, then extrinsic and intrinsic fluctuation sources can be investigated,
individually or combined, and their effect on circuits and systems (including on the
circuit and systems design process) predicted. Such assessments can issue an early
warning to industry, dependant on device architecture, as to when the levels of IPF will
become unacceptable under traditional circuit design constraints, and therefore when new
electronics design methodologies and philosophies,3 such as probabilistic design, IPF
aware / tolerated design flows, should be introduced in order to achieve the full benefits
from continued device scaling.

In this paper, a hierarchical, statistical device to circuit simulation methodology,
which can push 'design for manufacture' to a new level, is presented, and used to study
the impact of IPF on fundamental circuits. In the next section each hierarchical level of
the statistical process, device and circuit simulations are discussed. The impact of a key
source of IPF, random dopant fluctuations, on exemplar 6-T SRAM cells is then
described - using devices carefully calibrated to a 35 nm physical gate length bulk FET -
and conclusions drawn.

2. Statistical Device Simulation

Physics based simulation is of crucial importance in understanding and predicting the
impact of IPF on the characteristics of each new generation of devices, and corresponding
impact on circuits and systems. We have developed a hierarchical device simulation
methodology which involves two distinct numerical device simulation stages and a
statistical compact modelling stage. Firstly, device models constructed in the Taurus
simulation suite from Synopsys4 are calibrated against a real device structure and process
flow - in this case a 35 nm physical gate length transistor from Toshiba.5 From this
physical device, realistic device structures scaled to 25, 18 and 13 nm physical gate
length (which will be referred to as the "25 nm generation", "18nm generation" and
"13 nm generation" respectively below) are derived based on the guidelines for the 65, 45
and 32 nm technology nodes from the 2003 ITRS.2 The devices have EOTs of 0.65, 0.5
and 0.3 nm, and junction depths of 13, 9 and 8 nm respectively. We assume Vdd of 1.0 V
for the 25 and 18 nm generations and 0.9 V for the 13 nm generation. Doping profiles
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and physical parameters are fed to the Glasgow 3D 'atomistic' simulator,6 which 
incorporates Density Gradient corrections for both electrons and holes to provide 
resolution of discrete dopants.' Sources of fluctuations incorporated into the simulator 
include: line edge roughness,' interface roughness,8 the granular structure of the 
polysilicon gate' and variation in high-lc gate stake morphology" - allowing statistical 
analysis of the key sources of IPF in both traditional MOSFET architectures, partially 
depleted, and ultra-thin-body SO1 devices. 

Source and drain extentions (As) and 
lE2' 1 ,/" Channel implantation (in) profiles 
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Fig. 2. The calibrated doping profiles of the 35 nm physical gate lcngth nMOSFETs used in this study. 

'Atomistic' simulation results are shown in Fig. 2, based on a simulation ensemble of 
200 devices, populated with random configurations of dopants, and therefore subject to 
random dopant fluctuations (RDF). These cause significant drain current and 
subthreshold slope variation in weak inversion due to the lack of significant inversion 
layer screening. Simulation results show the off-current of 35 nm channel length devices 
spreading from 2 pA/pm to 8 nA/pm, more than two orders of magnitude in value, and 
enough to cause serious difficulties for standby power dissipation control in any circuit 
constructed from these devices. Secondly, RDF causes the well documented threshold 
voltage fluctuations. Simulation results show that the threshold voltage standard 
deviation d V ~ h  for 35 nm channel length devices is more than 20% of the mean VTh, 

indicating that significant on-current fluctuations will occur. Thirdly, there will be 
significant variations in the high drain bias characteristics due to electrical field 
fluctuations in saturation because of the lack of inversion layer screening near the drain I 
pinch-off. Finally, RDF causes DIBL variation through effective doping profile 
fluctuations. These last two factors can be considered as high field fluctuation effects and 
they have a joint impact on the saturation behaviour. If we use AV,h/AVd as a figure of 
merit to describe the electrostatic characteristics at high drain bias, the standard deviation 
caused by RDF is around 10% of the mean value for 35 nm devices. 

In order to investigate the impact of IPF at circuit level, statistical device simulation 
results should be transferred into compact models. The purpose of compact model is to 
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reproduce (not predict) the device characteristics in a computationally efficient way in 
order to make accurate circuit simulation practicable. The reproduction of device 
characteristics is achieved through a compact model parameter extraction procedure. 
Although physical understanding is crucially important in compact model development, it 
is unfeasible to build an efficient compact model based on a detailed physical device 
description (for example, surface potential based models are usually based on the classic 
physical description of a 1D ideal MOSFET structure, which should be a completely 
inappropriate basis for nano-scale devices). No matter whether the compact model is so 
called physically based or not, the ability to accurately reproduce real device 
characteristics, computation efficiency, and model flexibility are three essential 
requirements for statistical compact modelling. In this study, BSIM" models have been 
chosen to demonstrate the feasibility of the hierarchical simulation methodology.'2 

Statistical compact model extraction results from two extreme cases of devices 
subject to random dopant fluctuations are illustrated in Fig. 3. Although only device gate 
characteristics are inputs to this statistical parameter extraction stage, good agreement for 
drain characteristics has been achieved for all device generations, which confirms that 
gate characteristics contain most of the information on 'atomistic' fluctuations important 
to device operation. 

. - - -  u-( +-+--- 
0 0  02 0 4  0 6  0 8  

Vds (v) 

Fig. 3 .  Comparison between BSIM3v3 and 'atomistic' simulator result for two extreme 35 nm cascs 

3. Impact of Intrinsic Parameter Fluctuations on Circuits 

A set of statistical compact model libraries are built based on the statistical parameter 
extraction results for 35, 25, 18, and 13 nm physical gate length devices. This forms the 
basis of Monte Carlo circuit simulation, carried out to investigate the impact of IPF at 
circuit level, with the speed of standard SPICE simulation, but with similar accuracy over 
the ensemble to that which can be obtained by 3D 'atomistic' simulation at a device level. 

3.1. Impact of RDF on 6 - T S M M  Cells 

CMOS S U M  memory plays a critical role in modem microprocessors and System-on- 
Chip platforms. Due to their constrained cell area SRAM cells are notoriously sensitive to 
IPF. The result of static transfer characteristics for SRAM with cell ratio = 1 under the 
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influence of RDF is shown in Fig. 4, with the schematic of a 6-T SRAM cell illustrated
inset. M2 and M4 are driver transistors, with M5 and M6 access transistors, and Ml and
M3 load transistors. We assume that both NMOS and PMOS transistors have similar
fluctuation properties, with average PMOS drive half that of NMOS. For a cell ratio of 1,
due to RDF, nearly 10% of the 6-T SRAM cells will malfunction at the 35 nm generation
due to RDF, even under conditions entirely free of supply or signal noise.

outt
(volt)

1.2

Fig. 4. The static transfer characteristics of 200 statistical SRAM circuit simulations (Inset: Circuit schematic of
CMOS SRAM).

Increasing the SRAM cell ratio has two benefits for improved static noise margin
(SNM) behaviour. Firstly, a larger cell ratio directly improves cell stability - reflected in
an improved mean SNM value, //. Secondly, a larger cell ratio implies a larger driver WIL
ratio, which will reduce the magnitude of the characteristic fluctuations caused by
random doping effects in the driver transistors, reducing somewhat the deviation a of the
SNM. Figure 5 clearly shows these benefits.

0.00 0.05 0.10 0.15 0.20
SNM (V)

Fig. 5 Distribution of SNM over and ensemble of 200 SRAM cells for the 35 nm generation.

As a guideline, "//-do-" is required to exceed approximately 4% of the supply voltage
to achieve 90% yield for IMbit SRAMs.13 If we consider only the fluctuations caused
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solely by RDF (ignoring all other IPFs), the cell ratio should be at least 3. If other
intrinsic fluctuation sources are taken into account, a larger cell area will be required in
order to achieve reasonable yield. This implies that new design concepts, such as bias
control technology,14 may be needed in order for SRAM to continuously gain the benefits
of further bulk CMOS scaling.

The results for scaled SRAM are shown in Fig. 6. For the 13 nm generation, around
2% of SRAM cells with cell ratio of 2 are not readable even under ideal conditions. The
normalized a of SNM increases from 0.13 for the 25 nm generation, to 0.19 for the 18 nm
generation, and reaches 0.45 for the 13 nm generation. Although the 25 nm generation is
three times better with respect to SNM fluctuation performance compared with the 13 nm
generation at cell ratio of 2, it still cannot meet the "fj-6a" test on yield control.

•|Ii13nm Channel
18nm Channel

fi'ii i"|?5nm Channel

-0.05 0.00 0.05 0.10
SNM (V)

0.15 0.20

Fig. 6. Distribution of SNM over an ensemble of 200 SRAM cells for 25, 18 and 13 nm generations.

Previously we have demonstrated that if both driveability ratio and cell ratio are used
as design parameters to achieve a trade-off between the write noise margin (the minimum
DC noise voltage needed to fail to flip the cell state during a write period where the
intention was to change that cell state) and SNM,14 the scalability of SRAM can be
improved in the decananometer regime. In this study, instead of changing physical
driveability of the access transistor, an access transistor gate bias control technique is
applied to modify the driveability ratio during the reading period. As a result, this
approach does not compromise the write noise margin performance since during the
writing period the circuit can be restored to the optimized value for the writing operation.
Figure 7 shows the improvement in the SNM performance introduced by the access
transistor gate bias control. For 25 nm and 18 nm generations, every 10% decrease in the
access transistor gate bias voltage will introduce approximately 20% improvement of the
mean SNM value and the normalised a. For the 13 nm generation, approximately 30%
SNM improvement can be achieved in exchange of a 10% decrease in the access
transistor gate voltage.

Although issues associated with memory read time are not as critical as SNM for
SRAM functionality, they will affect the overall system performance. SRAM read time
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degradation is the major setback of the access transistor gate bias control approach, and
needs to be taken into account in SRAM cell design. In the transient simulation of SRAM
intrinsic reading performance, we assume 0.05 pF bit capacitance. In order to have
sufficient noise margin, we also assume that the threshold for the sense amplifier is half
of Vdd. The read time is measured as the time taken for the bit line voltage to drop to the
sense threshold (intrinsic reading time). The simulation results are illustrated in Fig. 8.

200-

-= 160-ro

c
(0
Q)

o I3nm, Meai Value
- •- 18nm, Mean Value
-»—25nm. Mean Value

120-

70 80 90

Vg\Vdd(%)

100

Fig. 7. Mean value and SD of SNM against access transistor gate bias, where cell ratio is 2.

Channel Length = 18nm
Cell Ratio = 2

1 2 3 4 5

Reading Time (NS)

Fig. 8. Intrinsic SRAM cell reading time distribution against access transistor gate bias. Inset: mean value of
reading time against access transistor gate bias.

It is clear that the access transistor gate bias has a dramatically impact on the SRAM
cell intrinsic read time performance. For the 18nm generation, a 40% drop in gate
voltage will introduce approximately 150% degradation in the mean value and the a of
the read time. Unlike the impact on SNM performance, the impact of gate bias condition
on the read time has the non-linear behavior, as illustrated in the inset. The 25 and 13 nm
generations show a similar trend. This however provides some trade-off space. In this
study, 80% of VM is chosen as the optimized access transistor gate bias, which roughly
can transfer the similar level of loss on intrinsic reading speed into much needed SNM
improvement. Usually the intrinsic reading speed is much higher than overall reading
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speed, and the benefit in terms of SNM improvement outweighs the detrimental impact 
on overall reading speed loss. This also indicates that new system design philosophy is 
needed in order to tackle the IPF challenge in decananometer regime design: Instead of 
increasing system speed, the emphasis could be shifted into improving the system 
functionality by increasing the device density. 

4. Conclusions 

IPF is one of the main sources of device mismatch in decananometer regime. A 
hierarchical device to circuit simulation methodology has been presented which allows us 
to investigate the impact of IPF on circuit functionality and performance. The effects of 
RDF on SRAM has been discussed in detail and results indicate that new design concepts 
are needed in order to tackle the challenges associated with IPF. It is proposed that this 
hierarchical simulation methodology can provide a vital contribution in the development 
of such new design concepts. 
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The terahertz region is one of the unexplored bands. This papcr first reviews the prescnt status of 
conventional high-speed devices, especially InP-based high electron mobility transistors (HEMTs), 
and addresses the technological problems facing the goal of terahertz opcration. As an altcmativc 
approach to solve these problems, wc dcvclopcd a plasmon-resonant photomixer for realizing a 
coherent terahertz continuous-wave source. Preliminary results on electromagnetic response to 
impulsivc photoexcitation at room temperature are reported briefly. 

Keywords: HEMT; plasmon; photomixer. 

1. Introduction 

Millimeter waves are becoming more popular in our daily lives. For example, the 76- 
GHz radars used as the “eyes” in adaptive-cruise-control systems have been installed in 
several types of luxury cars. Millimeter waves have the advantages over microwaves of 
shorter wavelengths and higher frequencies. A shorter wavelength improves the spacial 
resolution of radars. In addition, the radars using millimeter waves can see objects 
through heavy rain or thick fog, conditions in which ordinary visible cameras cannot see. 
Millimeter-wave imaging systems can be used for applications such as assisting airplane 
landing in fog or detecting concealed weaponry, among others.’ 

The higher frequency of millimeter waves over microwaves is indispensable for 
increasing transmission bitrates in wireless communication systems. Future ubiquitous 
networks will deploy a variety of information-processing and storage devices in the 
home, office, and public environments. These devices will be fixed or mobile and will get 
their energy from power lines, batteries, or even from the environment. Continued 
development of wireless communications, device-to-access point communications, and 
photonic IP networks will thus be crucial for realizing ubiquitous networks. In particular, 
a broad bandwidth will be needed for transmitting a huge amount of data over the 
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network. The bitrate per line is the metric for wired (i.e., metallic or optical fiber)
communication systems. However, the bitrate per unit area (or volume) is an important
factor in evaluating the performance of wireless communication systems. To expand the
metric for wireless communications systems, it is necessary to increase the carrier
frequency and spectral efficiency. The millimeter-wave band and future terahertz band
are very attractive because of their high frequency and high directivity. Although high
directivity is unsuitable for broadcasting, it can help to improve spectral efficiency when
space multiplexing is employed.

Monolithically integrated circuits are indispensable parts of communications
equipment, especially mobile wireless terminals. Device scaling has been the primary
guideline for enhancing device performance (i.e., speed). However, this guideline faces
difficulties of further reducing the device size when the few-tens-of-nanometers region
has been reached. In addition to trying to solve these problems in the case of conventional
devices, a great deal of effort has been expended in producing terahertz devices based on
novel operation principles. Of these devices, plasmon-based ones are very attractive
candidates from the viewpoint of room-temperature operation.2"6

This paper first reviews the present status of millimeter-wave monolithically-
integrated circuits (MMICs) and high-speed device technologies for fabricating MMICs.
It then addresses the technological problems in nanometer-scale high electron mobility
transistors (HEMTs). Finally, our recent work on a newly developed plasmon-resonant
photomixer is described.

2. Present Status of Millimeter-Wave MMICs

Figure 1 shows the evolution of high-frequency analog and high-speed digital integrated
circuits fabricated with semiconductors. Although the operating frequency of analog
circuits has stayed at around 200 GHz for a decade, the operating bitrate of digital circuits
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Fig. 1. Evolution of high-frequency analog and high-speed digital integrated circuits.
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has gradually increased and reached 100 Gb/s.7"" Despite the rapid increase in the
operating bitrate of digital circuits, de-terahertz digital processing will be impossible in
the near future. This means that the terahertz band will be used as RF carriers for wireless
communication systems or intermediate frequencies for optical fiber communication
systems.5

A coherent continuous-wave (CW) source is one of the key devices for constructing
all the electronic and photonic systems. Figure 2(a) shows the room-temperature output

power versus oscillation frequency from the microwave to optical regions, and Fig. 2(b)
shows the output power versus frequency characteristics of transistor oscillators. As is
well known, a terahertz gap exists between electronic and photonic oscillators. Laser
diodes using energy-level transition find it difficult to produce terahertz waves which
correspond to room-temperature thermal energy. The output power of transistor
oscillators is degraded over 100 GHz. This is partly due to the increase in interconnection
loss between the active devices as well as insufficient RF device performance. Oscillators
operating at over 100 GHz, with sufficient output power, are still fabricated with old-
fashioned two-terminal devices such as Gunn diodes. With these devices, however, it is
very difficult to achieve circuit functions (like amplification and mixing) other than
oscillation. A high level of integration will be necessary for fabricating low-cost and
compact wireless equipment. InP-based high electron mobility transistors (HEMTs) and
heterojunction bipolar transistors (HBTs) are superior to Si- and GaAs-based devices in
terms of speed performance.
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optical regions and (b) detail of transistor oscillators.
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3. Problems in Nanometer-Scale HEMTs

The current-gain cutoff frequency (fT) and maximum oscillation frequency (/"max) are
commonly used as measures for the performance of high-speed devices. Figure 3 shows
the evolution of/r andfmax of InP-based HEMTs along with their counterparts, fr's have
increased gradually and reached 560 GHz12 and 600 GHz13 for HEMTs and HBTs,
respectively. On the other hand,/max of InP-based devices has saturated in recent years.
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Fig. 3. Evolution of (a)/r and (b)/max.

When developing high-speed-device technologies, we must understand which device
parameter is the key to enhancing circuit performance. The maximum transition
frequency, at which the real part of the two-terminal impedance vanishes, is given by

fir ~

3r/max || -"-CO ! J

crt.
(1)

for Colpitts oscillators using FETs.14 Here CGS and CGD are the gate-to-source and gate-
to-drain capacitances, respectively. Similar equations may be derived for other circuit
configurations of oscillators. It is very natural that the transition frequency depends on

/max of the device. On the other hand, the maximum operating speed for flip-flops depends

on/?- as well as the transconductance gm and CGD.15 These dependences of oscillators and
flip-flops on device parameters in conjunction with the evolution of/r and/max shown in
Fig. 3 may be one of the reasons for the trend in circuit performance shown in Fig. 1.

Device scaling has been the primary guideline for enhancing device speed. Figure 4
shows the well-known dependences of/r and/max on the gate length of FETs. It is clear
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that/r and, especially,/max tend to saturate below 100 run. This saturation is the short-
channel effects as will be discussed later. According to the International Technology
Roadmap for Semiconductors (ITRS 2003 Edition), fT target value for Si nMOS will be
1.4 THz by 2018.16 However, solutions for attaining this high value are still unclear.
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Fig. 4. Gate-length dependences of (a) fT and (b)/max.

We analyzed InP-based HEMTs using a drift-diffusion (DD)-based simulator for
clarifying problems for nanometer-scale HEMTs. Figure 5 shows a simplified geometric
model for HEMTs. An effective potential given by Ferry17 was used for taking into
account of energy quantization in the channel layer and the electron transport through the
cap layer.18 Figure 6 shows the threshold-voltage shift versus gate length characteristics.
Open symbols denote simulated results while solid symbols denote experimental results
reported by Suemitsu et a/.19 and Endoh et a/.20 It is clear that 20-nm gate-length is the
critical length restricted by the threshold-voltage shift for this material system.
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The time constant determining/ris given by

TT =-

Off!

= T,+(Tigd+CCD)(Rs (2)
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where gd is drain conductance, and Rs and RD are source and drain parasitic resistances,
respectively. The first part in the last equation is intrinsic and the second is extrinsic.
Figure 7 shows the ratio of the intrinsic time constant to the extrinsic one reported in the
literature. The extrinsic part is dominant for a gate length below 40 nm. A decreased ratio
results in the/r saturation as shown in Fig. 4(a).21 This means that a reduction in the
extrinsic part is indispensable for increasing/7-m the few-tens-of-nanometers region.
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The gate electrode geometry was examined in terms of maximizing /max. An
expression given by Rohdin et a/.22 was used for the gate resistance RQ. The gate-to-drain
capacitance COD was calculated by solving Laplace's equation for the geometry shown in
Fig. 8(a). Other device parameters were assumed to be the same as those for 0.1 -\jm gate
HEMT.2' An expression for the maximum available gain given by Das23 was used for
determining /max- Figure 8(b) shows dependence of calculated /max on gate geometry,
where the distance between the center of the gate and the left edge of the drain is kept
constant. It is clear that the geometry dependence is very small. We believe that state-of-
the-art HEMTs have dimensions similar to those shown in Fig. 8(b) and are almost
completely optimized for maximizing/^.
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4. Plasmon Resonant Photomixer

In addition to trying to solve the above-mentioned problems in regards to conventional
devices, a great deal of effort has been expended in achieving terahertz devices based on
novel operation principles. Of these, plasmon-based devices are very attractive candidates
from the viewpoint of room-temperature operation.2"6 Stimulated by theoretical work
done by Mikhailov24, we devised a novel grating-bicoupled plasmonic structure for
radiating terahertz electromagnetic waves.25 Figure 9 illustrates our plasmon-resonant
photomixer.25 When two co-linearly-polarized CW laser beams having slightly different
frequencies To and/0+ A/0 are absorbed in the 2D channel, the generated electrons induce
plasma instability. Doubly interdigitated grating gates convert the non-radiative plasma
waves to radiative waves. The vertical cavity formed in between an optically transparent
mirror and the 2D channel may serve like that in conventional lasers.
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Fig. 9. Schematic cross-sectional view of piasmon-resonant photomixer.

We analyzed distributions of electrostatic potential, electron density, and electron
velocity in a dark condition by using a modified version of our DD-based simulator. Only
a 1.5 unit cell could be simulated due to a restriction on computer resources. An example
of the simulation results is shown in Fig. 10. The results show that electrostatic potential,
electron concentration, and velocity distributions can be modulated by changing gates Gl
and G2. From these results, we propose here the following possible mechanism for
photo-induced plasmon excitation in our device. Photoelectrons are dominantly generated
in the regions under Gl and are then injected into the plasmon cavities under G2. This
process can extensively accelerate the plasmon instability in both region Gl (due to
electron outflux) and region G2 (due to electron influx).

Applying the theoretical work mentioned above and electromagnetic fullwave
simulations,25 we designed and fabricated our first sample of plasmon-resonant
photomixer.26 The epitaxial layer structure was based on the GaAs material system. Gate
lengths for Gl and G2 were 70 nm and 350 nm, respectively. We measured the impulse
response of the photomixer by electrooptic sampling. A 1.5-nm, 1-mW, 70-fs laser pulse
was used as pump and probe beams. Figure 11 is an example of the measurement results.
Figure 11 (a) shows transient responses, and Fig. ll(b) shows Fourier-transformed
spectra. Marked emission can be seen when the device is biased. Comparing a sample
without an ITO mirror (not shown here), we found that the field strength was amplified
by the vertical cavity. Radiation peaks shown in Fig. ll(b) correspond to the plasmon
modes. Further experiments are required to clarify the photomixer operation in detail. We
are now conducting such experiments, which will be reported in the near future. It should
be noted that our plasmon-resonant photomixer is based on HEMT-fabrication
technology and can be monolithically integrated with IF and baseband circuits using
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conventional HEMTs. We believe that the plasmon-resonant photomixer is one of the
most promising candidates for terahertz CW sources.
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5. Conclusions 

We have reviewed the present status of conventional high-speed devices, especially InP- 
based high electron mobility transistors (HEMTs), and addressed the technological 
problems regarding terahertz operation. As an alternative approach to attain terahertz 
operation, we devised a novel grating-bicoupled plasmonic structure for radiating 
terahertz electromagnetic waves. Electromagnetic response to impulsive photoexcitation 
was measured at room temperature by electrooptic sampling. We successfully observed 
emission of terahertz electromagnetic radiation stimulated by photo-induced plasmon 
instability at room temperature. These results demonstrate that the plasmon-resonant 
photomixer is one of the most promising candidates for terahertz CW sources. 
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1. In t roduct ion  

There is an increasing demand in compact devices operating in the terahertz (THz) 
range of frequencies. These devices include detectors and modulators of THz ra- 
diation, frequency multipliers, and coherent and tunable sources. The creation of 
compact semiconductor sources of THz radiation appears to be the most chal- 
lenging task. The conventional classical semiconductor devices such as transistors 
of different types, Gunn diodes, tunneling diodes, and diodes exploiting electron- 
transit-time effect can only reach the low bound of the THz frequency range and are 
fairly ineffective in this range. The devices utilizing the electron transitions between 
quantized energy levels (quantum cascade lasers) can generate the THz radiation 
with the frequencies of few THz and above. Thus, a significant portion of the THz 
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range is not covered yet by compact and effective devices, so that the so-called 
THz gap still exists between 300 GHz and 3 THz. The attempts to use electron 
plasma wave effects in different semiconductor structures for the generation of the 
THz radiation have started in late 50’s - early 60’s. The main idea was to take 
advantage of the plasma wave self-excitation (plasma wave instability) under the 
conditions of sufficiently strong deviation of an electron system from equilibrium. 
This idea was stimulated by the fact that hot gaseous plasmas in natural and arti- 
ficial systems are unstable toward the excitation of plasma waves of different types. 
However, in three- dimensional semiconductor structures the plasma instabilities 
are usually suppressed by electron collisions with impurities and phonons. Hopes 
to overcome this obstacle are associated with two-dimensional electron gas (2DEG) 
heterostructure with high electron mobility. Due to spatial separation of the donors 
and electrons in such systems, the electron collisions can be substantially weak- 
ened, particularly at  low temperatures. Characteristic frequencies of the electron 
plasma waves in 2DEG systems with realistic parameters fall within the THz range. 
This leads to the feasibility of realizing of the conditions at which the collisional 
damping of plasma waves is weak. In such a case, 2DEG systems can exhibit pro- 
nounced resonant response associated with high quality factor of the plasma waves, 
so that these systems can be used as resonant cavities (resonators) in different THz 
devices. Apart from this, different mechanisms of the plasma wave self-excitation 
become possible that opens up the prospects of novel THz sources.1’2 The gen- 
eration of THz radiation in 2DEG transistor-like heterostructures attributed to a 
plasma instability and plasmon-assisted photomixing observed in the experiments 
by different research groups. 

This paper deals with the following: 
First, we discuss the plasma properties of 2DEG semiconductor heterostruc- 

tures (based on 111-V compounds) with selective doping. The plasma waves in het- 
erostructures with graphene are considered as well. Graphene, i.e., a monolayer of 
carbon atoms packed into a dense honeycomb crystal structure, attracted substan- 
tial attention recently as a unique representative of the thinnest crystalline layer 
to confine 2DEG. The specific of the plasma effects in graphene-based heterostruc- 
tures is associated with the massless (neutrino-like) energy spectrum of electrons 
and holes3 

Second, we review our concepts and proposals of novel THz devices based on 
2DEG systems and utilizing plasma effects. We consider mechanisms of plasma wave 
instabilities in 2DEG systems (high-electron mobility transistors, transistor struc- 
tures with resonant-tunneling, lateral Schottky junction diodes and transistors, and 

After that, we discuss novel devices for detection and frequency multi- 
plication of THz radiatiom8-10 Then, we discuss the operation of devices utilizing 
resonant photomixing due to the excitation of the plasma oscillations by modulated 
light. These devices are based on the integration of a plasma resonant ungated 
or gated cavity with a p-i-n photodiode, uni- travelling-carrier photodiode,ll or 
quantum-well infrared photodetector. l2 Finally, we analyze prospects of the appli- 
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cations of graphene gated heterostructures for THz applications. 

2. Plasma Waves and Oscillations in 2DEG Channels 

The 2DEG system is governed by a quantum or classical kinetic equation coupled 
with the Poisson equation for the self-consistent electric potential +: 

where e is the electron charge, k is the dielectric constant, Cd is the donor sheet 
concentration, 6 ( z )  is the Dirac delta function, axis x is directed in the 2DEG 
channel plane, and axis z is directed perpendicular to  this plane. Since the electron 
concentration in 2DEG systems in most interesting heterostructures and devices 
based on these heterostructures is rather high, the electron-electron interactions 
play an important role. To increase the electron mobility in 2DEG, the donors are 
usually placed at  some distance from the 2DEG channel so the channel and the 
doped layer are separated by a spacer layer. As a result, the frequency of electron- 
electron collisions can markedly exceed the frequency of electron collisions with the 
donors, residual impurities, and phonons. In this case, 2DEG system can also be 
described to a good approximation by a hydrodynamic electron transport model. 
The equations of the latter model comprise the Euler equation and the continuity 
equation In the case of 2DEG channel with a highly conducting plane (gate) placed 
parallel to the channel at  sufficiently short distance W (in HEMT-like structures, W 
is the thickness of the gate structure between the channel and the gate contact, see 
Fig. l), the above 2D Poisson equation can be replaced by its simplified consequence 

Here, p = p(x, t )  is the electric potential in the 2DEG channel, i.e., p = +Iz=o. 
To study the plasma wave propagation and the response of the 2DEG sys- 

tem to external perturbations (incoming signals) the small-signal analysis is used. 
In such an approach, the ac components of the electron hydrodynamic veloc- 
ity u, (x) exp( -iwt), the electron sheet concentration and the self-consistent po- 
tential are presented as u, = u,(x)exp(-iwt), C, = C,(z)exp(-iwt), and 
p, = cp,(x)exp(-iwt), respectively, where w is the signal frequency. In particu- 
lar, the linearized equations of the model for a uniform 2DEG channel with the 
dc electron sheet concentration Co result in the following dispersion equations for 
the plasma waves with the frequency w and the wavenumber q propagating in the 
x-direction (so that p, 0: exp[i(qz - wt)]): 

27re2Co , v  
w = / s - z l  (3) 

in the ungated 2DEG channels, and 
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Gate layer (structure) 

Source Gate / Drain . 

L, L, L, 

High electnc field 
gate-dram region 

Fig. 1. Schematic view of HEMT structure (a) at moderate drain voltage and (b) in saturation 
regime (high drain voltage); (c) band diagram of HEMT with doped layer and (d) band diagram of 
HEMT with resonant-tunneling structure between the channel and the gate. Arrows show electron 
tunneling from the channel into the gate. 

in the gated 2DEG channels with W << L, (L ,  is the length of the gated section, 
i.e., the gate length). Here, s = J47re2CoW/km is the plasma wave velocity (phase 
and group velocity of relatively long plasma waves in the gated 2DEG channels). 
The second terms in Eqs. (3) and (4) stand for the plasma wave damping due to 
electron collisions. 

As follows from Eqs. (3) and (4), in 2DEG channels with relatively small collision 
frequency (v << w),  Rew c( 6 , , 4 j  l3 and Rew 0: m q , 1 4 > 1 5 ,  respectively. The 
spectra of plasma waves in both ungated and gated 2DEG channels are strongly 
different from the spectrum of plasma waves in 3DEG, where Rew is virtually in- 
dependent of q.  The damping of the plasma waves in the channels of both types is 
determined mainly by the electron collision frequency v: Imw = v/2. The electron 
leakage from (injection into) the 2DEG channel due to tunneling or resonant tun- 
neling (RT) through the gate layer or more complex structure [see Figs. l(c) and 
l (d) ]  can lead to an additional damping or, vice versa, to its suppression. In some 
cases, the latter processes can result in a negative damping, i.e., in the plasma wave 
instability (see Sec. 3). 
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The 2DEG channels usually have limited length and are supplied with highly 
conducting contacts (for example, the source and drain contacts in the case of 
field-effect transistor). The edges of the 2DEG channel result in the reflection of the 
propagating plasma waves and the formation of the standing plasma waves (plasma 
oscillations). Due to this, some limitations on the plasma wave spectrum (quanti- 
zation of the spectrum) appear. If the potential at  the highly conducting contacts 

simplified quantization rule gives q = qn = nn/L, where n = 1,2,3,  ... is the index 
of the oscillation modes. In particular, Eq. (4) for a HEMT structure with the gate 
length L, N L for the fundamental mode (n  = 1) yields w 2 R,  where 

separated by the spacing L is fixed (so that, for example, (pWlz=o = ( p w l z = ~  = 01, a 

is the fundamental plasma frequency. In the case of the boundary conditions corre- 
sponding to a highly conducting contact at  5 = 0 ('pwJ3.=o = 0) and t o  a free 2DEG 
channel edge at  x = L (d(p,/dxl,=L = 0), the wavenumbers are qn = nn/2L. More 
detailed and careful consideration shows that actually the frequencies of plasma 
oscillations depend on the shape and conductivity of the contacts16-lg as well as 
the properties of the substrate." Although the effect of the boundary conditions 
on the plasma frequencies is not so strong and, therefore, can be neglected in many 
practical applications, the boundary conditions can be essential for the damping 
and growth (instability) of the plasma oscillations.4~21~22 

The quantization rule for the partially gated 2DEG channel (this is common for 
many field-effect transistor structures in which the channel sections adjacent to the 
source and drain are ungated) is also complicated by the channel nonuniformity. 
The ungated sections of the 2DEG channel do not affect significantly the spectrum 
of plasma oscillations until their length L,  is small in comparison with L,.9 How- 
ever, when L,  becomes comparable with L,, the fundamental plasma frequency 
markedly decreases with increasing L,. The spectra of plasma oscillations in the 
2DEG channels with a periodic system of highly conducting gates (metal grating) 
depend on the period L,  + L,  and the ratio L,/L,. 

The plasma oscillation frequencies in the 2DEG channels of the real heterostruc- 
ture devices fall into the THz range. Indeed, assuming for an ungated channel 
C0 = 1 x lo1' cm-2 and L = 1 x lop4 cm, for a GaAs 2DEG channel, for the 
fundamental plasma frequency (n  = 1 )one obtains w/2n 2 1.26 THz. For a similar 
gated channel with the gate length L,  2 L = 1 x cm and W = 1 x lop5 cm, 
one can arrive at  w/2n 2 1 THz. Since Co in the gated channels depends on the 
gate voltage V,, the plasma frequencies in such channels can be tuned by this 
voltage. Figure 2 shows the variation of the fundamental plasma frequency R/2n 
and the quality factor Q = 4R/nv with changing gate voltage V, calculated for 
HEMT structures with relatively short ungated gate-source and drain-gate regions 
(L << L,). 
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Fig. 2. Fundamental plasma frequency and quality factor vs applied gate voltage calculated for 
HEMT structures with different gate length (L, >> L.,). 

Owing to nonlinearity of the hydrodynamic equations governing the plasma 
waves and oscillations, different nonlinear plasma effects in 2DEG channels can be 
essential and used for practical applications. 1 3 4 , 2 3 - 2 5  

3. Plasma Instabilities 

The self-excitation of plasma oscillations due to instability of a steady-state flow of 
electrons in nonequilibrium 3DEG and 2DEG systems in different heterostructures 
has been considered as a very attractive method of generating THz radiation. Many 
proposals to achieve the plasma wave self-excitation are based on the assumption of 
realizing sufficiently high electron drift velocity of a marked portion of electrons un- 
der the applied dc electric field. However, the realization of relatively high electron 
drift velocity inevitably requires a strong electric field that leads to  a significant 
heating of electron system. The latter promotes a strong suppression of the plasma 
instability. Dyakonov and Shur have proposed a mechanism of plasma instability 
in HEMTs in the saturation ~-egime, l>~ in which the abovementioned obstacle ap- 
pears to be eliminated. In this regime, the variations of the drain current J d  with 
varying drain voltage v d  are rather small, so that the drain-source differential con- 
ductivity g d  = a J d / a V d l V g = c o n s t  tends to zero when v d  increases. The feature of 
the conditions of the electron flow at the point between the quasi-neutral section 
of the 2DEG channel and the section adjacent to the drain contact depleted due 
to a high electric field [this point is located somewhere near the drain side of the 
gate edge, so that length, L d ,  of the high-electric field region is close to the drain- 
gate spacing; see Fig. l (b)] ,  results in an effective reflection of the plasma waves 
propagating in the HEMT channel from the source to the drain. Such a reflection 
provides a positive feedback, which can lead to the plasma wave amplification, i.e., 
to the plasma instability. The condition of the Dyakonov-Shur (DS) instability is 
given by 70s = u g / L g  > v/2, where ug is the dc electron drift velocity in the 
2DEG channel under the gate. However, at  high frequencies, the drain ac current 
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is determined not only by od but also by the electron transit-time effects due to 
the delay of electrons propagating in the high-electric field region between the gate 
and the drain. The electron delay time can be estimated as 7-d = L d / u d ,  where 
U d  is the average dc electron drift velocity in the HEMT high-electric field region 
(ud >> ug) .  Taking into account the transit-time effects in question,22 the criterion 
of the plasma instability in HEMTs can be presented in more general form: 

Here, YTT = ud /KLg ,  where K is a numerical coefficient ( K  > 1). The THz emis- 
sion, which was observed in some can be attributed to the DS 
mechanism complicated by the electron-transit-time effects. The self-excitation of 
plasma oscillations due to the electron-transit-time mechanism is possible because 
the dynamic conductivity of the high-electric field region becomes negative a t  cer- 
tain values of the transit angle W7-d and because of resonant properties of the 2DEG 
channel. Along with this, there are speculations that the negative dynamic conduc- 
tivity of the high-electric field region associated with the quasi-periodic motion of 
electrons due to  their scattering on polar optical phonons and due to  inter-valley 
transitions (similar to those considered t h e ~ r e t i c a l l y ~ ~ - ~ ~  can play a marked role 
in the THz emission observed experimentally. 

As shown t h e ~ r e t i c a l l y , ~ ~ ~ ~ ~ ~ ~  the self-excitation of plasma oscillations in HEMT- 
like structures is possible if the channel-gate structure exhibits the negative dy- 
namic conductivity. This can occur in HEMTs with electron tunneling through 
the gate layer [through the top of the gate barrier as shown in Fig. l(c)]  provided 
that the transit time across this layer corresponds to a proper value of the transit 
angle.33>34 Another option is associated with the realization of a HEMT-like de- 
vice with resonant-tunneling (RT) structure between the channel and the gate [see 
Fig. 1(d)].5 In these devices, the gate structure plays the role of a "distributed" 
diode with negative dynamic conductivity, whereas the 2DEG channel serves as a 
resonant cavity. 

Figure 3 shows the structure of a device based on a 2DEG channel with a 
lateral Schottky junction adjacent to a metal (Schottky) ~ o n t a c t . ~  The operation 
of this device as a THz oscillator is possible due to combining of dynamic negative 
conductivity (associated with the delay of the electrons, which tunnel from the 
metal contact into the 2DEG channel, in the Schottky junction depletion region of 
thickness 1 )  and a resonant response of the quasi-neutral portion of the channel. 
The condition of plasma instability associated with the mechanism in question can 
be expressed via the differential tunneling conductivity, gt, of the lateral Schottky 
junction: 

where S > 1 is a number determined by the structural parameters. 
As seen from Eqs. (6) and (7), the realization of the plasma oscillations self- 

excitation and, hence, the feasibility of THz emission from the devices under con- 
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Fig. 3. Schematic view of lateral Schottky junction tunneling-injection transit-time oscillator under 
reverse bias (VO > 0). Arrow shows electron tunneling from the metal contact into the r-valley of 
the channel (intervalley separation Ar,L < eVo). 

sideration in this section require a low collision frequency, v ,  of electrons with im- 
purities and phonons. This implies that the electron mobility in the 2DEG channel 
( p  0: v-') must be sufficiently high. 

4. Detection of THz Radiation and Frequency Multiplication 
Using Resonant Excitation of Plasma Oscillations 

The plasma effects in HEMT structures like that shown in Figs. l(a) and l (b )  
can be used for resonant detection of THz radiation. As proposed previously,' the 
excitation of plasma oscillations by incoming THz radiation in the HEMT 2DEG 
channel results in variation of the dc current in the channel or of the dc voltage 
between the source and drain. This is due to a rectification effect associated with 
nonlinearity of the hydrodynamic equations governing the plasma oscillations. The 
observation of the resonant detection of THz radiation in HEMTs was reported in 
several publications (see, for instance, Refs. 35 and 36). The THz detectors based 
on HEMT-like structures utilizing the excitation of plasma oscillations associated 
with different mechanisms of nonlinearity were proposed in Refs. 9, 37, and 38. In 
these devices, the rectified component of the dc current through the gate structure 
with a nonlinear dependence of the leakage channel-gate current is assumed to be 
used for the detection. The pertinent nonlinearity can be associated with strong 
(exponential) nonlinear dependences of the leakage current on the local potential 
in the 2DEG channel due to thermionic, tunneling, or resonant-tunneling origin 
of this current. Since the nonlinearities associated with thermionic, tunneling, and 
resonant tunneling mechanisms are fairly strong, the responsivity of the detectors 
using former mechanisms can significantly exceed the responsivity of the resonant 
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Fig. 4. Schematic view THz detectors on the base of lateral Schottky junction with (a) an ungated 
and (b) gated channel and ( c )  device band diagram under forward bias (Vo < 0). 

detectors using hydrodynamic nonlinearities. The resonant detectors of THz radi- 
ation utilizing the nonlinearity of the electron transverse transport can be based 
also on hot-electron transistors with both thermionic and tunneling injection.3g 

Recently, THz detectors based on an ungated or gated 2DEG channel with a 
lateral Schottky junction (which provides a nonlinearity neccessary for the rectifi- 
cation) have been (see Fig. 4). Due to a large amplitude of the plasma 
oscillations forced by incoming THz signal, the nonlinearities in question lead not 
only to the occurrence of the rectified component of the terminal current (or the 
pertinent voltage) but to the occurrence of higher harmonics. Hence, the devices 
under discussion in this section can be used for both plasma-assisted resonant de- 
tection and frequency multiplication. 

Calculations of the frequency-dependent responsivity REsD of the resonant 
Schottky detector in question result in1'l4' 

(8) 
R S D  - R,s" 

R,sD 

sinh2(xvw/2R) + cos2(xw/R) ' R, - 

for the detector with a gated channel and 

(9) R , R S D  = 
sinh' (nv/2Q~,,) + cos2 ( n w z  /2R:,,) 

for the detector with ungated channel. In Eq. (9), 
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1 T 

Fig. 5. Schematic view of a THz photomixing device based on a HEMT with absorption layer 
between the PDEG channel and p + -  doped substrate. Circles with arrows show photoelectrons and 
photoholes generated by optical signal in the absorption layer and directions of their propagation. 

is the fundamental plasma frequency for the ungated 2DEG system [compare 
Eqs. (5) and (lo)].  The quantity R, is the responsivity of a Schottky detector 
without resonant plasma cavity. 

5. Resonant Photomixing Using Plasma Oscillations 

Figure 5 demonstrates the structure of a photomixing device based on a HEMT. The 
operation of this photomixer is associated with the generation of photoelectrons and 
photoholes by transient optical radiation, in particular, by radiation of two laser 
beams with close photon frequencies 01 and Rz with w = JRa - R I  I << 01 , Ra or 
by ultrashort optical pulses). The photoelectrons and photoholes are accelerated by 
the built-in electric field in the absorption region between the 2DEG channel and 
p+- doped substrate and, hence, induce the transient current in the 2DEG channel. 
When the signal frequency w of the incoming optical radiation is close to one of 
the plasma resonant frequencies, the amplitude of the plasma oscillations forced by 
the transient current of photoelectrons and photoholes can be rather large. This 
occurs if the quality factor of the 2DEG channel as a resonant cavity is sufficiently 
large. In this case, the oscillating electron charge in the 2DEG channel induces 
large ac currents in the gate-substrate (and other) circuit, which feeds an antenna 
included into this circuit (antenna is not shown). The p+ substrate is needed to 
collect the photoholes. It also serves as a contact to apply a large voltage to pro- 
vide a sufficiently high electric field in the absorption r e g i ~ n . ~ ? ~ ~  The photomixers 
of such a type can be characterized by the frequency-dependent responsivity R,, 
which is defined as the ratio of the Fourier component of the ac terminal current, 
J,, to the the Fourier component of incident optical power, P,. Figure 6 shows the 
responsivity of the HEMT photomixer as a function of gate voltage at  fixed signal 
frequencies w/27r. In principle, a similar HEMT-based device but without the pt- 
substrate can also operate as a photomixer. In such a case, the photoholes can be 
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Fig. 6 .  Responsivity o HEMT photomixer as a function of gate voltage at fixed signal frequencies 
w / 2 x .  

collected by the HEMT source. The resonant excitation of THz in HEMTs (without 
the p+ substrate) irradiated by two lasers observed by Otsuji and co-worker~.~' The 
THz plasmon-assisted emission from ungated 2DEG systems stimulated by optical 
signals was observed in some earlier papers.43244 Similar principle of resonant pho- 
tomixing can be used in devices with the 2DEG channel and different photosensitive 
sections, for example, uni-traveling-carrier (UTC) photodiode or quantum-well in- 
frared photodetector (QWIP). "il'  

Figure 7 shows structures and band diagram of THz photomixers based on the 
integration of a 2DEG system (resonator) and a UTC-photodiode (photosensitive 
element)." The THz photomixing using infrared signals can be realized in a HEMT 
integrated with a QWIP. One can calculate analytically the response of the gated 
2DEG channel, the frequency-dependent responsivity RzMD of the photomixing 
device based on a HEMT integrated with a photodiode can be presented as1' 

R,'D 

R, = sinh2(.rrvw/2R) + cosZ(-irw/R) ' 
(11) 

Here, RZD is the responsivity of the photodiode portion of the device. The latter 
quantity steeply drops with increasing signal frequency. At fairly high signal fre- 
quencies, some effects associated with a significant deviation of the photoelectron 
distribution from equilibrium can be essential. In particular, the so-called near- 
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Fig. 7. Structures of T H z  photomixers based on integration of UTC-photodiode with (a) ungated 
2DEG channel and (b) gated 2DEG channel and ( c )  device band diagram. 

ballistic transport and velocity overshoot effect can slow down the diode frequency- 
dependent responsivity r ~ l l - o f f . ~ ~  As seen from Eq. (ll), 72, can exhibit sharp 
resonances at  the fundamental plasma frequency and its odd harmonics, i.e., at  
w = R(2n - 1) provided the quality factor Q is large. An example of the calculated 
dependence of the responsivity of the HEMT-QWIP photomixer on the signal fre- 
quency is shown in Fig. 8. 
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Fig. 8. Frequency-dependent responsivity of HEMT-QWIP photomixers. Dashed line corresponds 
to responsivity of a QWIP with 16 QWs. Inset shows the QWIP frequency-dependent responsivity 
calculated using Monte Carlo particle modeling with different numbers of QWs N. 

6. Plasma Waves in Graphene-Based Heterostructures 

The massless ”relativistic” (neutrino-like, conical) energy spectrum of the parti- 
cles (electrons and holes) in graphene can lead not only to specific features of the 
transport properties, photon-assisted transport, and quantum Hall effect, but to the 
unusual high-frequency properties and collective behavior of the two-dimensional 
electron or hole gas (2DEG or 2DHG) systems in the graphene-based heterostruc- 
tures. The energy spectrum of electrons and holes is given by 

where V F  is the characteristic velocity (VF rv 10’ cm/s) and p is the electron (hole) 
momentum. The signs ”+” and ”-” correspond to electrons and holes, respectively. 

Since the plasma properties of 2DEG become more pronounced with decreasing 
effective mass of electrons and increasing electron mobility, the THz devices based 
on graphene heterostructures with massless 2DEG can significantly surpass those 
made of relatively standard semiconductor heterostructures. The plasma waves in 
graphene heterostructures were studied in Refs. 3 and 46. The gated graphene het- 
erostructures (with n+-Si substrate serving as the gate and the gate layer made of 
SiOa), at  different gate voltages were considered. The heterostructure in question 
is shown schematically in Fig. 9. As shown,46 the dependence of the plasma wave 
frequency on the wavenumber in grahene is similar to that in the standard het- 
erostructures. However, the parameters characterizing the plasma wave spectra are 
markedly different. In particular, although for a gated graphene heterostructure one 
obtains the dependence like Eq. (4), the real effective mass rn should be replaced 
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Fig. 9. Example of graphene-based heterostructure with substrate serving as a gate.

10 5f =3x10 5cm
'
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Fig. 10. Plasma wave phase velocity in gated graphene as a function of gate voltage and temper-
ature.

by some fictitious mass

m =
eF /a 1/2 (13)

which depends on the electron (hole) concentration and, therefore, on the gate
voltage. Here, ep is the electron (or hole) Fermi energy. At low gate voltages when
both electrons and holes contribute to the plasma properties, the plasma frequency
depends also on the temperature. Since the fictitious effective mass can be made
rather small and due to relatively low dielectric constant of the substrate (SiO2)
for graphene, the plasma wave velocity s in graphene-based heterostructures can
be 3-5 times larger than that in AlGaAl/GaAs heterostructures. The voltage and
temperature dependencies of the plasma wave velocity s are shown in Fig. 10.46

7. Conclusions

We discussed concepts which can result in the development of novel THz het-
erostructure devices including sources of THz radiation utilizing the self-excitation
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of plasma oscillations (plasma instabilities), detectors and frequency multipliers of 
THz radiation, and THz sources using plasma-assisted photomixing of optical sig- 
nals. However, the device proposals considered do not exhaust all interesting new 
ideas (see, for example, Refs. 24 and 47-50). The specific features of plasma waves 
in 2DEG channel can be used not only in the devices like those discussed above. 
The linearity of plasma wave dispersion (Rew cx g ), relatively large plasma wave 
phase and group velocity (up to  s N 10' cm/s), a possibility to control the plasma 
wave propagation and the interaction plasma waves by locally applied voltage open 
up wide prospects to create new systems for processing of THz signals. 
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1. Introduction 

Plasma oscillations in heterostructure devices with two-dimensional electron gases 
(2DEGs) in their channels can be utilized for generation and detection of terahertz 
(THz) radiation.li2 Recently, the e m i ~ s i o n , ~ > ~  detection,citeKnap-2002,Teppe-2005 
and photomixing7i8 of THz radiation using such devices have been reported, demon- 
strating their potential for THz sources and detectors. 

In recent  paper^,^^^' we proposed and studied THz resonant detectors based 
on 2DEG channels with lateral Schottky junctions (LSJs). These devices have the 
structures similar to high-electron-mobility transistors (either gated or ungated), 
except that they have LSJs at  either source or drain contacts. Plasma oscillations 
in the channels are excited by THz signals supplied by external antennas or coupled 
via the contact pads. Due to the nonlinear current-voltage characteristics a t  LSJs, 
the THz signals induce rectified currents. Detected signals can be resonantly large 
when the frequency of signals is close to one of the resonant plasma frequencies, 
which can be in the THz range for the submicrometer channel with sufficiently large 
electron concentration. 

In this paper, we extend our theoryg)'' of the THz detector with LSJ by ac- 
counting for the effects of the contact pads serving as an antenna. We use another 
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approach, with a full set of the Maxwell equations instead of the Poisson equation 
(the same approach was used for example in Refs. 11 and 12). which is in principle 
more general than that in Refs. 9 and 10. For the first attempt, we consider the un- 
gated structure, i.e., the lateral Schottky diode (Fig. l),  with LSJ at  its drain side. 
We assume that the structure diode under consideration (Fig. 1) has the 2DEG 

Z 

H< Depletion 
/region 

Fig. 1. Schematic view of a lateral Schottky diode 

channel together with the source and drain contacts of two-dimensional strips. The 
lateral size of the device, W ,  and the contact length, D ,  are much larger than the 
channel length, L,  and large enough to receive the incident wave. Other geometries 
such as a bow-tie13 are also possible (and even can be more effective than the simple 
strip contacts). The depletion region is formed a t  the drain side of the channel. A 
forward DC bias voltage between source and drain, v d ,  leads to  an electron current 
due to thermionic/field or field emission. 

The mechanism of detection is as follows. The incident THz wave upon the 
device excites plasma oscillations in the 2DEG channel, and they produce an AC 
voltage drop across the LSJ depletion region. The AC voltage is rectified by the 
nonlinearity of the current-voltage characteristics of the LSJ. As a result, a DC 
photocurrent can be obtained. The photocurrent becomes resonantly large at  the 
frequencies corresponding to the plasma frequencies and its harmonics. 

2. Theory 

From the assumptions about the device geometry made in the previous section, one 
can consider the device to comprise an infinite 2DEG channel strip, a depletion 
region, and semi-infinite source and drain two-dimensional contacts, all in the same 
plane. We set the coordinates as in Fig. 1. The origin is at the source edge of the 
channel. 

We assume that the incident THz wave is linearly polarized in the rc-direction: 
EZzt(z, 2 )  = Eo exp (-iw&z/c - id), where w is the frequency of the incident 
wave, E is the dielectric constant of the surrounding medium and assumed to be 
uniform in all space, and c is the speed of light. 

The response of the device to the incident wave can be described by the Maxwell 
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equations coupled with the constituent equation which governs the motion of elec- 
trons in the 2DEG channel. The former can be written as: 

41r E 8Eand 
= -jh(z) + -- v x at C 

where Eand and Hand are the electric and magnetic fields induced by the incident 
wave, and j = gxk is the AC current in the z-plane. Due to the symmetry in the 
y-direction, the only nonzero components of electric and magnetic fields are Eind, 
Eind, and Hind. Combining Eqs. (1) and (2) and performing the Fourier transform 
for each vector component, we obtain Eind(q, z ) ,  which is the Fourier component 
of Eknd(x, z ) ,  

EFd(ql 2) = - (3)  

Here K: = q2 - w2E/c2 and jx(q) is the Fourier component of jz(x). The total 
electric field at  the z-plane is given by 

E y ( q ,  0) = - (4) 

From Eq. (4), we obtain the relation between the current and Ex in the z-plane 

Here, the integral with respect to d in Eq. (5) is taken only in the range of the 
2DEG channel and depletion region because the contacts are highly conducting 
and hence EFtIx<o = E F t I x > ~  = 0. The branch of the square root in K~ must 
be chosen so that the induced field E:nd(z,z), i.e., the inverse Fourier transform 
of Eq. (3), correctly contains both the evanescent field and the scattered outgoing 
wave. This condition is met when we choose = -id- for 141 < w&/c 
and K~ = J w 2 t / c 2  - q2 for 141 > w&/cl where the square roots here take positive 
real values. 

When the channel has a relatively large electron concentration, the 2DEG can be 
described by the hydrodynamic electron transport model. Neglecting the nonlinear 
terms, hydrodynamic equations can be reduced to the Drude formula 

j X ( x )  = oEpt(z ,  0 ) ,  (6) 
where o = C o e 2 i / m ( w  +iv) is the dynamic conductivity of the 2DEG, e = lei is the 
electron charge, CO, m, and v are the DC electron concentration, effective mass, 
and collision frequency with phonons and impurities. 

On the other hand, the AC current in the depletion region is represented by the 
AC component of 
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where J, is the saturation current, k g  is the Boltzmann constant, T is the temper- 
ature, ni is the ideality factor for the LSJ, which varies from 10 to 100 (depending 
on temperature for typical LSJs),14 and VLSJ is the voltage across the depletion 
region 

To simplify the analysis, we neglect the AC current in the depletion region in 
calculating the field distribution, and hence VLSJ.  Note that we do not mean to 
neglect this AC current at  all, for it determines the detector responsivity! We only 
neglect the influence of this AC current on the field distribution. Taking into account 
this and Eq. (6), Eq. (5) becomes the integral equation in the interval IC = [O, L] 

where 8 is the step function. To solve Eq. (9), we expand EFt in the form 
00 

E 2 t ( z ,  0) = 8(L  - 1 - z) AizDEG) cos 
n = O  

and reduce Eq. (9) to  the matrix equation for unknown coefficients A, ( 2 D E G )  and 

ALdep). Then, the matrix equation can be numerically solved by truncating the 
matrix up to size N .  

After calculating the coefficients, we can obtain the voltage across the depletion 
region, V L ~ J ,  by substituting them into Eq. (8). Then, the DC component in Eq. (7) 
gives the DC drain current: 

where Jo = J,exp(eVd/kBT) and ( V L S J ) ~  is the time-average of the square of 
VLsJ. The first term in Eq. (11) is the dark current, whereas the second term is 
the rectified photocurrent. The responsivity of the detector is defined as the ratio 
of the rectified photocurrent to the radiation power P, 

3. Results and Discussion 

The responsivity Eq. (12) has resonant peaks near at  resonant plasma frequenciesg 
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L = 0.4 pm 
I = 0.01 pm - 
z, = l0lZ cm-2 

- 

I A 

- p =  10 cm Ns 

= 5x104 cm2/vs 

Fig. 2. The normalized responsivity vs. frequency of the incident wave for L = 0.4 pm, 1 = 0.01 pm, 
and CO = 1 O I 2  cm-’, with different mobilities. 

where 

is the fundamental plasma frequency. For the AlGaAs/GaAs heterostructure with 
Co = 10l2 cm-’ and L = 0.4 - 1.6 pm, the fundamental frequency is in the range 

Equation (13) has the factor d m  because in the system under consid- 
eration plasma waves have odd number of quarter-waves in the 2DEG channel due 
to  asymmetric boundary conditions: short-circuited at the source end and open- 
circuited at the drain. These boundary conditions are valid if the depletion region 
has a small capacitance, i.e., a large impedance; otherwise, a displacement current 
through the depletion region becomes large and the second condition cannot be 

In fact, the capacitance of the contact between a 2DEG and a 2D 
metal (even bulk metal) has the logarithmic dependence on the depletion region 
length,16 not like the inversely proportional dependence of a bulk-bulk contact. 
Therefore, the impedance of the depletion region is much larger than that of the 
2DEG channel, and we can obtain the asymmetric boundary conditions. 

Figure 2 shows the frequency dependence of responsivity for L = 0.4 pm, 1 = 

0.01 pm, and Co = 10l2 cm-2 with different mobilities. The mobility p is related 
to the collision frequency by the relation u = em/p. 

One can clearly see in Fig. 2 that  the responsivity has resonant peaks. The first 
peak occurs at w/27r = 1.17 THz, smaller than that predicted by Eq. (13). The 
second peak is hardly seen but at 2.44 THz, and the third one is at 3.14 THz, 
both values being almost equal t o  those calculated from Eq. (13). The linewidth 
of peaks are broadened compared with peaks obtained in Refs. 9 and 10 with the 
same mobilities due to  the radiative decay.17 

w o / 2 ~  N 1 - 2 THz. 
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g 4  

I = 0.01 pm 
p = 10’ c ~ ’ N S  

X” = 10’’ cm.’ 
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Fig. 3.  Resonant frequencies vs. channel length for n = 1 - 5 (solid lines with markers). Dotted 
lines are plasma frequencies calculated from Eq. (13). Responsivities at resonant peaks are also 
shown in the inset. 

0.2 0.4 0.6 0.8 
x/L 

Fig. 4. The distributions of EEt in the channel at the resonant frequencies. The same parameters 
as used in Fig. 2 and the mobility p = lo5 cm2/Vs are chosen. 

Figure 3 shows the dependence of the resonant frequencies on the channel length 
(solid lines) together with the plasma frequencies calculated from Eq. (13) (dotted 
lines), The first mode (TI = 1) has smaller frequency as predicted by Eq. (13), 
although resonant frequencies of higher modes almost coincide with Eq. (13). Such a 
strong softening of the first mode is also discussed in Ref. 1 I .  The difference between 
the first mode and higher modes can be also seen in electric field distributions in the 
channel (Fig. 4). The distributions for higher modes are almost symmetric or anti- 
symmetric (except near edges of the channel), but the first mode has the distribution 
in between the half wave and quarter wave. This decrease in the frequency of 
the first mode is associated with the antenna capacitance under consideration. 
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The charge distribution in the channel for the first mode, which can be seen from 
Fig. 4 by differentiating the electric field distribution with respect to z, has the 
same sign everywhere except the source edge. Such an oscillation can be easily 
influenced by the external resources. On the other hand, charge distributions for 
higher modes are divided by areas which have different signs. In such oscillations 
restoring forces exerted on electrons in a certain area mainly come from electrons 
in neighboring areas. Thus, oscillations are more self-contained than the first mode 
and their frequencies are less affected by the antenna capacitance. 

It is also shown from the inset of Fig. 3 that the peaks of modes with even n 
are suppressed compared with those of modes with odd n contrary to the result 
in Refs. 9 and 10, where peaks decrease in order as the mode index increases. The 
modes with odd n have symmetric distributions, whereas modes with even n have 
anti-symmetric distributions (Fig. 4). 

Due to the geometrical restriction, plasma oscillations with both (nearly) sym- 
metric and anti-symmetric distributions of the electric field with respect to the 
center of the channel can be allowed. However, the incident wave is symmetric, so 
that symmetric modes are much more strongly excited than anti-symmetric modes. 

We have neglected the nonlinearity in hydrodynamic equations and used Eq. (6). 
One can account for it by including higher frequency terms (e-Zzwt, e--i3wt , etc.) 
in the solutions of hydrodynamic equations. Then one can obtain the nonlinear 
relation between the current and electric field. From Eq. (8), it is clear that these 
higher order terms in the electric field add the possitive contribution to Eq. (12). 
We expect that the higher order terms also have resonant peaks and increase the 
values of total peaks. 

4. Conclusions 

In conclusions, we have extended our t h e ~ r y ~ l ' ~  of the lateral Schottky diode ac- 
counting for the effects of the contact pads serving as an antenna. We have demon- 
strated that the responsivity of the lateral Schottky diode antenna can have reso- 
nant peaks. Compared with the responsivity of the lateral Schottky diode connected 
with an external the lateral Schottky diode antenna has the first peak 
with smaller resonant frequency. This effect is associated with an explicit account- 
ing for the antenna capacitance under consideration. Also, the even modes are less 
pronounced in the latter due to the symmetry of the structure. 
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We numerically investigated the possibility of terahertz polarization controller based on electronic 
dispersion control of two dimensional (2D) plasmon gratings in semiconductor heterostructure 
material systems. Taking account of the Mikhailov’s dispersive plasmonic conductivity model, the 
electromagnetic field emission properties of the gated 2D plasmon gratings were numerically 
analyzed with respect to the density (n)  of electrons by using in-house Maxwell’s FDTD (finite 
difference time domain method) simulator. When n is low under a constant drift-velocity condition, 
the fundamental plasmon mode is excited, being coupled with the radiative zeroth mode of 
transverse electric (TE) waves. When n exceeds a threshold level, the second harmonic mode of 
plasmon is predominantly excited, being coupled with the non-radiative first mode of TE waves. 
We numerically demonstrated that if a grating mesh of 2D plasmons is formed where two 
independent 2D plasmon gratings are combined orthogonally, the structure can act as a polarization 
controller by electronically controlling the two axial plasmonic dispersions. 

Keywords: Plasmon resonance; 2D plasmon gratings; dispersion control. 

1. Introduction 

The terahertz frequency band has been attracting attention due to the potentiality of 
opening up a new frequency resource which can bridge a gap between light and 
microwaves to bloom many new technological applications.‘-6 As a new principle of 
operation enabling terahertz oscillation, two-dimensional (2D) plasmon resonance in a 
conventional high electron mobility transistor (HEMT) was proposed by Dyakonov and 
Shur.’ When the density of electrons becomes very high, the 2D electron system behaves 
as plasma fluid. The plasmon resonant frequency produced by plasma fluid can be 
controlled by the gate bias voltage because the gate bias strongly depends on the electron 
density of the 2D channel. If one assumes a sub micron gate length, the resonant 
frequency falls in the terahertz range. Once the plasmon is excited, harmonic resonances 
as well as the findamental one are produced due to the nonlinear nature of plasma 
hydrodynamics. 
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So far, various analytical6"15 and experimental studies16"32 on emission and detection
of plasma wave resonance in HEMT's or similar field effect transistors (FET's) have been
reported. Some of them proposed and/or demonstrated photomixing operation as
terahertz coherent sources12"15 including observation of third harmonic resonances.28'29

The resonant oscillation of the 2D plasmon is a non-radiative mode so that a mode
conversion mechanism like a grating antenna structure is needed in order to realize highly
efficient emission of terahertz electromagnetic radiation. Very recently a grating-
bicoupled plasmon-resonant terahertz emitter co-functioning photomixing operation has
been proposed and has demonstrated emission of coherent terahertz waves at room
temperature.33"36

In this paper, we focus on the field emission properties of a 2D plasmon grating
which is a core element of the plasmon resonant emitter35 we have recently developed.
We investigate how the field emission profiles are affected by the plasmonic dispersion
relations by using a FDTD (finite difference time domain) method, and discuss the
possibility of polarization control based on the electronic dispersion control of 2D
plasmon gratings in semiconductor heterostructure material systems.

2. Plasmon Resonant Terahertz Emitter

Figure 1 illustrates the cross sectional view of terahertz emitter35 we have been recently
developed. The terahertz emitter is based on a conventional high electron mobility
transistor (HEMT). The terahertz emitter has a doubly interdigitated grating gates (Gl
and G2) periodically localizes the 2D plasmons in sub 100-nm regions with a micron
interval. A doubly interdigitated grating gates works as a terahertz antenna. The
cladding guide with a low permittivity is an option for better confinement of the vertical
cavity.

Fig. 1. Cross sectional view of plasmon resonant terahertz emitter.
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When electromagnetic waves having the frequency v in the terahertz range are 
absorbed in the 2D electron channel, photoexcited carriersI2 andor phonon-polariton 
modes6 can excite the periodically localized 2D plasmons at the frequency v. If the 
excitation frequency matches to the standing wave condition, the 2D plasmon makes 
resonant oscillation. According to the Dyakonov-Shur model, the plasma wave 
behaviour is formulated by the hydrodynamic equations.798 The resonant frequency is 
determined by the plasma wave velocity divided by the resonant plasmon cavity length. 
Assuming a sub-micron gate length and standard 111-V compound material systems, the 
resonant frequency falls in the terahertz range. Since the plasma velocity is proportional 
to the square-root of the carrier density which is controlled by the gate bias, the resonant 
frequency would be electrically tunable. 

The periodically localized 2D 
plasmon, however, can be coupled with plasmons in neighbour regions and make in- 
phase resonant oscillation. The 2D plasmon gratings can convert the non-radiative 
plasma waves to radiative electromagnetic waves. In the following analysis, we focus 
especially on the 2D plasmon gratings can improve mode conversion gain and radiation 
power. 

The plasma wave itself is a non-radiative mode. 

3. Simulation 

Physical phenomena of 2D plasmons are described by the hydrodynamic  equation^.^." 
According to the Mikhailov's theory,' the conductivity of 2D plasmons is led to the 
following form. 

where n the density of electrons, e the electronic charge, m the effective mass, V d  the drift 
velocity, r the total momentum relaxation time, w the angular frequency, k the wave 
vector of the grating geometry. This Mikhailov's dispersive plasmonic conductivity is 
similar to the Drude-optical c o n d ~ c t i v i t y ~ ~  including n and w, but is different and featured 
by two distinctive parameters having k and Vd. Based on Eq. (l), we can electronically 
control the dispersion by changing n and V d  due to the relation of the gate and drain bias 
voltages. We will implement the conductivity equation (1) into our in-house Maxwell's 
FDTD simulator. 

According to the standard Yee alg~rithrn,~' Maxwell's equations are differentiated in 
the time-space dimension. The series of the FDTD simulation reveals the temporal 
response of the 2D plasmon gratings, i.e. terahertz electromagnetic radiation from the 2D 
plasmon excitation. In the following subsections, we first focus on the analysis of field 
emission properties by using a Maxwell's FDTD simulator, and then, discuss the spatial 
field emission properties from the view point of polarization control. 
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4. Device Model

Figure 2 illustrates the device model of 2D plasmon gratings. We assume InGaP/InGaAs
heterostructure material systems on a SI-GaAs substrate and room-temperature operation.
The electron channel acting as a plasmonic cavity is formed with a 50-nm thick InGaAs
layer sandwiched with an upper 100-nm thick InGaP carrier supplying layer and a lower
500-nm thick GaAs buffer layer. Nine periods of grating structures are modelled for the
2D plasmon gratings. The density of electrons in the plasmon cavity regions is a
parameter ranging from 109 to 1012 cm"2 so as to make the fundamental plasmon
resonance fall in the terahertz range. The conditions of the electron density for the
connecting cavity regions are fixed at 2.0xl07 cm"2 so as to obtain good confinement of
electrons in the plasmon cavities. The length of the plasmon cavity and connecting
cavity regions are set at 200-nm and 1.0-um, respectively. The doubly interdigitated gate
strips are assumed to be quantum wires placed on top of the electron channel in a 100-nm
distance whose the density of electrons was set at n— 1.75><10n cm"2. The thickness of
the 2DES and the quantum wired gate gratings are assumed to be the numerical lattice
constant of 10 nm. In this simulation, the back ground drift velocity is fixed at 2.0xl07

cm/s. The momentum relaxation time ris set at l.QxlO"13 s. All the plasmon cavities are
excited simultaneously with a Gaussian impulsive current signal.

2nd-order Mur's absorbing boundary

5,0

0.1

Air —
*G2: 0.9 uni

.. 61: 0.1 pm

i 1.0pm
I (it:

eavty fa * tJ x w enr* f

11.8 fim
At room-temperature

Fig. 2, The device model of 2D plasmon gratings for numerical simulation. The analytic space is closed by the
2nd order Mur's absorbing boundary. QW: quantum wire.

5. Results and Discussion

We investigated the field emission properties in terms of n for the 2D plasmon gratings
shown in Fig. 2. Figure 3 shows typical spatial field distributions of the electric field
intensity (Ex) on the x-z cross section at a specific time step. When n is set at a low value
of 2.2><109 cm"2, the electric field intensity distributes monotonically so that a radiative
mode of transverse-electric (TE) waves is excited. The white color indicates an out of
range: extremely high intensity. On the other hand, when n is set at a relatively high value
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of 1.6xl012 cm"2, anti-parallel electric field is excited with respect to the center of the
channel. The electric filed intensity is cancelled out and non-radiative mode of TE waves
is developed. These results imply that the radiative or non-radiative mode is directly
reflected by the density of electrons in the plasmon cavities.
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Fig. 3. The spatial field distribution at (a) « = 2.2=< 109 cm"2, and (b) B = 1.6* 1012 cm"2.
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Fig. 4. The spatial field distribution of a single-core element ((a) B = 2.2x 109 cm"2, (b) n = 1,6x 10n cm"2).
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Fig. 5. Frequencies of 2D Plasmon modes as function of electron densities.
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Figures 4 (a) and (b) close up a single-core area of Figs. 3 (a) and (b), respectively.
When the density of electrons is very low, the fundamental mode of plasmons is excited
to be coupled with the zeroth mode of TE waves. As a result, radiative electric waves are
developed from the 2D plasmon gratings. On the contrary, when the density of electrons
becomes high, the second harmonic mode of plasmons is predominantly excited to be
coupled with the first mode of the TE waves. These results indicate that the
electromagnetic radiation has a threshold property in terms of the density of electrons in
the 2D plasmon cavities.

As a result of FDTD simulation, several peak emission frequencies reflecting the
plasmon modes were observed. Figure 5 plots the peak emission frequencies versus the
density of electrons in the 2D plasmon cavities. The solid lines show the fundamental and
second harmonic plasmon resonant frequencies, respectively. According to the simulated
results, when the density of electrons is very low, the results should trace the curve for
the fundamental plasmon resonance that is radiative mode. On the other hand, when the
density of electrons becomes very high, the peak frequencies should trace the curve for
the second harmonic plasmon resonance that is a non-radiative mode. These results
indicate that the mode of electromagnetic radiation can be electronically controlled by the
density of electrons, thus, by the gate bias voltages.

Mesh grating gates

- y

Mesh Periodic 2DES

Wave input

Fig. 6. Terahertz polarization controller based on electronic dispersion control of 2D plasmons by mesh grating
gates.

Finally, Fig. 6 illustrates a conceptual image for a novel terahertz polarization

controller by mesh grating gates. If the grating geometry is designed and fixed along with
a specific direction, we can control the radiative or non-radiative propagation mode of
electromagnetic waves by tuning the density of electrons. Such a unique advantage is
adopted into Fig. 6. This device has two grating dimensions. When one can
independently give the different bias voltages to x direction and y direction, one direction
can work as a radiative mode while another direction can work as a non-radiative mode.
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By making a specific mode distribution, this device is utilized as a kind of polarization 
controller. 

6. Conclusions 

We numerically investigated the possibility of terahertz polarization controller based on 
electronic dispersion control of 2D plasmon gratings in semiconductor heterostructure 
material systems. Taking account of the Mikhailov’s dispersive plasmonic conductivity 
model, the electromagnetic field emission properties of the gated 2D plasmon gratings 
were numerically analyzed with respect to the density of electrons n by using in-house 
Maxwell’s FDTD simulator. When n is low under a constant drift velocity condition, the 
fundamental plasmon mode is excited, being coupled with the radiative zeroth mode of 
TE waves. When n exceeds a threshold level, the second harmonic mode of plasmon is 
predominantly excited, being coupled with the non-radiative first mode of TE waves. We 
numerically demonstrated that if a grating mesh of 2D plasmons is formed where two 
independent 2D plasmon gratings are combined orthogonally, the structure can act as a 
polarization controller by electronically controlling the two axial plasmonic dispersions. 
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Tcrahcrtz (THz) response spectra of GaN-based field-effect transistor (FET) arrays are calculated in 
a sclf-consistent electromagmetic approach. Two types of FET arrays arc considcred: (i) FET array 
with a common channel and a large-area grating gate, and (ii) array of FET units with separate 
channels and combined intrinsic source and drain contacts. It is shown that the coupling between 
plasmons and THz radiation in the FET array can be strongly enhanced as compared to a single-unit 
FET. The computer simulations show that thc higher-order plasmon modes can be excited much 
more cffectivcly in the array of FET units with separate channels and combined source and drain 
contacts then in FET array with a common channel and a largc-area grating gate. 

Keywords: Field-effect transistor; plasmons; terahertz detection. 

1. Introduction 

High-frequency response of field-effect transistors (FETs) with two-dimensional (2D) 
electron channels is strongly affected by plasma oscillations exited in the channel under 
the gate electrode.’32 This phenomenon in its various manifestations can be used for the 

There are two different types of plasma oscillations exist in a FET-like device. They 
are plasma oscillations excited in either ungated or gated regions of the electron channel. 
The dispersion relation for ungated plasma oscillation in an infinite 2D electron sheet 
(with neglect of the electron scattering in 2D electron layer) has a 

mixing9-’ I and generation”-” of terahertz (THz) radiation. 

a On leave from: Institute of Radio Engineering and Electronics (Saratov Branch), ul. Zelyonaya 38, 
Saratov,410019, Russia. Electronic mail: popov@soire.renet.ru 
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e2N

ml£0(£l+£2)
k, (1)

where wp and k are the frequency and wavevector of plasma wave, respectively, N is the
areal electron density, £0 is the dielectric permittivity of vacuum, £, and £2 are the
dielectric constants of surrounding materials (substrate and barrier materials,
respectively, see Fig. 1), e and m* are the charge and effective mass of electron,
respectively. The values of wavevector k of the ungated plasmons are quantized
according to the length of ungated portion of the electron channel. The dispersion
described by Eq. (1) is similar to that of gravitational waves on the surface of liquid in a
deep basin. Thus this type of plasma waves may be referred to as the "deep water
plasmons".20

drain
7 \

source N, N2 barrier 2D channel substrate

gate

2D channels
substrate

source-and-drain contacts

Fig. 1. Schematics of the FET arrays with (a) a common 2D electron channel and a grating gate and (b) with
separate electron channels. Polarization of the electric field E0 of the incident terahertz radiation is shown.

Plasma oscillations of the other type are excited in gated regions of the channel. If the
infinite perfectly conductive gate plane is located at distance d from the infinite 2D
electron channel then the dispersion relation for this kind of plasma waves is21
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k .  
-2 e2N 
u p  = 

m*EOIE,  + ~,coth(kd)] 

If the gate plane is close enough to the electron channel, i.e., kd<<l, one obtains 

(3) 

which means that the plasma waves in the gated region have frequency-independent 
phase velocity s = w p  I k . The values of the wavevector of the gated plasmons are 
quantized according to the length of the gate W, k = nlrl  W with n being an integer. 
However, plasmon modes with even numbers n can not be excited by THz radiation 
under the gate contact with symmetric boundary conditions at the gate edges (because of 
zero net dipole moment of such modes). The plasma wave dispersion described by 
Eq. (3) is similar to that of gravitational waves on the surface of liquid in a shallow basin. 
Thus this particular type of plasma waves is referred to us the “shallow water 
plasmons”.’92 The gated plasmons may be also referred to as the “acoustic plasmons”, 
since their linear dispersion, Eq. (3) ,  similar to that of the acoustic waves. 

If d << W, the areal electron density in the gated region of the channel is related to the 
gate voltage by the parallel plate capacitor formula 

where U, = U, -Urh is the difference between the gate voltage U, and the channel 
threshold voltage U ,  . Then Eq. (3) for the odd plasmon modes acquires a simple form”2 

w p  = k p  ( 5 )  

with the gated-plasmon phase velocity k = (2n - 1)n I W 
(n = 1,2,3 ,... ). 

Plasmon modes excited under the gate contact (gated plasmons) are more attractive 
for practical applications because their frequencies can be effectively tuned by varying 
the gate voltage. However, simple estimations show that the frequency of the 
fundamental plasmon mode (n  = 1) in a GaN-based HEMT may exceed 10 THz only if 
the gate length is shorter than 100 nm, which sets a limitation for designing the single- 
gate FET plasmon devices in the high-frequency THz range. (It should be also noted that 
HEMT’s with such a short gate typically has quite long ungated access regions of the 2D 
electron layer connecting the gated portion of the channel to the source and drain 
contacts.”) Another problem to be solved is how to effectively couple the gated plasmons 
to THz radiation. Unfortunately, the gated plasmons in a single-gate FET are weakly 
coupled to THz radiation23 because: (i) the gated plasmons are strongly screened by the 
metal gate contact, (ii) they are have a vanishingly small net lateral dipole moment due to 
their acoustic nature (in this mode, electrons oscillate out-of-phase in the gate contact and 

s = ,/do I m* and 
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in the channel under the gate, which results in vanishingly small net lateral dipole 
moment), and (iii) gated plasmons strongly leak into ungated access regions of the 
~hannel.’~ Higher-order gated-plasmon modes (n > 1) have greater frequencies but even a 
smaller net dipole moment as compared to the fundamental plasmon mode, and they are 
more prone to leaking from the gated portion of the channel into the access regions. 
Hence, the higher-order gated plasmon modes in a single-gate FET can hardly be used for 
increasing the operation frequency of a single-gate THz plasmonic transistor. 

It was suggested in Ref. 23 that the coupling efficiency of gated plasmons to THz 
radiation can be dramatically enhanced due to their interaction with the ungated portions 
of the electron channel. A sequence of gated and ungated portions of the channel can be 
realized, for example, in a FET with a grating gate. In this paper, we calculate the THz 
plasmon absorptions spectra of the FET with a common channel and a large-area grating 
gate [see Fig. l(a)] in frame of the fist principle self-consistent electrodynamic approach 
and show that the gated-plasmon resonances in such a structure increase by several orders 
of magnitude due to excitation of plasma oscillations in the ungated portions of the 
channel. We also show that pronounced higher-order plasmon resonances can be excited 
in a slit-grating gate FET. 

The slit-grating-gate coupler is a conventional tool for exciting the higher-order 
plasmon modes in a 2D electron However, a grating coupler with extremely 
narrow (sub- 1 00-nm-wide) slits has to be fabricated in order to achieve a measurable 
strength of the higher-order plasmon resonances24325. Because of that, we suggest in this 
paper an alternative FET array design with FET units having separate channels and 
combined intrinsic source and drain contacts [see Fig. l(b)]. Such a design allows one to 
effectively excite higher-order plasmon resonances in a structure having the characteristic 
dimensions of a micron scale. In earlier it was suggested that the coupling 
between plasmons in the FET channel and THz radiation might be more effective if FET 
units were arranged in an array. (Also see even earlier relevant paper,” where periodic 
ohmic contacts were alloyed into 2D electron channel producing an array of 2D electron 
diodes.) It was anticipatedz6 that the plasmons in an array of FET‘s should absorb (or 
emit) THz radiation at least by a factor of the number of FET units in the array as 
stronger as a single-unit FET. In a recent paper,28 we showed that the coupling between 
plasmons and THz radiation in the FET arrays can be strongly enhanced well beyond that 
obvious estimation due to a cooperative effect of synchronizing the plasma oscillations in 
all FET units in the array. In this paper, we demonstrate by computer simulation that 
intensive higher-order plasmon resonances can be effectively excited in high-frequency 
THz range (up to 20 THz) in the FET array with separate channels and combined source 
and drain contacts due to the strong coupling between plasmons and THz radiation. It is 
shown that in such a device the higher-order plasmon modes are excited much more 
effectively than in the FET structure with a large-area 2D electron channel coupled to 
THz radiation by a slit-grating gate. 
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2. Theoretical Approach 

We have calculated the THz plasmon absorption spectra of two different FET arrays 
shown schematically in Fig. 1 in frame of the first principle self-consistent 
electrodynamic approach, using the Maxwell equations and the integral equation method 
developed ear lie^-.^^‘^' This approach involves the following steps: 

the Maxwell equations are re-written in the Fourier series representation, 
using the electrodynamic boundary conditions in the channel and gate planes, the 
amplitudes of the Fourier harmonics of the oscillating-electron-current density are 
related to those of the in-plane THz electric field in the gate as well as electron 
channel planes, 
equalizing the sheet electron current density obtained in the previous steps to that in 
the Ohm's law yields the system of integral equations for the in-plane THz electric 
field in each (gated and ungated) portion of 2D electron channel as well as in metal 
contact strips within a period of the structure, 
the system of integral equations is solved numerically by the Galerkin method32 
through its projection on an orthogonal set of the Legendre polynomials within the 
respective interval. 

Within this approach we describe the response of electron fluid in each portion of the 
2D electron channel, having the equilibrium electron density either N ,  or N2 [see 
Fig. l(a)], by the sheet conductivity in the local Drude model as 

where T is the electron relaxation time. The sheet electron density under the gate strips 
NI is calculated in the parallel-plate capacitor model by formula Eq. (4) with d being the 
gate-to-channel distance (the barrier-layer thickness). Calculations were performed for 
the characteristic parameters of AlGaN/GaN HEMT: E~ = 9, Uth = - ( 3 4 )  V, 
d =  (8t20) nm. Surface conductivity of the metal gate strips as well as the source and 
drain contacts in the FET array structure shown in Fig. l(b) was assumed to be 2.5 S. 
Numerical calculations showed that the plasmon absorption spectra do not change 
noticeably at small (compared to the saturation current) DC currents through the channel 
(if one neglects the effect of the gated-channel-portion length modulation by the drain 
current, which does not change the physics of the effects under consideration). Because 
of that all numerical results below are presented for zero DC drain current. Notice that 
Eq. (6) describes an inductive admittance arising from a kinetic inductance of the 2D 
electron system responding to the total in-plane THz electric field (and having a resistive 
contribution caused by the electron scattering in the 2D channel). A capacitive 
contribution (which is necessary to produce a resonance in the whole system responding 
to the external THz electric field) describing the oscillating-charge accumulation in the 
system is provided by the gate-to-channel capacitance and is accounted for in our 
approach self-consistently by applying the proper electrodynamic boundary conditions in 
the channel and gate planes. 
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3. Grating-Gate FET with a Common Channel 

Figure 2 shows the THz absorption spectra of AlGaN/GaN HEMT with a common 
channel and a large-area grating gate [see Fig. l(a)] having 1-pm-wide grating-gate strips 
for three different grating-gate-slit widths and zero gate voltage. These results 
demonstrate quite pronounced and well-resolved higher-order plasmon resonances even 
at room temperature in the structure with sub-micron slits. For narrower slits the higher 
resonances are excited with larger amplitudes, since narrow grating-gate slits generate 
strong higher Fourier harmonics of the incident THz wave. As a result, quite pronounced 
higher-order plasmon resonances may be excited at high THz frequencies up to 7th 
resonance at about 10 THz (not shown in Fig. 2). 

0 2 4 6 
Frequency, THz 

Fig. 2. Absorption spectra of AIGaNEaN HEMT with I - p - w i d e  grating-gate strips for thrcc different slit 
widths: 0.1 p (curve I), 0.3 p (curve 2 )  and 0.5 p (curve 3) at room temperature ( r  = 2 . 2 7 ~ 1 0 ~ "  s) for 
zero gate voltage. Uth = -3 V, d = 8 nm. 

The equidistant spectrum of plasmon resonances shown in Fig. 2 is characteristic of 
the acoustic-like dispersion, see Eq. (3), which evidences the excitation of the gated- 
plasmon modes in the structure (the ungated-plasmon modes with their dispersion given 
by Eq. (1) have much higher frequencies). The radiative damping and dissipation of 
plasmon oscillations contribute comparably to the total linewidth of the plasmon 
resonance in the FET with a slit-grating gate, which makes all plasmon resonances 
stronger. The maximum absorbance of 0.5 at the plasmon resonance is reached when the 
radiative and dissipative contributions to the resonance linewidth become equal (this 
condition for the maximum absorption can be also readily understood as matching the 
free-space impedance to the FET impedance at the plasmon re~onance).~" It is worth 
noting that for narrow slit widths the frequencies of plasmon resonances are the multiples 
of 2nlL and not the multiples of xlW as for a single-gate FET structure [see Eq. (3)]. This 
leads to a blue shift of all plasmon resonances seen in Fig. 2 for shorter periods of the 
structure. The calculations show that all plasma resonances become weaker by two orders 
of magnitude when the electron density under the grating-gate openings tends to zero. 
This fact demonstrates a crucial role of the ungated portions of the channel in excitation 
of the gated plasmons. 
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-3 -2 -1 0 

Gate Voltage, V 

Fig. 3. The same as in Fig. 2 as a function of the gate voltage for two different slit widths: 0.1 p (solid curvc), 
0.2 p (dashed curve) at frequency 6.86 THz. Plasmon modc numbers are indicated. 

Figure 3 shows the terahertz absorption of AlGaN/GaN HEMT with I-pm-wide 
grating-gate strips and sub-micron grating-gate slits as a function of the gate voltage. The 
most intriguing result here is that the intensity of higher-order plasmon resonances (up to 
9th order) increases at more negative gate voltage. It happens because the radiative 
damping of higher-order plasmon modes increases with increasing the electron density 
modulation along the electron channel (hence, a value of the radiative damping becomes 
closer to that of the dissipative damping of plasmons, which ensures more favorable 
condition for excitations of the plasmon re~onances).~' Notice also that the plasma 
resonances excited at more negative gate voltages exhibit a narrower resonance 
linewidth, AU,. The more negative the resonant value of U,, the narrower the resonance 
is. One can easily understand this fact by performing the differentiation of Eq. ( 5 ) :  

where A Z p  is the linewidth of the plasmon resonance in the frequency domain. 
Obviously, for a given A Z p ,  AU, tends to zero when Ug approaches the threshold 
voltage Uth. 

4. FET Array with Separate 2D Electron Channels 

In Fig. 4 the calculated THz absorption spectra of the FET array with separate 
electron channels [see Fig. l(b)] are shown for two different array periods and two 
different gate-strip width for zero gate voltage. (One can easily imagine a biasing scheme 
allowing to apply the identical gate and drain bias voltage to every FET in the array.) 
These results demonstrate that in such a structure, the intensive fundamental and all 
higher-order plasmon resonances up to the 8th resonance at 20 THz (not shown in Fig. 4) 
can be excited with comparable amplitudes even at room temperature. All resonances are 
shifted to higher frequencies for narrower gate-strip width as predicted by Eq. (5). 

Plasma oscillations in all unit cells of the periodic FET array are excited with the 
same phase (and amplitude) dictated by the phase (and amplitude) of the incoming THz 
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wave. Even without the incoming THz wave, the plasmons, once excited (either by a 
thermal or stimulated mechanism), oscillate in phase in all unit cells of the FET array 
shown in Fig. l(b) because the side metal contacts with high conductivity act as effective 
synchronizing elements between adjacent unit cells. Applying B mechanical analogy, one 
may think of rigid crossbars connecting oscillating springs arranged in a chain. Therefore, 
the plasma oscillations in the FET array behave as a single plasmon mode distributed 
over the entire area of the array. The formation of this cooperative mode ensures strong 
coupling between plasmons in the FET array and external THz radiation.” 

0.05 4 .. - .. - .. * . .  . .  . 
*. . a , . .  

0.00 I I I I 

0 5 10 15 
Frequency, M z  

Fig. 4. Tcrahcrtz absorption spectra of thc array of AIGaN/GaN HEMT’s with separate channels for two 
different gate lcngths of each HEMT unit, 0.8 pm (solid curve) and 0.5 pm (dashed curve), at room temperature 
( r = 2.27 x 1 0-13 s) and zero gate voltage. Period of the array is 1.2 pm. Dotted curve shows the THz absorption 
spectrum of AlGaNiCaN HEMT with a homogeneous 2D electron channel and a slit-grating gate with the 
period 0.9 pm and the slit width 0.1 pm. Ulh = -7.5 V, d = 20 nm (from Ref. 28). 

One can see from Fig. 4 that, although there is no by far a sub-100-micron 
characteristic lateral dimension in the FET array with separate electron channels, the 
higher-order plasmon modes are excited much more effectively in such a structure than in 
a FET structure with a common electron channel and a grating gate having the 100-nm- 
wide slits (see Sec. 3 and the dotted curve in Fig. 4). The physical mechanism of the 
higher-order plasmon mode excitation is entirely different in these two different 
structures. In the grating-gate coupler, narrow slits generate strong higher Fourier 
harmonics of the incident THz field with wavevectors k = 2nz  IL, where L is the period of 
the grating gate with n being an integer. Then these strong Fourier harmonics excite 
higher-order plasmon modes with the same wavevectors in the channel when the 
frequency of the incoming THz wave coincides with the plasmon mode frequency. In 
contrast, in the FET array with separate channels, the incoming THz radiation induces the 
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oscillating charges of opposite sign across the vertical (typically sub-1 00-nm-wide) gap 
between the gate and side contacts at each edge of the gate contact in every FET unit [see 
inset in Fig. l(b)]. These oscillating charges induce the electric fields with the same 
symmetry as in the plasmon modes excited under the gate contact with symmetric 
boundary conditions at the gate-contact edges. Hence, plasmon modes are effectively 
excited when their eigen-frequency coincide with the frequency of the incoming THz 
radiation. 

5. Conclusions 

It is shown that the coupling between plasmons and THz radiation in the FET arrays with 
either joint or separate 2D electron channels can be strongly enhanced as compared to a 
single-gate FET. Computer simulations show that the higher-order plasmon modes can be 
excited much more effectively in the FET array with separate channels as compared to 
the FET array with a common 2D electron channel and a slit-grating gate. Such 
enhancement is due to a cooperative effect of synchronizing the plasma oscillations in all 
separate channels in the FET array. These results open a gateway to designing the FET 
plasmonic devices in the high-frequency THz range up to 15 THz and even higher. 
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We have observed that Terahertz (THz) irradiation to a carbon nanotube quantum dot (CNT-QD) 
leads to the generation of an excess current in the Coulomb blockade regime. It was found that this 
THz detected signal survives even when the incident THz wave is extremely weak (-1 fW). This 
means that the CNT-QD could works as a highly sensitive THz detector. 

Keywords: Carbon nanotube; Quantum dot; Terahertz detector 

1. Introduction 

A highly sensitive detector in the Terahertz (THz) range is now in strong demand in 
various research fields, such as radio astronomy, biochemical spectroscopy, and medicine 
as well as solid-state physics. Nevertheless, the photon energy of the THz wave, typically 
-10 meV, is two to three magnitudes lower than that of the visible light, thus making the 
development of a high-performance THz detector a difficult task. Recent progress in the 
fabrication of nanoscale devices, however, opens up a new possibility of significantly 
enhancing the sensitivity of THz detection. The uses of single electron transistors 
fabricated from GaAdAlGaAs heterostructures'92 or an Aluminium3 have made it 
possible to achieve single-THz-photon counting. The operation of these devices, however, 
requires a very low temperature environment below 0.3 K using a 3He/4He dilution 
refrigerator or a 3He refrigerator. This restricts a range of practical use. 
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In this regard, a quantum dot (QD) based on a carbon nanotube (CNT)4'5 is a
promising candidate of a practical and powerful THz detector, because its much smaller
size allows higher-temperature (in principle, room-temperature) operation of a single
electron transistor, as compared to the previously developed GaAs- or Al-based single
electron transistors. Recently, Fuse and coworkers have observed a THz photon-assisted
tunneling (PAT) in CNT-QDs at 1.5 K using a standard 4He refrigerator.6 Their
observation provides the interesting possibility that this device can be utilized as a THz
photon detector with high-temperature operation. Here, we present another type of THz
detection by CNT-QDs, which is different from the PAT. The present sensing mechanism
has allowed us to achieve ultra-highly sensitive THz detection with a noise-equivalent
power of ~10-'8 W/Hzl/2 at 1.5 K.

2. Experimental Setup

•I CNT QD CNT

Fig. !, (a) A scanning electron micrograph image of the CNT-QD. (b) Schematic of the CNT-QD structure.

Figure l(a) displays a scanning electron microscope image of our CNT-QD. The CNT
with a diameter of ~1 nm is processed into the QD device by depositing source and drain
electrodes at interval of-300 nm. As depicted in Fig. l(b), this device is placed on a
highly-doped silicon substrate with a thermally oxidized surface, and a metal sheet
attached in the back surface of the Si substrate works as a gate electrode. In this
experiment, CNT-QD devices were immersed into a 4He cryostat and single-electron
transport measurements were performed at 1.5 K without and with THz irradiation. As a
THz light source, we used a quasi-monochromatic and frequency tunable cyclotron
emission radiated from a high-mobility two-dimensional electron gas in GaAs.7

3. Experimental Results

Figure 2 displays a source-drain current /SD versus a gate voltage VG in the CNT-QD, and
compares the features between without and with THz irradiation. The blue curve (without
THz irradiation) clearly shows a periodic oscillatory behavior as a function of VQ, so-
called Coulomb blockade oscillation, indicating a single-electron charging effect. On the
other hand, when the THz wave is irradiated onto the CNT-QD, it is found that a finite
current emerges originally in the Coulomb blockade regime. We observed that this
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current change with THz irradiation survives even when the THz power incident on the 
CNT-QD becomes extremely low (-1 W).  This means that the CNT-QD has a very high 
sensitivity to the incident THz wave. 

5200 5400 5600 5800 6000 
Gate voltage VG P) 

Fig. 2. The source-drain current I,, as a function of thc gate voltage V, in the CNT-QD without and with THz 
irradiation. 

4. Discussion and Remark 

The mechanism of the THz detection observed in this work cannot be explained in terms 
of the PAT, because the PAT manifests itself as an appearance of new-side peaks in the 
Coulomb blockade regime.6 At present, we imagine that, by absorbing the incident THz 
photon energy, the electrons in the source electrode jump up to the drain electrode due to 
low tunnel barrier (several meV), formed at the metal-nanotube interfaces. 

We would like to make a remark on future application of the CNT-QD to a THz 
detector. From the minimum of the observable THz power, we roughly estimate that the 
noise-equivalent power of the CNT-QD-based THz detector reaches the order of 
W/HZ”~. This value is more than three orders of magnitude improved, compared to that 
of a THz detector based on GaAdAlGaAs quantum Hall devices that we have previously 
developed.8 We expect that further improvement will be possible by shaping source and 
drain electrodes into antenna structures to effectively couple the CNT-QD with the 
incident THz wave. 

5. Summary 

In summary, we have studied THz irradiation effect on CNT-QDs, and observed, in the 
Coulomb blockade regime, the generation of the excess current by the THz irradiation. 
From the minimum of the observable THz intensity, we estimate that the noise-equivalent 
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power of the present THz detector reaches the order of 
value will be improved by using source and drain electrodes with the antenna structures. 

W/HZ”~. We expect that this 
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We present numerical investigation of anomalous intcrnal photoelectric effect which is realized in thin film 

(< 100 nm) structures by surface plasmon (SP) excitation and its interaction with primary laser radiation. SP 

electric field gain and electron temperature in the SP ficld have bccn calculated. 

1. Introduction 

During last two decades ultrashort laser pulses with high intensities up to - 10l6 W/cm2 
have been used for electron acceleration. High electric field intensity in such pulses 
(- lo9 V/cm) allows to accelerate electrons up to the energy of 100 MeV.’ Recently it 
was demonstrated that laser pulses with relatively moderate intensity (- 10” W/cm2) may 
accelerate electrons up to energy 1 keV with pulse width less than that of the laser pulse. 
This anomalous effect of electron acceleration has been observed in the experiment of the 
excitation of a surface plasmon in a thin film structure by ultrashort laser pulse. This 
effect opens up new prospects in the development of high-performance ultrashort-pulse 
electron generators for biomedical applications, micro- or nanoelectronics. 

There are two schemes for realization of anomalous photoelectric effect in a thin film 
structure. The first one is a classical Kretschmann scheme: which has been used for a 
long time to excite surface plasmons at the interface metaVdielectric (see Fig. 1). 
Femtosecond electron pulses with energy up to 2 keV3x4 have been generated with this 
scheme. An acceleration gradient about 5 GW/cm was realized using a Ti:sapphir laser 
(h  = 800 nm) with an intensity of laser pulse 30 GW/cm2 and pulse width 30 fs. 

Another scheme (see Fig. 2 )  was proposed in Ref. 5. In this scheme a metal/metal 
interface (for example Al/Au) was used instead of classical metal/dielectric one. With 
this scheme femtosecond electron pulses with the energy of 20 eV were generated by 
laser pulses with the intensity of 1 GW/cm2 and pulse width 400 fs at wavelength 
h = 800 nm. 
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Fig. i. Kretschmann scheme for anomalous electron acceleration by resonant surface plasmons. The surface of

glass prism is coated with a thin film of noble metal like Au, Ag or Cu. A femtosecond laser pulse incident

through glass prim at an angle exceeding total internal reflection angle excites surface plasmons.

F- ponderomotive forces

6 femtosecond
laser pulses

/^-polarization

Fig. 2. Scheme of anomalous electron acceleration using a bimetal structure. Maximum of field gradient of

excited surface plasmons is at the interface gold - aluminum.

Generation of such electrons from metal surface and their consecutive acceleration
may be interpreted as an anomalous photoelectric effect. This effect is a result of
ponderomotive force, which is related to the high electric field gradient of resonantly
excited surface plasmon.2"5

A theoretical model for electron generation and acceleration has been proposed and
used for numerical simulation.5 In that model the Drude formula for the frequency-
dependent complex dielectric function was used

(1)

where cop is plasma frequency, andv^is the damping rate. However for the adequate
description of the system under consideration not only temporal but also spatial
dispersion and nonlinear processes should be taken into account.

In this paper we develop a model of the interaction of a relatively low intensity
(~10 GW/cm2) femtosecond laser pulses with a thin metallic film deposited on a glass
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prism (Kretschmann scheme), in which plasma is described by plasma current j, , which 
can be obtained from additional nonlinear equations. As analytical solution of the 
equations of the developed model was not possible two-dimensional numerical 
simulation has been performed. 

2. Equations of the Model and Results of Numerical Simulation 

For comprehensive description of processes in conductive and dielectric layers we 
introduce additional current j, into Maxwell's equations: 

4n 1 aE 
rotB = -(j + ja) +-- 

rotE = 

C at 

c at 

1 dB 9 

where E and B - the intensity of electric field and magnetic induction, j and j,= j,+ j, are 

the densities of normal and additional currents, and 

. & - l a E  
J& =--. 4n at (3) 

To account for metal films properties we use well-known Drude-Lorentz model, in which 
the metal is interpreted as dense high-collision cold plasma. Based on this model, plasma 
is described by plasma current, j, which can be obtained from the following equations 

dj w2 e 
-+v j = Z E f - [ j p x B ] ,  
dt 4n mc 

= -divjo, 
at 

(4) 

where = /? 4nn e2 is the plasma frequency, n, is concentration of free electrons in 

the metal, p,= ene 

relation: 

and v, is the collision frequency. 

The resonance angle of surface plasmons coupling is determined by the following 

where E, - dielectric constant of metal, E, - dielectric constant of prism glass (for 
example, for glass BK7: E, = 2.296 at A = 625 nm). 

Numerical simulation has been performed in x-z geometry with electromagnetic code 
KARAT.6 This code self-consistently solves Maxwell's equations and also equations of 
relativistic motion by means of "particle-in-cell" (PICMCC) method. 
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fs
Metal film

(Ag, 50 nm)

Perfect Match Layer

«£."-•f^^—^f~^
Z 3

z, Um

Fig. 3. Computational domain for Kretschmann scheme. To compensate non-physical effects related to the

electromagnetic wave reflection at the numerical area boundaries, a special Berenger conditions are used

(perfectly matched layer PML)7.

The computational domain (Fig. 3) has the following dimensions: x = 5 um, z = 6 um.
Number of calculated cells along x- and z- axes are A^=1001 and Nz=l20l,
respectively. The parameters of laser: wavelength \ = 625 nm (second harmonics of Cr+3

foresterite laser), a Gaussian pulse duration 30 fs, electric-field value E= 107 V/cm, p-
polarization. Refraction index of glass prism n= 1.456 (ep=2.121) at 1 = 625 nm.
Thickness of silver film d= 50 nm. Dielectric constant (at X = 625 nm) em= -17.5+i-0.5,8

so Wpe = 1.26xl016 rad/sec (ne = 5.01*1022 cm'3), andve= 1.37*1013 Hz. The refractive
index of prism glass is assumed to provide a 45° resonance angle of the coupling of
excited surface plasmon.

Figures 4 and 5 show the preliminary results of numerical simulation of femtosecond
laser pulses interaction with metallic thin film based on Kretschmann scheme. Two-
dimensional distribution of the electric field intensity (Fig. 4) shows that the force lines
are concentrated along the interfaces. The field lines originate and terminate on film
surface; the electric field has components, which are normal to surface in the vacuum
region. Two-dimensional potential distribution depicted in Fig. 5 reveals the propagation
of surface plasmons along the surface of metallic film (maxima appear at the interface
metal/vacuum). Evaluation of electric field enhancement due to SP excitation gives for
the laser field gain a value of about 5 (Fig. 4).

The same structure of the electric field and the same rate of laser field gain were
obtained in papers3'4 by means of UPAS code, which is based on linear plasma model.
However, realization of anomalous photoemission and electron acceleration (in vacuum)
requires not only such a structure of electric field but also electric field gain of the order
of 100. Although experimental investigations3'5 provided clear evidence of the existence
of such processes the gain mechanism is not clear yet. Authors of above-mentioned
works supposed that in addition to the considered propagating SP (PSP) we should take
into account localized SP (LSP) on surface roughness with nanometer size (about 10 nm).
Resonant excitation of LSP can produce laser field gain in the range of 100 - 1000.

On the other hand in early works Bloembergen and co-workers9 showed that at
similar conditions electron temperature may reach 0.5 eV and hence thermoelectronic
mission in vacuum becomes possible. This phenomenon can explain anomalous
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Potential *iine= 30.00 ft

2.4 2.8 3.2
z(mciti)

3.6

Fig. 4. Two-dimensional (x-z) distribution of the

electric field intensity.
Fig. 5. Two-dimensional (x-z) potential distribution.

28.0 32.0 36.0 40.0
t(fe)

Fig. 6. Kinetic energy of probe electrons at the metal film surface. One division is about 1 eV,

photoelectric effect and electron acceleration. Figure 6 shows time dependences of
kinetic energy of probe electrons at the metal film surface obtained from numerical
simulation. These dependences demonstrate that average kinetic energy of probe
electrons reach a value about 0.5 eV. We believe that electron heating and following
thermoelectric emission reduce SP electric field gain.

3. Conclusions

A model of the interaction of a relatively low intensity (~10 GW/cm2) femtosecond laser
pulses with a thin metallic film deposited on a glass prism in the Kretschmann
configuration was developed.

Two-dimensional numerical simulation has been performed using the electromagnetic
code KARAT. Such characteristic as the structure of plasmon resonance, magnitude and
distribution of electrical field and potential have been determined. Electric field gain by
SPs and electron temperature in the SP field have been calculated. We believe that
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thermoelectric emission may decrease the electric field gain. This assumption is based on 
our numerical simulation. 

In conclusion it should be noted that external anomalous photoelectric effect indicates 
that internalanomalous photoelectric effect can be realized in multi-layered 
semiconductor nanostructures which allows to produce high-energy femtosecond electron 
pulse in different nano-devices. 
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Widely-tunable voltage-controlled oscillator using resonant tunneling diodes in a distrib- 
uted manner is discussed. The circuit configuration and the principle of operation of the 
VCO are described together with several results of numerical calculations, which include 
necessary condition of permanent oscillation and how much the oscillation frequency is 
tuned by the voltage. 

Keywords: Oscillator; RTDs; nonlinear transmission line. 

1. In t roduct ion  

The teraherz electromagnetic waves have attracted a great deal of attention be- 
cause they are expected to contribute to the applications such as measurement sys- 
tems with picosecond temporal resolution, over-lOO-Gbit/s communication systems 
and spectroscopic imaging systems. Recently, many promising devices are inves- 
tigated to develop teraherz oscillators, which include quantum cascade lasers,’>’ 
resonant tunneling diodes (RTDs) ,3 tunnel injection transit time (TUNNETT) 
 diode^,^ plasma-wave transistors5 and photo-mixing Among these, the 
development of electronic THz ICs operating at  room temperature that doesn’t 
need photonics is very important, because it enables cost-effective, convenient and 
small-size THz application systems. In this respect, RTDs are best expected to pro- 
duce breakthroughs. As for the continuous-wave generation, controllability of the 
oscillation frequency widens THz applications, including data coding, spectroscopy 
and chirped pulse radar. We thus investigate the method of voltage-controlled os- 
cillation using RTDs. 

A peculiar characteristics of an electromagnetic wave on a RTD line, which 
means a transmission line periodically loaded with small-size RTDs, is expected 
in that the step-pulse wave on the line travels forward at  the beginning, and then 
returns to  the input. The returned wave is reflected at  the input so that this back- 
and-forth behavior continues permanently. By extracting part of waves from a R,TD 
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line, we can generate an oscillatory electromagnetic wave. The oscillation frequency 
is determined by the round-trip time of the traveling wave, thus it turns out to 
lie in teraherz by decreasing the traveling distance or increasing the wave velocity 
as long as the cutoff of the operation frequency of the loaded RTDs doesn’t limit. 
Moreover, the oscillation frequency can be tuned by the amplitude of applied step 
pulse. 

The propagation of a step pulse on a RTD line is first discussed by Richer in 
1966.9 He derived an exact solution for the dynamic-steady-state (dss) waveform 
on an idealized RTD line or a switch line to show that it propagates a kink-like 
waveform without attenuation and with constant time delay per section. His main 
purpose is to clarify the mechanism of the nondistorted signal propagation on the 
nerve axon by the simulation using a switch line, so that he paid special attention 
to the dss solutions. We reconsider a switch line for use in high-speed electronics, 
especially for the generation of ultra-high-frequency electrical continuous waves. 

In this paper, we describe the circuit configuration of the voltage-controlled 
oscillator (VCO), and its principle of operation using idealized RTD model. Then we 
discuss several results of numerical calculations, which include necessary condition 
of permanent oscillation and how much the oscillation frequency is tuned by the 
volt age. 

2. Characteristics of Idealized RTD Lines 

Figure l ( a )  shows three sections of a RTD line, where L and R show series inductor 
and series resistor of the unit section, respectively. Length of unit section is dx 
and the small-letter symbols show the per-unit-length quantities. A shunt RTD is 
modeled by a capacitor symbolized by C = cdx and a bias-dependent conductance 
aligned in parallel. The typical current-voltage characteristics is shown by the solid 
curve in Fig. l (b) .  For a while, we idealize it as to be the dotted curve in Fig. l (b)  
for simplicity. The voltage levels where RTDs exhibit negative differential resistance 
(NDR) are degenerated to a threshold, I&, and the finite conductance above &,, is 
neglected. We can then write the current through RTDs as GQ(&h-V)V [G = gdx], 
where O(V) shows the Heaviside function. This nonlinear transmission line is exactly 
called a switch line by Richer. Hereafter, we call the voltage range greater (less) than 
Vth region I (11). Then, the voltage wave is influenced by finite shunt conductance 
in region I1 and is not affected by conductance in region I. 

The VCO requires the input pulse crosses &h as shown in Fig. l (c) .  I t  is a rising 
step pulse having an amplitude of VO. In general, the transmission equation of the 
linear dispersive line allows exponential solutions together with sinusoidal ones. lo 

It is possible for the exponential waves to develop on a nonlinear transmission lines 
including a switch line, although the exponential solutions are usually discarded be- 
cause they diverge at  infinity so that they cannot satisfy any physically meaningful 
boundary conditions. As for Richer’s dss solution of a switch line, this exponential 
waves develop at  the voltage range above and below the threshold of the loaded 
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Fig. 1. Schematic of VCO. (a) Circuit diagram, (b) current-voltage characteristics of RTD, (c) 
signal application. 

switch. These two exponential waves are continuously united at the threshold so 
that they form a kink-like pulse. 

When a rising step pulse, whose bottom and top voltage levels respectively 
lie in the voltage range below and above the threshold of switches, is input to  a 
switch line, we found that the ordinary sinusoidal wave develops at the voltage 
range above the threshold instead of the exponential counterpart. The sinusoidal 
part can unite continuously with the leading exponential wave. This exotic pulse is 
not stable so that it becomes attenuated with the transmission on a switch line and 
finally disappears. Then, a stable dss kink-like pulse develops at  the point where the 
forward pulse disappears and starts to  travel backward. In the following, we clarify 
the reason why the pulse on a switch line exhibits this back-and-forth motion. 

When denoting the voltage and current at the n-th node as Vn and In ,  respec- 

135 



580 K.  Narahara et al. 

tively, the transmission equation of a switch line" is given by 

dVn c- r - 
dt  

In-1 - In 
dx K)Vn + 

The line is linear and dispersive when considering only regions I and 11. Thus, it 
is meaningful to  analyze the dispersion curves in each region. The phase velocities 
normalized by l/& of the modes having wave number k are explicitly given by 

U1,sin = - 2kdx  

V1,exp = 2kdx  ( -a  + ,:,.) 
2kdx  

(3) 

(4) 

( 5 )  

where U I , ~ , ~ ,  and ~ 1 1 , ~ ~ ~  show the normalized phase velocities of the sinusoidal 
mode in region I, the exponential mode in region I and the exponential mode in 
region 11, respectively. Moreover, a and ,B are normalized series resistance and shunt 
conductance given by 

Q: = r d x 8  

We employ the sign convention: wt  - k d x n  for positive propagation. Thus, in region 
I, k has to be negative, while in region 11, it has to be positive for exponential modes. 
Figure 2 shows the dispersion curves for a = 0.18 and p = 2.0. The horizontal axis 
shows the wave number with a unit of the inverse of dx, and the vertical axis shows 
the normalized phase velocities. For steady or quasi-steady pulse propagation, the 
velocity of the pulse edge in region I has to be the same as that in region 11. When 
the pulse propagate forward, the exponential mode in region I1 can only couple with 
the sinusoidal mode in region I, because no exponential counterpart is present. At 
point P ,  both the velocity and the steepness are coincident, so that the forward 
pulse occupies the region around this point in Fig. 2. Note that the wavenumber at  
P is relatively large, so that for the pulse propagating forward, short-wavelength 
oscillatory waves are supposed to be observed in region I, which is supported by an 
exponential wave developed in region 11. On the other hand, when the pulse travels 
backward, the exponential mode in region I1 can only couple with the exponential 
mode in region I. Points Q1 and Q 2 ,  where both modes have a coincident velocity, 
correspond to this backward-traveling pulse. By the continuity of the voltage and 
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Fig. 2. Dispersion curves of idealized RTD line. Solid curve: sinusoidal mode in region I, dashed 
curve: exponential mode in region I, dotted curve: exponential mode in region 11. 

current at &, we obtain the condition, 

where k1,2 and w1,2 show the wave number and the frequency of Q1,2, respectively. 
This condition determines the vertical position of Q1,2. Note that the vertical posi- 
tion depend on both the pulse amplitude and the threshold. Moreover, the evanes- 
cent waves are developed in both regions, so that no oscillation will be observed, 
if 

This process is illustrated in Fig. 3. The spatial position on the line is shown 
horizontally, and the voltage is shown vertically. Figure 3(a) shows the behavior 
of the forward pulse. Because the forward pulse combining a sinusoidal mode in 
region I and an exponential mode in region I1 does not have any permanent pro- 
file, it is not stable and becomes attenuated and finally disappears, so that only 
exponential pulse edge is left in region 11, as shown in Fig. 3(b). This edge devel- 
ops an exponential modes in region I to  form a dss pulse, and then it starts to 
travel backward as shown in Fig. 3(c). When the backward dss pulse reaches the 
input end, it is reflected as in Fig. 3(d), so that it again starts to travel forward 
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reflected at input edge 

nodeof line A 

Exponential in I 

exponential edge 

Fig. 3. Principle of operation of VCO 

as an unstable sinusoidal-exponential wave. This process continues permanently 
with proper boundary condition a t  the input, thus succeeding in the generation of 
electromagnetic continuous waves. 

3. Numerical Results 

For the characterization of the RTD line as a VCO, we numerically solved Eqs. 
(1) and (2). We set c, 1, & and dx to 1.0 pF/mm, 1.0 nH/mm, 0.2 V and 5 pm, 
respectively. The rise time of the step pulse was 1.0 ns with the form of raised cosine. 
We carried out calculations with several different values of a,  p and Vo. Figure 4(a) 
shows the dependence of the oscillation frequency on a and p at Vo = 1.5V. As a 
and /3 increases, the oscillation frequency increases. This is because the round-trip 
distance decreases by the large attenuation. Moreover, the dark region fails to keep 
oscillation. As Eq. (10) shows, the oscillation is not universal but is sensitive to 
the line parameters including attenuating elements and the threshold. On the other 
hand, Fig. 4(b) shows the voltage controllability of the oscillation frequency. The 
horizontal axis shows Vo. The left-vertical axis shows the oscillation frequency, and 
the right-vertical axis shows the distance to the turning point. The threshold was 
set to 0.2 V. As the amplitude decreases, the oscillation frequency increases. In 
particular, it rapidly increases at  the amplitude of around 0.4 V. The oscillation 
frequency becomes maximal at  0.3 V, and then decreases. The oscillation is possible 
at the voltage amplitude in the very neighborhood of the threshold. Although this 
calculation is based on idealized RTD model, the oscillation frequency potentially 
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Fig. 4. Numerical characterization of VCO. (a) Dependence of oscillation frequency on line para-
meters, (b) voltage controllability of VCO.

covers very wide bandwidth of over 600 GHz.
For the permanent oscillation, the degree of reflected pulse has to be kept con-

stant at each point when the pulse edge returns the input interface. In fact, some
transmission line connecting a voltage source with the VCO is required practi-
cally, so that it seems difficult to ensure the invariance of the reflection condition.
However, the voltage at the interface restores the DC level of the source at every
temporal point when the pulse edge reaches the turning point. Thus, every re-
flected edge at the interface has the fixed amplitude, keeping constant reflection.12

In the case of practical RTDs, the finite conductance in region I is also taken into
consideration. The dispersion curves vary not so much through the introduction of
finite conductance in region I that the fundamental property of the line is preserved.
Voltage-controlled oscillation is thus expected to be possible for practical RTD line.

4. Conclusions

We investigated the voltage-controlled oscillation in a RTD line. The operation
bandwidth of the state-of-the-art RTD covers teraherz band. By employing this
high-speed RTDs in the line, we think the proposed method will contribute to the
development of an electronic teraherz oscillator to no small extent.
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Employing Monte-Carlo simulations we investigate paramcters and optimize gcomctry of IR 
quantum-dot detectors with diffusion-limitcd capture into the dots surrounded by potential barriers. 
Our rcsults show that structures with modulation doping of interdot matrix provide an effective 
separation of the localized and conducting electron states. In these structures, the capturc time is 
mainly determined by the quantum dot concentration and the height of potential barricrs around dots. 
The capture is not sensitive to the dot positions. It also weakly depends on the electric ficld up to the 
characteristic value, at which significant electron heating allows hot electrons to overcome the 
barriers. Optimizing the carrier capture and transit times, we show that quantum-dot structures have 
a lot of potentials for increasing the photoconductive gain and for the development of IR room- 
temperature detectors. 

Keywords: Quantum-dot photodetector; diffusion-limited capture; modulation doping; gain. 

1. Introduction 

Starting from the pioneering work,’ various quantum-dot structures have been intensively 
studied as promising candidates for development of effective infrared photodetectors with 
numerous applications in middle and long-wavelength IR  range^.^-^ It is expected that the 
quantum-dot structures can provide long lifetime of excited electrons, which in turn 
increases the photoconductive gain and leads to higher responsivity and higher operation 
tempera t~re .~-~  Capture processes in quantum-dot structures can be significantly 
suppressed by a proper choice of geometry of the structure and specific doping. The 
carrier lifetimes would strongly increase, if the dots would be separated from the 
“conducting channels” by the potential barriers created by means of the modulation 
doping. In our previous works6-’ we considered various realizations of potential barriers 
and their effects on the detector performance. 

In the current paper, we investigate a model of the photodetector operating at the 
room temperature, where the electron mean free path is relatively short and the 
photoelectron capture is determined by the electron diffusion in the field of potential 
barriers surrounding the charged dots.* In Ref. 8, we obtained a set of analytical results 
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related to the trapping cross-section at small electric fields applied to the structure. Here, 
we employ Monte-Carlo simulations to optimize the geometry of the IR quantum-dot 
detectors with diffusion-limited capture into the dots surrounded by potential barriers. We 
study the capture and transit times as functions of the dot positions, sensor geometry, and 
electric field applied. Finally, we calculate the photoconductive gain and discuss the 
optimal structures. 

2. Theoretical Model 

In theoretical model quantum dots are considered as ideal spheres of radius a that are 

a 

Fig. 1 ,  Energy band diagram. 

located at distances 2b from each other 
in x-, y-, and z-directions. The interdot 
matrix is doped by donors, and 
electrons from ionized donors move 
into the quantum dots. The negative 
charge of electrons in the dots and 
positive charge of ionized donors 
outside of the dots ( r  > a )  form the 
barrier potential, V(r),  shown in Fig. 1. 
The number, N, of trapped by quantum 
dots electrons is determined by the 
concentration of donors. For the case of 
N >> 1, we can exploit the model of 
the spherically-symmetric distribution 
of the charge and quasi-classical 

- 
r 

approximation for the electron Fermi energy. The electrostatic potential can be described 
in this approximation as 

where E is the dielectric permittivity of the interdot matrix. From Eq. (1) it is obvious that 
V(r) is defined by several parameters, such as quantum dot radius, a, interdot distance, 
2b, number of electrons in quantum dot, N ,  that can be varied in wide ranges. 

We consider room temperatures when the relaxation in quantum dots is fast enough 
to use the theoretical model with diffusion limited capture. The cross-section of electron 
capture is described by the following formulas: 
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where ? is the electron thermal velocity, !? is the electron mean free path, a is the 
probability for an electron at r 5 a to be captured by the quantum dot, and V, = V(a). 
Equations (2 )  and ( 3 )  were obtained for zero voltage applied to the structure. They are 
valid only if the positions of the turning points for the electron moving in the potential 
V(r) are close enough to the quantum dot area. Satisfactorily this is reached at a 2 3 nm. 
The formula for the electron capture time, sCapt, is 

where Nd is the dot concentration. We use the same model for Monte-Carlo computations 
to investigate the dependence of electron capture times and gain of the photodetector on 
the concentration of dots and on the type of three-dimensional interdot space 
configurations. 

3. Results of Monte-Carlo Simulations 

We exploit Monte-Carlo program to simulate transport of three-dimensional electrons in 
InAs/GaAs photodetectors with the same concentration of InAs dots but with their 

Fig. 2. Possible quantum-dot photodctcctor configurations: (a) 
the cube configuration: c = d = e = h; (h) thc flattened 
parallclcpipcd configuration: c = nh, d =  bin, and e = h; and (c) 
the clongatcd parallclcpipcd configuration: c = h/n, d =  nh, and 
e = 6 .  Numhcr n dcfincs deviation from square configuration. 

different space locations in GaAs 
interdot matrix: (a) the cube 
configuration when all three 
distances between quantum dots 2c, 
2d, and 2e in x-, y-, and z- 
directions, respectively, are equal 
to 2b; (b) the parallelepiped 
configuration, which is flattened 
out in the direction of the voltage 
applied; and (c) the parallelepiped 
configuration, which is elongated in 
the direction of the voltage applied, 
(see Fig. 2). The concentration of 
quantum dots, Nd = llcde = l/b3, 
stays the same for all of three 

configurations. As we consider InGaAs dots embedded into the GaAs matrix, all 
parameters were taken for these materials. The Monte-Carlo simulation program is based 
on the model with electrons that may populate r-, L-, and X-valleys. It includes three 
major types of electron scatterings on: 1 )  acoustic, 2)  polar optical, and 3) intervalley 
phonons. The electric field, applied in the y-direction provides strongly non-equilibrium 
electron distributions, but, at the same time, the increase of electron energy is not enough 
to initiate the avalanche processes or to modify significantly the potential barriers. 
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Fig. 3 .  Dependcnccs of the photoelectron capture time on the electric field applied to the structures with thc 
same value of dot radius and three diffcrcnt space configurations: (a) high and (b) low dot concentrations. 

The results of simulations show that for the chosen variation of geometry the electron 
capture time, tcapr, weakly depends on dot arrangement and that it is primarily determined 
by the dot concentration. In Figs. 3(a) and 3(b), we present dependences of the 
photoelectron capture times on the electric field applied to the structures with three space 
configurations (see Fig. 2 )  and dot concentrations of 1/(51 nm)3 = 7 . 5 4 ~  lOI5 cm-3 (a) and 
1/(105 nm)3 = 8 . 6 3 ~ 1 0 ' ~  cm-3 (b). As it is expected, the electron capture times for the 
cube configurations are slightly smaller (around 10 %) than that for parallelepiped 
configurations. The capture times for flattened and elongated parallelepiped 
configurations are almost the same. Thus, the capture time is not sensitive to dot 
arrangement. As it is seen in the Figs. 3(a) and 3(b), the capture time strongly depends 
on dot concentration and electric field, F. At electric fields greater than 1 kV/cm, the 
capture time, rcapl, decreases by two orders of magnitude, while the electric field increases 
several times and such a behavior is practically insensitive to the structure geometry. 
Note, that the abrupt decrease of the carrier lifetime in the electric field explains the 
negative differential photoconductivity in quantum-dot detectors.' 

Calculated dependences on the height of the potential barrier, V,, for the considered 
three space configurations of quantum dots show similar behavior. At electric fields 
below 1 kV/cm, the dependence of the electron capture time on V, is close to the 
exponential law that was obtained in the absence of the electric field (Eq. 2 ) .  In strong 
electric fields and low potential barriers, the capture time is practically independent on 
the barrier height [see Figs. 4 (a), 4(b), and 4(c)]. 

The main reason of such behavior is the heating of electrons in the applied electric 
field. At the characteristic field, average electron energy becomes comparable with the 
potential barrier. It is clarified in Fig. 5, where average energies, g, and population of r- 
and L-electrons are presented for electric fields up to 5 kV/cm. At room temperature the 
r-valley is mainly populated and at low electric fields, F < 1 kV/cm, electrons there stay 
weakly heated. At higher fields, above 3 kV/cm, the average energy of r-electrons, which 
mostly contribute to the electron transport (population of r-valley is almost 80 % even at 

144 



Infrared Quantum-Dot Detectors 589 

10000 

electric field F = 5 kV/cm; see Fig. 5), is almost linearly proportional to the electric field. 
As the average energy of r-electrons becomes comparable with the potential barrier, V,, 

(c) ; : T =  300 K 

10000 T = 3 0 0 K  h 

r 1 
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the electrons can be captured by 
quantum dots with much higher 
probability. As we can see from Figs. 3 
and 4 electron capture times decrease 
with the increase of applied electric 
field, which causes the electron 
heating. The considered effects are 
fully described by Eqs. ( 2 )  and (3) if 
we will replace parameter kT by 2. 

It is also important to note that at 
the room temperature, the electron 
mean free path ! is controlled by the 
inelastic electron scattering on the 
polar optical phonons. It is around 
7 nm, which is smaller than the dot 
diameter. So, the electron capture is 
not sensitive to the relaxation 
processes inside of the dot. At the 
same time the mean free path is 
substantially smaller than the interdot 
distance. This is why the electron 
heating does not change the hierarchy 
of the relaxation lengths and the 
characteristic distances and, therefore, 
heating is practically independent on 
geometry of the structure. 

The calculated electron capture 
time dependences on the electric field, 
F, for three space configurations allow 
us to analyze the gain dependences on 
electric field. The photoconductive 
gain is defined as a ratio of capture 
time, tcapl, to the transit time across the 
active region of the device, tlr: 

g = Zcop, 1 Z1r . (5) 
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Found in the process of Monte 
Carlo modeling average drift 
velocities and capture times for 
two quantum dot concentrations 
and three space configurations 
(Fig. 3 )  are used to calculate 
dependences of the 
photoconductive gain on the 
electric field, F at the fixed 

$ value of the potential barrier 
(see Fig. 6). Despite the 

0 1000 2000 3000 4000 5000 differences in the dot 
F (V/cm) concentrations and dot space 

configurations, the behavior of 
gain dependences in ~ i ~ ~ ,  6(a) 
and 6(b) are very similar. The 

- T =  300 K - r- electrons 

, 4 2 0 -  

0 

3--------- 
/ 

. w  0 

# -  
# 

c -', , , . 0.00 . ' . ' -. 

Fig. 5. Thc average electron energy and population of r- and L- 
vallcys of GaAs by electrons as a function of the clcctric 
ficld, F. 

gain reaches maximum value at 
electric field of -1 kV/cm, which is also the characteristic field for the dependences 
shown in Fig. 3 .  At low electric fields, where capture time, tcapt, is almost constant, the 
gain increases due to a decrease of the transit time, qy; at high electric fields, the gain 
decreases due to exponential decrease of the capture time. 

- - - - - -  
\ 

\ \ 

10 
"200 ' 400 ' 600 '1'000 3000 ' '5000 200 400 600 1000 3000 5000 

F (V/cm) F (V/cm) 

Fig. 6. Photoconductive gain per laycr as a function of thc clcctric field for two quantum dot conccntrations 
and three spacc configurations that are shown in the Fig. 2. 

In summary, the quantum dot structures with modulation doped barriers that separate 
localized and conducting electrons are promising candidates for the development of 
room-temperature IR photodetectors. Monte-Carlo simulations demonstrate weak 
dependence of capture times on the space geometry and electric field up to 1 kV/cm. The 
transit time substantially decreases in the configuration, which is flattened out in the 
direction of the voltage applied. Thus, the photoconductive gain is mainly limited by the 
electron heating. The probability of carrier capture substantially increases, when the 
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average electron temperature becomes comparable with the height of the potential 
barriers. The detector performance can be significantly improved by properly engineered 
potential barriers as well as by the optimal choice of quantum dot concentration, space 
arrangement, and operating regime. In particular, high barriers and structures flattened in 
the direction of the applied voltage [as in Fig. 2(a)] lead to a substantial increase of gain. 
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The  magnetoresistance of Fe/MgO/Fe magnetic tunnel junctions (MTJs) was studied 
taking into consideration image forces. For MTJs  with an  MgO insulator, explanations 
are given of the giant tunneling magnetoresistance (TMR) effect and the effect of the 
increasing T M R  with an increase in MgO insulator thickness. It is demonstrated tha t  the 
electron current density through MTJs  can be high enough to switch the  magnetization 
of a ferromagnetic electrode. 

Keywords: Tunneling magnetoresistance; magnetic tunnel junctions. 

1. Introduction 

At present “ferromagnetic metal/MgO/ferromagnetic metal” magnetic tunnel 
junctions (MTJs) have demonstrated high values of the tunneling magnetoresis- 
tance (TMR) at  room temperature.’-’’ Such MTJs are characterized by low po- 
tential barriers of the order of 0.34-0.50 eV.3>s,s,10 The low-barrier MTJs are very 
favorable for developing magnetoresistive random-access-memory (MRAM). 11,12 

In this paper the influence of image forces on the TMR and on the electron 
current density in low barrier MTJs is taken into account. We show that in such 
MTJs the electron current density is enough for switching the magnetization of the 
ferromagnetic  electrode^.^>^' 
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2. Theoretical Model 

Consider MTJs consisting of two identical ferromagnetic metals separated by a 
non-magnetic insulator. The magnetizations of the two ferromagnetic electrodes 
are collinear [parallel (P) and antiparallel (AP)] and directed along the boundaries. 
We use a two-band model of free electrons in ferromagnetic metals. We assume, 
for simplicity, that the electron masses in the ferromagnetic electrodes and in the 
insulator are equal. Then, the transmission coefficient of electrons through the MTJs 
depends only on the transverse electron energy E,. 

The transverse parts of the Hamiltonians for the ferromagnetic electrodes and 
the insulator, which correspond to the movement of electrons through the MTJs ( z  
axis) , have the following form: 

ti2 d2 
2 m  dz2 

HL z ---, z < 0  

eVaz 
+ @ ( z ) ,  0 < z < d 

ti2 d2 
2 m  dz2 d H B  = + UbuL - - 

(3) 
h2 d2 
2 m  dz2 H R  = + ( g ~  - OR)A - eVa, z > d ,  

where UbuL = Ub+gLA,  Ub and d are the height and width of the potential barrier, 
e and m are the charge and mass of the electron, V, is the applied voltage, A is the 
half-width exchange splitting of two bands with different directions of electron spin 
in ferromagnetic electrodes, O L , R  = &l are conventional spin indexes corresponding 
to orientation of the electron spin along (the sign + or r )  and opposite to (the sign 
- or I) the direction of magnetization of ferromagnetic electrodes. 

The image force potential @ ( z )  has the following form:I3 
w nd 

(4) 

where &b is the permittivity of the barrier material. 
We assume that in the left ferromagnetic electrode, the electrons with OL = 1 

have a larger Fermi energy (EFT = ,u + A, ,u is the electrochemical potential) than 
the electrons with OL = -1 ( E F J  = ,Y - A). As a result, we have I C F T  > k ~ , ,  where 
kFT,I = q'=/ti is the Fermi electron momentum. The electrons with B L  = 1 
are called majority electrons, and the electrons with 0~ = -1 are called minority 
electrons. Later on we assume that the magnetization changes its orientation only 
in the right ferromagnetic electrode. We have chosen iron (Fe) as the ferromagnetic 
metal, for which k p ~  = 1.09 k', k ~ l  = 0.42 k 1 . 1 4  Using these numerical values 
we find (m = mo, m o  is the free electron's mass): p E 2.6 eV, A RZ 1.93 eV, 
EFT 

Following the paper,14 we describe the height of the potential barrier ub by the 
non-dimensional parameter u b  = (ub - p ) / E F T .  

Figure 1 shows the influence of ~b on the shape of the potential barrier at  
V, = 0.5 V, U b  = 0.1, d = 1.5 nm for majority (a) and minority (b) electrons. It 

4.53 eV, E F L  M 0.67 eV. 
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Fig. 1. The shape of the potential barrier at V, = 0.5  V, ?Lb = 0.1,  d = 1.5 nm for majority (a) 
and minority (b) electrons. The numbers next to the curves show the values we considered for & b .  

is evident from Fig. 1 that the shape of the potential barrier depends significantly 
on the value of the insulator permittivity &b.  With decreasing &b,  the height and 
thickness of the potential barrier decrease. 

Assume that an electron characterized by the aL-state in the left ferromagnetic 
electrode, tunnels through the potential barrier and occupies the aft-state in the 
right ferromagnetic electrode. Then, the densities of the partial electron currents 
JuLuR through the MTJs can be described by the following equation15 

where k g  is the Boltzmann constant, To is the temperature, j uL  ( E )  = {l+exp[(E- 
E F , ~ ) / ~ B T ~ ] } - ~  is the Fermi function, E F , ~  is the Fermi energy of the electrons 
in the ah-state. The partial transmission coefficients T,,,,(E,, Va) of electrons can 
be obtained using the propagation matrix forrnalism.l6 
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Fig. 2. Jp(V,) (solid lines), Jap(Va) (dot lines) (the left axis of ordinates) and TMR(V,) (dashed 
lines, the right axis of ordinates) for d = 1.5 nm, TO = 300 K,  (a) E b  = 5, (b) E b  = 9. The numbers 
next t o  the curves show the corresponding values of U b .  

The magnetoresistance of the tunneling junction can be presented in the form 

where J p  = J t t  + J l l  and JAP = J t l  + J1.r are the densities of the electron currents 
through the MTJs for the parallel and antiparallel magnetization orientations of 
the ferromagnetic electrodes, correspondingly. 

3. Numerical Results 

We will consider the bias voltage dependencies of the electron current densities 
through MTJs and accompanied TMR for a number of dimensionless heights U b  of 
the potential barrier. In Fig. 2 the left ordinate axis corresponds to dependencies of 
J p ( V a )  (solid lines) and JAP(V,) (dot lines), and the right ordinate axis is related 
to TMR(V,) dependencies (dashed lines) a t  d = 1.5 nm, (a) &b = 5 ,  (b) &b = 9. 

It follows from Fig. 2 that electron current densities through MTJs depend on &b. 
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With decreasing Eb they grow. At a chosen value of E b ,  electron current densities 
through MTJs increase with decreasing U b .  

It  should be noted that electron current densities rise sharply with increasing 
V,. They can be quite sufficient for current-driven magnetization switching. Thus, 
for example, the critical current densities required for current-driven magnetization 
switching in CoFeB/MgO/CoFeB MTJs annealed at 300" C are found to be as low 
as 8.8 x lo5 A/cm2 with accompanying TMR = 0.42.7 It  follows from Fig. 2 that  
critical current densities can already be reached at V, 2 0.1 V. For example, at  
V, = 0.5 V, u b  = 0.08 we find that J p  = 1.8 x lo7 A/cm2 ( JAP = 1.2 x lo7  A/cm2) 
for &b = 5 and J p  = 5.5 x lo6 A/cm2 ( J A ~  = 3.8 x lo6 A/cm2) for &b = 9. 

4. Conclusions 

The general properties of low-barrier MTJs containing MgO insulator can be de- 
scribed by a two-band model of free electrons in ferromagnetic electrodes by taking 
into account image forces. The image forces change the shape of the potential bar- 
rier considerably, and in that way they increase the TMR and the electron current 
density in MTJs. To obtain simultaneously high values of both electron current 
densities and TMR, it  is necessary to  use low-barrier MTJs with small values of 
barrier material permittivity. The results obtained here can be used to  develop 
MRAM with desirable characteristics. 
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Quantum computation is a rcvolutionary new paradigm that has experienced tremendous growth 
since the mid 1990s and has inspired a number of ingenious schemes whose long-term goal is to 
realize a large-scale, fast, parallel, and easily fabricated quantum computcr (QC). Silicon-based 
solid-state proposals using spins of dopants, such as phosphorus, as qubits are attractive because of 
thc long spin relaxation times and the potential for scaling the device to a large number of qubits and 
integrating the QC with existing silicon technology. We propose a modified Kane' architecture in 
which we address the difficult fabrication and addressing problems by simplifying the device 
structure and utilizing an existing, reliable optical detection method. The dcvicc consists of linear 
arrays of P atoms, which will be cntanglcd through their exchange interactions. Scanning tunncling 
microscopy is used to fabricate the device and an external magnetic field and a large field gradient 
enable individual spin addressability The lone P clcctron spin is used to control the nuclear spin 
qubit orientation. Excitons, gcncratcd in the substrate via a laser, are used to probe the spin states. A 
He-3 cryastat-based spin manipulation and readout system has been developed but many challcngcs 
exist in making a nano-scale quantum dcvice in a real materials system. 

Keywords: Quantum computing; solid-state; spin qubits. 

1. Introduction 

Quantum computation is a revolutionary new paradigm that has experienced tremendous 
growth since the mid 1990s. The motivating force for this growth has been the well- 
recognition potential that quantum computation could have for solving certain problems 
currently intractable on conventional computers. This dramatic computational potential is 
achieved through exploiting quantum superposition to attain massive parallelism. 

Initially, theoretical efforts led the way in this area by developing new quantum- 

' MST-8. Materials Science and Technology Division, MS G755. Bikini-Atoll Road, P.O. Box 1663, Los Alamos 
National Laboratory, Los Alamos. New Mexico 87545, United States of America. 
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based computer algorithms. Although the experimental efforts to develop and implement 
viable quantum computer (QC) concepts lagged behind their theoretical counterparts, this 
quest has none-the-less inspired a number of ingenious schemes over the last 10 years 
based on cold ion traps,2 neutral atoms in micro-optical  element^,^ nitrogen-vacancy 
centers in diamond: and superconducting flux’ or charge qubits,6 for example. With 
current QC technologies, primitive algorithms (including Shor’s quantum factoring 
algorithm to factor the number 15) have been demonstrated by room temperature liquid- 
state nuclear magnetic resonance techniques, a system that is known to be inherently 
unscaleable for large computations. However, the long-term goal in this quest is to 
achieve a large-scale, fast, and easily fabricated QC. Silicon-based solid-state schemes 
using either nuclear or electron spins of dopants, such as phosphorus, as qubits are 
attractive for a number of reasons: phosphorus nuclei in silicon have long spin relaxation 
times (up to hours); such a device is potentially scaleable; and a silicon-based device can 
potentially be integrated with existing silicon technology. The long decoherence times 
relax the time constraints on how fast quantum operations and readout need to be carried 
out before the prepared quantum states are lost to environmental interactions. 

2. Quantum Computation 

Classical computer memory is stored in bits, which can have two values, 0 or 1, while a 
QC stores information in a 2-level quantum system. For each quantum bit or “qubit”, 
zero and one quanta are denoted 10) and 11). One attractive possibility is a spin-% 
nucleus in a static magnetic field where the equivalent to these states is spin up I?) or 
spin down 1.1). In addition, each qubit can exist in both states simultaneously, i.e. in a 

superpositional state: 

Thus, for N qubits one can store 2N numbers simultaneously. One of the simplest 
examples of a quantum gate is a combination of a Hadamard operation followed by a 
controlled-not (CNOT), 

The first operation is a Hadamard 7d2 operation at the Larmor frequency of spin 1, wI, 
that puts spin 1 in a superpositional state. The second CNOT x operation at the Larmor 
frequency of spin 2, q, is a conditional flip that rotates spin 2 if and only if spin 1 is 
down. These operations combine to create the entangled state of the two spins, i.e. either 
both spins are up or both spins are down. 

D. J. DiVincenzo enumerated a set of general criteria for implementation of a suitable 
candidate for a functional QC in 1997.8 They include: 
(1) A scaleable physical system with well-characterized qubits, 
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(2) Environmental isolation, i.e. a long decoherence time, 
(3) An external mechanism and universal set of operations to manipulate individual 

qubits for controlling qubit-qubit interactions to create complex multi-qubit quantum 
states, 

(4) An initialization procedure to produce a ground state such as ‘000 ..., 
(5) A reliable readout method to determine the final state of the system. 

3. Background - Silicon-Based Solid-state Quantum Computer 

In 1998 Bruce Kane put forward the first concept for a phosphorus-in-silicon solid-state 
quantum computer (SSQC)’ that met the DiVincenzo criteria listed above. The 
architecture consists of a square array of phosphorus spin % atoms 20 nm apart buried 
20nm below the surface. The phosphorus atoms, which are shallow donors, interact 
through electron-electron exchange interactions. The phosphorus array is fabricated in an 
ultra-high vacuum chamber using scanning tunneling microscope (STM) methods, 
described below. The overlayer used to bury the array consists of a thick layer of 
homoepitaxial silicon covered by a thin insulating barrier layer, both of which are grown 
in situ by molecular beam epitaxy. Electron beam lithography is used to fabricate “A- 
gates” and “J-gates” on the surface. An “A-gate” is positioned over each qubit while a “J- 
gate” is placed between each pair of “A-gates”. Since the qubits are only 20 nm apart, the 
electrodes must be much less than 10 nm wide to prevent interference from and cross-talk 
between neighboring electrodes. Each “A-gate” controls the hyperfine interaction 
between a phosphorus nucleus and its lone electron and, therefore, determines its Larmor 
frequency in an external magnetic field. This provides individual addressability of each 
qubit. Voltages applied to the “J-gates” regulate the exchange interaction between 
electrons on adjacent atoms, i.e. turn on and off the interaction between the qubits. 
Originally, magnetic resonance force microscopy (MRFM) was proposed as a viable 
individual spin readout method. Although there has been successful detection of an 
individual electron spin by MRFM,’ the measurement took over almost two weeks to 
complete and single nuclear spin detection has not been demonstrated. Even if the 
measurement time could be reduced significantly, the sensitivity would have to be 
improved by nearly 2000 times to detect a nuclear spin. This readout technique is 
impractical for detecting a single nuclear spin for QC applications. 

The Kane approach, described above, requires a complicated set of fabrication steps. 
Both precise atomic-scale placement of qubits in a solid-state material and achieving 
nanometer-scale fabrication of surface gates have been demonstrated. A major challenge 
is to register the surface electrodes with the buried qubits. A second barrier to success is 
the development of a reliable readout method. Surmounting both of these challenges is a 
necessary condition for even testing the concept and achieving demonstrations of even 
the simplest quantum operations. Completion of this entire fabrication procedure and The 
difficulties with implementing this scheme, that is the alignment of surface electrodes 
with the buried phosphorus atoms, have not resulted in success in dealing with other 
issues such decoherence effects due to the gate electrodes, and development of other spin 
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readout methods. Although an alternative charge readout method has been proposed,
little progress has been made toward demonstrations of quantum gate operations.

4. New SSQC Approach

To address these issues, we have simplified the device structure, eliminated the need for
surface gate electrodes, and identified an existing, reliable readout method. The new QC
device concept is shown in Fig. 1. It consists of a linear array of phosphorus nuclear spin
qubits placed 35 nm apart and
entangled through weak exchange
interactions. The separation b
between the linear QCs is much
larger than a, the spacing within each
QC, to prevent spin interactions
between spins on different QCs. The
use of duplicate QCs increases the
number of photons emitted to ensure
a signal above the spectrometer
signal-to-noise ratio.

To simplify the spin interactions,
initially each linear QC will consist of only 2 phosphorus atoms fabricated by STM
methods, which consists of using the sharp STM tip as a precision lithographic tool to
define the position of the atoms in the QC
array in a hydrogen monolayer covering on
an ultra-high vacuum prepared pristine
Si(100)-2xl reconstructed surface.
Programmed voltage pulses between the
STM tip and hydrogen resist layer remove
hydrogen atoms from selected sites, leaving
the rest of the surface protected by the

Fig. 1. Left: Layout of the SSQC device; each vertical line
of qubits represents one copy of the QC; the readout will
be a measurement of all copies. Right: Demonstration of
STM patterning on silicon surface (the image is 800 A
across).

remaining hydrogen covering. " An
example of STM patterning is shown in
Fig. 2. The features in the STM constant
current map are proportional to the local
density of states (LDOS). The bright spots
in the STM filled-states image, although
actually the sites of missing hydrogen
atoms, are due to the larger contribution
that the silicon dangling bonds make to the
DOS relative to the surrounding hydrogen
atoms. After patterning, the surface is then
exposed to molecules of a phosphorus bearing compound such a phosphine, PH3, that
attach to the highly reactive phosphorus dangling bonds exposed on removal of the

Fig. 2. Image showing STM patterned array of a
pair of phosphorus dangling bonds after removal
of two hydrogen from H-covered Si(lQO)-2xl
surface.
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hydrogen atoms. The hydrogen is removed and phosphorus atoms exchange with surface
silicon atoms during an annealing step. The surface is then buried under an isotopically
pure 28Si silicon epitaxial layer. The phosphorus dopants are activated upon
encapsulation. The isotopically pure 28Si silicon is necessary because the natural
abundance of 29Si, which has a spin Vi, in silicon is 4.7 %. If present, 29Si would represent
a natural source of decoherence. Finally, no barrier layer and no surface electrodes are
needed in the scheme, which relies on optical methods for readout. The STM doubles as

an electronic characterization probe of the local electronic environment of the qubits even
after they are buried below the surface.13

A second requirement to implementing a quantum-computing device is to identify a
means to address individual of qubits. In our spin-based scheme we use a 3 - 4 T external
magnetic field, which splits the degeneracy of the spins, and a 104- 106Tm~' field
gradient to shift the Larmor frequency of each qubit in the linear chain to a successively
higher value, allowing individual spins to be addressed. Electron spins are fully polarized
in this field and at low temperatures. In our case, the cryostat operates at temperatures
below 1 K. The lone phosphorus electron spin is used to control the nuclear spin
orientation via their hyperfine interaction. A combination of microwave and RF pulses
devised by the modeling effort of our team are based on experimental parameters
(Fig. 3). The spacing between adjacent phosphorus nuclei guarantees that the hyperfine
interaction is much larger than the exchange interaction, which can be treated as a
perturbation. Figure 4 shows a schematic of the electronic energy levels for a one nuclear
spin - one electron spin in an external field including the electronic (dashed lines) and

P-P qubit pair

Hyperfine Interactions - A/2m= 116 MHz h t
l e

\*
1

1T
n

I
I

t .
n

t ,

Weak Exchange Interaction

J ~ 2.2 MHz

Fig. 3. Hyperfine and exchange interactions
calculated for 35 nm spacing.

Fig. 4. Energy levels for one nuclear spin and one
electron spin in an external magnetic field.

nuclear spin transitions (solid lines). The splitting in the diagram is exaggerated to show
the transitions. In a two qubit system, to control the nuclear spins, for example, a
microwave magnetic pulse is applied tuned to the resonance frequency of qubit one's
electron, leaving qubit two's electron unaffected. RF pulses tuned to the transition of the
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qubit one will flip its spin or not depending on the state of its electron. Initialization is 
accomplished by swapping the electron and nuclear spins then allowing the electron spins 
to relax back to their lowest energy state. Initially the electron spins are fully polarized in 
the magnetic field while the nuclear spins are in unknown states. The swap operation 
between electron 2 and nuclear spin 2 flips the nuclear spin into spin down state. 
Similarly, a swap operation on qubit 1 will rotate it into the down state. The swap 
operations are followed by a wait in which the electron spins relax back to their ground 
states. These operations result in the nuclear qubit spins initialized in the I 00) state: 

Similar procedures are used perform gate operations. In each case the state of the nuclear 
spin is controlled by operations using the state of its lone electron spin. 

Readout is accomplished through optical spectroscopic methods. Excitons, generated 
in the substrate by a laser beam focused on the sample, diffuse and bind to the dopant 
sites where they act as probes of the spin states. Their recombination energies are 
sensitive to the local electronic spin The simplified diagram of the energy 
levels and allowed transitions shown in Fig. 5 
modified from Ref. 15. For phosphorus, the 
highest intensity peak is for transition five,16 
which can be monitored to determine the spin 
up/ spin down ratio. Significant improvement 
in peak sharpness can be obtained by using 
isotopically pure 2 8 ~ i . 1 7  

We have developed a new cryogenic 
based system for these experiments. A 7 T 
magnet, mm waveguide, and RF excitation 
coils are housed inside the new custom 
designed ultra-high vacuum 3He cryostat, 
which is equipped with an optical access for a 
laser beam and collection of the photons 

0 - 

Fig. 5. Simplified energy diagram showing 
allowed exciton transitions (modified from 
Ref. 15). 

emitted during the exciton recombination, which are analyzed using a single element 
detector and photoluminescence spectrometer external to the cryostat. 

5. Summary 

We have developed a new concept for a QC device that will allow us to make simple 
quantum operations in a silicon-based solid-state system. To enable these demonstrations, 
we have developed a new low temperature experimental capability designed to perform 
demonstrations of simple quantum operations in the simplified prototype silicon-based 
spin device. As in the Kane scheme, STM is used to fabricate qubit spin arrays. Our 
method to achieve individual qubit addressability is to use a magnetic field and field 
gradient to shift the Larmor frequency of each qubit in each linear chain of phosphorus 
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atoms in the QC to successively higher value along the chain. We use duplicate QCs to 
gain signal intensity. The phosphorus nuclei and the lone electrons are manipulated using 
ESR and NMR techniques to carry out the quantum operations. Excitons, generated in 
the sample by a laser, are used to probe the state of the qubits. The intensity of a specific 
spectral line due to photons emitted during exciton recombinations will be used to 
determine the spin up-spin down ratios to readout the results of the quantum operations. 
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We review the results of our current research on quantum engineering which include the thcory, 
modeling and simulations of quantum devices for potential applications to thrcat reduction and 
homeland security. In particular, we discuss: (i) scalable solid-state quantum computation with 
qubits based on (a) nuclear spins of impurity atoms in solids, (b) superconducting junctions, and (c) 
unpaircd electron spins of spin radicals in self-assembled organic materials; (ii) quantum neural 
devices; (iii) quantum annealing; (iv) novel magnetic memory devices based on magnetic tunneling 
junctions with large tunneling magnetoresistance; (v) terahertz detectors based on microcantilever as 
a light prcssurc scnsor; (vi) BEC based interferometers; (vii) quantum microscopes with a singlc- 
spin rcsolution based on (a) a magnetic resonant force microscopy and (b) an optically dctectcd 
magnetic resonance; and (viii) novel approach for suppression of fluctuations in free spacc high- 
speed optical communication. Finally, we describe the similarities between the behavior of cross 
sections in rcactions with heavy nuclei in the regions of strongly overlapped resonances and elcctron 
conductivity in semiconductor heterostructures. 

Keywords: Quantum computer; spin; magnetic memory; cantilever; terahertz detector. 

1. Introduction 

Recent breakthroughs have led to a dramatic increase in our ability to control the quantum 
world; scientists can manipulate the microscopic quantum realm to an extent that would 
have been unimaginable two decades ago. Simultaneously, engineering developments are 
leading us into the world of quantum phenomena. The resulting inter-dependence of 
quantum science and engineering is giving birth to the discipline of “quantum 
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engineering”. This recognizes that fundamental quantum phenomena are playing a crucial 
role at the frontiers of engineering. As examples: quantum calculations are directly 
impacting the design of the next generation of sensors and detectors; quantum-based 
protocols point the way to developing strategies for eavesdropping-proof communications 
and for ultra-efficient computation; and ultra-cold matter wave optics promises higher 
resolution detection schemes and microscopic imaging. 

The far-reaching prospects offered by the emerging technology of quantum engineering 
has already been recognized in academia, where new centers that bridge physics, chemistry, 
mathematics and engineering departments have been created. The importance of quantum 
engineering for threat reduction and homeland security is being recognized by many 
funding agencies, including NSF, NSA, CIA, DARPA, NRO, ARO, DOE, and ONR. Their 
interests include applications such as secure communication techniques, high 
speed information processing, efficient energy conversion, and high resolution sensing 
and detection. 

In this paper, we review the results of our research which connect fundamental quantum 
science with application-oriented engineering. We focus on the new opportunities created 
by breakthroughs in fundamental science driven applications in quantum information, 
spintronics, cold atom physics, quantum optics, nuclear physics, and condensed matter. 
These areas promise revolutionary advances in communication, computation, detection and 
sensing applications relevant to threat reduction and homeland security applications. 

2. Dynamical Perturbation Theory for Scalable Solid-state Quantum Computation 

One of the future quantum technologies is quantum computation.’ Successful 
implementation of quantum computation requires combining significant efforts in 
fundamental and applied fields at the intersections of physics, chemistry, computer science, 
nano-technology, and material science. Crucial mathematical and physical problems must 
be solved in order to understand the dynamical aspects of quantum computation. One of 
these problems is the creation of a dynamical theory for scalable solid-state quantum 
computation - one of the main subjects of our research.’.’ The processes of the creation of 
quantum data bases, the storage and searching of quantum information, the implementation 
of quantum logic gates, and all the steps involved in quantum computation are dynamical 
processes. When qubits representing a register in a quantum computer are in 
superpositional states, they are not eigenstates of the Hamiltonian describing the quantum 
computer. These superpositions are time-dependent. Understanding and optimizing their 
dynamics is very important. To design a working quantum computer, modeling, 
simulations, optimizing and benchmarking the performance of quantum logic operations 
and fragments of quantum computation are essential. There are two main obstacles to 
simulating useful quantum logic operations with a large number of qubits on a digital 
(classical) computer: (1) the related Hilbert space is extremely large, DL = 2L, where L is the 
number of qubits (spins %), and (2) even if the initial state of a quantum computer does not 
involve many basic states (eigenstates), the number of excited eigenstates can rapidly grow 
during the process of performing quantum logic operations. Generally, both of these 
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obstacles exist. The expectation is that future quantum computers will overcome these (and 
others) obstacles. At the same time, many useful quantum operations can be modeled, 
simulated and benchmarked on a digital computer even if the number of qubits is quite 
large, say L = 1000. How can one do this? One way is to create (and use) aperturbation 
theory of quantum computation. To this end, one should consider a quantum computer as a 
many-particle quantum system and utilize small parameters. Usually, almost in all physical 
problems there exist small parameters which allow one to simplify the problem to find 
approximate solutions. The objective in this approach is to build a solution with bounded 
errors. 

In Ref. 2 (see also references therein) we developed a perturbation theory for an L using 
spin scalable quantum computer. All spins are arranged in a 1D chain, and are placed in the 
permanent magnetic field B,'(x),  which has a gradient in the x-direction. In this case, all 
spins (qubits) have unique Larmor frequencies, w ~ .  The Hamiltonian of the quantum register 
is: 

HO = -cL-- 'wlS;  / = O  -2JcL-2S;S,I+, / = O  , 

where J is the constant of interaction between neighboring spins. The quantum protocol is 
implemented by a sequence of rfpulses. The Hamiltonian of the n-th pulse is: 

where Sy3' are spin % operators; the function O'"'(t) equals 1 during the n-th pulse and 0 
otherwise; d"), d"), and p'") are the Rabi frequency, frequency, and the phase of the n-th 
pulse. In order to simulate quantum logic operations with many qubits, we developed a 
perturbation approach which allowed us to minimize, in a controlled way, systematic errors 
produced by non-resonant interactions of spins with rfpulses. Our approach is based on 
two small parameters: 

which naturally appear in this quantum computer model. In Eq. (3), ,I2 = R2 + 4 J 2 ,  6w is 
the difference of Larmor frequencies between neighboring qubits, and z is the time of the 
pulse. Our perturbation approach allowed us to simulate, in a controlled way, many useful 
quantum gates and algorithms in a quantum computer with a large number of qubits, 
including: a quantum Controlled Not gate between remote qubits, quantum teleportation, 
quantum full adder, and others. In Ref. 5 we applied our approach to superconducting 
scalable quantum computers based on Josephson junctions. In Refs. 6 and 7 we considered 
a quantum computer based on self-assembled organic materials with electron spin radicals 
serving as qubits. In Ref. 8 we demonstrated the influence of collective decoherence on the 
performance of the Shor algorithm in a scalable spin based quantum computer.'32 
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3. Quantum Neural Devices 

Nowadays, high speed pattern processing (or wide-band signals) is required by many 
applications. If we want to process patterns as a whole we need computers able to operate 
on registers containing thousands of bits or even more. There are at least two severe 
obstacles for the development of pattern processing computers: (i) the number of gates 
which should be manufactured on a chip grows exponentially with the size of the register; 
(ii) the code length grows exponentially with the size of the register. Both these obstacles 
led researches to the conclusion that it is necessary to find a new approach to the 
development of pattern processing computers, which must differ essentially from classical 
computers. Neurocomputers are one of the possible solutions which will allow us to 
overcome two mentioned difficulties of patterns processing. These computers will use new 
types of processing elements and also reject the algorithmic approach. Indeed, 
neurocomputers are built from nonlinear elements called neurons and use learning instead 
of programming. The power of a quantum neurocomputer can be demonstrated on a simple 
example of pattern associations. Suppose that a quantum register consists of d + n qubits. 
Suppose also that the first d qubits are used to represent a binary weight of input 
connections of a single-pattern “classical” neuron, while the other n qubits are used to 
represent additional binary weights, whose observed values correspond to the components 
of an associated pattern. Using quantum entanglement and a superposition principle one can 
build the wave function of the register 

which simultaneously combines the exponentially large number of all possible “classical” 
input patterns Id,) (with binary weights, d,) and their associated output patterns In,) 
(with binary weights, n, ). A signal which “measures” the state I n,) will immediately 
collapse the wave function in Eq. (4) into the state Id,). Discussions on quantum neural 
technologies can be found in Ref. 9 and references therein. 

4. Quantum Annealing 

Many physical and combinatorial problems associated with complex networks of 
interacting degrees of freedom can be formulated as a problem of determining the ground 
state or minimum cost state of the corresponding Ising (or Heisenberg) type spin 
Hamiltonian H s  with complicated frustrated interactions between spins (not necessarily the 
nearest-neighbor interactions). One of the approaches to solve this problem is quantum 
annealing which can be mathematically formulated as follows (different formulations are 
also possible”). Consider the time-dependent Hamiltonian: 

( 9 t 
z 

H ( t ) = H s - + H ,  1-- . ( 5 )  
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In Eq. (9, H, is the Hamiltonian of the corresponding spin Ising (or Heisenberg) system; 
t is a given time-interval of numerical simulations; time t varies from 0 to t. Suppose that 
at t = 0 the ground state of the Hamiltonian Hefl can be easily calculated. Then, if to 
increase time t slowly enough, one can hope to approach the ground state of the 
Hamiltonian H, at time t = t. As was demonstrated for king Hamiltonians, in many cases 
the process of quantum annealing is much faster than the corresponding process of classical 
annealing." Our preliminary results with Heisenberg Hamiltonians' I demonstrate the 
advantages of a quantum annealing approach in finding the ground state of H,. Quantum 
annealing can also be used for creation of exotic materials, including those required for 
quantum computation. 

5. Magnetic Memory Devices Based on Magnetic Tunneling Junctions 

At present, "ferromagnetic metal/MgO/ferromagnetic metal" magnetic tunnel junctions 
(MTJs) based on iron (Fe) and its compounds CoFe and CoFeB have demonstrated high 
values of tunneling magnetoresistance (TMR) at room temperature.'23'3 Such MTJs are 
characterized by low potential barriers of the order of 0.34-0.50 eV. This is surprising, since 
large values of TMR are observed also for high potential barriers in MTJs based on A1203. 
Moreover, the TMR of low-barrier MTJs increases with an increase in barrier width. At the 
same time, the inverse picture is observed in A1203-based MTJs. The low-barrier MTJs 
have both a low resistance-area product and a high TMR. They are very favorable for 
developing magnetoresistive random-access-memory (MRAM).l2,l3 We demonstrated in 
Refs. 14 and 15 that both low and high barrier MTJs can be described by a two-band model 
of free electrons in ferromagnetic electrodes. Our theory works at finite values of the bias 
voltage Vu. Additionally, in Ref. 15 the influence of image forces on the TMR and on the 
electron current density in MTJs is taken into account. In particular, we show in Ref. 15 
that the electron current density in low barrier MTJs is sufficient for switching the current- 
driven magnetization of the ferromagnetic  electrode^.'^.'^ The results obtained in Ref. 15 
considerably extend our knowledge about the physics of tunnel processes in magnetic 
nanostructures and can be used for developing MRAM with desired parameters. 

6. Terahertz Detector Based on Microcantilever as a Light Pressure Sensor 

Terahertz waves (1-25 THz) lie between the infrared and microwave regions of the 
electromagnetic spectrum. Recent increased interest to this spectral region is stimulated by 
applications of great importance for threat reduction and homeland security, including 
remote sensing of explosive materials, chemical and biological agents, security inspection 
and THz imaging. The sensitivity of uncooled detectors, which are available presently, is 
not enough for these applications. Recent progress in the performance of terahertz detectors 
is partly related to opto-mechanical uncooled detectors based on microcantilevers. These 
detectors exploit the thermomechanical effect related to the bending of a biomaterial 
microcantilever due to temperature changes. We propose to use the light pressure effect 
instead of the thermomechanical effect. We demonstrated recently16"' that using the light 

167 



612 G. P. Berman, A .  R. Bishop €4 B. M. Chernobrod 

modulator 

laser 

THz source 

THz signal 

Waveguide 

Fabry-Perot 
resonator 

Fig. 1.  Microcantilever based terahertz detector. 

pressure microcantilever sensor as a detector significantly improves the sensitivity of the 
frequency modulation spectroscopy. To measure the signal from a thermal emitting object, 
we propose to use a local terahertz oscillator as a heterodyne source (see Fig. 1). The 
detector senses the spectral components of the signal shift relative to the heterodyne 
frequency by a value equal to the cantilever resonance frequency. The spectrum of the 
signal could be scanned by tuning the heterodyne frequency. To enhance the sensitivity of 
the detector, we use a Fabry-Perot optical resonator (see Fig. 1). Our theoretical analysis 
shows that the sensitivity is improved by, at least, three orders of magnitude as compared 
with conventional terahertz detectors, which are now available. An optical cavity scheme 
similar to one shown in Fig. 1 was realized for an efficient laser cooling of a 
micr~cant i lever , '~~ '~ which has a potential to obtain quantum mechanical ground state of the 
microcantilever. The utilization of quantum mechanical regime for terahertz detection could 
lead to unprecedented high sensitivity of a microcantilever based sensor. 

7. Bose-Einstein Condensate Based Interferometers 

Bose-Einstein condensates (BECs), with their coherence properties, have attracted wide 
interest for their possible application to ultraprecise interferometry and ultraweak force 
sensors. Since condensates, unlike photons, consist of interacting particles, they may permit 
the realization of specific quantum states needed as input to an interferometer to approach 
the Heisenberg limit, the supposed lower bound to precision phase measurements.*' To this 
end, we study in Ref. 21 the sensitivity to external weak perturbations of a representative 
matter-wave Mach-Zehnder interferometer whose inputs are two Bose-Einstein condensates 
created by splitting a single condensate into two parts. The interferometric phase sensitivity 
depends on the specific quantum state created with the two condensates, and, therefore, on 
the time scale of the splitting process. We identify in Ref. 21 three different regimes, 
characterized by a phase sensitivity dB scaling with the total number of condensate 
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particles N as (i) the standard quantum limit A 0  - (ii) the sub shot-noise 
A 0  - l/N314 , and (iii) the Heisenberg limit A 0  - 1/N. However, in a realistic dynamical 
BEC splitting, the 1/N limit requires a long adiabaticity time-scale, which is hardly practical 
experimentally. On the other hand, the sub-shot-noise sensitivity A 0  - l/N314, can be 
reached in a realistic experimental setting. We also demonstrated” that the A 0  - l/N314 
scaling is a rigorous upper bound in the limit N + m ,  while keeping constant all 
parameters of the bosonic Mach-Zehnder interferometer. 

8. Quantum Microscopes with a Single-Spin Resolution 

In Ref. 22 (see also references therein) a theoretical approach was developed for a quantum 
microscope with a single-spin resolution based on magnetic resonance force microscopy 
(MRFM). This direction was initially developed in Ref. 23. The first experimental measure- 
ment of a signal from a single spin using MRFM was demonstrated in Ref. 24. In Refs. 25 
and 26 we developed a novel approach for measurement of single electron and nuclear spin 
states based on optically detected magnetic resonance (ODMR) in a nano-probe located at 
the apex of an AFM tip. The method provides single electron spin sensitivity with nano- 
scale spatial resolution. The novel aspects of our approach are: (1) use of a nano-probe for 
the ODMR, (2) non-destruction of the spin state being measured, (3) nano-scale spatial 
resolution, and (4) high sensitivity of ODMR to a single electron or nuclear spin orientation 
relative to an external magnetic field. Single electron spin measurements in molecules were 
independently performed in 1993 by two groups led by Moerner et al.2’ and Orrit et a1.28 
Today, the principles of detection of a single electron spin based on ODMR are well 
established. The limitation of the lateral resolution of ODMR is related to the size of the 
light spot. The highest resolution is obtained by a near-field scanning optical microscope, 
which has light spot size of about 30-50 nm. Another limitation of the ODMR technique is 
that the unpaired electron has to be a part of a molecule, which absorbs or emits light. Our 
modified ODMR approach consists of an AFM with a photoluminescent material 
(nanoparticle) located at the apex of the AFM tip (see Fig. 1 in Ref. 26), which exhibits 
ODMR in the vicinity of an unpaired electron or nuclear spin in the sample. This approach 
transfers the detection of electron magnetic resonance from a microwave frequency domain 
to an optical domain that significantly increases measurement sensitivity. In a 
semiconductor, quantum-dot confinement leads to a replacement of continuous bands of 
energy by molecular-like energy level structures. The theory of the spectrum of quantum 
dots shows that the ODMR spectrum depends on the mutual hole-electron interaction in the 
exciton. In the ODMR method, the nanoparticle is excited from its ground state 1 into the 
first excited state 2 by absorption from a laser field, and subsequently decays through non- 
radiative transitions to magnetic sublevel states 3 (see Fig. 2 in Ref. 26). An external 
magnetic field lifts the degeneracy of the triplet states and changes the energy splitting 
between these magnetic sublevels as well as their populations and lifetimes. Resonance is 
achieved by scanning the magnetic field from a nearby radio-fiequency coil to induce 
transitions between these magnetic sublevels to change their relative populations, thus 
increasing or decreasing the intensity of specific peaks in the photoluminescence spectrum 
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resulting from decay back to the ground state. The proposed optical illumination scheme, 
known as an apertureless near-field scanning microscopy probe, leads to significant 
enhancement of the optical field in the vicinity of a sharp tip. The intensity enhancement 
near a silicon tip can be of several orders of magnitude. This enhancement arises from the 
antenna effect of the elongated probe. Thus nanoprobe absorption in an evanescent laser 
field could be significantly enhanced when the probe is placed at the apex of a sharp silicon 
tip. The potential resolution of this method is related to the size of the photoluminescent 
probe, typically 1 - 10 nm. There are two possible types of measurements. In the first type 
of measurement, the frequency of the oscillating magnetic field is fixed and the external 
permanent magnetic field is varied. In the second type of measurements, the permanent 
magnetic field is fixed and the frequency of the oscillating magnetic field is varied in the 
vicinity of the resonance frequency. One of the most promising applications for this method 
is the non-destructive measurement of a quantum bit (qubit) single spin state in a quantum 
computer (QC). 

9. Suppression of Fluctuations in Free Space Optical Communication 

Free space optical communications (FSOC) is well recognized as a solution for rapidly 
deploying wireless networks with gigabith data rates. One application, of great importance 
for threat reduction and homeland security, is disaster recovery after a terrorist attack or 
natural catastrophe. The effectiveness of FSOC was proven after the tragic events of 
September 11, 2001 which severely damaged segments of the Manhattan communications 
system. Service was quickly restored using FSOC as a temporary solution. Microwave 
systems cannot meet the bandwidth requirements for mobile adaptive networks capable of 
providing data, voice and video information. FSOC does provide the required bandwidth, 
but optical communication systems have limitations associated with atmospheric conditions 
such as smog, snowfall, and turbulence. In the case of heavy smog or snowfall the solution 
is the utilization of microwave techniques as a complementary solution. The temporary 
reduction in data rate is considered acceptable for many applications, and these binary 
systems are commercially available now as a solution of the ‘‘last mile bottleneck” problem. 
In the case of atmospheric turbulence the situation is more complex. Laser beams 
experience three major effects. First, the beam phase-front is distorted by fluctuations of the 
air refractive index, causing intensity fluctuations (scintillations). Second, eddies with sizes 
larger than the beam diameter randomly deflect the whole beam, a phenomenon called 
‘beam wandering’. Third, a laser beam propagating through the turbulent atmosphere 
spreads more than diffraction theory predicts, because for long distances the angular 
spreading due to refraction by atmospheric twbulence dominates. Of these three problems, 
scintillation is the most severe since it causes a significant increase in bit error rate (BER) 
and a resulting degradation in communications performance. For example, even for 
moderate turbulence, high quality laser communications, with BER<10‘9, is limited to 
distances less than 2.5 km. However, laser beams in communication systems need to travel 
more than 10 km in the regime of strong turbulence. Another example is the quantum key 
distribution (QKD) system whose transmission distances are severely limited by 
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t u r b ~ l e n c e . ~ ~  Several approaches have been developed to mitigate the effects of turbulence 
on FSOC. They include the use of aperture averaging, phase diffusers, adaptive optics, and 
special data encoding (see the detailed review3’). However, none of these methods solves 
the problems described above, and a new approach is needed. 

is oriented to high data rate secure communications in the turbulent 
atmosphere for areas without network access, and two-way communications between earth 
stations and satellites. The proposed systems will increase bandwidth by orders of 
magnitude beyond microwave capabilities. In Ref. 3 1 we developed a quantum perturbation 
theory for free space optical communications based on path integrals. This approach allows 
us to obtain the scintillation index for the case of a partially coherent beam (PCB), 
including the limit of strong turbulence and long-distance propagation (up to IOkm). Our 
approach uses the distribution function of photons (photon density in phase space), 
f ( r ,  4, t )  , where r and q are the coordinate and the momentum of a photon, to describe 
the beam characteristics at an arbitrary instant t .  The first and second moments of the 
distribution function ((f) and (#))are used to obtain the beam size and intensity 
fluctuations, respectively. Our approach can be used for both stationary beams as well as 
for beams with varying intensity. In Ref. 32 this approach is applied in combination with 
spectral encoding which allows a high-speed free space optical communication. 

Our 

10. Quantum Engineering with Heavy Nuclei: Connection with Electron Transport in 
Semiconductor Heterostructures 

In Refs. 33-36 a new approach was developed for studying collective phenomena both in 
nuclear physics and in condensed matter physics. For mesoscopic solid state systems this 
approach allows one to describe simultaneously the intrinsic structure of the system and the 
interaction with the environment. In nuclear physics, this approach takes into account both 
strong interactions between nucleons and coupling to the continuum. In this problem, the 
standard shell model techniques, adjusted for the bound states, cannot work, and continuum 
effects must be properly accounted for. At some certain strength of the continuum coupling 
the system of strongly interacting nucleons undergoes a restructuring that reveals new 
collective phenomena. This is an area in which the conventional division of nuclear physics 
into “structure” and “reactions” becomes inappropriate and two views of the process, from 
the inside (structure and properties of bound states) and from the outside (cross sections of 
reactions), have to be unified. The effective Hamiltonian of a compound nucleus with open 
decay channels has the form:33-36 H ( E )  = H ,  + v ( E )  - iw ( E ) / 2 .  Here HO stands for the 
mean-field Hamiltonian of N particles (quasi-particles) occupying single-particle levels of 
the standard nuclear shell model. The term V(E) describes a strong residual interaction 
between the particles; its energy dependence is due to the virtual continuum coupling that 
renormalizes the conventional shell model interaction. In contrast to the standard shell 
model, the coupling to open continuum channels is taken into account explicitly by the term 
W(@. This term contains the amplitudes for the transition from the intrinsic many-body 
state to the open continuum channel. The goal of our investigations is to reveal how 
statistical properties of cross sections depend on the strength of the inter-particle interaction 
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and on the coupling to the continuum. One of the effects studied within this approach is the 
so-called width redistribution (WR) that occurs when the unstable states overlap their 
widths. Specifically, for many unstable states, N >> 1, when the coupling , W(E), exceeds a 
critical value, the WR of the decay widths results in the formation of M short-lived (wide or 
super-radiant) states and N-M relatively stable (narrow or trapped) states. The universality 
of this effect has been demonstrated in numerous applications in nuclear and atomic 
physics, chemical reactions and condensed matter on the mesoscopic scale. 
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STRONG PHASE SHIFT MASK MANUFACTURING ERROR IMPACT 
ON THE 65 NM POLY LINE PRINTABILITY 

NADYA BELOVA* 
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A methodology and Monte Carlo simulation flow with thc integrated LSI Logic package, Molotof, 
was applied to the 65 nm poly line sensitivity analysis. Strong phase shift mask (sPSM) 
manufacturing process specification was optimizcd to obtain image critical dimensions (CDs) and 
image placement crrors (IPEs) complying with technology process tolerances. Reticle manufacturing 
statistical variarions of phase depth, phase width, and phase intensity imbalance were used to 
gencratc a virtual sPSM for imaging poly lincs on a wafer. A criterion for qualifying reticle 
specification is to obtain all latent imagc CDs and IPEs within a photo proccss module allowcd 
range for a given mask specification. The approach allows for computing reticlc and litho budgcts 
into CD imaging performance. Sensitivity to a single parameter variation and full statistical analysis 
of the 65 nm poly line imaging performance affected by rcticle manufacturing errors is prcsented. 
The optimum reticlc specification, yielded 100% of critical dimensions and image placement crrors, 
was found in simulation and confirmed by empirical data. 

Keywords: Strong PSM; critical dimension; image placement error; Monte Carlo simulation 

1. Introduction and Motivation 

Manufacturing a strong phase shift mask (sPSM) for printing poly gates down to 65 nm 
and below requires a new specification for qualifying reticle performance. Three 
parameters, phase depth (PD), phase width (PW) and phase intensity imbalance (Po in 
addition to the regular mask performance control parameters (reticle CD, registration, 
defect sizes) are taken into consideration for the alternating phase shift reticle 
qualification. In Fig. 1 the final sPSM is schematically shown. Figure l(a) presents phase 
depth created by etching trenches into quartz. Figure l(b) shows clear opening width of a 
zero-phase (PW-0) and a 180"-phase (PW-180) at the mask top view. Figure l(c) 
illustrates the relative intensity profile of the light passing through the mask. The sPSM 
topography results in the intensity imbalance [Fig. l(c)] due to light scattering at 
sidewalls and edges of the 180O-phase openings.' Rigorous 3-D electromagnetic 
simulation of the sPSM shows up to 25% of the relative intensity loss between zero- and 
180"-pha~es .~~~ By assigning different transmission levels to the zero-phase (equal to one) 

* Currently with ON Semiconductor Corporation 
23400 NE Glisan St., Gresham, OR 93030, USA Phone (503) 618-5590 e-mail: 
Nadya.S trclkova@onscmi.com 
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Intensity
Imbalance

Fig.l. Strong phase shift mask manufactured by a single etch quartz process (a). The phase depth (PD) and
phase width (PW) parameters are illustrated in (a), (b). Different coloring of zero- and 180°-phase openings on
the reticle top view represents different transmission levels translated into an unbalanced intensity profile (c).

and to the 180°-phase (equal to PI) the sPSM intensity imbalance can be simulated. This
assumption is presented in Fig. l(b) by different shades of the zero- and 180°-phases.

The depth of etched quartz trenches of an ideal alternating phase shift mask is equal
to AJ2(n-\) = 180°, where /I is the wavelength of an illumination source, and n(X) is the
refraction index. The widths of the zero- and 180°-openings, in general, not equal to each
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other (PW-0 # PW-180) are adjusted to eliminate an intensity imbalance shown in 
Fig. l(c). 

Systematic mask manufacturing errors, presented by mean values of <PD>, <PW-O>, 
<PW-180>, <PI>, and statistical variations (APD, APW-0, APW-180, API) translate 
into critical dimension and image placement errors on wafer printed images. The overall 
impact of the sPSM manufacturing errors on imaging performance can be measured by 
collecting and analyzing CDIIPE statistics of printed images. 

The motivation for this research was (1) to justify the strong phase shift reticle 
specification and associated mask making cost and (2) to understand which parameter of 
sPSM specification can be relaxed without significant impact on imaging performance. 

In Sec. 2 the method and metrology for quantitative characterization of the sPSM 
error impact on line printability is discussed. Section 3 presents results of applying the 
methodology for sensitivity and Monte Carlo analysis of the 65 nm poly line printability. 
The article is concluded by a summary. 

2. Method and Analysis Flow 

The input variables used for simulating the impact of mask manufacturing errors on the 
poly line printability are presented in Fig. 2. The ideal sPSM gds mask is presented by 
mask cross-section in Fig. 3(a). Zero-phase opening is designed on a zero-phase gds layer 
with parameters PD = 0, P W-0 = const, PI = 1. The 180"-phase opening is designed on 
the 180"-phase gds layer with parameters PD = <PD>, PW-180 = const, PI = <PI>. The 
mask manufacturing errors are reproduced by distribution functions for variables (PD, 
PW-0, PW-180, PI) with correspondent APD, APW-0, APW-180, API. The normal 
distributions are assumed in this work for all mask parameters in consideration. 
Randomly generated 180O-phase opening parameters are used to transform an ideal 180"- 
phase gds mask into a virtual statistical mask [Fig. 2(b)], that simulates the systematic 
and statistical reticle fabrication process errors. 

For quantitative characterization of printability, two response functions of mask 
parameters are calculated from an intensity distribution profile obtained from an aerial 
image: CD(PD, P W-0,P W-I 80,PI) and IPE(PD,P W-0, P W-I 80,PI) [Fig. 3(c)]. Dark 
line CD is measured as a distance between two coordinates at a specific intensity 
threshold representing an exposure dose in a lithography process. IPE is calculated as a 
displacement of a printed line center from the ideal mask geometrical center. 

The self-explanatory Fig. 3 shows the simulation flow for studying the impact of the 
mask errors on the CD and IPE responses. The flow includes steps of defining input 
parameter distributions; importing input variables into design layer for generating a 
virtual statistical gds mask; simulating an aerial image of a gds mask; calculating CD and 
IPE from an intensity distribution profile extracted from the aerial image; and, finally, 
calculating response function CDIIPE statistics. 
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Fig. 2. Phase depth (PD), zero- and 180"-phase opening widths (PW-0, PW-180) and phase imbalance ( P o  
errors modify an ideal mask (a) into a virtual random mask (b). Critical dimension (CD) and image placement 
error ( I P q  metrology is shown in (c). 

I <Simulation begins> 
< Creating an ideal sPSM gds layout> 
< Defining distribution functions of mask parameters> 
< Defining a number of random events (w > 

< Loop for n<=N > 
(1) < PD, PI, PW random value generation> 
( 2 )  < generating a statistical gds mask from the ideal gds mask> 
(3) < Aerial Image simulation (Molotof) > 
(4) < Extracting a relative intensity profile from the aerial image> 
(5) < Computing CD and IPE from the intensity distribution profile> 
( 6 )  < Storing CD and IPE for statistical analysis> 

< Loop ends > 
~ 

~ < Simulation ends > 
< Building response functions > 

Fig. 3. Simulation flow to perform mask imaging simulation and analysis of response functions to the mask 
manufacturing process variations. The key module of the flow is the Molotof imagc simulator. 
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The central place of the flow belongs to Molotof image simulator developed at LSI
Logic. Molotof image simulator easily integrates into any Resolution Enhancement
Technique (RET) flow. Molotof has better CPU-time performance than any other
commercially available software. The CPU-time per one simulation loop of mask
imaging is critical to perform Monte Carlo statistical analysis.

3. Results and Discussion

This section presents simulation results of the 65 nm poly line printability affected by
sPSM manufacturing process variations. The dense pattern of straight lines with the
constant width = 65 nm in the 160 nm and 180 nm pitches was used for simulation
(see Fig. 4).

Fig. 4. Strong PSM layout of dense lines with constant width equals to 65 nm and different spacing (s = 85 nm,
95 nm, 115 nm, etc.) used for printability statistical analysis. Different shades on the left and the right sides of
the pattern represent coloring of the zero- and 180°-phascs.

The simulation was carried out using 193 nm exposure wavelength. A circular
illumination source with numerical aperture NA = 0.7 and the partial coherence factor
Op= 0.35 was used for mask exposure.

An intensity threshold (dose) for CDIIPE measurements was calibrated to print
CD = 65 nm in the target pitch (p = w+s = 160 nm) of an ideal sPSM with NO intensity
imbalance between clear openings. An aerial image model was applied for the mask
simulation. Single exposure of sPSM was simulated. No trim mask was taken into
consideration. It was assumed, an input mask had no imbalance between zero-phase and
180°-phase, i.e. width openings equal to <PW_0> = <PW_\SQ>, and transmission factor
equal to <PI> = 1. The 180°-phase systematic depth error (<PD>), and random errors
(APD, APW_0, A/W_180, APT) with normal distributions were taken into consideration.
Each statistical experiment simulated 250 random masks, each virtual mask affected by
four variables.

Simulation and empirical results are presented in Tables 1 and 2 and in Figs. 5-7.
Tables 1 and 2 show simulated statistics for the 65 nm line in the 160 nm pitch. Table 1
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presents simulated CD and IPE mean values, standard deviations, range, and combined 
CDIIPE yield in response to different reticle CD control specifications. Table 2 
graphically illustrates results from the Table 1. Table 2 shows CD distribution functions 
and CD vs. IPE scattering plots used for CDIIPE yield calculation. Figure 5 presents 
empirical and simulated CD distributions for the 65 nm line in the 160 nm pitch. 
Figure 6 shows wafer CD distributions and CD vs. IPE scattering plot in different pitches 
(160 nm and 180 nm). Figure 7 illustrates strong phase shift reticle and photolithography 
process budgets in the line printability Performance. 

Sensitivity simulation of the poly line CD and IPE in the 160 nm pitch to a single 
parameter variation shows very little impact on CD and no impact on IPE of the phase 
depth errors. The 20% range in PI translates into approximately - 4.2 nm of CD and 
- 4 nm of IPE range. The 18O0-phase opening width variation within (+I- 10 n d p e r  side) 
results in approximately 10.5 nm range of CD and 10 nm of IPE. The conclusion from 
the sensitivity analysis is that CDIIPE performance at the best focus is dramatically 
affected by the mask CD variations. The second factor is the transmission loss at 180"- 
phase openings, and the third factor is the phase depth. 

Table 1. Input parameter statistics and CDIIPE response for the 65 nm line in the 160 nm pitch. Thc CDIIPE 
yield is calculated as a ratio of the numbcr of events rcsulting in responses violating CD = (65 +/- 5) nm and 
IPE = +I-5 nm tolerance, to thc total number of simulated Monte Carlo samplings. 

I I mean I 3a I 3a 

I79 I %  

A PW [nm] 
/ p e r  side CD [nm] 

9 65.8 17.5 10.8 
9 65.5 14 8.7 
6 65.4 I 1  6 

4.5 I 65.3 I 10.6 I 4.6 
5 65.4 I 1  6.3 

CD/IPE yield 
IPE [nm] .for 

C B ( 6 5  +I- 5) 
nm 

IPE= +/- 5nm 

13 7.8 78% 
12 1 6.7 1 89% 

10.1 4.6 97% 
9.8 I 3.6 I 100% 

6.8 I 4.3 I 94% 

Statistical analysis of poly line printability due to mask fabrication errors with 
<PD> = 179", 30PD = 5", transmission error 30PI = lo%, and 30PW = 9 n d p e r  side 
gave 17.5 nm CD range, and 13 nm IPE range. The combined CDIIPE yield was - 78% 
for the CDIIPE range +I-5 nm (Tables 1 and 2, row 1). CD-yield is calculated as an 
integral of a normalized distribution function limited by +I-5 nm range of the nominal 
65nm CD presented by dotted boxes in Table 2, column 2. The CDIIPE combined yield 
is calculated as a ratio of the number of events falling out of the +/- 5 nm range shown by 
dotted boxes in figures of Table 2, to the total number of Monte Carlo samplings. The 
CD yield is slightly higher than the combined CDIIPE yield, (compare columns 2 and 3 
of the Table 2). Yield definitions should be determined prior to yield estimation: 
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The yield computed within a CDiIPE ellipse is lower than the yield calculated within a 
CDIIPE rectangle as can be seen in figures of Table 2, column 3. 

Several reticle specifications were simulated, see Table 1 .  The reticle specification 
was optimized to obtain 100% CDIIPE yield. The reticle with specification #4 with 
30PW = 4.5 n d p e r  side, 30PD = 1" and 3oP = 1% will also provide good yield margins 
presented in Table 2. 

Table 2. Normalized distribution functions and CD versus IPE scattering plots used for the CD-yield and 
combined CDIIPE yield calculation illustrate statistical simulation results prcsented in Table 1. 

Variables 
presented in 

Table 1 

Spec #I  : 

<PD> = 179" 
3uPD=5' 

3oPI= 10% 

3oPW-0 = 

3oPW-180 = 
9 nml  

per side 

Spec #4 

<PD> = 179" 
3oPD = 1" 

3oPI= 1% 

3oPW-0 = 

3oPW-180 = 

4.5 n d  
per side 

Normalized CD distribution functions. CD 
yield is calculated as an integral of a 
distribution function within CD = (65+/-5) 
nm shown by a doted box. 

CD-yield - 80% 

CD [nm] 

CD-yield - 100% 
65nm line in 160nm pitch 

CD [nm] 

CD. vs. IPE scattering plots. CDIIPE- 
yield presented in Table 2 is calculated 
as a ratio of the failing events (outside a 
dotted box) to the total number of 
samplinas , 

CDIIPE-yield - 78% 

65nm lzne $11 160nm pztch 

-10 -5 0 5 10 

IPE [nm] 

CDIIPE-yield - 99 6% 

-10-7.5 -5 -2 .5  0 2.5 5 7.5 10 

IPE [nm] 

The realistic reticle may not produce 100% wafer CDIIPE yield within the photo 
process CD tolerance. The calibration of reticle control parameters and illumination 
conditions have to be done before doing the imaging simulation. It was found that the 
match between simulated and empirical CDs is achieved with the reticle specification 
fabricated with the specification #5 from the Table 1 (30PW = 5 nm/per side, 30PD = 5" 
and 3oPI = 5%). Figure 5 compares the cumulative probabilities of the wafer CD 
distribution (circles) with simulated CD distributions (curves) obtained with two virtual 
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0.6

2 0.4
=j
S

5 0.2

- - Set fl '
— Set #5 Calibrated

O Wafer

55 60 65

CD [nm]

70 75

Fig .5. Comparison of wafer CD and simulated CD cumulative probabilities in the 160 nm pitch. Dashed curve
presents the non-optimized reticle specification #1 from the Table 1. Solid curve presents the simulated CD
distribution with the calibrated mask specification #5: 3GPW = 5 nm/per side, 3aPD = 5° and 3aPI = 5%.
Wafer CD statistics presented by 55 SEM measurements.

reticle specifications (#1 and #5 from the Table 1). Simulation done with calibrated
reticle specification #5 shows a very good agreement with the empirical distribution. In
the 160 nm pitch the empirical mean <CD> = 66.8 nm, standard deviation 3a = 6.15 nm,
with CD range equal to 8.6 nm, while simulated mean <CD> = 65.5 nm, standard
deviation 3a = 7.8 nm, with CD range equal to 13 nm. In the 180 nm pitch the empirical
mean <CD> = 64.0 nm, standard deviation 3a = 4.8 nm, with CD range equal to 8.3 nm,
while simulated mean <CD> = 65.4 nm, standard deviation 3a = 4.4 nm with CD range
of 7.6 nm.

75

70

o
o

1 K

80

—WJsfer GICOs m 180nm t»Keh
Wafer OKB» in 18snm Pttett
Simulation

75 *•

150 180 170 180 190
Pitch Inm]

-10

Fig. 6. Empirical CD distributions vs. simulated CD statistics in the!60 nm and 180 nm pitches (a). The CDIIPE
distributions used for estimating CDIIPE combined yield (b): CDIIPE yields 94% in the 160 nm pitch and
CDIIPE yields 100% with wide margins in the 180 nm pitch.

In the larger pitches the wafer CD range decreases. Figure 6(a) shows the empirical
CDs compared to simulated CD distributions for 65 nm line in the 160 nm and 180 nm
pitches. The empirical CD distributions in Fig. 6(a) fit inside of simulated CD = (65 +/-
3a) nm range shown by solid diamonds.
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The advantage of simulation is that with calibrated reticle and imaging parameters,
the image placement error can be computed. Figure 6(b) shows the CD/IPE distributions
used for estimating CD/IPE yield in the 160 nm (stars) and 180 nm (diamonds) pitches:
the CD/IPE margins in the 180 nm pitch are at least twice better than CD/IPE
performance in the 160 nm pitch. Since Molotof simulator predicted CD distributions
with a good accuracy, the simulated image placement error and CD/IPE combined yield
are most likely also estimated accurately.

0 Reticle CD
O Wafer DKD

<7=,35
tr=0.4

65 70

CD [am]

Fig. 7. Segregating reticle and litho process contributions into CD imaging budget. Image simulation was in
160 nm pitch at two different illumination conditions (06NA/0.4crp and 0.7NA/0.35ap) with the calibrated
reticle specification laPW = 5 nm/pcr side, 3aPD = 5" and 3cPI = 5%. Litho budget increases under not-
optimized illumination conditions.

The simulation also allows segregating reticle and litho process budgets contributing
into overall CD imaging performance presented in Fig. 7. Reticle CD normalized
deviations, presented by 72 reticle CDs (diamonds) done at a mask shop and virtual mask
gds CDs (dot-dashed line) are compared to wafer (circles) and simulated CDs under two
different illumination conditions (0.6NA/0.4ap and 0.7NA/0.35ap). As to be expected,
the litho process adds extra factors into CD performance. Under not-optimized
illumination conditions (ex: 0.6NA/0.4ap) the litho budget in CD performance can be
significant.

Summarizing simulation and empirical results, we can say that the strong phase shift
reticle used for exposure and CD collection has the best mask industry standard CD
control (MTT and range are -20-30 nm, 4X) and PD control (MTT< 5°, and range < 5°).6

The results are consistent with the results of the 90 nm poly line printability statistical
analysis we published in Ref. 4. By this analysis, one can estimate different reticle
manufacturing factors and photolithography factors both affecting wafer CD
performance.
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The phase depth error impact requires additional study since wafer CDs and image 
placement errors vary considerably through focusldose with the mean-to-target phase 
depth error. 

5. Conclusions 

The methodology for evaluating a reticle manufacturing budget in sPSM imaging 
performance was applied to the 65 nm poly line printability statistical analysis. The 
method and analysis flow was used for optimizing and justifying a reticle specification. 
Simulated results showed an excellent agreement with empirical data. The method 
provides a metrology for strong phase shift reticle quality control independent from a 
mask shop. 

The sensitivity analysis showed the dominating factor in the imaging budget is the 
CD control of the 180"-phase openings (PW-180). The combined effect of PW, PI and 
PD variations is significantly stronger than a single parameter variation. 

The phase depth error impact on imaging performance requires an additional study 
through statistical dose and focus variations, which can be carried out by the proposed 
Monte Carlo simulation flow. 

Molotof image simulator can be used for image placement measurements for 
provided reticle specifications and process conditions. 

discretion. 
One should take reasonable doubts in the simulation results and treat them with 
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