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V

Foreword by Neal Lane

In a January 2000 speech at the California Institute of
Technology, former President W. J. Clinton talked about
the exciting promise of “nanotechnology” and the im-
portance of expanding research in nanoscale science
and engineering and in the physical sciences, more
broadly. Later that month, he announced in his State of
the Union Address an ambitious $ 497 million federal,
multi-agency national nanotechnology initiative (NNI)
in the fiscal year 2001 budget; and he made the NNI
a top science and technology priority within a budget that
emphasized increased investment in U.S. scientific re-
search. With strong bipartisan support in Congress, most
of this request was appropriated, and the NNI was born.

Nanotechnology is the ability to manipulate indi-
vidual atoms and molecules to produce nanostructured
materials and sub-micron objects that have applica-
tions in the real world. Nanotechnology involves the
production and application of physical, chemical and
biological systems at scales ranging from individ-
ual atoms or molecules to about 100 nanometers, as
well as the integration of the resulting nanostruc-
tures into larger systems. Nanotechnology is likely to
have a profound impact on our economy and soci-
ety in the early 21st century, perhaps comparable to
that of information technology or advances in cellu-
lar and molecular biology. Science and engineering
research in nanotechnology promises breakthroughs
in areas such as materials and manufacturing, elec-
tronics, medicine and healthcare, energy and the
environment, biotechnology, information technology
and national security. It is widely felt that nano-
technology will lead to the next industrial revolution.

Nanometer-scale features are built up from their
elemental constituents. Micro- and nanosystems compo-
nents are fabricated using batch-processing techniques
that are compatible with integrated circuits and range in
size from micro- to nanometers. Micro- and nanosys-
tems include Micro/NanoElectroMechanical Systems
(MEMS/NEMS), micromechatronics, optoelectronics,
microfluidics and systems integration. These systems
can sense, control, and activate on the micro/nanoscale
and can function individually or in arrays to generate
effects on the macroscale. Due to the enabling nature of
these systems and the significant impact they can have
on both the commercial and defense applications, indus-

Prof. Neal Lane

University Professor
Department of Physics and
Astronomy and James A. Baker
III Institute for Public Policy Rice
University Houston, Texas USA

Served in the Clinton Admin-
istration as Assistant to the
President for Science and Tech-
nology and Director of the White
House Office of Science and
Technology Policy (1998–2001)
and, prior to that, as Director of
the National Science Foundation
(1993–1998). While at the White
House, he was instrumental in
creating NNI.

try as well as the federal government
have taken special interest in seeing
growth nurtured in this field. Micro-
and nanosystems are the next logical
step in the “silicon revolution”.

The discovery of novel mater-
ials, processes, and phenomena at
the nanoscale and the development
of new experimental and theoretic-
al techniques for research provide
fresh opportunities for the develop-
ment of innovative nanosystems and
nanostructured materials. There is
an increasing need for a multidis-
ciplinary, systems-oriented approach
to manufacturing micro/nanodevices
which function reliably. This can
only be achieved through the cross-
fertilization of ideas from different
disciplines and the systematic flow
of information and people among re-
search groups.

Nanotechnology is a broad, high-
ly interdisciplinary, and still evolving field. Covering
even the most important aspects of nanotechnology in
a single book that reaches readers ranging from stu-
dents to active researchers in academia and industry is
an enormous challenge. To prepare such a wide-ranging
book on nanotechnology, Professor Bhushan has har-
nessed his own knowledge and experience, gained in
several industries and universities, and has assembled
about 90 internationally recognized authors from three
continents to write 38 chapters. The authors come from
both academia and industry.

Professor Bharat Bhushan’s comprehensive book
is intended to serve both as a textbook for university
courses as well as a reference for researchers. It is
a timely addition to the literature on nanotechnology,
which I anticipate will stimulate further interest in this
important new field and serve as an invaluable resource
to members of the international scientific and industrial
community.

The Editor-in-Chief and his team are to be warmly
congratulated for bringing together this exclusive,
timely, and useful Nanotechnology Handbook.
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VII

Foreword by James R. Heath

Nanotechnology has become an increasingly popular
buzzword over the past five years or so, a trend that has
been fueled by a global set of publicly funded nano-
technology initiatives. Even as researchers have been
struggling to demonstrate some of the most fundamental
and simple aspects of this field, the term nanotechnol-
ogy has entered into the public consciousness through
articles in the popular press and popular fiction. As a con-
sequence, the expectations of the public are high for
nanotechnology, even while the actual public definition
of nanotechnology remains a bit fuzzy.

Why shouldn’t those expectations be high? The late
1990’s witnessed a major information technology (IT)
revolution and a minor biotechnology revolution. The IT
revolution impacted virtually every aspect of life in the
western world. I am sitting on an airplane at 30,000 feet
at the moment, working on my laptop, as are about half
of the other passengers on this plane. The plane itself is
riddled with computational and communications equip-
ment. As soon as we land, many of us will pull out cell
phones, others will check email via wireless modem,
some will do both. This picture would be the same if
I was landing in Los Angeles, Beijing, or Capetown.
I will probably never actually print this text, but will
instead submit it electronically. All of this was unthink-
able a dozen years ago. It is therefore no wonder that
the public expects marvelous things to happen quickly.
However, the science that laid the groundwork for the IT
revolution dates back 60 years or more, with its origins
in the fundamental solid state physics.

By contrast, the biotech revolution was relatively
minor and, at least to date, not particularly effective. The
major diseases that plagued mankind a quarter century
ago are still here. In some third world countries, the aver-
age lifespan of individuals has actually decreased from
where it was a full century ago. While the costs of elec-
tronics technologies have plummeted, health care costs
have continued to rise. The biotech revolution may have
a profound impact, but the task at hand is substantially
more difficult to what was required for the IT revolution.
In effect, the IT revolution was based on the advanced
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engineering of two-dimensional digit-
al circuits constructed from rela-
tively simple components – extended
solids. The biotech revolution is real-
ly dependent upon the ability to
reverse engineer three-dimensional
analog systems constructed from
quite complex components – pro-
teins. Given that the basic science be-
hind biotech is substantially younger
than the science that has supported
IT, it is perhaps not surprising that
the biotech revolution has not really
been a proper revolution yet, and it
likely needs at least another decade
or so to come to fruition.

Where does nanotechnology fit
into this picture? In many ways,
nanotechnology depends upon the
ability to engineer two- and three-
dimensional systems constructed
from complex components such
as macromolecules, biomolecules,
nanostructured solids, etc. Further-
more, in terms of patents, publica-
tions, and other metrics that can be
used to gauge the birth and evolution of a field, nanotech
lags some 15–20 years behind biotech. Thus, now is
the time that the fundamental science behind nanotech-
nology is being explored and developed. Nevertheless,
progress with that science is moving forward at a dra-
matic pace. If the scientific community can keep up this
pace and if the public sector will continue to support
this science, then it is possible, and perhaps even likely,
that in 20 years from now we may be speaking of the
nanotech revolution.

The Nanotechnology Handbook is timely in assem-
bling chapters in the broad field of nanotechnology with
an emphasis on reliability. The handbook should be
a valuable reference for experienced researchers as well
as for a novice in the field.
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IX

Preface

On December 29, 1959 at the California Institute of
Technology, Nobel Laureate Richard P. Feynman gave
a talk at the Annual meeting of the American Physic-
al Society that has become one classic science lecture
of the 20th century, titled “There’s Plenty of Room at
the Bottom.” He presented a technological vision of
extreme miniaturization in 1959, several years before the
word “chip” became part of the lexicon. He talked about
the problem of manipulating and controlling things on
a small scale. Extrapolating from known physical laws,
Feynman envisioned a technology using the ultimate
toolbox of nature, building nanoobjects atom by atom or
molecule by molecule. Since the 1980s, many inventions
and discoveries in fabrication of nanoobjects have been
a testament to his vision. In recognition of this reality,
in a January 2000 speech at the same institute, former
President W. J. Clinton talked about the exciting promise
of “nanotechnology” and the importance of expanding
research in nanoscale science and engineering. Later
that month, he announced in his State of the Union Ad-
dress an ambitious $ 497 million federal, multi-agency
national nanotechnology initiative (NNI) in the fiscal
year 2001 budget, and made the NNI a top science and
technology priority. Nanotechnology literally means any
technology done on a nanoscale that has applications in
the real world. Nanotechnology encompasses produc-
tion and application of physical, chemical and biological
systems at size scales, ranging from individual atoms
or molecules to submicron dimensions as well as the
integration of the resulting nanostructures into larger
systems. Nanofabrication methods include the manipu-
lation or self-assembly of individual atoms, molecules,
or molecular structures to produce nanostructured ma-
terials and sub-micron devices. Micro- and nanosystems
components are fabricated using top-down lithographic
and nonlithographic fabrication techniques. Nanotech-
nology will have a profound impact on our economy
and society in the early 21st century, comparable to that
of semiconductor technology, information technology,
or advances in cellular and molecular biology. The re-
search and development in nanotechnology will lead to
potential breakthroughs in areas such as materials and
manufacturing, nanoelectronics, medicine and health-
care, energy, biotechnology, information technology and
national security. It is widely felt that nanotechnology
will lead to the next industrial revolution.

Reliability is a critical technology for many micro-
and nanosystems and nanostructured materials. No
book exists on this emerging field. A broad based
handbook is needed. The purpose of this handbook
is to present an overview of nanomaterial synthe-
sis, micro/nanofabrication, micro- and nanocomponents
and systems, reliability issues (including nanotribology
and nanomechanics) for nanotechnology, and indus-
trial applications. The chapters have been written by
internationally recognized experts in the field, from
academia, national research labs and industry from all
over the world.

The handbook integrates knowledge from the fab-
rication, mechanics, materials science and reliability
points of view. This book is intended for three types
of readers: graduate students of nanotechnology, re-
searchers in academia and industry who are active or
intend to become active in this field, and practicing en-
gineers and scientists who have encountered a problem
and hope to solve it as expeditiously as possible. The
handbook should serve as an excellent text for one or two
semester graduate courses in nanotechnology in mech-
anical engineering, materials science, applied physics,
or applied chemistry.

We embarked on this project in February 2002, and
we worked very hard to get all the chapters to the
publisher in a record time of about 1 year. I wish to
sincerely thank the authors for offering to write compre-
hensive chapters on a tight schedule. This is generally
an added responsibility in the hectic work schedules
of researchers today. I depended on a large number
of reviewers who provided critical reviews. I would
like to thank Dr. Phillip J. Bond, Chief of Staff and
Under Secretary for Technology, US Department of
Commerce, Washington, D.C. for suggestions for chap-
ters as well as authors in the handbook. I would also
like to thank my colleague, Dr. Huiwen Liu, whose ef-
forts during the preparation of this handbook were very
useful.

I hope that this handbook will stimulate further in-
terest in this important new field, and the readers of this
handbook will find it useful.

September 2003 Bharat Bhushan
Editor
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Introduction t1. Introduction to Nanotechnology

A biological system can be exceedingly small.
Many of the cells are very tiny, but they are very
active; they manufacture various substances; they
walk around; they wiggle; and they do all kinds of
marvelous things – all on a very small scale. Also,
they store information. Consider the possibility
that we too can make a thing very small which
does what we want – that we can manufacture
an object that maneuvers at that level.

(From the talk “There’s Plenty of Room at the
Bottom”, delivered by Richard P. Feynman at the
annual meeting of the American Physical Society at
the California Institute of Technology, Pasadena,
CA, on December 29, 1959.)
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1.1 Background and Definition of Nanotechnology

On Dec. 29, 1959, at the California Institute of Tech-
nology, Nobel Laureate Richard P. Feynman gave a talk
at the annual meeting of the American Physical So-
ciety that has become one of the twentieth century’s
classic science lectures, titled “There’s Plenty of Room
at the Bottom” [1.1]. He presented a technological vi-
sion of extreme miniaturization several years before the
word “chip” became part of the lexicon. He talked about
the problem of manipulating and controlling things on
a small scale. Extrapolating from known physical laws,
Feynman envisioned a technology using the ultimate
toolbox of nature, building nanoobjects atom by atom
or molecule by molecule. Since the 1980s, many inven-
tions and discoveries in the fabrication of nanoobjects
have become a testament to his vision. In recognition of
this reality, the National Science and Technology Coun-
cil (NSTC) of the White House created the Interagency
Working Group on Nanoscience, Engineering and Tech-
nology (IWGN) in 1998. In a January 2000 speech at
the same institute, former President William J. Clinton
talked about the exciting promise of nanotechnology
and, more generally, the importance of expanding re-
search in nanoscale science and technology. Later that
month, he announced in his State of the Union Ad-
dress an ambitious $ 497 million federal, multi-agency

National Nanotechnology Initiative (NNI) in the fiscal
year 2001 budget, and made it a top science and tech-
nology priority [1.2, 3]. The objective of this initiative
was to form a broad-based coalition in which academe,
the private sector, and local, state, and federal govern-
ments would work together to push the envelope of
nanoscience and nanoengineering to reap nanotechnol-
ogy’s potential social and economic benefits.

Nanotechnology literally means any technology per-
formed on a nanoscale that has applications in the real
world. Nanotechnology encompasses the production
and application of physical, chemical, and biological
systems at scales ranging from individual atoms or
molecules to submicron dimensions, as well as the
integration of the resulting nanostructures into larger
systems. Nanotechnology is likely to have a pro-
found impact on our economy and society in the early
twenty-first century, comparable to that of semiconduc-
tor technology, information technology, or cellular and
molecular biology. Science and technology research in
nanotechnology promises breakthroughs in such areas as
materials and manufacturing, nanoelectronics, medicine
and healthcare, energy, biotechnology, information tech-
nology, and national security. It is widely felt that
nanotechnology will be the next industrial revolution.
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2 Introduction to Nanotechnology

Nanometer-scale features are mainly built up from
their elemental constituents. Chemical synthesis – the
spontaneous self-assembly of molecular clusters (mo-
lecular self-assembly) from simple reagents in solution
– or biological molecules (e.g., DNA) are used as
building blocks for the production of three-dimensional
nanostructures, including quantum dots (nanocrystals)
of arbitrary diameter (about 10 to 105 atoms). A var-
iety of vacuum deposition and nonequilibrium plasma
chemistry techniques are used to produce layered
nanocomposites and nanotubes. Atomically controlled
structures are produced using molecular beam epitaxy
and organo-metallic vapor phase epitaxy. Micro- and
nanosystem components are fabricated using top-down
lithographic and nonlithographic fabrication techniques
and range in size from micro- to nanometers. Continued
improvements in lithography for use in the produc-
tion of nanocomponents have resulted in line widths
as small as 10 nanometers in experimental prototypes.
The nanotechnology field, in addition to the fabrication
of nanosystems, provides the impetus to development of
experimental and computational tools.

The micro- and nanosystems include micro/nano-
electromechanical systems (MEMS/NEMS) (e.g., sen-
sors, actuators, and miniaturized systems comprising
sensing, processing, and/or actuating functions), micro-
mechatronics, optoelectronics, microfluidics, and sys-
tems integration. These systems can sense, control, and
activate on the micro/nanoscale and function individu-
ally or in arrays to generate effects on the macroscale.
The microsystems market in 2000 was about $ 15 bil-
lion, and, with a projected 10–20 % annual growth rate,
it is expected to increase to more than $ 100 billion by
the end of this decade. The nanosystems market in 2001
was about $ 100 million and the integrated nanosys-
tems market is expected to be more than $ 25 billion
by the end of this decade. Due to the enabling na-
ture of these systems, and because of the significant
impact they can have on the commercial and defense
applications, venture capitalists, industry, as well as
the federal government have taken a special interest
in nurturing growth in this field. Micro- and nanosys-
tems are likely to be the next logical step in the “silicon
revolution.”

1.2 Why Nano?

The discovery of novel materials, processes, and phe-
nomena at the nanoscale, as well as the development
of new experimental and theoretical techniques for
research provide fresh opportunities for the develop-
ment of innovative nanosystems and nanostructured

materials. Nanosystems are expected to find various
unique applications. Nanostructured materials can be
made with unique nanostructures and properties. This
field is expected to open new venues in science and
technology.

1.3 Lessons from Nature

Nanotechnology is a new word, but it is not an entirely
new field. Nature has many objects and processes that
function on a micro- to nanoscale [1.2, 4]. The under-
standing of these functions can guide us in imitating and
producing nanodevices and nanomaterials.

Billions of years ago, molecules began organiz-
ing themselves into the complex structures that could
support life. Photosynthesis harnesses solar energy to
support plant life. Molecular ensembles are present in
plants, which include light harvesting molecules, such
as chlorophyll, arranged within the cells on the nanome-
ter to micrometer scales. These structures capture light
energy, and convert it into the chemical energy that
drives the biochemical machinery of plant cells. Live
organs use chemical energy in the body. The flagella,
a type of bacteria, rotates at over 10,000 RPM [1.5].

This is an example of a biological molecular ma-
chine. The flagella motor is driven by the proton
flow caused by the electrochemical potential differ-
ences across the membrane. The diameter of the bearing
is about 20–30 nm, with an estimated clearance of
about 1 nm.

In the context of tribology, some biological systems
have anti-adhesion surfaces. First, many plant leaves
(such as lotus leaf) are covered by a hydrophobic cuticle,
which is composed of a mixture of large hydrocar-
bon molecules that have a strong hydrophobia. Second,
the surface is made of a unique roughness distribu-
tion [1.6, 7]. It has been reported that for some leaf
surfaces, the roughness of the hydrophobic leaf surface
decreases wetness, which is reflected in a greater contact
angle of water droplets on such surfaces.
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Introduction to Nanotechnology 1.4 Applications in Different Fields 3

1.4 Applications in Different Fields

Science and technology continue to move forward in
making the fabrication of micro/nanodevices and sys-
tems possible for a variety of industrial, consumer, and
biomedical applications. A range of MEMS devices
have been produced, some of which are commercially
used [1.4,8–12]. A variety of sensors are used in indus-
trial, consumer, and biomedical applications. Various
microstructures or microcomponents are used in micro-
instruments and other industrial applications, such as
micromirror arrays. Two of the largest “killer” indus-
trial applications are accelerometers (about 85 million
units in 2002) and digital micromirror devices (about
$ 400 million in sales in 2001). Integrated capacitive-
type, silicon accelerometers have been used in airbag
deployment in automobiles since 1991 [1.13, 14].
Accelerometer technology was about a billion-dollar-
a-year industry in 2001, dominated by Analog Devices
followed by Motorola and Bosch. Commercial digital
light processing (DLP) equipment using digital micro-
mirror devices (DMD) were launched in 1996 by Texas
Instruments for digital projection displays in portable
and home theater projectors, as well as table-top and
projection TVs [1.15, 16]. More than 1.5 million pro-
jectors were sold before 2002. Other major industrial
applications include pressure sensors, inkjet printer
heads, and optical switches. Silicon-based piezoresis-
tive pressure sensors for manifold absolute pressure
sensing for engines were launched in 1991 by Nova-
Sensor, and their annual sales were about 25 million
units in 2002. Annual sales of inkjet printer heads with
microscale functional components were about 400 mil-
lion units in 2002. Capacitive pressure sensors for
tire pressure measurements were launched by Mo-
torola. Other applications of MEMS devices include
chemical sensors; gas sensors; infrared detectors and
focal plane arrays for earth observations; space sci-
ence and missile defense applications; pico-satellites for
space applications; and many hydraulic, pneumatic, and
other consumer products. MEMS devices are also be-
ing pursued in magnetic storage systems [1.17], where
they are being developed for super-compact and ultra-
high recording-density magnetic disk drives. Several
integrated head/suspension microdevices have been fab-
ricated for contact recording applications [1.18, 19].
High-bandwidth, servo-controlled microactuators have
been fabricated for ultrahigh track-density applications,
which serve as the fine-position control element of
a two-stage, coarse/fine servo system, coupled with
a conventional actuator [1.20–23]. Millimeter-sized

wobble motors and actuators for tip-based recording
schemes have also been fabricated [1.24].

BIOMEMS are increasingly used in commercial and
defense applications (e.g., [1.4,25–28]). Applications of
BIOMEMS include biofluidic chips (otherwise known
as microfluidic chips, bioflips, or simply biochips)
for chemical and biochemical analyses (biosensors)
in medical diagnostics (e.g., DNA, RNA, proteins,
cells, blood pressure and assays, and toxin identifi-
cation) and implantable pharmaceutical drug delivery.
The biosensors, also referred to as lab-on-a-chip, inte-
grate sample handling, separation, detection, and data
analysis onto one platform. Biosensors are designed
to either detect a single or class of (bio)chemicals or
system-level analytical capabilities for a broad range
of (bio)chemical species known as micro total analysis
systems (µTAS). The chips rely on microfluidics and
involve the manipulation of tiny amounts of fluids in
microchannels using microvalves for various analyses.
The test fluid is pumped into the chip generally using
an external pump for analyses. Some chips have been
designed with an integrated electrostatically actuated
diaphragm-type micropump. Silicon-based, disposable
blood-pressure sensor chips were introduced in the
early 1990s by NovaSensor for blood pressure moni-
toring (about 20 million units in 2002). A variety of
biosensors are manufactured by various companies, in-
cluding ACLARA, Agilent Technologies, Calipertech,
and I-STAT.

After the tragedy of Sept. 11, 2001, concern over
biological and chemical warfare has led to the develop-
ment of handheld units with bio- and chemical sensors
for the detection of biological germs, chemical or nerve
agents, mustard agents, and chemical precursors to
protect subways, airports, the water supply, and the
population [1.29].

Other BIOMEMS applications include minimal
invasive surgery, such as endoscopic surgery, laser
angioplasty, and microscopic surgery. Implantable ar-
tificial organs can also be produced.

Micro-instruments and micro-manipulators are used
to move, position, probe, pattern, and characterize
nanoscale objects and nanoscale features. Miniatur-
ized analytical equipment includes gas chromatography
and mass spectrometry. Other instruments include
micro-STM, where STM stands for scanning tunneling
microscope.

Examples of NEMS include nanocomponents, nano-
devices, nanosystems, and nanomaterials, such as
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4 Introduction to Nanotechnology

microcantilever with integrated sharp nanotips for STM
and atomic force microscopy (AFM), AFM array (milli-
pede) for data storage, AFM tips for nanolithography,
dip-pen nanolithography for printing molecules, bio-
logical (DNA) motors, molecular gears, molecularly
thick films (e.g., in giant magneto-resistive or GMR
heads and magnetic media), nanoparticles, (e.g., nano-
magnetic particles in magnetic media), nanowires,
carbon nanotubes, quantum wires (QWRs), quan-
tum boxes (QBs), and quantum transistors [1.30–34].
BIONEMS include nanobiosensors – a microarray of
silicon nanowires, roughly a few nm in size, to selec-
tively bind and detect even a single biological molecule,
such as DNA or protein, by using nanoelectronics to de-
tect the slight electrical charge caused by such binding,
or a microarray of carbon nanotubes to electrically de-
tect glucose, implantable drug-delivery devices – e.g.,

micro/nanoparticles with drug molecules encapsulated
in functionized shells for a site-specific targeting ap-
plication, and a silicon capsule with a nanoporous
membrane filled with drugs for long term delivery,
nanodevices for sequencing single molecules of DNA
in the Human Genome Project, cellular growth using
carbon nanotubes for spinal cord repair, nanotubes for
nanostructured materials for various applications, such
as spinal fusion devices, organ growth, and growth of
artificial tissues using nanofibers.

Nanoelectronics can be used to build computer mem-
ory, using individual molecules or nanotubes to store bits
of information, as well as molecular switches, molecu-
lar or nanotube transistors, nanotube flat-panel displays,
nanotube integrated circuits, fast logic gates, switches,
nanoscopic lasers, and nanotubes as electrodes in fuel
cells.

1.5 Reliability Issues of MEMS/NEMS

There is an increasing need for a multidisciplinary,
system-oriented approach to manufacturing micro/
nanodevices that function reliably. This can only be
achieved through the cross-fertilization of ideas from
different disciplines and the systematic flow of infor-
mation and people among research groups. Common
potential failure mechanisms for MEMS/NEMS that
need to be addressed in order to increase reliability are:
adhesion, friction, wear, fracture, fatigue, and contam-
ination. Surface micro/nanomachined structures often
include smooth and chemically active surfaces. Due to
the large surface area to volume ratio in MEMS/NEMS,
they are particularly prone to stiction (high static fric-
tion) as part of normal operation. Fracture occurs when
the load on a microdevice is greater than the strength
of the material. Fracture is a serious reliability con-
cern, particularly for the brittle materials used in the
construction of these components, since it can im-
mediately, or eventually, lead to catastrophic failures.
Additionally, debris can be formed from the fracturing
of microstructures, leading to other failure processes.
For less brittle materials, repeated loading over a long
period causes fatigue that would also lead to the break-
ing and fracturing of the device. In principle, this failure
mode is relatively easy to observe and simple to pre-
dict. However, the materials properties of thin films are
often not known, making fatigue predictions prone to
error.

Many MEMS/NEMS devices operate near their ther-
mal dissipation limit. They may encounter hot spots
that can cause failures, particularly in weak structures
such as diaphragms or cantilevers. Thermal stressing
and relaxation caused by thermal variations can cre-
ate material delamination and fatigue in cantilevers.
In large temperature changes, as experienced in the
space environment, bimetallic beams will also experi-
ence warping due to mismatched coefficients of thermal
expansion. Packaging has been a big problem. The con-
tamination, which probably happens in packaging and
during storage, can also strongly influence the reliabil-
ity of MEMS/NEMS. For example, a particulate dust
landed on one of the electrodes of a comb drive can
cause catastrophic failure. There are no MEMS/NEMS
fabrication standards, which makes it difficult to transfer
fabrication steps in MEMS/NEMS between foundaries.

Obviously, studies of determination and suppres-
sion of active failure mechanisms affecting this new
and promising technology are critical to the high re-
liability of MEMS/NEMS and are determining factors
in successful practical application.

Mechanical properties are known to exhibit a depen-
dence on specimen size. Mechanical property evaluation
of nanometer-scaled structures is carried out to help
design reliable systems, since good mechanical prop-
erties are of critical importance in such applications.
Some of the properties of interest are: Young’s mod-
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Introduction to Nanotechnology References 5

ulus of elasticity, hardness, bending strength, fracture
toughness, and fatigue life. Finite element modeling is
carried out to study the effects of surface roughness
and scratches on stresses in nanostructures. When nano-

structures are smaller than a fundamental physical length
scale, conventional theory may no longer apply, and new
phenomena may emerge. Molecular mechanics is used
to simulate the behavior of a nano-object.

1.6 Organization of the Handbook

The handbook integrates knowledge from the fabrica-
tion, mechanics, materials science, and reliability points
of view. Organization of the book is straightforward.
The handbook is divided into six parts. This first part
introduces the nanotechnology field, including an intro-
duction to nanostructures, micro/nanofabrication and,
micro/nanodevices. The second part introduces scan-
ning probe microscopy. The third part provides an

overview of nanotribology and nanomechanics, which
will prepare the reader to understand the tribology and
mechanics of industrial applications. The fourth part
provides an overview of molecularly thick films for
lubrication. The fifth part focuses on industrial appli-
cations and microdevice reliability. And the last part
focuses on the social and ethical implications of nano-
technology.
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Nanomaterial2. Nanomaterials Synthesis and Applications:
Molecule-Based Devices

The constituent components of conventional
devices are carved out of larger materials relying
on physical methods. This top-down approach to
engineered building blocks becomes increasingly
challenging as the dimensions of the target
structures approach the nanoscale. Nature, on
the other hand, relies on chemical strategies
to assemble nanoscaled biomolecules. Small
molecular building blocks are joined to produce
nanostructures with defined geometries and
specific functions. It is becoming apparent that
nature’s bottom-up approach to functional
nanostructures can be mimicked to produce
artificial molecules with nanoscaled dimensions
and engineered properties. Indeed, examples of
artificial nanohelices, nanotubes, and molecular
motors are starting to be developed. Some
of these fascinating chemical systems have
intriguing electrochemical and photochemical
properties that can be exploited to manipulate
chemical, electrical, and optical signals at the
molecular level. This tremendous opportunity
has lead to the development of the molecular
equivalent of conventional logic gates. Simple
logic operations, for example, can be reproduced
with collections of molecules operating in solution.
Most of these chemical systems, however, rely on
bulk addressing to execute combinational and
sequential logic operations. It is essential to devise
methods to reproduce these useful functions in
solid-state configurations and, eventually, with
single molecules. These challenging objectives
are stimulating the design of clever devices
that interface small assemblies of organic
molecules with macroscaled and nanoscaled
electrodes. These strategies have already produced
rudimentary examples of diodes, switches, and
transistors based on functional molecular
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components. The rapid and continuous progress
of this exploratory research will, we hope, lead to
an entire generation of molecule-based devices
that might ultimately find useful applications
in a variety of fields, ranging from biomedical
research to information technology.
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10 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

2.1 Chemical Approaches to Nanostructured Materials

The fabrication of conventional devices relies on the
assembly of macroscopic building blocks with spe-
cific configurations. The shapes of these components
are carved out of larger materials by exploiting phys-
ical methods. This top-down approach to engineered
building blocks is extremely powerful and can deliver
effectively and reproducibly microscaled objects. This
strategy becomes increasingly challenging, however, as
the dimensions of the target structures approach the
nanoscale. Indeed, the physical fabrication of nanosized
features with subnanometer precision is a formidable
technological challenge.

2.1.1 From Molecular Building Blocks
to Nanostructures

Nature efficiently builds nanostructures by relying on
chemical approaches. Tiny molecular building blocks
are assembled with a remarkable degree of structural
control in a variety of nanoscaled materials with defined
shapes, properties, and functions. In contrast to the
top-down physical methods, small components are con-
nected to produce larger objects in these bottom-up
chemical strategies. It is becoming apparent that the
limitations of the top-down approach to artificial nano-
structures can be overcome by mimicking nature’s
bottom-up processes. Indeed, we are starting to see
emerge beautiful and ingenious examples of molecule-
based strategies to fabricate chemically nanoscaled
building blocks for functional materials and innovative
devices.

2.1.2 Nanoscaled Biomolecules:
Nucleic Acids and Proteins

Nanoscaled macromolecules play a fundamental role
in biological processes [2.1]. Nucleic acids, for exam-
ple, ensure the transmission and expression of genetic
information. These particular biomolecules are lin-
ear polymers incorporating nucleotide repeating units
(Fig. 2.1a). Each nucleotide has a phosphate bridge and
a sugar residue. Chemical bonds between the phosphate
of one nucleotide and the sugar of the next ensures
the propagation of a polynucleotide strand from the 5′
to the 3′ end. Along the sequence of alternating sugar
and phosphate fragments, an extended chain of robust
covalent bonds involving carbon, oxygen, and phospho-
rous atoms forms the main backbone of the polymeric
strand.

Every single nucleotide of a polynucleotide strand
carries one of the four heterocyclic bases shown in
Fig. 2.1b. For a strand incorporating 100 nucleotide
repeating units, a total of 4100 unique polynucleotide se-
quences are possible. It follows that nature can fabricate
a huge number of closely related nanostructures relying
only on four building blocks. The heterocyclic bases
appended to the main backbone of alternating phos-
phate and sugar units can sustain hydrogen bonding and
[π · · ·π] stacking interactions. Hydrogen bonds, formed
between [N−H] donors and either N or O acceptors, en-
courage the pairing of adenine (A) with thymine (T) and
of guanine (G) with cytosine (C). The stacking interac-
tions involve attractive contacts between the extended
π-surfaces of heterocyclic bases.

In the B conformation of deoxyribonucleic acid
(DNA), the synergism of hydrogen bonds and [π · · ·π]
stacking glues pairs of complementary polynucleotide
strands in fascinating double helical supermolecules
(Fig. 2.1c) with precise structural control at the sub-
nanometer level. The two polynucleotide strands wrap
around a common axis to form a right-handed double
helix with a diameter of ca. 2 nm. The hydrogen bonded
and [π · · ·π] stacked base pairs lie at the core of the
helix with their π-planes perpendicular to the main axis
of the helix. The alternating phosphate and sugar units
define the outer surface of the double helix. In B-DNA,
approximately ten base pairs define each helical turn cor-
responding to a rise per turn or helical pitch of ca. 3 nm.
Considering that these molecules can incorporate up
to approximately 1011 base pairs, extended end-to-end
lengths spanning from only few nanometers to hundreds
of meters are possible.

Nature’s operating principles to fabricate nano-
structures are not limited to nucleic acids. Proteins are
also built joining simple molecular building blocks, the
amino acids, by strong covalent bonds [2.1]. More pre-
cisely, nature relies on 20 amino acids differing in their
side chains to assemble linear polymers, called polypep-
tides, incorporating an extended backbone of robust
[C−N] and [C−C] bonds (Fig. 2.2a). For a single poly-
mer strand of 100 repeating amino acid units, a total
of 20100 unique combinations of polypeptide sequences
are possible. Considering that proteins can incorporate
more than one polypetide chain with over 4,000 amino
acid residues each, it is obvious that nature can assemble
an enormous number of different biomolecules relying
on the same fabrication strategy and a relatively small
pool of building blocks.
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12 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

The covalent backbones of the polypeptide strands
form the main skeleton of a protein molecule. In
addition, myriad secondary interactions, involving non-
covalent contacts between portions of the amino acid
residues, control the arrangement of the individual
polypeptide chains. Intrastrand hydrogen bonds curl
single polypeptide chains around a longitudinal axis
in a helical fashion to form tubular nanostructures
ca. 0.5 nm wide and ca. 2 nm long (Fig. 2.2b). Sim-
ilarly, interstrand hydrogen bonds can align from
2 up to 15 parallel or antiparallel polypeptide chains
to form nanoscaled sheets with average dimensions
of 2 × 3 nm (Fig. 2.2c). Multiple nanohelices and/or
nanosheets combine into a unique three-dimensional
arrangement dictating the overall shape and dimensions
of a protein.

2.1.3 Chemical Synthesis
of Artificial Nanostructures

Nature fabricates complex nanostructures relying on
simple criteria and a relatively small pool of molecular
building blocks. Robust chemical bonds join the basic
components into covalent scaffolds. Noncovalent inter-
actions determine the three-dimensional arrangement
and overall shape of the resulting assemblies. The multi-
tude of unique combinations possible for long sequences
of chemically connected building blocks provides access
to huge libraries of nanoscaled biomolecules.

Modern chemical synthesis has evolved consider-
ably over the past few decades [2.2]. Experimental
procedures to join molecular components with structural
control at the picometer level are available. A multi-
tude of synthetic schemes to encourage the formation
of chemical bonds between selected atoms in react-
ing molecules have been developed. Furthermore, the
tremendous progress of crystallographic and spectro-
scopic techniques has provided efficient and reliable
tools to probe directly the structural features of artifi-
cial inorganic and organic compounds. It follows that
designed molecules with engineered shapes and dimen-
sions can be now prepared in a laboratory relying on
the many tricks of chemical synthesis and the power of
crystallographic and spectroscopic analyses.

The high degree of sophistication reached in this
research area translates into the possibility of mimick-
ing the strategies successfully employed by nature to
fabricate chemically nanostructures [2.3]. Small mo-
lecular building blocks can be synthesized and joined
covalently following routine laboratory procedures. It
is even possible to design the stereoelectronic proper-

ties of the assembling components in order to shape
the geometry of the final product with the assistance of
noncovalent interactions. For example, five bipyridine
building blocks (Fig. 2.3) can be connected in five syn-
thetic steps to produce an oligobipyridine strand [2.4].
The five repeating units are bridged by [C−O] bonds and
can chelate metal cations in the bay regions defined by
their two nitrogen atoms. The spontaneous assembly of
two organic strands in a double helical arrangement oc-
curs in the presence of inorganic cations. In the resulting
helicate, the two oligobipyridine strands wrap around
an axis defined by five Cu(I) centers. Each inorganic
cation coordinates two bipyridine units with a tetrahe-
dral geometry imposing a diameter of ca. 0.6 nm on
the nanoscaled helicate [2.5]. The overall length from
one end of the helicate to the other is ca. 3 nm [2.6].
The analogy between this artificial double helix and the
B-DNA double helix shown in Fig. 2.1c is obvious. In
both instances, a supramolecular glue combines two in-
dependent molecular strands into nanostructures with
defined shapes and dimensions.

The chemical synthesis of nanostructures can bor-
row nature’s design criteria as well as its molecular
building blocks. Amino acids, the basic components of
proteins, can be assembled into artificial macrocycles.
In the example of Fig. 2.4, eight amino acid residues
are joined through the formation of [C−N] bonds in
multiple synthetic steps [2.7]. The resulting covalent
backbone defines a circular cavity with a diameter of
ca. 0.8 nm [2.8]. In analogy to the polypeptide chains
of proteins, the amino acid residues of this artificial
oligopeptide can sustain hydrogen bonding interactions.
It follows that multiple macrocycles can pile on top of
each other to form tubular nanostructures. The walls of
the resulting nanotubes are maintained in position by the
cooperative action of at least eight primary hydrogen
bonding contacts per macrocycle. These noncovalent
interactions maintain the mean planes of independent
macrocycles in an approximately parallel arrangement
with a plane-to-plane separation of ca. 0.5 nm.

2.1.4 From Structural Control
to Designed Properties and Functions

The examples in Figs. 2.3 and 2.4 demonstrate that
modular building blocks can be assembled into target
compounds with precise structural control at the pico-
meter level through programmed sequences of synthetic
steps. Indeed, modern chemical synthesis offers access
to complex molecules with nanoscaled dimensions and,
thus, provides cost-effective strategies for the production
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Nanomaterials Synthesis and Applications: Molecule-Based Devices 2.1 Chemical Approaches to Nanostructured Materials 13

and characterization of billions of engineered nano-
structures in parallel. Furthermore, the high degree of
structural control is accompanied by the possibility
of designing specific properties into the target nano-
structures. Electroactive and photoactive components
can be integrated chemically into functional molecular
machines [2.9]. Extensive electrochemical investiga-
tions have demonstrated that inorganic and organic
compounds can exchange electrons with macroscopic
electrodes [2.10]. These studies have unraveled the pro-
cesses responsible for the oxidation and reduction of
numerous functional groups and indicated viable design
criteria to adjust the ability of molecules to accept or
donate electrons [2.11]. Similarly, detailed photochem-
ical and photophysical investigations have elucidated the
mechanisms responsible for the absorption and emis-
sion of photons at the molecular level [2.12]. The
vast knowledge established on the interactions between
light and molecules offers the opportunity to engineer
chromophoric and fluorophoric functional groups with
defined absorption and emission properties [2.11, 13].

The power of chemical synthesis to deliver func-
tional molecules is, perhaps, better illustrated by the
molecular motor shown in Fig. 2.5. The preparation
of this [2]rotaxane requires 12 synthetic steps starting
from known precursors [2.14]. This complex molecule
incorporates a Ru(II)-trisbipyridine stopper bridged
to a linear tetracationic fragment by a rigid triaryl
spacer. The other end of the tetracationic portion is
terminated by a bulky tetraarylmethane stopper. The
bipyridinium unit of this dumbbell-shaped compound
is encircled by a macrocyclic polyether. No covalent
bonds join the macrocyclic and linear components.
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polyether to shuttle to the adjacent bipyridinium dication

Rather, hydrogen bonding and [π · · ·π] stacking inter-
actions maintain the macrocyclic polyether around the
bipyridinium unit. In addition, mechanical constrains
associated with the bulk of the two terminal stoppers
prevent the macrocycle to slip off the thread. The ap-
proximate end-to-end distance for this [2]rotaxane is
ca. 5 nm.

The bipyridinium and the 3,3′-dimethyl bipyri-
dinium units within the dumbbell-shaped component
undergo two consecutive and reversible monoelectronic
reductions [2.14]. The two methyl substituents on the
3,3′-dimethyl bipyridinium dication make this elec-
troactive unit more difficult to reduce. In acetonitrile,
its redox potential is ca. 0.29 V more negative than
that of the unsubstituted bipyridinium dication. Under
irradiation at 436 nm in degassed acetonitrile, the ex-
citation of the Ru(II)-trisbipyridine stopper is followed
by electron transfer to the unsubstituted bipyridinium
unit. In the presence of a sacrificial electron donor (tri-

ethanolamine) in solution, the photogenerated hole in
the photoactive stopper is filled, and undesired back
electron transfer is suppressed. The permanent and light-
induced reduction of the dicationic bipyridinium unit to
a radical cation depresses significantly the magnitude
of the noncovalent interactions holding the macrocyclic
polyether in position. As a result, the macrocycle shut-
tles from the reduced unit to the adjacent dicationic
3,3′-dimethyl bipyridinum. After the diffusion of mo-
lecular oxygen into the acetonitrile solution, oxidation
occurs restoring the dicationic form of the bipyri-
dinium unit and its ability to sustain strong noncovalent
bonds. As a result, the macrocyclic polyether shuttles
back to its original position. This amazing example
of a molecular shuttle reveals that dynamic processes
can be controlled reversibly at the molecular level re-
lying on the clever integration of electroactive and
photoactive fragments into functional and nanoscaled
molecules.

2.2 Molecular Switches and Logic Gates

Everyday, we routinely perform dozens of switching
operations. We turn on and off our personal computers,
cellular phones, CD players, radios, or simple light bulbs
at a click of a button. Every single time, our finger exerts

a mechanical stimulation on a control device, namely
a switch. The external stimulus changes the physical
state of the switch closing or opening an electric cir-
cuit and enabling or preventing the passage of electrons.
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Nanomaterials Synthesis and Applications: Molecule-Based Devices 2.2 Molecular Switches and Logic Gates 15

Overall, the switch transduces a mechanical input into
an electrical output.

2.2.1 From Macroscopic
to Molecular Switches

The use of switching devices is certainly not limited
to electric circuits. For example, a switch at the junc-
tion of a railroad can divert trains from one track to
another. Similarly, a faucet in a lavatory pipe can block
or release the flow of water. Of course, the nature of
the control stimulations and the character of the final
outcome vary significantly from case to case, but the
operating principle behind each switching device is the
same. In all cases, input stimulations reach the switch
changing its physical state and producing a specific
output.

The development of nanoscaled counterparts to con-
ventional switches is expected to have fundamental
scientific and technological implications. For instance,
one can envisage practical applications for ultraminia-
turized switches in areas ranging from biomedical
research to information technology. The major challenge
in the quest for nanoswitches, however, is the identifica-
tion of reliable design criteria and operating principles
for these innovative and fascinating devices. Chem-
ical approaches to implement molecule-sized switches
appear to be extremely promising. The intrinsically
small dimensions of organic molecules coupled with
the power of chemical synthesis are the main driving
forces behind these exploratory investigations.

Certain organic molecules adjust their structural and
electronic properties when stimulated with chemical,
electrical, or optical inputs. Generally, the change is
accompanied by an electrochemical or spectroscopic
response. Overall, these nanostructures transduce input
stimulations into detectable outputs and, appropriately,
are called molecular switches [2.15, 16]. The chemical
transformations associated with these switching pro-
cesses are often reversible. The chemical system returns
to the original state when the input signal is turned off.
The interconverting states of a molecular switch can
be isomers, an acid and its conjugated base, the oxi-
dized and reduced forms of a redox active molecule, or
even the complexed and uncomplexed forms of a recep-
tor [2.9,15,16]. The output of a molecular switch can be
a chemical, electrical, and/or optical signal that varies
in intensity with the interconversion process. For exam-
ple, changes in absorbance, fluorescence, pH, or redox
potential can accompany the reversible transformation
of a molecular switch.

2.2.2 Digital Processing
and Molecular Logic Gates

In present computer networks, data are elaborated elec-
tronically by microprocessor systems [2.17] and are
exchanged optically between remote locations [2.18].
Data processing and communication require the encod-
ing of information in electrical and optical signals in the
form of binary digits. Using arbitrary assumptions, logic
thresholds can be established for each signal and, then,
0 and 1 digits can be encoded following simple con-
ventions. Sequences of electronic devices manipulate
the encoded bits executing logic functions as a result of
basic switching operations.

The three basic AND, NOT, and OR operators com-
bine binary inputs into binary outputs following precise
logic protocols [2.17]. The NOT operator converts an
input signal into an output signal. When the input is 0,
the output is 1. When the input is 1, the output is 0.
Because of the inverse relationship between the input
and output values, the NOT gate is often called “invert-
er” [2.19]. The OR operator combines two input signals
into a single output signal. When one or both inputs
are 1, the output is 1. When both inputs are 0, the out-
put is 0. The AND gate also combines two input signals
into one output signal. In this instance, however, the out-
put is 1 only when both inputs are 1. When at least one
input is 0, the output is 0.

The output of one gate can be connected to one
of the inputs of another operator. A NAND gate, for
example, is assembled connecting the output of an AND
operator to the input of a NOT gate. Now the two input
signals are converted into the final output after two con-
secutive logic operations. In a similar fashion, a NOR
gate can be assembled connecting the output of an OR
operator to the input of a NOT gate. Once again, two con-
secutive logic operations determine the relation between
two input signals and a single output. The NAND and
NOR operations are termed universal functions because
any conceivable logic operation can be implemented
relying only on one of these two gates [2.17]. In fact,
digital circuits are fabricated routinely interconnecting
exclusively NAND or exclusively NOR operators [2.19].

The logic gates of conventional microprocessors are
assembled interconnecting transistors, and their input
and output signals are electrical [2.19]. But the concepts
of binary logic can be extended to chemical, mechan-
ical, optical, pneumatic, or any other type of signal.
First it is necessary to design devices that can respond
to these stimulations in the same way transistors re-
spond to electrical signals. Molecular switches respond
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to a variety of input stimulations producing specific out-
puts and can, therefore, be exploited to implement logic
functions [2.20, 21].

2.2.3 Molecular AND, NOT, and OR Gates

More than a decade ago, researchers proposed a potential
strategy to execute logic operations at the molecu-
lar level [2.22]. Later, the analogy between molecular
switches and logic gates was recognized in a seminal
article [2.23], in which it was demonstrated that AND,
NOT, and OR operations can be reproduced with fluo-
rescent molecules. The pyrazole derivative 1 (Fig. 2.6)
is a molecular NOT gate. It imposes an inverse rela-
tion between a chemical input (concentration of H+)
and an optical output (emission intensity). In a mix-
ture of methanol and water, the fluorescence quantum
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Fig. 2.6 The fluorescence intensity of the pyrazoline derivative 1 is high when the concentration of H+ is low, and vice
versa. The fluorescence intensity of the anthracene derivative 2 is high when the concentration of Na+ and/or K+ is high.
The emission is low when both concentrations are low. The fluorescence intensity of the anthracene 3 is high only when
the concentrations of H+ and Na+ are high. The emission is low in the other three cases. The signal transductions of the
molecular switches 1, 2, and 3 translate into the truth tables of NOT, OR, and AND gates, respectively, if a positive logic
convention is applied to all inputs and outputs (low = 0, high = 1)

yield of 1 is 0.13 in the presence of only 0.1 equivalents
of H+ [2.23]. The quantum yield drops to 0.003 when
the equivalents of H+ are 1,000. Photoinduced electron
transfer from the central pyrazoline unit to the pendant
benzoic acid quenches the fluorescence of the protonated
form. Thus, a change in H+ concentration (I) from a low
to a high value switches the emission intensity (O) from
a high to a low value. The inverse relationship between
the chemical input I and the optical output O translates
into the truth table of a NOT operation if a positive logic
convention (low = 0, high = 1) is applied to both sig-
nals. The emission intensity is high (O = 1) when the
concentration of H+ is low (I = 0). The emission inten-
sity is low (O = 0) when the concentration of H+ is high
(I = 1).

The anthracene derivative 2 (Fig. 2.6) is a mo-
lecular OR gate. It transduces two chemical inputs
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(concentrations of Na+ and K+) into an optical out-
put (emission intensity). In methanol, the fluorescence
quantum yield is only 0.003 in the absence of metal
cations [2.23]. Photoinduced electron transfer from
the nitrogen atom of the azacrown fragment to the
anthracene fluorophore quenches the emission. After
the addition of 1,000 equivalents of either Na+ or
K+, the quantum yield raises to 0.053 and 0.14, re-
spectively. Similarly, the quantum yield is 0.14 when
both metal cations are present in solution. The com-
plexation of one of the two metal cations inside the
azacrown receptor depresses the efficiency of the pho-
toinduced electron transfer enhancing the fluorescence.
Thus, changes in the concentrations of Na+ (I1) and/or
K+ (I2) from low to high values switch the emission
intensity (O) from a low to a high value. The relation-
ship between the chemical inputs I1 and I2 and the
optical output O translates into the truth table of an
OR operation if a positive logic convention (low = 0,
high = 1) is applied to all signals. The emission in-
tensity is low (O = 0) only when the concentration
of Na+ and K+ are low (I1 = 0, I2 = 0). The emis-
sion intensity is high (O = 1) for the other three input
combinations.

The anthracene derivative 3 (Fig. 2.6) is a molecular
AND gate. It transduces two chemical inputs (concen-
trations of H+ and Na+) into an optical output (emission
intensity). In a mixture of methanol and iso-propanol,
the fluorescence quantum yield is only 0.011 in the
absence of H+ or Na+ [2.23]. Photoinduced electron
transfer from either the tertiary amino group or the cat-
echol fragment to the anthracene fluorophore quenches
the emission. After the addition of either 100 equivalents
of H+ or 1,000 equivalents of Na+, a modest change of
the quantum yield to 0.020 and 0.011, respectively, is
observed. Instead, the quantum yield increases to 0.068
when both species are present in solution. The protona-
tion of the amino group and the insertion of the metal
cation in the benzocrown ether receptor depress the ef-
ficiency of the photoinduced electron transfer processes
enhancing the fluorescence. Thus, changes in the con-
centrations of H+ (I1) and Na+ (I2) from low to high
values switch the emission intensity (O) from a low to
a high value. The relationship between the chemical in-
puts I1 and I2 and the optical output O translates into
the truth table of an AND operation if a positive logic
convention (low = 0, high = 1) is applied to all signals.
The emission intensity is high (O = 1) only when the
concentration of H+ and Na+ are high (I1 = 1, I2 = 1).
The emission intensity is low (O = 0) for the other three
input combinations.

2.2.4 Combinational Logic
at the Molecular Level

The fascinating molecular AND, NOT, and OR gates
illustrated in Fig. 2.6 have stimulated the design of
related chemical systems able to execute the three
basic logic operations and simple combinations of
them [2.20, 21]. Most of these molecular switches
convert chemical inputs into optical outputs. But the
implementation of logic operations at the molecular
level is not limited to the use of chemical inputs. For ex-
ample, electrical signals and reversible redox processes
can be exploited to modulate the output of a molecular
switch [2.24]. The supramolecular assembly 4 (Fig. 2.7)
executes a XNOR function relying on these operating
principles. The π-electron rich tetrathiafulvalene (TTF)
guest threads the cavity of a π-electron deficient bipyri-
dinium (BIPY) host. In acetonitrile, an absorption band
associated with the charge-transfer interactions between
the complementary π-surfaces is observed at 830 nm.
Electrical stimulations alter the redox state of either the
TTF or the BIPY units encouraging the separation of the
two components of the complex and the disappearance
of the charge-transfer band. Electrolysis at a potential
of +0.5 V oxidizes the neutral TTF unit to a mono-
cationic state. The now cationic guest is expelled from
the cavity of the tetracationic host as a result of elec-
trostatic repulsion. Consistently, the absorption band
at 830 nm disappears. The charge-transfer band, how-
ever, is restored after the exhaustive back reduction of
the TTF unit at a potential of 0 V. Similar changes
in the absorption properties can be induced address-
ing the BIPY units. Electrolysis at −0.3 V reduces the
dicationic BIPY units to their monocationic forms en-
couraging the separation of the two components of the
complex and the disappearance of the absorption band.
The original absorption spectrum is restored after the
exhaustive back oxidation of the BIPY units at a poten-
tial of 0 V. Thus, this supramolecular system responds to
electrical stimulations producing an optical output. One
of the electrical inputs (I1) controls the redox state of the
TTF unit switching between 0 and +0.5 V. The other
(I2) determines the redox state of the bipyridinium units
switching between −0.3 and 0 V. The optical output (O)
is the absorbance of the charge-transfer band. A posi-
tive logic convention (low = 0, high = 1) can be applied
to the input I1 and output O. A negative logic conven-
tion (low = 1, high = 0) can be applied to the input I2.
The resulting truth table corresponds to that of a XNOR
circuit (Fig. 2.7). The charge-transfer absorbance is high
(O = 1) only when one voltage input is low and the other
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Fig. 2.7 The charge-transfer absorbance of the complex 4 is high when the voltage input addressing the tetrathiafulvalene
(TTF) unit is low and that stimulating the bipyridinium (BIPY) units is high and vice versa. If a positive logic convention
is applied to the TTF input and to the absorbance output (low = 0, high = 1) while a negative logic convention is applied
to the BIPY input (low = 0, high = 1), the signal transduction of 4 translates into the truth table of a XNOR circuit

is high (I1 = 0, I2 = 0) or vice versa (I1 = 1, I2 = 1).
It is important to note that the input string with both
I1 and I2 equal to 1 implies that input potentials of
+0.5 and −0.3 V are applied simultaneously to a solu-
tion containing the supramolecular assembly 4 and not
to an individual complex. Of course, the concomitant
oxidation of the TTF guest and reduction of the BIPY
units in the very same complex would be unrealistic.
In bulk solution, instead, some complexes are oxidized
while others are reduced, leaving the average solution
composition unaffected. Thus, the XNOR operation ex-
ecuted by this supramolecular system is a consequence
of bulk properties and not a result of unimolecular signal
transduction.

Optical inputs can be employed to operate the
three-state molecular switch of Fig. 2.8 in acetonitrile
solution [2.25]. This chemical system responds to three
inputs producing two outputs. The three input stimula-
tions are ultraviolet light (I1), visible light (I2), and the
concentration of H+ (I3). One of the two optical outputs
is the absorbance at 401 nm (O1), which is high when
the molecular switch is in the yellow-green state 6 and
low in the other two cases. The other optical output is the
absorbance at 563 nm (O2), which is high when the mo-
lecular switch is in the purple state 7 and low in the other
two cases. The colorless spiropyran state 5 switches to
the merocyanine form 7 upon irradiation with ultraviolet
light. It switches to the protonated merocyanine from 6
when treated with H+. The colored state 7 isomerizes
back to 5 in the dark or upon irradiation with visible light.

Alternatively, 7 switches to 6 when treated with H+. The
colored state 6 switches to 5, when irradiated with vis-
ible light, and to 7, after the removal of H+. In summary,
this three-state molecular switch responds to two optical
inputs (I1 and I2) and one chemical input (I3) producing
two optical outputs (O1 and O2). Binary digits can be
encoded on each signal applying positive logic conven-
tions (low = 0, high = 1). It follows that the three-state
molecular switch converts input strings of three binary
digits into output strings of two binary digits. The cor-
responding truth table (Fig. 2.8) reveals that the optical
output O1 is high (O1 = 1) when only the input I3 is ap-
plied (I1 = 0, I2 = 0, I3 = 1), when only the input I2 is
not applied (I1 = 1, I2 = 0, I3 = 0), or when all three
inputs are applied (I1 = 1, I2 = 0, I3 = 0). The optical
output O2 is high (O2 = 1) when only the input I1 is
applied (I1 = 1, I2 = 0, I3 = 0) or when only the input
I3 is not applied (I1 = 1, I2 = 0, I3 = 0). The combi-
national logic circuit (Fig. 2.8) equivalent to this truth
table shows that all three inputs determine the output
O1, while only I1 and I3 control the value of O2.

2.2.5 Intermolecular Communication

The combinational logic circuits in Figs. 2.7 and 2.8
are arrays of interconnected AND, NOT, and OR oper-
ators. The digital communication between these basic
logic elements ensures the execution of a sequence of
simple logic operations that results in the complex logic
function processed by the entire circuit. It follows that
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Fig. 2.8 Ultraviolet light (I1), visible light (I2), and H+ (I3)
inputs induce the interconversion between the three states 5,
6, and 7. The colorless state 5 does not absorb in the visible
region. The yellow-green state 6 absorbs at 401 nm (O1).
The purple state 7 absorbs at 563 nm (O2). The truth table
illustrates the conversion of input strings of three binary
digits (I1, I2, and I3) into output strings of two binary
digits (O1 and O2) operated by this three-state molecular
switch. A combinational logic circuit incorporating nine
AND, NOT, and OR operators correspond to this particular
truth table

the logic function of a given circuit can be adjusted
altering the number and type of basic gates and their
interconnection protocol [2.17]. This modular approach
to combinational logic circuits is extremely powerful.

Any logic function can be implemented connecting the
appropriate combination of simple AND, NOT, and OR
gates.

The strategies followed so far to implement com-
plex logic functions with molecular switches are based
on the careful design of the chemical system and on
the judicious choice of the inputs and outputs [2.20,21].
A specific sequence of AND, NOT, and OR operations
is programmed in a single molecular switch. No digital
communication between distinct gates is needed since
they are built in the same molecular entity. Though ex-
tremely elegant, this strategy does not have the same
versatility of a modular approach. A different molecule
has to be designed, synthesized, and analyzed every
single time a different logic function has to be real-
ized. In addition, the degree of complexity that can be
achieved with only one molecular switch is fairly lim-
ited. The connection of the input and output terminals
of independent molecular AND, NOT, and OR opera-
tors, instead, would offer the possibility of assembling
any combinational logic circuit from three basic building
blocks.

In digital electronics, the communication between
two logic gates can be realized connecting their ter-
minals with a wire [2.19]. Methods to transmit binary
data between distinct molecular switches are not so ob-
vious and must be identified. Recently we developed
two strategies to communicate signals between compat-
ible molecular components. In one instance, a chemical
signal is communicated between two distinct molecular
switches [2.26]. They are the three-state switch illus-
trated in Fig. 2.8 and the two-state switch of Fig. 2.9.
The merocyanine form 7 is a photogenerated base. Its
p-nitrophenolate fragment, produced upon irradiation of
the colorless state 5 with ultraviolet light, can abstract
a proton from an acid present in the same solution. The
resulting protonated form 6 is a photoacid. It releases
a proton upon irradiation with visible light and can pro-
tonate a base co-dissolved in the same medium. The
orange azopyridine 8 switches to the red-purple azopy-
ridinium 9 upon protonation. This process is reversible,
and the addition of a base restores the orange state 8.
It follows that photoinduced proton transfer can be ex-
ploited to communicate a chemical signal from 6 to 8
and from 9 to 7. The two colored states 8 and 9 have
different absorption properties in the visible region. In
acetonitrile, the orange state 8 absorbs at 422 nm, and
the red-purple state 9 absorbs at 556 nm. The changes in
absorbance of these two bands can be exploited to mon-
itor the photoinduced exchange of protons between the
two communicating molecular switches.
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The three-state molecular switch and the two-state
molecular switch can be operated sequentially when
dissolved in the same acetonitrile solution. In the pres-
ence of one equivalent of H+, the two-state molecular
switch is in state 9 and the absorbance at 556 nm is high
(O = 1). Upon irradiation with ultraviolet light (I1 = 0),
5 switches to 7. The photogenerated base deprotonates 9
producing 8 and 6. As a result, the absorbance at 556 nm
decreases (O = 0). Upon irradiation with visible light
(I2 = 1), 6 switches to 5 releasing H+. The result is
the protonation of 8 to form 9 and restore the high
absorbance at 556 nm (O = 1). In summary, the three-
state molecular switch transduces two optical inputs
(I1 = ultraviolet light, I2 = visible light) into a chem-
ical signal (proton transfer) that is communicated to the
two-state molecular switch and converted into a final
optical output (O = absorbance at 556 nm).

The logic behavior of the two communicating
molecular switches is significantly different from those
of the chemical systems illustrated in Figs. 2.6, 2.7,
and 2.8 [2.26]. The truth table in Fig. 2.9 lists the four
possible combinations of two-digit input strings and the
corresponding one-digit output. The output digit O for
the input strings 01, 10, and 11 can take only one value.
In fact, the input string 01 is transduced into a 1, and the
input strings 10 and 11 are converted into 0. Instead, the

Fig. 2.9 The concentration of H+ controls the reversible
interconversion between the two states 8 and 9. In response
to ultraviolet (I1) and visible (I2) inputs, the three-state mo-
lecular switch in Fig. 2.7 modulates the ratio between these
two forms and the absorbance (O) of 9 through photoin-
duced proton transfer. The truth table and sequential logic
circuit illustrate the signal transduction behavior of the two
communicating molecular switches. The interconversion
between the five three-digit strings of input (I1 and I2) and
output (O) data is achieved varying the input values in steps

output digit O for the input string 00 can be either 0 or 1.
The sequence of events leading to the input string 00
determines the value of the output. The boxes a–e in
Fig. 2.9 illustrates this effect. They correspond to the
five three-digit input/output strings. The transformation
of one box into any of the other four is achieved in one or
two steps by changing the values of I1 and/or I2. In two
instances (a and b), the two-state molecular switch is in
state 9, and the output signal is high (O = 1). In the other
three cases (c, d, and e), the two-state molecular switch
is in state 8, and the output signal is low (O = 0). The
strings 000 (e) and 001 (a) correspond to the first entry of
the truth table. They share the same input digits but dif-
fer in the output value. The string 000 (e) can be obtained
only from the string 100 (c) varying the value of I1. Sim-
ilarly, the string 001 (a) can be accessed only from the
string 011 (b) varying the value of I2. In both transfor-
mations, the output digit remains unchanged. Thus, the
value of O1 in the parent string is memorized and main-
tained in the daughter string when both inputs become 0.
This memory effect is the fundamental operating prin-
ciple of sequential logic circuits [2.17], which are used
extensively to assemble the memory elements of modern
microprocessors. The sequential logic circuit equivalent
to the truth table of the two communicating molecular
switches is also shown in Fig. 2.9. In this circuit, the
input data I1 and I2 are combined through NOT, OR,
and AND operators. The output of the AND gate O is
also an input of the OR gate and controls, together with
I1 and I2, the signal transduction behavior.

The other strategy for digital transmission between
molecules is based on the communication of optical sig-
nals between the three-state molecular switch (Fig. 2.8)
and fluorescent compounds [2.27,28]. In the optical net-
work of Fig. 2.10, three optical signals travel from an
excitation source to a detector after passing through
two quartz cells. The first cell contains an equimolar
acetonitrile solution of naphthalene, anthracene, and
tetracene. The second cell contains an acetonitrile solu-
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Fig. 2.10 The excitation source sends three monochromatic light beams (275, 357, and 441 nm) to a quartz cell containing
an equimolar acetonitrile solution of naphthalene, anthracene and tetracene. The three fluorophores absorb the exciting
beams and reemit at 305, 401, and 544 nm, respectively. The light emitted in the direction perpendicular to the exciting
beams passes through another quartz cell containing an acetonitrile solution of the three-state molecular switch shown
in Fig. 2.7. Ultraviolet (I1), visible (I2), and H+ (I3) inputs control the interconversion between the three states of
the molecular switch. They determine the intensity of the optical outputs reaching the detector and correspond to the
naphthalene (O1), anthracene (O2), and tetracene (O3) emissions. The truth table and equivalent combinational logic
illustrate the relation between the three inputs and the three outputs. The output O1 is always 0, and it is not influenced
by the three inputs. Only two inputs determine the value of O3, while all of them control the output O2

tion of the three-state molecular switch. The excitation
source sends three consecutive monochromatic light
beams to the first cell stimulating the emission of the
three fluorophores. The light emitted in the direction per-
pendicular to the exciting beam reaches the second cell.
When the molecular switch is in state 5, the naphtha-
lene emission at 335 nm is absorbed and a low intensity
output (O1) reaches the detector. Instead, the anthracene
and tetracene emissions at 401 and 544 nm, respectively,
pass unaffected and high intensity outputs (O2 and O3)
reach the detector. When the molecular switch is in
state 6, the naphthalene and anthracene emissions are
absorbed and only the tetracene emission reaches the
detector (O1 = 0, O2 = 0, O3 = 1). When the molecu-
lar switch is state 7, the emission of all three fluorophores
is absorbed (O1 = 0, O2 = 0, O3 = 0). The interconver-
sion of the molecular switch between the three states is
induced addressing the second cell with ultraviolet (I1),
visible (I2) and H+ (I3) inputs. Thus, three independent
optical outputs (O1, O2 and O3) can be modulated stim-
ulating the molecular switch with two optical and one
chemical input. The truth table in Fig. 2.10 illustrates
the relation between the three inputs (I1, I2 and I3) and
the three outputs (O1, O2 and O3), when positive logic
conventions are applied to all signals. The equivalent

logic circuit shows that all three inputs control the an-
thracene channel O2, but only I1 and I3 influence the
tetracene channel O3. Instead, the intensity of the naph-
thalene channel O1 is always low, and it is not affected
by the three inputs.

The operating principles of the optical network in
Fig. 2.10 can be simplified to implement all-optical logic
gates. The chemical input inducing the formation of the
protonated form 6 of the molecular switch can be elim-
inated. The interconversion between the remaining two
states 5 and 7 can be controlled relying exclusively on
ultraviolet inputs. Indeed, ultraviolet irradiation induces
the isomerization of the colorless form 5 to the col-
ored species 7, which reisomerizes to the original state
in the dark. Thus, a single ultraviolet source is suffi-
cient to control the switching from 5 to 7 and vice versa.
On the basis of these considerations, all-optical NAND,
NOR, and NOT gates can be implemented operating
sequentially or in parallel from one to three independent
switching elements [2.28]. For example, the all-optical
network illustrated in Fig. 2.11 is a three-input NOR
gate. A monochromatic optical signal travels from a vis-
ible source to a detector. Three switching elements are
aligned along the path of the traveling light. They are
quartz cells containing an acetonitrile solution of the mo-
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Fig. 2.11 The visible source sends a monochromatic beam (563 nm) to the detector. The traveling light is forced to pass
through three quartz cells containing the molecular switch illustrated in Fig. 2.7. The three switching elements are operated
by independent ultraviolet inputs. When at least one of them is on, the associated molecular switch is in the purple form 7,
which can absorb and block the traveling light. The truth table and equivalent logic circuit illustrate the relation between
the three inputs I1, I2, and I3 and the optical output O

lecular switch shown in Fig. 2.8. The interconversion of
the colorless form 5 into the purple isomer 7 is induced
stimulating the cell with an ultraviolet input. The rei-
somerization from 7 to 5 occurs spontaneously, as the
ultraviolet sources is turned off. Using three distinct ul-
traviolet sources, the three switching elements can be
controlled independently.

The colorless form 5 does not absorb in the visible
region, while the purple isomer 7 has a strong absorption
band at 563 nm. Thus, a 563 nm optical signal leaving
the visible source can reach the detector unaffected only
if all three switching elements are in the nonabsorbing
state 5. If one of the three ultraviolet inputs I1, I2, or I3

is turned on, the intensity of the optical output O drops
to 3–4% of its original value. If two or three ultraviolet
inputs are turned on simultaneously, the optical output
drops to 0%. Indeed, the photogenerated state 7 absorbs
and blocks the traveling light. Applying positive logic
conventions to all signals, binary digits can be encoded
in the three optical inputs and in the optical output.
The resulting truth table is illustrated in Fig. 2.11. The
output O is 1 only if all three inputs I1, I2, or I3 are 0.
The output O is 0 if at least one of the three inputs
I1, I2, or I3 is 1. This signal transduction corresponds
to that executed by a three-input NOR gate, which is
a combination of one NOT and two OR operators.

2.3 Solid State Devices

The fascinating chemical systems illustrated in
Figs. 2.6–2.11 demonstrate that logic functions can
be implemented relying on the interplay between de-
signed molecules and chemical, electrical and/or optical
signals [2.20, 21].

2.3.1 From Functional Solutions
to Electroactive
and Photoactive Solids

These molecular switches, however, are operated exclu-
sively in solution and remain far from potential
applications in information technology at this stage.

The integration of liquid components and volatile or-
ganic solvents in practical digital devices is hard to
envisage. Furthermore, the logic operations executed
by these chemical systems rely on bulk addressing.
Although the individual molecular components have
nanoscaled dimensions, macroscopic collections of
them are employed for digital processing. In some in-
stances, the operating principles cannot even be scaled
down to the unimolecular level. Often bulk properties
are responsible for signal transduction. For example,
a single fluorescent compound 2 cannot execute an OR
operation. Its azacrown appendage can accommodate
only one metal cation. As a result, an individual molecu-
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Nanomaterials Synthesis and Applications: Molecule-Based Devices 2.3 Solid State Devices 23

lar switch can respond to only one of the two chemical
inputs. It is a collection of numerous molecular switches
dissolved in an organic solvent that responds to both
inputs enabling an OR operation.

The development of miniaturized molecule-based
devices requires the identification of methods to trans-
fer the switching mechanisms developed in solution to
the solid state [2.29]. Borrowing designs and fabrication
strategies from conventional electronics, researchers are
starting to explore the integration of molecular com-
ponents into functional circuits and devices [2.30–33].
Generally, these strategies combine lithography and sur-
face chemistry to assemble nanometer-thick organic
films on the surfaces of microscaled or nanoscaled
electrodes. Two main approaches for the deposition
of organized molecular arrays on inorganic supports
have emerged so far. In one instance, amphiphilic
molecular building blocks are compressed into orga-
nized monolayers at air/water interfaces. The resulting
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Moving
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Air
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Air

Water

Water

Water
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Me
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–

10

Electrode
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Transfer

Fig. 2.12 The compression of the am-
phiphilic dication 10 with a moving
barrier results in the formation of
a packed monolayer at the air/water
interface. The lifting of an electrode
pre-immersed in the aqueous sub-
phase encourages the transfer of part
of the monolayer on the solid support

films can be transferred on supporting solids employing
the Langmuir–Blodgett technique [2.34]. Alternatively,
certain molecules can be designed to adsorb sponta-
neously on the surfaces of compatible solids from liquid
or vapor phases. The result is the self-assembly of
organic layers on inorganic supports [2.35].

2.3.2 Langmuir–Blodgett Films

Films of amphiphilic molecules can be deposited on
a variety of solid supports employing the Langmuir–
Blodgett technique [2.34]. This method can be extended
to electroactive compounds incorporating hydrophilic
and hydrophobic groups. For example, the am-
phiphile 10 (Fig. 2.12) has a hydrophobic hexadecyl tail
attached to a hydrophilic bipyridinium dication [2.36,
37]. This compound dissolves in mixtures of chloro-
form and methanol, but it is not soluble in moderately
concentrated aqueous solutions of sodium perchlorate.
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Thus the spreading of an organic solution of 10 on an
aqueous sodium perchlorate subphase affords a collec-
tion of disorganized amphiphiles floating on the water
surface (Fig. 2.12), after the organic solvent has evapo-
rated. The molecular building blocks can be compressed
into a monolayer with the aid of a moving barrier. The
hydrophobic tails align away from the aqueous phase.
The hydrophilic dicationic heads and the accompany-
ing perchlorate counterions pack to form an organized
monolayer at the air/water interface. The compression
process can be monitored recording the surface pressure
(π)-area per molecule (A) isotherm, which indicates
a limiting molecular area of ca. 50 Å2. This value is
larger than the projected area of an oligomethylene
chain. It correlates reasonably, however, with the over-
all area of a bipyridinium dication plus two perchlorate
anions.

The monolayer prepared at the air/water interface
(Fig. 2.12) can be transferred on the surface of a indium-
tin oxide electrode pre-immersed in the aqueous phase.
The slow lifting of the solid support drags the mono-
layer away from the aqueous subphase. The final result
is the coating of the electrode with an organic film con-
taining electroactive bipyridinium building blocks. The
modified electrode can be integrated in a conventional
electrochemical cell to probe the redox response of the
electroactive layer. The resulting cyclic voltammograms
reveal the characteristic waves for the first reduction
process of the bipyridinium dications, confirming the
successful transfer of the electroactive amphiphiles from
the air/water interface to the electrode surface. The
integration of the redox waves indicates a surface cov-
erage of ca. 4 × 1010 mol cm−2. This value corresponds
to a molecular area of ca. 40 Å2 and is in excellent
agreement with the limiting molecular area of the π–A
isotherm.

These seminal experiments demonstrate that elec-
troactive amphiphiles can be organized into uniform
monolayers at the air/water interface and then trans-
ferred efficiently on the surface of appropriate substrates
to produce electrode/monolayer junctions. The result-
ing electroactive materials can become the functional
components of molecule-based devices. For exam-
ple, bipyridinium-based photodiodes can be fabricated
following this approach [2.38,39]. Their operating prin-
ciples rely on photoinduced electron transfer from
chromophoric units to bipyridinium acceptors. The
electroactive and photoactive amphiphile 11 (Fig. 2.13)
incorporates hydrophobic ferrocene and pyrene tails and
a hydrophilic bipyridinium head. Chloroform solutions
of 11 containing ten equivalents of arachidic acid can
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Fig. 2.13 Mixed monolayers of the amphiphile 11 and
arachidic acid can be transferred from the air/water interface
to the surface of an electrode to generate a molecule-based
photodiode

be spread on an aqueous calcium chloride subphase in
a Langmuir trough. The amphiphiles can be compressed
into a mixed monolayer, after the evaporation of the
organic solvent. Pronounced steps in the correspond-
ing π–A isotherm suggest that the bulky ferrocene and
pyrene groups are squeezed away from the water sur-
face. In the final arrangement, both photoactive groups
align above the hydrophobic dication.

A mixed monolayer of 11 and arachidic acid can be
transferred from the air/water interface to the surface
of a transparent gold electrode following the methodol-
ogy illustrated for the system in Fig. 2.12. The coated
electrode can be integrated in a conventional electro-
chemical cell. Upon irradiation at 330 nm under an
inert atmosphere, an anodic photocurrent of ca. 2 nA
develops at a potential of 0 V relative to a saturated
calomel electrode. Indeed, the illumination of the elec-
troactive monolayer induces the electron transfer from
the pyrene appendage to the bipyridinium acceptor and
then from the reduced acceptor to the electrode. A sec-
ond intramolecular electron transfer from the ferrocene
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donor to the oxidized pyrene fills its photogenerated
hole. Overall, a unidirectional flow of electrons across
the monolayer/electrode junction is established under
the influence of light.

The ability to transfer electroactive monolayers
from air/water interfaces to electrode surfaces can
be exploited to fabricate molecule-based electronic
devices. In particular, arrays of interconnected elec-
trode/monolayer/electrode tunneling junctions can be
assembled combining the Langmuir–Blodgett technique
with electron beam evaporation [2.33]. Fig. 2.14 illus-
trates a schematic representation of the resulting devices.
Initially, parallel fingers are patterned on a silicon wafer
with a silicon dioxide overlayer by electron beam evap-
oration. The bottom electrodes deposited on the support
can be either aluminum wires covered by an aluminum
oxide or n-doped silicon lines with silicon dioxide over-
layers. Their widths are ca. 6 or 7 µm, respectively.
The patterned silicon chip is immersed in the aque-
ous subphase of a Langmuir trough prior to monolayer
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Fig. 2.14 The [2]rotaxane 12 and the [2]catenane 13 can be compressed into organized monolayers at air/water interfaces. The
resulting monolayers can be transferred on the bottom electrodes of a patterned silicon support. After the deposition of a top
electrode, electrode/monolayer/electrode junctions can be assembled. Note that only the portion of the monolayer sandwiched
between the top and bottom electrodes is shown in the diagram. The oxidation of the tetrathiafulvalene unit of the [2]catenane 13
is followed by the circumrotation of the macrocyclic polyether to afford the [2]catenane 14. The process is reversible, and the
reduction of the cationic tetrathiafulvalene unit restores the original state

formation. After the compression of electroactive am-
phiphiles at the air/water interface, the substrate is pulled
out of the aqueous phase to encourage the transfer of
the molecular layer on the parallel bottom electrodes as
well as on the gaps between them. Then, a second set
of electrodes orthogonal to the first is deposited through
a mask by electron beam evaporation. They consist of
a titanium underlayer plus an aluminum overlayer. Their
thicknesses are ca. 0.05 and 1 µm, respectively, and their
width is ca. 10 µm. In the final assembly, portions of
the molecular layer become sandwiched between the
bottom and top electrodes. The active areas of these elec-
trode/monolayer/electrode junctions are ca. 60–70 µm2

and correspond to ca. 106 molecules.
The [2]rotaxane 12 (Fig. 2.14) incorporates a macro-

cyclic polyether threaded onto a bipyridinium-based
backbone [2.40, 41]. The two bipyridinium dications
are bridged by a m-phenylene spacer and terminated by
tetraarylmethane appendages. These two bulky groups
trap mechanically the macrocycle preventing its dis-
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sociation from the tetracationic backbone. In addition,
their hydrophobicity complements the hydrophilicity of
the two bipyridinium dications imposing amphiphilic
character on the overall molecular assembly. This com-
pound does not dissolve in aqueous solutions and can
be compressed into organized monolayers at air/water
interfaces. The corresponding π–A isotherm reveals
a limiting molecular area of ca. 130 Å2. This large
value is a consequence of the bulk associated with the
hydrophobic tetraarylmethane tails and the macrocycle
encircling the tetracationic backbone.

Monolayers of the [2]rotaxane 12 can be transferred
from the air/water interface to the surfaces of the bottom
aluminum/aluminum oxide electrodes of a patterned sil-
icon chip with the hydrophobic tetraarylmethane groups
pointing away from the supporting substrate. The sub-
sequent assembly of a top titanium/aluminum electrode
affords electrode/monolayer/electrode junctions. Their
current/voltage signature can be recorded grounding the
top electrode and scanning the potential of the bottom
electrode. A pronounced increase in current is observed
when the potential is lowered below −0.7 V. Under
these conditions, the bipyridinium-centered LUMOs
mediate the tunneling of electrons from the bottom
to the top electrode leading to a current enhancement.
A similar current profile is observed if the potential is
returned to 0 and then back to −2 V. Instead, a mod-
est increase in current in the opposite direction is
observed when the potential is raised above +0.7 V.
Presumably, this trend is a result of the participation
of the phenoxy-centered HOMOs in the tunneling pro-
cess. After a single positive voltage pulse, however,
no current can be detected if the potential is returned
to negative values. In summary, the positive potential
scan suppresses irreversibly the conducting ability of
the electrode/molecule/electrode junction. The behav-
ior of this device correlates with the redox response
of the [2]rotaxane 12 in solution. Cyclic voltammo-
grams reveal reversible monoelectronic reductions of
the bipyridinium dications. But they also show two
irreversible oxidations associated, presumably, with the
phenoxy rings of the macrocycle and tetraarylmethane
groups. These observations suggest that a positive volt-
age pulse applied to the electrode/monolayer/electrode
junction oxidizes irreversibly the sandwiched molecules
suppressing their ability to mediate the transfer of
electrons from the bottom to the top electrode under
a negative bias.

The device incorporating the [2]rotaxane 13 can be
exploited to implement simple logic operations [2.40].
The two bottom electrodes can be stimulated with

voltage inputs (I1 and I2) while measuring a current
output (O) at the common top electrode. When at least
one of the two inputs is high (0 V), the output is low
(< 0.7 nA). When both inputs are low (−2 V), the out-
put is high (ca. 4 nA). If a negative logic convention is
applied to the voltage inputs (low = 1, high = 0) and
a positive logic convention is applied to the current out-
put (low = 0, high = 1), the signal transduction behavior
translates into the truth table of an AND gate. The out-
put O is 1 only when both inputs are 1. Instead, an OR
operation can be executed if the logarithm of the current
is considered as the output. The logarithm of the cur-
rent is −12 when both voltage inputs are 0 V. It raises to
ca. −9 when one or both voltage inputs are lowered to
−2 V. This signal transduction behavior translates into
the truth table of an OR gate if a negative logic conven-
tion is applied to the voltage inputs (low = 1, high = 0)
and a positive logic convention is applied to the current
output (low = 0, high = 1). The output O is 1 when at
least one of the two inputs is 1.

The [2]catenane 13 (Fig. 2.14) incorporates a macro-
cyclic polyether interlocked with a tetracationic
cyclophane [2.42,43]. Organic solutions of the hexaflu-
orophosphate salt of this [2]catenane and six equivalents
of the sodium salt of dimyristoylphosphatidic acid
can be co-spread on the water surface of a Langmuir
trough [2.44]. The sodium hexafluorophosphate formed
dissolves in the supporting aqueous phase, while the
hydrophilic bipyridinium cations and the amphiphilic
anions remain at the interface. Upon compression, the
anions align their hydrophobic tails away from the
water surface forming a compact monolayer above the
cationic bipyridinium derivatives. The corresponding
π–A isotherm indicates limiting molecular areas of
ca. 125 Å2. This large value is a consequence of the
bulk associated with the two interlocking macrocycles.

Monolayers of the [2]catenane 13 can be trans-
ferred from the air/water interface to the surfaces
of the bottom n-doped silicon/silicon dioxide elec-
trodes of a patterned silicon chip with the hydrophobic
tails of the amphiphilic anions pointing away from
the supporting substrate [2.45, 46]. The subsequent
assembly of a top titanium/aluminum electrode affords
electrode/monolayer/electrode arrays. Their junction
resistance can be probed grounding the top electrode
and maintaining the potential of the bottom electrode
at +0.1 V. If a voltage pulse of +2 V is applied to the
bottom electrode before the measurement, the junction
resistance probed is ca. 0.7 GΩ. After a pulse of −2 V
applied to the bottom electrode, the junction resistance
probed at +0.1 V drops ca. 0.3 GΩ. Thus, alternat-
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Nanomaterials Synthesis and Applications: Molecule-Based Devices 2.3 Solid State Devices 27

ing positive and negative voltage pulses can switch
reversibly the junction resistance between high and low
values. This intriguing behavior is a result of the redox
and dynamic properties of the [2]catenane 13.

Extensive spectroscopic and crystallographic stud-
ies [2.42, 43] demonstrated that the tetrathiafulvalene
unit resides preferentially inside the cavity of the tetra-
cationic cyclophane of the [2]catenane 13 (Fig. 2.14).
Attractive [π · · ·π] stacking interactions between the
neutral tetrathiafulvalene and the bipyridinium dicat-
ions are responsible for this co-conformation. Oxidation
of the tetrathiafulvalene generates a cationic form
that is expelled from the cavity of the tetracationic
cyclophane. After the circumrotation of the macro-
cyclic polyether, the oxidized tetrathiafulvalene is
exchanged with the neutral 1,5-dioxynaphthalene pro-
ducing the [2]catenane 14 (Fig. 2.14). The reduction
of the tetrathiafulvalene back to its neutral state is
followed by the circumrotation of the macrocyclic
polyether, which restores the original state 14. The
voltage pulses applied to the bottom electrode of the
electrode/monolayer/junction oxidize and reduce the
tetrathiafulvalene unit inducing the interconversion be-
tween the forms 13 and 14. The difference in the
stereoelectronic properties of these two states translates
into distinct current/voltage signatures. Indeed, their
ability to mediate the tunneling of electrons across the
junction differs significantly. As a result, the junction
resistance probed at a low voltage after an oxidizing
pulse is significantly different from that determined
under the same conditions after a reducing pulse.

2.3.3 Self-Assembled Monolayers

In the examples illustrated in Figs. 2.12–2.15, mono-
layers of amphiphilic and electroactive derivatives are
assembled at air/water interfaces and then transferred
on the surfaces of appropriate substrates. An alterna-
tive strategy to coat electrodes with molecular layers
relies on the ability of certain compounds to adsorb
spontaneously on solid supports from liquid or vapor
phases [2.35]. In particular, the affinity of certain sul-
furated functional groups for gold can be exploited to
encourage the self-assembly of organic molecules on
microscaled and nanoscaled electrodes.

The electrode/monolayer/electrode junction in
Fig. 2.15a incorporates a molecular layer between two
gold electrodes mounted on a silicon nitride support.
This device can be fabricated combining chemical vapor
deposition, lithography, anisotropic etching, and self-
assembly [2.47]. Initially, a silicon wafer is coated
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Fig. 2.15
(a) A monolayer of the
thiol 15 is embedded be-
tween two gold electrodes
maintained in position
by a silicon nitride sup-
port. (b) A monolayer of
the bisthiol 16 is located
between two gold elec-
trodes and stimulated by
a silicon gate

with a 50 nm thick layer of silicon nitride by low
pressure chemical vapor deposition. Then, a square of
400 × 400 µm is patterned on one side of the coated
wafer by optical lithography and reactive ion etch-
ing. Anisotropic etching of the exposed silicon up to
the other side of the wafer leaves a suspended silicon
nitride membrane of 40×40 µm. Electron beam lithog-
raphy and reactive ion etching can be used to carve
a bowl-shaped hole (diameter = 30–50 nm) in the mem-
brane. Evaporation of gold on the membrane fills the
pore producing a bowl-shaped electrode. Immersion of
the substrate in a solution of the thiol 15 results in the
self-assembly of a molecular layer on the narrow part
of the bowl-shaped electrode. The subsequent evapora-
tion of a gold film on the organic monolayer produces
an electrode/monolayer/electrode junction (Fig. 2.15a)
with a contact area of less than 2,000 nm2 and approxi-
mately 1,000 molecules.

Under the influence of voltage pulses applied to one
of the two gold electrodes in Fig. 2.15a, the conductivity
of the sandwiched monolayer switches reversibly be-
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tween low and high values [2.48]. In the initial state, the
monolayer is in a low conducting mode. A current out-
put of only 30 pA is detected, when a probing voltage of
+0.25 V is applied to the bowl-shaped electrode. If the
same electrode is stimulated with a short voltage pulse
of +5 V, the monolayer switches to a high conducting
mode. Now a current output of 150 pA is measured at
the same probing voltage of +0.25 V. Repeated prob-
ing of the current output at various intervals of time
indicates that the high conducting state is memorized by
the molecule-based device, and it is retained for more
than 15 min. The low conducting mode is restored after
either a relatively long period of time or the stimula-
tion of the bowl-shaped electrode with a reverse voltage
pulse of −5 V. Thus the current output switches from
a low to a high value, if a high voltage input is applied.
It switches from a high to a low value, under the in-
fluence of a low voltage pulse. This behavior offers the
opportunity to store and erase binary data in analogy
to a conventional random access memory [2.17]. Bi-
nary digits can be encoded on the current output of the
molecule-based device applying a positive logic conven-
tion (low = 0, high = 1). It follows that a binary 1 can
be stored in the molecule-based device applying a high
voltage input, and it can be erased applying a low voltage
input [2.48].

The electrode/monolayer/electrode junctions in
Fig. 2.14 and in Fig. 2.15a are two-terminal devices.
A voltage input is applied to one terminal, and a current
output is measured at the other. The implementation
of molecule-based transistors, however, requires three
terminals. A third electrode is needed to gate the cur-
rent flowing between the source and drain terminals.
These types of devices are much more versatile than
their two-terminal counterparts for the implementation
of logic functions. But the incorporation of molecular
components in a three-terminal configuration is con-
siderably more challenging. A remarkable example is
the composite assembly in Fig. 2.15b [2.49]. This field-
effect transistor integrates a monolayer of the bisthiol 16
and three electrodes. Conventional lithography and
anisotropic etching are employed to define a vertical
step in a doped silicon substrate. The resulting structure
is covered with an insulating layer of silicon dioxide with
a thickness of ca. 30 nm. Then gold is evaporated on the
bottom part of the step to allow the self-assembly the
bisthiol 16. Under the influence of the gate voltage, the
molecular components embedded in this device modu-
late the current flowing between the source and drain
electrodes. The intensity of the drain current increases
by five orders of magnitude if the gate voltage is low-

ered below −0.2 V. It is important to note, however,
that only the molecules within 5 nm from the mono-
layer/insulator interface are responsible for conduction.
Thus the current/voltage behavior of this three-terminal
device is determined only by few thousand molecules.

Conventional transistors are the basic building
blocks of digital circuits [2.19]. They are routinely
interconnected with specific configurations to execute
designed logic functions. The molecule-based transistor
in Fig. 2.15b is no exception. It can be used to assemble
real electronic circuits incorporating molecular compo-
nents. The connection of the drain terminals of two
molecule-based transistors affords an inverter [2.49].
In this basic circuit, an output voltage switches from
a high (0 V) to a low value (−2 V) when an input volt-
age varies from a low (−2 V) to a high value (0 V) and
vice versa. This signal transduction behavior translates
into the truth table of a NOT gate, if a positive logic con-
vention (low = 0, high = 1) is applied to the input and
output voltages.

The ability of thiols to self-assemble on the surface
of gold can be exploited to fabricate nanocomposite
materials integrating organic and inorganic compo-
nents. For example, the bisthiol 17 forms monolayers
(Fig. 2.16a) on gold electrodes with surface coverages
of ca. 4.1 × 1010 mol cm2 [2.50, 51]. The formation of
a thiolate–gold bond at one of the two thiol ends of 17
is responsible for adsorption. The remaining thiol group
points away from the supporting surface and can be
exploited for further functionalization. Gold nanopar-
ticles adsorb on the molecular layer (Fig. 2.16b), once
again, as a result of thiolate–gold bond formation.
The immersion of the resulting material in a methanol
solution of 17 encourages the adsorption of an ad-
ditional organic layer (Fig. 2.16c) on the composite
material. Following these procedures, up to ten alter-
nating organic and inorganic layers can be deposited
on the electrode surface. The resulting assembly can
mediate the unidirectional electron transfer from the
supporting electrode to redox active species in solu-
tion. For example, the cyclic voltammogram of the
[Ru(NH3)6]3+/2+ couple recorded with a bare gold
electrode reveals a reversible reduction process. In the
presence of ten alternating molecular and nanoparticle
layers on the electrode surface, the reduction potential
shifts by ca. −0.2 V and the back oxidation wave dis-
appears. The pronounced potential shift indicates that
[Ru(NH3)6]3+ accepts electrons only after the surface-
confined bipyridinium dications have been reduced. The
lack of reversibility indicates that the back oxidation to
the bipyridinium dications inhibits the transfer of elec-
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trons from the [Ru(NH3)6]2+ to the electrode. Thus
the electroactive multilayer allows the flow of elec-
trons in one direction only in analogy to conventional
diodes.

The current/voltage behavior of individual nanopar-
ticles in Fig. 2.16b can be probed by scanning tunneling
spectroscopy in an aqueous electrolyte under an inert
atmosphere [2.52]. The platinum-iridium tip of a scan-
ning tunneling microscope is positioned above one of the
gold particles. The voltage of the gold substrate relative
to the tip is maintained at −0.2 V while that relative to
a reference electrode immersed in the same electrolyte is
varied to control the redox state of the electroactive units.
Indeed, the bipyridinium dications in the molecular layer
can be reduced reversibly to a monocationic state. The
resulting monocations can be reduced further and, once
again, reversibly to a neutral form. Finally, the current
flowing from the gold support to the tip of the scanning
tunneling microscope is monitored as the tip–particle
distance increases. From the distance dependence of the
current, inverse length decays of ca. 16 and 7 nm−1 for
the dicationic and monocationic states, respectively, of
the molecular spacer can be determined. The dramatic
decrease indicates that the reduction of the electroactive
unit facilitates the tunneling of electrons through the
gold/molecule/nanoparticle/tip junction. In summary,
a change in the redox state of the bipyridinium com-
ponents can be exploited to gate reversibly the current
flowing through this nanoscaled device.

Similar nanostructured materials, combining mo-
lecular and nanoparticles layers, can be prepared on
layers on indium-tin oxide electrodes following mul-
tistep procedures [2.53]. The hydroxylated surfaces
of indium-tin oxide supports can be functionalized
with 3-ammoniumpropylysilyl groups and then ex-
posed to gold nanoparticles having a diameter of ca.
13 nm [2.54, 55]. Electrostatic interactions promote the
adsorption of the nanoparticles on the organic layer
(Fig. 2.17a). The treatment of the composite film with
the bipyridinium cyclophane 18 produces an organic
layer on the gold nanoparticles (Fig. 2.18b). Following
this approach, alternating layers of inorganic nanopar-
ticles and organic building blocks can be assembled on
the indium-tin oxide support. Cyclic voltammograms
of the resulting materials show the oxidation of the
gold nanoparticles and the reduction of the bipyridinium
units. The peak current for both processes increases with
the number of alternating layers. Comparison of these
values indicates that the ratio between the number of
tetracationic cyclophanes and that of the nanoparticles
is ca. 100 : 1.

Adsorption of

Adsorption of

Gold

Gold Gold

c)

Gold

Gold Gold
b)

Gold

a)

gold nanoparticles

the bisthiol 17
+N

N+

Br–

HS

SH

17

Fig. 2.16 (a) The bisthiol 18 self-assembles on gold electrodes as
a result of thiolate–gold bond formation. (b) Gold nanoparticles
adsorb spontaneously on the molecular layer. (c) Exposure of the
composite assembly to a solution of 18 results in the formation of an
additional molecular layer on the surface of the gold nanoparticles

The tetracationic cyclophane 18 binds dioxyarenes
in solution [2.56, 57]. Attractive supramolecular forces
between the electron deficient bipyridinium units and
the electron rich guests are responsible for complexa-
tion. This recognition motif can be exploited to probe
the ability of the composite films in Fig. 2.17b,c to sense
electron rich analytes. In particular, hydroquinone is
expected to enter the electron deficient cavities of the
surface-confined cyclophanes. Cyclic voltammograms
consistently reveal the redox waves associated with the
reversible oxidation of hydroquinone even when very
small amounts of the guest (ca. 1 × 105 M) are added to
the electrolyte solution [2.54, 55]. No redox response
can be detected with a bare indium–tin oxide electrode
under otherwise identical conditions. The supramolecu-
lar association of the guest and the surface confined
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Fig. 2.17 (a) Gold nanoparticles
assemble spontaneously on pre-
functionalized indium-tin oxide
electrodes. (b) Electrostatic inter-
actions encourage the adsorption of
the tetracationic cyclophane 18 on
the surface-confined nanoparticles.
(c) An additional layer of nano-
particles assembles on the cationic
organic coating. Similar composite
films can be prepared using the tetra-
cationic [2]catenane 19 instead of
the cyclophane 18. (d) Phosphonate
groups can be used to anchor molecu-
lar building blocks to titanium dioxide
nanoparticles

cyclophanes increases the local concentration of hydro-
quinone at the electrode/solution interface enabling its
electrochemical detection.

Following a related strategy, the [2]catenane 19
(Fig. 2.17) can be incorporated into similar composite
arrays [2.58,59]. This interlocked molecule incorporates
a Ru(II)/trisbipyridine sensitizer and two bipyridinium
acceptors. Upon irradiation of the composite mater-
ial at 440 nm, photoinduced electron transfer from the

sensitizer to the appended acceptors occurs. The photo-
generated hole in the sensitizer is filled after the transfer
of an electron from a sacrificial electron donor present
in the electrolyte solution. Under a positive voltage bias
applied to the supporting electrode, an electron flow
from the bipyridinium acceptors to the indium-tin oxide
support is established. The resulting current switches be-
tween high and low values as the light source is turned
on and off.
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Another photoresponsive device, assembled com-
bining inorganic nanoparticles with molecular building
blocks, is illustrated in Fig. 2.17d. Phosphonate groups
can be used to anchor a Ru(II)/trisbipyridine complex
with an appended bipyridinium dication to titanium
dioxide nanoparticles deposited on a doped tin oxide
electrode [2.60, 61]. The resulting composite array can
be integrated in a conventional electrochemical cell filled
with an aqueous electrolyte containing triethanolamine.
Under a bias voltage of −0.45 V and irradiation at
532 nm, 95% of the excited ruthenium centers trans-
fer electrons to the titanium dioxide nanoparticles. The
other 5% donate electrons to the bipyridinium dicat-
ions. All the electrons transferred to the bipyridinium
acceptors return to the ruthenium centers, while only
80% of those accepted by the nanoparticles return to
the transition metal complexes. The remaining 15%
reach the bipyridinium acceptors, while electron transfer
from sacrificial triethanolamine donors fills the photo-
generated holes left in the ruthenium sensitizers. The
photoinduced reduction of the bipyridinium dication is
accompanied by the appearance of the characteristic
band of the radical cation in the absorption spectrum.
This band persists for hours under open circuit condi-
tions. But it fades in ca. 15 s under a voltage bias of +1 V,
as the radical cation is oxidized back to the dicationic
form. In summary, an optical stimulation accompanied
by a negative voltage bias reduces the bipyridinium
building block. The state of the photogenerated form
can be read optically, recording the absorption spectrum
in the visible region, and erased electrically, applying
a positive voltage pulse.

2.3.4 Nanogaps and Nanowires

The operating principles of the electroactive and pho-
toactive devices illustrated in Figs. 2.12–2.17 exploit
the ability of small collections of molecular compo-
nents to manipulate electrons and photons. Designed
molecules are deposited on relatively large electrodes
and can be addressed electrically and/or optically by
controlling the voltage of the support and/or illuminating
its surface. The transition from devices relying on col-
lections of molecules to unimolecular devices requires
the identification of practical methods to contact single
molecules. This fascinating objective demands the rather
challenging miniaturization of contacting electrodes to
the nanoscale.

A promising approach to unimolecular devices relies
on the fabrication of nanometer-sized gaps in metal-
lic features followed by the insertion of individual

molecules between the terminals of the gap. This strat-
egy permits the assembly of nanoscaled three-terminal
devices equivalent to conventional transistors [2.62–64].
A remarkable example is illustrated in Fig. 2.18a [2.62].
It incorporates a single molecule in the nanogap gen-
erated between two gold electrodes. Initially electron
beam lithography is used to pattern a gold wire on
a doped silicon wafer covered by an insulating silicon
dioxide layer. Then the gold feature is broken by elec-
tromigration to generate the nanogap. The lateral size of
the separated electrodes is ca. 100 nm and their thick-
ness is ca. 15 nm. Scanning electron microcopy indicates
that the facing surfaces of the separated electrodes are
not uniform and that tiny gaps between their protrusions
are formed. Current/voltage measurements suggest that
the size of the smallest nanogap is ca. 1 nm. When the

a) Molecule Gold
drain

N

N

N
SHN

N

N
HS Co2+

Silicon dioxide insulator

Silicon gate

Silicon
nitride

b)

20

21

Gold
source

DNA

Silicon dioxide

Silicon

Platinum

Fig. 2.18 (a) Nanoscaled transistors can be fabricated in-
serting a single molecule (20 or 21) between source and
drain electrodes mounted on a silicon/silicon dioxide sup-
port. (b) A DNA nanowire can bridge nanoelectrodes
suspended above a silicon dioxide support
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breakage of the gold feature is preceded by the depos-
ition of a dilute toluene solution of C60 (20), junctions
with enhanced conduction are obtained. This particular
molecule has a diameter of ca. 0.7 nm and can insert in
the nanogap facilitating the flow of electrons across the
junction.

The unique configuration of the molecule-based
device in Fig. 2.18a can reproduce the functions of a con-
ventional transistor [2.19] at the nanoscale. The two gold
terminals of the junction are the drain and source of
this nanotransistor, and the underlying silicon wafer is
the gate. At a temperature of 1.5 K, the junction con-
ductance is very small, when the gate bias is low, and
increases in steps at higher voltages [2.62]. The conduc-
tance gap is a consequence of the finite energy required
to oxidize/reduce the single C60 positioned in the junc-
tion. It is interesting that the zero-conductance window
also changes with the gate voltage and can be opened
and closed reversibly adjusting the gate bias.

A similar strategy can be employed to fabricate
a nanoscaled transistor incorporating the Co(II) com-
plex 21 shown in Fig. 2.18 [2.64]. In this instance,
a silicon dioxide layer with a thickness of ca. 30 nm
is grown thermally on a doped silicon substrate. Then
a gold wire with a width of ca. 200 nm and a thick-
nesses of ca. 10–15 nm is patterned on the silicon
dioxide overlayer by electron beam lithography. Af-
ter extensive washing of the substrate with acetone
and methylene chloride and cleaning with oxygen
plasma, the gold wire is exposed to a solution of the
bisthiol 21. The formation of thiolate–gold bonds pro-
motes the self-assembly of the molecular building block
on the gold surface. At this point, electromigration-
induced breakage produces a gap of 1–2 nm in
the gold wire. The surface-confined bisthiol 21 is
only 0.24 nm long and, therefore, it can insert in
the nanogap producing an electrode/molecule/electrode
junction.

The cobalt center in 21 can be oxidized/reduced
reversibly between Co(II) and Co(III) [2.64]. When
this electroactive molecule is inserted in a nanogap
(Fig. 2.18a), its ability to accept and donate electrodes
dictates the current/voltage profile of the resulting elec-
trode/molecule/electrode junction. More precisely, no
current flows across the junction below a certain voltage
threshold. As the source voltage is raised above this par-
ticular value, the drain current increases in steps. The
threshold associated with the source voltage varies in
magnitude with the gate voltage. This intriguing behav-
ior is a consequence of the finite energy necessary to
oxidize/reduce the cobalt center and of a change in the

relative stabilities of the oxidized and reduced forms
Co(II) and Co(III) with the gate voltage. In summary,
the conduction of the electrode/molecule/electrode junc-
tion can be tuned adjusting the voltage of the silicon
support. The behavior of this molecule-based nanoelec-
tronic device is equivalent to that of a conventional
transistor [2.19]. In both instances, the gate voltage
regulates the current flowing from the source to the
drain.

The electromigration-induced breakage of pre-
formed metallic features successfully produces nano-
gaps by moving apart two fragments of the same wire.
Alternatively, nanogaps can be fabricated reducing the
separation of the two terminals of much larger gaps.
For example, gold electrodes separated by a distance
of 20–80 nm can be patterned on a silicon/silicon diox-
ide substrate by electron beam lithography [2.65]. The
relatively large gap between them can be reduced sig-
nificantly by the electrochemical deposition of gold on
the surfaces of both electrodes. The final result is the
fabrication of two nanoelectrodes separated by ca. 1 nm
and with a radius of curvature of 5–15 nm. The two ter-
minals of this nanogap can be “contacted” by organic
nanowires grown between them [2.66]. In particular, the
electropolymerization of aniline produces polyaniline
bridges between the gold nanoelectrodes. The conduc-
tance of the resulting junction can be probed immersing
the overall assembly in an electrolyte solution. Employ-
ing a bipotentiostat, the bias voltage of the two terminals
of the junction can be maintained at 20 mV, while their
potentials are scanned relative to that of a silver/silver
chloride reference electrode. Below ca. 0.15 V, the poly-
mer wire is in an insulating state and the current flowing
across the junction is less than 0.05 nA. At this volt-
age threshold, however, the current raises abruptly to
ca. 30 nA. This value corresponds to a conductivity for
the polymer nanojunction of 10–100 S cm−1. When the
potential is lowered again below the threshold, the cur-
rent returns back to very low values. The abrupt decrease
in current in the backward scan is observed at a poten-
tial that is slightly more negative than that causing the
abrupt current increase in the forward scan. In summary,
the conductance of this nanoscaled junction switches on
and off as a potential input is switched above and below
a voltage threshold.

It is interesting to note that the influence of organic
bridges on the junction conductance can be exploited
for chemical sensing. Nanogaps fabricated following
a similar strategy but lacking the polyaniline bridge
alter their conduction after exposure to dilute solutions
of small organic molecules [2.67]. Indeed, the organic
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analytes dock into the nanogaps producing a marked
decrease in the junction conductance. The magnitude
of the conductance drop happens to be proportional
to the analyte–nanoelectrode binding strength. Thus
the presence of the analyte in solution can be de-
tected probing the current/voltage characteristics of the
nanogaps.

Nanogaps between electrodes patterned on sil-
icon/silicon dioxide supports can be bridged also by
DNA double strands [2.68,69]. The device in Fig. 2.18b
has a 10.4 nm long poly(G)–poly(C) DNA oligomer
suspended between two nanoelectrodes. It can be fab-
ricated patterning a 30 nm wide slit in a silicon nitride
overlayer covering a silicon/silicon dioxide support by
electron beam evaporation. Underetching the silicon
dioxide layer leaves a silicon nitride finger, which can
be sputtered with a platinum layer and chopped to
leave a nanogap of 8 nm. At this point, a microdroplet
of a dilute solution of DNA is deposited on the de-
vice and a bias of 5 V is applied between the two
electrodes. Electrostatic forces encourage the depos-
ition of a single DNA wire on top of the nanogap.
As soon as the nanowire is in position, current starts
to flow across the junction. The current/voltage sig-
nature of the electrode/DNA/electrode junction shows
currents below 1 pA at low voltage biases. Under these
conditions, the DNA nanowire is an insulator. Above
a certain voltage threshold, however, the nanowire be-
comes conducting and currents up to 100 nA can flow
across the junction through a single nanowire. Assum-
ing that direct tunneling from electrode to electrode is
extremely unlikely for a relatively large gap of 8 nm, the
intriguing current/voltage behavior has to be a conse-
quence of the participation of the molecular states in the
electron transport process. Two possible mechanisms
can be envisaged. Sequential hopping of the electrons
between states localized in the DNA base pairs can
allow the current flow above a certain voltage thresh-
old. But this mechanism would presumably result in
a Coulomb blockade voltage gap that is not observed
experimentally. More likely, electronic states delocal-
ized across the entire length of the DNA nanowire are
producing a molecular conduction band. The off-set be-
tween the molecular conduction band and the Fermi
levels of the electrodes is responsible for the insulat-
ing behavior at low biases. Above a certain voltage
threshold, the molecular band and one of the Fermi lev-
els align facilitating the passage of electrons across the
junction.

Carbon nanotubes are extremely versatile build-
ing blocks for the assembly of nanoscaled electronic

Carbon
nanotubes

a)
Chromium/
Gold
electrodes

Silicon
Dioxide

Carbon
nanotubes

Aluminium Gate

Aluminium
oxide
insulator

Silicon

Drain
gold

Source
gold

Nano-
transistor

– 1,5 V

Input voltage

Output
voltage

Input voltage

Output voltage

– 1,5 V

Input voltage

Nanotransistor

b)

c)

d) Nanotransistor

Fig. 2.19 (a) Nanoscaled junctions can be assembled on
silicon/silicon dioxide supports crossing pairs of or-
thogonally arranged single-wall carbon nanotubes with
chromium/gold electrical contacts at their ends. (b) Nano-
transistors can be fabricated contacting the two ends
of a single-wall carbon nanotube deposited on an alu-
minum/aluminum oxide gate with gold sources and drain.
One or two nanotube transistors can be integrated into
nanoscaled NOT (c) and NOR (d) logic gates

devices. They can be used to bridge nanogaps [2.70–73]
and assemble nanoscaled cross junctions [2.74–76].
In Fig. 2.19a, a single-wall carbon nanotube crosses
over another one in an orthogonal arrangement [2.74].
Both nanotubes have electrical contacts at their ends.
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The fabrication of this device involves three main
steps. First, alignment marks for the electrodes are
patterned on a silicon/silicon dioxide support by elec-
tron beam lithography. Then the substrate is exposed
to a dichloromethane suspension of single-wall SWNT
carbon nanotubes. After washing with isopropanol,
crosses of carbon nanotubes in an appropriate align-
ment relative to the electrode marks are identified
by tapping mode atomic force microscopy. Finally
chromium/gold electrodes are fabricated on top of
the nanotube ends, again, by electron beam lithog-
raphy. The conductance of individual nanotubes can
be probed by exploiting the two electric contacts
at their ends. These two-terminal measurements re-
veal that certain nanotubes have metallic behavior,
while others are semiconducting. It follows that three
distinct types of cross junctions differing in the na-
ture of their constituent nanotubes can be identified
on the silicon/silicon dioxide support. Four terminal
current/voltage measurements indicate that junctions
formed by two metallic nanotubes have high conduc-
tance and ohmic behavior. Similarly, high junction
conductance and ohmic behavior is observed when two
semiconducting nanotubes cross. The current/voltage
signature of junctions formed when a metallic nanotube
crosses a semiconducting one are, instead, com-
pletely different. The metallic nanotube depletes the
semiconducting one at the junction region producing
a nanoscaled Schottky barrier with a pronounced recti-
fying behavior.

Similar fabrication strategies can be exploited to
assemble nanoscaled counterparts of conventional tran-
sistors. The device in Fig. 2.19b is assembled patterning
an aluminum finger on a silicon/silicon dioxide substrate
by electron beam lithography [2.76]. After exposure to
air, an insulating aluminum oxide layer forms on the
aluminum finger. Then a dichloromethane suspension of
single-wall carbon nanotubes is deposited on the result-
ing substrate. Atomic force microscopy can be used to
select carbon nanotubes with a diameter of ca. 1 nm pos-
itioned on the aluminum finger. After registering their
coordinates relative to alignment markers, gold contacts
can be evaporated on their ends by electron beam lithog-
raphy. The final assembly is a nanoscaled three-terminal
device equivalent to a conventional field effect transis-
tor [2.19]. The two gold contacts are the source and drain
terminals, while the underlying aluminum finger repro-
duces the function of the gate. At a source to drain bias
of ca. −1.3 V, the drain current jumps from ca. 0 to ca.
50 nA when the gate voltage is lowered from −1.0 to
−1.3 V. Thus moderate changes in the gate voltage vary

significantly the current flowing through the nanotube-
based device in analogy to a conventional enhancement
mode p-type field effect transistor [2.19].

The nanoscaled transistor in Fig. 2.18a has a micro-
scaled silicon gate that extends under the entire
chip [2.62, 64]. The configuration in Fig. 2.19b, in-
stead, has nanoscaled aluminum gates for every single
carbon nanotube transistor fabricated on the same
support [2.76]. It follows that multiple nanoscaled tran-
sistors can be fabricated on the same chip and operated
independently following this strategy. This unique fea-
ture offers the possibility of fabricating nanoscaled
digital circuits by interconnecting the terminals of
independent nanotube transistors. The examples in
Fig. 2.19c,d illustrate the configurations of nanoscaled
NOT and NOR gates implemented using one or two
nanotube transistors. In Fig. 2.19c, an off-chip bias re-
sistor is connected to the drain terminal of a single
transistor while the source is grounded. A voltage input
applied to the gate modulates the nanotube conduc-
tance altering the voltage output probed at the drain
terminal. In particular, a voltage input of −1.5 V low-
ers the nanotube resistance (26 MΩ) below that of the
bias resistor (100 MΩ). As a result, the voltage out-
put drops to 0 V. When the voltage input is raised
to 0 V, the nanotube resistance increases above that
of the bias resistor and the voltage output becomes
−1.5 V. Thus the output of this nanoelectronic de-
vice switches from a high (0 V) and to a low (−1.5 V)
level as the input shifts from a low (−1.5 V) to a high
(0 V) value. The inverse relation between input and
output translates into a NOT operation if a negative
logic convention (low = 1, high = 0) is applied to both
signals.

In Fig. 2.15d, the source terminals of two indepen-
dent nanotube transistors fabricated on the same chip are
connected by a gold wire and grounded [2.76]. Similarly,
the two drain terminals are connected by another gold
wire and contacted to an off-chip bias resistors. The gate
of each nanotube can be stimulated with a voltage input
and the voltage output of the device can be probed at
their interconnected drain terminals. When the resist-
ance of at least one of the two nanotubes is below that of
the resistor, the output is 0 V. When both nanotubes are
in a nonconducting mode, the output voltage is −1.5 V.
Thus if a low voltage input −1.5 V is applied to one or
both transistors, the output is high (0 V). When both volt-
age inputs are high (0 V), the output is low (−1.5 V).
If a negative logic convention (low = 1, high = 0) is
applied to all signals, the signal transduction behavior
translates in to a NOR operation.
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2.4 Conclusions and Outlook

Nature builds nanostructured biomolecules relying on
a highly modular approach [2.1]. Small building blocks
are connected by robust chemical bonds to generate long
strands of repeating units. The synergism of a multi-
tude of attractive supramolecular forces determines the
three-dimensional arrangement of the resulting poly-
meric chains and controls the association of independent
strands into single and well-defined entities. Nucleic
acids and proteins are two representative classes of
biomolecules assembled with subnanometer precision
through the subtle interplay of covalent and noncovalent
bonds starting from a relatively small pool of nucleotide
and amino acid building blocks.

The power of chemical synthesis [2.2] offers the
opportunity of mimicking nature’s modular approach to
nanostructured materials. Following established experi-
mental protocols, small molecular building blocks can
be joined together relying on the controlled formation
of covalent bonds between designed functional groups.
Thus artificial molecules with nanoscaled dimensions
can be assembled piece by piece with high structural
control. Indeed, helical, tubular, interlocked, and highly
branched nanostructures have been all prepared already
exploiting this general strategy and the synergism of
covalent and noncovalent bonds [2.3].

The chemical construction of nanoscaled molecules
from modular building blocks also offers the opportun-
ity for engineering specific properties in the resulting
assemblies. In particular, electroactive and photoactive
fragments can be integrated into single molecules. The
ability of these functional subunits to accept/donate elec-
trons and photons can be exploited to design nanoscaled
electronic and photonic devices. Indeed, molecules that
respond to electrical and optical stimulations producing
detectable outputs have been designed already [2.16].
These chemical systems can be employed to control
the interplay of input and output signals at the mo-
lecular level. Their conceptual analogy with the signal
transduction operated by conventional logic gates in
digital circuits is evident. In fact, electroactive and
photoactive molecules able to reproduce AND, NOT,
and OR operations as well as simple combinational
of these basic logic functions are already a real-
ity [2.20, 21].

Most of the molecular switches for digital pro-
cessing developed so far rely on bulk addressing.
In general, relatively large collections of functional
molecules are addressed simultaneously in solution.
The realization of molecule-based devices with re-

duced dimensions as well as practical limitations
associated with liquid phases in potential applica-
tions are encouraging a transition from the solution
to the solid state. The general strategy followed so
far relies on the deposition of functional molecules
on the surfaces of appropriate electrodes following
either the Langmuir–Blodgett methodology [2.34] or
self-assembly processes [2.35]. The combination of
these techniques with the nanofabrication of insulating,
metallic, and semiconducting features on appropriate
supports has already allowed the realization of fascinat-
ing molecule-based devices [2.30–33,53]. The resulting
assemblies integrate inorganic and organic components
and, in some instances, even biomolecules to execute
specific functions. They can convert optical stimulations
into electrical signals. They can execute irreversible
and reversible switching operations. They can sense
qualitatively and quantitatively specific analytes. They
can reproduce the functions of conventional rectifiers
and transistors. They can be integrated within func-
tioning nanoelectronic devices capable of simple logic
operations.

The remarkable examples of molecule-based mater-
ials and devices now available demonstrate the great
potential and promise for this research area. At this
stage, the only limit left to the design of functional
molecules is the imagination of the synthetic chemist.
All sort of molecular building blocks with tailored
dimensions, shapes, and properties are more or less
accessible with the assistance of modern chemical syn-
thesis. Now, the major challenges are (1) to master the
operating principles of the molecule-based devices that
have been and continue to be assembled and (2) to ex-
pand and improve the fabrication strategies available
to incorporate molecules into reliable device architec-
tures. As we continue to gather further insights in
these directions, design criteria for a wide diversity of
molecule-based devices will emerge. It is not unreal-
istic to foresee the evolution of an entire generation
of nanoscaled devices, based on engineered molecular
components, that will find applications in a variety of
fields ranging from biomedical research to information
technology. Perhaps nature can once again illuminate
our path, teaching us not only how to synthesize nano-
structured molecules but also how to use them. After
all, nature is replete with examples of extremely sophis-
ticated molecule-based devices. From tiny bacteria to
higher animals, we are all a collection of molecule-based
devices.
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Introduction t3. Introduction to Carbon Nanotubes

Carbon nanotubes are among the amazing
objects that science sometimes creates by
accident, without meaning to, but that will
likely revolutionize the technological landscape
of the century ahead. Our society stands to be
significantly influenced by carbon nanotubes,
shaped by nanotube applications in every aspect,
just as silicon-based technology still shapes
society today. The world already dreams of space-
elevators tethered by the strongest of cables,
hydrogen-powered vehicles, artificial muscles,
and so on – feasts that would be made possible
by the emerging carbon nanotube science.

Of course, nothing is set in stone yet. We are
still at the stage of possibilities and potential. The
recent example of fullerenes – molecules closely
related to nanotubes, whose importance was so
anticipated that their discovery in 1985 brought
a Nobel Prize to their finders in 1996 although
few related applications have actually yet reached
the market – teaches us to play the game of
enthusiastic predictions with some caution. But
in the case of carbon nanotubes, expectations are
high. Taking again the example of electronics,
the miniaturization of chips is about to reach its
lowest limits. Are we going to accept that our
video camera, computers, and cellular phones no
longer decrease in size and increase in memory
every six months? Surely not. Always going deeper,
farther, smaller, higher is a characteristic unique
to humankind, and which helps to explain its
domination of the living world on earth. Carbon
nanotubes can help us fulfill our expectation of
constant technological progress as a source of
better living.

In this chapter, after the structure, synthesis
methods, growth mechanisms, and properties of
carbon nanotubes will be described, an entire
section will be devoted to nanotube-related
nano-objects. Indeed, should pristine nanotubes
reach any limitation in some area, their ready and
close association to foreign atoms, molecules,

3.1 Structure of Carbon Nanotubes .............. 40
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and compounds offers the prospect of an even
magnified set of properties. Finally, we will
describe carbon nanotube applications supporting
the idea that the future for the science and
technology of carbon nanotubes looks very
promising.
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Carbon nanotubes have been synthesized for a long time
as products from the action of a catalyst over the gaseous
species originating from the thermal decomposition of
hydrocarbons (see Sect. 3.2). Some of the first evidence
that the nanofilaments thus produced were actually nano-
tubes – i. e., exhibiting an inner cavity – can be found
in the transmission electron microscope micrographs
published by Hillert et al. in 1958 [3.1]. This was of
course related to and made possible by the progress in
transmission electron microscopy. It is then likely that
the carbon filaments prepared by Hughes and Cham-
bers in 1889 [3.2], reported by Maruyama et al. [3.3] as
probably the first patent ever deposited in the field, and
whose preparation method was also based on the cata-
lytically enhanced thermal cracking of hydrocarbons,
were already carbon nanotube-related morphologies.
The preparation of vapor-grown carbon fibers had ac-
tually been reported as early as more than one century
ago [3.4, 5]. Since then, the interest in carbon nano-
filaments/nanotubes has been recurrent, though within
a scientific area almost limited to the carbon material
scientist community. The reader is invited to consult the
review published by Baker et al. [3.6] regarding the early
works. The worldwide enthusiasm came unexpectedly
in 1991, after the catalyst-free formation of nearly per-
fect concentric multiwall carbon nanotubes (c-MWNTs,
see Sect. 3.1) was reported [3.7] as by-products of the
formation of fullerenes by the electric-arc technique. But
the real breakthrough occurred two years later, when at-
tempts in situ to fill the nanotubes with various metals

(see Sect. 3.5) led to the discovery – again unexpected
– of single-wall carbon nanotubes (SWNTs) simulta-
neously by Iijima et al. [3.8] and Bethune et al. [3.9].
Single-wall carbon nanotubes were really new nano-
objects many of whose properties and behaviors are quite
specific (see Sect. 3.4). They are also beautiful objects
for fundamental physics as well as unique molecules
for experimental chemistry, still keeping some mys-
tery since their formation mechanisms are a subject
of controversy and are still debated (see Sect. 3.3). Po-
tential applications seem countless, although few have
reached a marketable status so far (see Sect. 3.6). Conse-
quently, about five papers a day with carbon nanotubes
as the main topic are currently published by research
teams from around the world, an illustration of how
extraordinarily active – and highly competitive – is
this field of research. It is a quite unusual situation,
similar to that of fullerenes, which, by the way, are
again carbon nano-objects structurally closely related
to nanotubes.

This is not, however, only about scientific exaltation.
Economical aspects are leading the game to a greater and
greater extent. According to experts, the world market is
predicted to be more than 430 M $ in 2004 and estimated
to grow to several b $ before 2009. That is serious busi-
ness, and it will be closely related to how scientists and
engineers will be able to deal with the many challenges
found on the path from the beautiful, ideal molecule
to the reliable – and it is hoped, cheap – manufactured
product.

3.1 Structure of Carbon Nanotubes

It is simple to imagine a single-wall carbon nanotube
(SWNT). Ideally, it is enough to consider a perfect
graphene sheet (a graphene being the same polyaro-
matic mono-atomic layer made of an hexagonal display
of sp2 hybridized carbon atoms that genuine graphite is
built up with), to roll it into a cylinder (Fig. 3.1) pay-
ing attention that the hexagonal rings put in contact join
coherently, then to close the tips by two caps, each cap
being a hemi-fullerene with the appropriate diameter
(Fig. 3.2a–c).

3.1.1 Single-Wall Nanotubes

Geometrically, there is no restriction regarding the
tube diameter. But calculations have shown that col-

lapsing the single-wall tube into a flattened two-layer
ribbon is energetically more favorable than maintain-
ing the tubular morphology beyond a diameter value of
∼ 2.5 nm [3.10]. On the other hand, it intuitively comes
to mind that the shorter the radius of curvature, the higher
the stress and the energetic cost, although SWNTs with
diameters as low as 0.4 nm have been successfully syn-
thesized [3.11]. A suitable energetic compromise is thus
reached for ∼ 1.4 nm, the most frequent diameter en-
countered regardless of the synthesis techniques (at least
those based on solid carbon source) when conditions for
high SWNT yields are used. There is no such restriction
for nanotube length, which only depends on limita-
tions brought by the preparation method and the specific
conditions used for the synthesis (thermal gradients, res-
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Fig. 3.1 Sketch of the way to make a single-wall car-
bon nanotube, starting from a graphene sheet (adapted
from [3.12])

a)

b)

c)

Fig. 3.2a–c Sketch of three different SWNT structures as
examples for (a) a zig-zag-type nanotube, (b) an armchair-
type nanotube, (c) a helical nanotube (adapted from [3.13])

idence time, etc.). Experimental data are consistent with
these statements, since SWNTs wider than 2.5 nm are
scarcely reported in literature, whatever the preparation
method, while SWNT length can be in the micrometer
or the millimeter range. These features make single-wall
carbon nanotubes a unique example of single molecules
with huge aspect ratios.

Two important consequences derive from the SWNT
structure as described above:

1. All carbon atoms are involved in hexagonal aromatic
rings only and are therefore in equivalent position,
except at the nanotube tips where 6 × 5 = 30 atoms
at each tip are involved in pentagonal rings (consid-
ering that adjacent pentagons are unlikely) – though
not more, not less, as a consequence of the Euler’s
rule that also governs the fullerene structure. In case
SWNTs are ideally perfect, their chemical reactiv-
ity will therefore be highly favored at the tube tips,
at the very location of the pentagonal rings.

2. Though carbon atoms are involved in aromatic rings,
the C=C bond angles are no longer planar as they
should ideally be. This means that the hybridization
of carbon atoms are no longer pure sp2 but get some
percentage of the sp3 character, in a proportion that
increases as the tube radius of curvature decreases.
For example, the effect is the same as for the C60
fullerene molecules, whose radius of curvature is
0.35 nm, and the subsequent sp3 character propor-
tion about 30%. On the one hand, this is supposed to
make the SWNT surface (though consisting of aro-
matic ring faces) a bit more reactive than regular,
planar graphene, relatively speaking. On the other
hand, this somehow induces a variable overlapping
of the bands of density of states, thereby inducing
a unique versatile electronic behavior (see Sect. 3.4).

As illustrated by Fig. 3.2, there are many ways to
roll a graphene into a single-wall nanotube, some of
the resulting nanotubes enabling symmetry mirrors both
parallel and perpendicular to the nanotube axis (such
as the SWNTs from Fig. 3.2a and 3.2b), some others
not (such as the SWNT from Fig. 3.2c). By correspon-
dence with the terms used for molecules, the latter are
commonly called “chiral” nanotubes. “Helical” should
be preferred, however, in order to respect the definition
of chirality, which makes all chiral molecules unable to
be superimposed on their own image in a mirror. The
various ways to roll graphene into tubes are therefore
mathematically defined by the vector of helicity Ch, and
the angle of helicity θ, as follows (referring to Fig. 3.1):

OA = Ch = na1 +ma2

with

a1 = a
√

3

2
x+ a

2
y and a2 = a

√
3

2
x− a

2
y

where a = 2.46 Å

and

cos θ = 2n +m

2
√

n2 +m2 +nm
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where n and m are the integers of the vector OA consid-
ering the unit vectors a1 and a2.

The vector of helicity Ch(= OA) is perpendicular to
the tube axis, while the angle of helicity θ is taken with
respect to the so-called zig-zag axis, i. e., the vector of
helicity that makes nanotubes of the “zig-zag” type (see
below). The diameter D of the corresponding nanotube
is related to Ch by the relation:

D = |Ch|
π

= aCC

√
3(n2 +m2 +nm)

π
,

where

1.41 Å
(graphite)

≤ a
C=C

≤ 1.44 Å .
(C60)

The C−C bond length is actually elongated by the cur-
vature imposed, taking the average value for the C60
fullerene molecule as a reasonable upper limit, and the
value for flat graphenes in genuine graphite as the lower
limit (corresponding to an infinite radius of curvature).
Since Ch, θ, and D are all expressed as a function
of the integers n and m, they are sufficient to define
any SWNT specifically, by noting them (n, m). Ob-
taining the values of n and m for a given SWNT is
simple by counting the number of hexagons that sep-
arate the extremities of the Ch vector following the
unit vector a1 first, then a2 [3.12]. In the example of
Fig. 3.1, the SWNT that will be obtained by rolling
the graphene so that the two shaded aromatic cycles
superimpose exactly is a (4,2) chiral nanotube. Simi-
larly, SWNTs from Fig. 3.2a to 3.2c are (9,0), (5,5), and
(10,5) nanotubes respectively, thereby providing exam-
ples of zig-zag–type SWNT (with an angle of helicity
= 0◦), armchair-type SWNT (with an angle of helicity
of 30◦) and a chiral SWNT, respectively. This also illus-
trates why the term “chiral” is sometimes inappropriate
and should preferably be replaced by “helical”. Arm-
chair (n, n) nanotubes, though definitely achiral from

a) b)

4 nm 4 nm

Fig. 3.4a,b High resolution transmis-
sion electron microscopy images of
a SWNT rope (a) longitudinal view.
At the top of the image an isolated
single SWNT also appears. (b) cross
section view (from [3.14])

Fig. 3.3 Image of two neighboring chiral SWNTs within
a SWNT bundle as seen by high resolution scanning tunnel-
ing microscopy (by courtesy of Prof. Yazdani, University
of Illinois at Urbana, USA)

a standpoint of symmetry, exhibit a “chiral angle” dif-
ferent from 0. “Zig-zag” and “armchair” qualifications
for achiral nanotubes refer to the way carbon atoms
are displayed at the edge of the nanotube cross sec-
tion (Fig. 3.2a and 3.2b). Generally speaking, it is clear
from Figs. 3.1 and 3.2a that having the vector of helicity
perpendicular to any of the three overall C=C bond di-
rections will provide zig-zag–type SWNTs, noted (n,0),
while having the vector of helicity parallel to one of the
three C=C bond directions will provide armchair-type
SWNTs, noted (n, n). On the other hand, because of
the sixfold symmetry of the graphene sheet, the angle
of helicity θ for the chiral (n, m) nanotubes is such as
0 < θ < 30◦. Figure 3.3 provides two examples of what
chiral SWNTs look like, as seen by means of atomic
force microscopy.

Planar graphenes in graphite have π electrons, which
are satisfied by the stacking of graphenes that allows
van der Waals forces to develop. Similar reasons make
fullerenes gather and order into fullerite crystals and
SWNTs into SWNT ropes (Fig. 3.4a). Spontaneously,
SWNTs in ropes tend to arrange into an hexagonal array,
which corresponds to the highest compactness achiev-
able (Fig. 3.4b). This feature brings new periodicities
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Introduction to Carbon Nanotubes 3.1 Structure of Carbon Nanotubes 43

with respect to graphite or turbostratic polyaromatic
carbon crystals. Turbostatic structure corresponds to
graphenes which are stacked with random rotations
or translations instead of being piled up following se-
quential ABAB positions, as in graphite structure. This
implies that no lattice atom plane exists anymore other
than the graphene planes themselves (corresponding
to the (001) atom plane family). These new peri-
odicities make diffraction patterns specific and quite
different from that of other sp2-carbon-based crystals,
although hk reflections, which account for the hexa-
gonal symmetry of graphene plane, are still present.
On the other hand, 00l reflections, which account for
the stacking sequence of graphenes in regular, “mul-
tilayered” polyaromatic crystals that does not exist in
SWNT ropes, are absent. Such a hexagonal packing
of SWNTs within the ropes requires that SWNTs ex-
hibit similar diameters, which is the common case
for SWNTs prepared by the electric arc or the laser
vaporization processes. SWNTs prepared these ways
are actually about 1.35 nm wide (diameter value for
a (10,10) tube, among others), for reasons still un-
clear but related to the growth mechanisms specific
to the conditions provided by these techniques (see
Sect. 3.3).

3.1.2 Multiwall Nanotubes

Building multiwall carbon nanotubes is a little bit more
complex, since it has to deal with the various ways
graphenes can be displayed and mutually arranged
within a filament morphology. Considering the usual
textural versatility of polyaromatic solids, a similar ver-
satility can be expected. Likewise, diffraction patterns
no longer differentiate from that of anisotropic poly-
aromatic solids. The easiest MWNT to imagine is the
concentric type (c-MWNT), in which SWNTs with
regularly increasing diameters are coaxially displayed
according to a Russian-doll model into a multiwall nano-
tube (Fig. 3.5). Such nanotubes are generally formed
either by the electric-arc technique (without need of
any catalyst) or by catalyst-enhanced thermal cracking
of gaseous hydrocarbons or CO disproportionation (see
Sect. 3.2). The number of walls (or number of coaxial
tubes) can be anything, starting from two, with no up-
per limit. The intertube distance is approximately that
of the intergraphene distance in turbostratic, polyaro-
matic solids, i. e. 0.34 nm (as opposed to 0.335 nm in
genuine graphite), since the increasing radius of cur-
vature imposed on the concentric graphenes prevents
the carbon atoms from being displayed as in graphite,

i. e., each of the carbon atoms from a graphene fac-
ing alternatively either a ring center or a carbon atom
from the neighboring graphene. But two cases allow
such a nanotube to reach – totally or partially – the
3-D crystal periodicity of graphite. One is to consider
a high number of concentric graphenes, i. e. concen-
tric graphenes with long radius of curvature. In that
case, the shift of the relative positions of carbon atoms
from superimposed graphenes is so small with respect
to that in graphite that some commensurability is pos-
sible. It may result in MWNTs with the association of
both structures, i. e. turbostratic in the core and graphitic
in the outer part [3.15]. The other case occurs for c-
MWNTs exhibiting faceted morphologies, originating
either from the synthesis process or more likely from

4 nm

Fig. 3.5 High resolution transmission electron microscopy
image (longitudinal view) of a concentric multiwall carbon
nanotube (c-MWNT) prepared by electric arc. In insert,
sketch of the Russian-doll-like display of graphenes
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subsequent heat-treatments at high temperatures (e.g.,
2,500 ◦C) in inert atmospheres. Obviously, facets allow
graphenes to get back a flat arrangement of atoms –
except at the junction between neighboring facets – in
which the specific stacking sequence of graphite can
develop.

Another frequent inner texture for multiwall car-
bon nanotubes is the so-called herringbone texture
(h-MWNTs), in which graphenes make an angle with
respect to the nanotube axis (Fig. 3.6). The angle value
varies upon the processing conditions (e.g., the catalyst
morphology or the atmosphere composition), from 0 (in
which case the texture turns into that of a c-MWNT)
to 90◦ (in that case, the filament is no longer a tube,
see below), and the inner diameter varies so that the
tubular feature can be lost [3.19], justifying that the
latter can be called nanofibers rather than nanotubes.
h-MWNTs are exclusively obtained by processes in-
volving catalysts, generally catalyst-enhanced thermal
cracking of hydrocarbons or CO disproportionation.

a) b)

10 nm10 nm

Fig. 3.6a,b One of the earliest high resolution transmission elec-
tron microscopy image of a herringbone (and bamboo) multi-wall
nanotube (bh-MWNT, longitudinal view) prepared by CO dispro-
portionation on Fe-Co catalyst. (a) as-grown. The nanotube surface
is made of free graphene edges. (b) after 2,900 ◦C heat-treatment.
Both the herringbone and the bamboo textures have become obvi-
ous. Graphene edges from the surface have buckled with neighbors
(arrow), closing the access to the intergraphene spacing (adapted
from [3.16])

One unresolved question is whether the herringbone
texture, which actually describes the texture projection
rather than the overall three-dimensional texture, origi-
nates from the scroll-like spiral arrangement of a single
graphene ribbon or from the stacking of independent
truncated-cone-like graphenes. Although the former is
more likely for energetic reasons since providing a min-
imal and constant amount of transitorily unsatisfied
bonds during the nanotube growth (similar to the well-
known growth mechanism from a screw dislocation), the
question is still debated.

Another common feature is the occurrence, at a vari-
able frequency, of a limited amount of graphenes
oriented perpendicular to the nanotube axis, thus form-
ing the so-called “bamboo” texture. It cannot be a texture
by its own but affects in a variable extent either
c-MWNT (bc-MWNT) or h-MWNT (bh-MWNT) tex-
tures (Figs. 3.6 and 3.7). The question may be addressed
whether such filaments, though hollowed, should still
be called nanotubes, since the inner cavity is no longer
opened all along the filament as it is for a genuine tube.
They therefore are sometimes referred as “nanofibers”
in literature.

Nanofilaments that definitely cannot be called
nanotubes are those built from graphenes oriented per-
pendicular to the filament axis and stacked as piled-up
plates. Although they actually correspond to h-MWNTs
with the graphene/MWNT axis angle = 90◦, the oc-
currence of inner cavity is no longer possible, and
such filaments are therefore most often referred to as
“platelet-nanofibers” in literature [3.19].

a)

b)

5 nm

50 nm

Fig. 3.7a,b Transmission electron microscopy images
from bamboo-multi-wall nanotubes (longitudinal views).
(a) low magnification of a bamboo-herringbone multi-wall
nanotube (bh-MWNT) showing the nearly periodic feature
of the texture, which is very frequent. (from [3.17]); (b) high
resolution image of a bamboo-concentric multi-wall nano-
tube (bc-MWNT) (modified from [3.18])
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Introduction to Carbon Nanotubes 3.2 Synthesis of Carbon Nanotubes 45

As opposed to SWNTs, whose aspect ratio is so
high that acceding the tube tips is almost impossible,
aspect ratio for MWNTs (and carbon nanofibers) are
generally lower and often allow one to image tube
ends by transmission electron microscopy. Except for
c-MWNTs from electric arc (see Fig. 3.5) that grow
following a catalyst-free process, nanotube tips are fre-
quently found associated with the catalyst crystal from
which they have been formed.

MWNT properties (see Sect. 3.4) will obviously de-
pend on the perfection and orientation of graphenes in
the tube more than any other feature (e.g., the respective
spiral angle of the constituting nanotubes for c-MWNTs
has little importance). Graphene orientation is a mat-
ter of texture, as described above. Graphene perfection
is a matter of nanotexture, which is commonly used
to describe other polyaromatic carbon materials, and
which is quantified by several parameters preferably
obtained from high resolution transmission electron mi-
croscopy (Fig. 3.8). Both texture and nanotexture depend
on the processing conditions. While the texture type is
a permanent, intrinsic feature only able to go toward
complete alteration upon severe degradation treatments
(e.g., oxidation), however, nanotexture can be improved

la

lc

L2 L1

�

N

Fig. 3.8 Sketch explaining the various parameters obtained
from high resolution (lattice fringe mode) transmission
electron microscopy for quantifying nanotexture: L1 is the
average length of perfect (distortion-free) graphenes of co-
herent areas; N is the number of piled-up graphenes in the
coherent (distortion-free) areas; L2 is the average length
of continuous though distorted graphenes within graphene
stacks; β is the average distortion angle. L1 and N are more
or less related to La and Lc obtained from X-ray diffraction

by subsequent thermal treatments at high temperatures
(e.g., > 2,000 ◦C) or, reversibly, possibly degraded by
chemical treatments (e.g., slight oxidation conditions).

3.2 Synthesis of Carbon Nanotubes

Producing carbon nanotubes so that the currently
planned applications become marketable requires solv-
ing some problems that are more or less restrictive
depending on the cases. One example is to specifically
control the configuration (chirality), the purity, or the
structural quality of SWNTs, with the production cap-
acity adapted to the application. One condition would be
to understand perfectly the mechanism of nanotube nu-
cleation and growth, which remains the object of a lot of
controversy in spite of an intense, worldwide experimen-
tal effort. This problem is partly explained by the lack
of knowledge regarding several parameters controlling
the synthesis conditions. For instance, neither the tem-
peratures of nanotube condensation and formation nor
the manner in which they are influenced by the synthesis
parameters are known. Equally often unknown is the ex-
act and accurate role of the catalysts in nanotube growth.
Given the large number of experimental parameters and
considering the large range of conditions that the several
synthesis techniques correspond to, it is quite legitimate
to think of more than one mechanism intervening in the
nanotube formation.

3.2.1 Solid Carbon Source-Based Production
Techniques for Carbon Nanotubes

Among the different SWNT production techniques, the
three processes (laser ablation, solar energy, and electric
arc) presented in this section have at least two common
points: a high temperature (1,000 K < T < 6,000 K)
medium and the fact that the carbon source originates
from the erosion of solid graphite. In spite of these
common points, both the morphologies of the carbon
nanostructures and the SWNT yields can differ notably
with respect to the experimental conditions.

Before being utilized for carbon nanotube synthesis,
these techniques permitted the production of fullerenes.
Laser vaporization of graphite was actually the very first
method to demonstrate the existence of fullerenes, in-
cluding the most popular one (because the most stable
and therefore the most abundant), C60 [3.20]. On the
other hand, the electric arc technique was (and still
is) the first method to produce fullerenes in relatively
large quantities [3.21]. As opposed to the fullerene for-
mation, which requires the presence of carbon atoms
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46 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

in high temperature media and the absence of oxy-
gen, the utilization of these techniques for the synthesis
of nanotubes requires an additional condition, i. e. the
presence of catalysts in one of the electrode or the
target.

In case of these synthesis techniques requiring
relatively high temperatures to sublime graphite, the
different mechanisms such as the carbon molecule disso-
ciation and the atom recombination processes take place
at different time scales, from nanosecond to microsec-
ond and even millisecond. The formation of nanotubes
and other graphene-based products appears afterward
with a relatively long delay.

The methods of laser ablation, solar energy, and elec-
tric arc are based on an essential mechanism, i. e. the
energy transfer resulting from the interaction between
either the target material and an external radiation (laser
beam or radiation emanating from solar energy) or the
electrode and the plasma (in case of electric arc). This
interaction is at the origin of the target or anode erosion
leading to the formation of a plasma, i. e. an electri-
cally neutral ionized gas, composed of neutral atoms,
charged particles (molecules and ionized species), and
electrons. The ionization degree of this plasma, defined
by the ratio (ne/ne +no), where ne and no are the den-
sity of electrons and that of neutral atoms respectively,
highlights the importance of energy transfer between
the plasma and the material. The characteristics of this
plasma and notably the fields of temperature and of con-
centration of the various species present in the plasma
thereby depend not only on the nature and composi-
tion of the target or that of the electrode but also on the
energy transferred.

One of the advantages of these different synthesis
techniques is the possibility of varying a large number
of parameters, which allow the composition of the high
temperature medium to be modified and, consequently,
the most relevant parameters to be determined, in order
to define the optimal conditions for the control of car-
bon nanotube formation. But a major drawback of these
techniques – as for any other technique for the produc-
tion of SWNTs – is that SWNTs never come pure, i. e.
they are associated with other carbon phases and catalyst
remnants. Although purification processes are proposed
in literature and by some commercial companies to rid
these undesirable phases, they are all based on oxidation
(e.g. acidic) processes that are likely to affect deeply
the SWNT structure [3.14]. Subsequent thermal treat-
ments at ∼ 1,200 ◦C under inert atmosphere, however,
succeed somewhat in recovering the former structure
quality [3.24].

Laser Ablation
After the first laser was built in 1960, physicists immedi-
ately made use of it as a means of concentrating a large
quantity of energy inside a very small volume within
a relatively short time. The consequences of this energy
input naturally depends on the characteristics of the de-
vice employed. During the interaction between the laser
beam and the material, numerous phenomena superim-
pose and/or follow each other within the time range,
each of these processes being sensitive to such different
parameters as the laser beam characteristics, the incom-
ing power density (also termed “fluence”), the nature of
the target, and the environment surrounding it. For in-
stance, the solid target can merely heat up, or melt, or
vaporize depending on the power provided.

While this technique was used successfully to syn-
thesize fullerene-related structures for the very first
time [3.20], the synthesis of SWNTs by laser ablation
came only ten years later [3.22].

Laser Ablation – Experimental Devices
Two types of laser devices are utilized nowadays for
carbon nanotube production: lasers operating in pulsed
mode on the one hand and lasers operating in continuous
mode on the other hand, the latter generally providing
a smaller influence.

An example of the layout indicating the principle of
a laser ablation device is given in Fig. 3.9. A graphite
pellet containing the catalyst is put in the middle of an
inert gas-filled quartz tube placed in an oven maintained
at a temperature of 1,200 ◦C [3.22, 23]. The energy of
the laser beam focused on the pellet permits it to vapor-
ize and sublime the graphite by uniformly bombarding
its surface. The carbon species swept by a flow of neutral
gas are thereafter deposited as soot in different regions:
on the conical water-cooled copper collector, on the
quartz tube walls, and on the backside of the pellet.

Laser beam

Graphite
target

Water-cooled
Cu collector

Furnace

Furnace

Fig. 3.9 Sketch of an early laser vaporization apparatus
(adapted from [3.22, 23])

Part
A

3
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Introduction to Carbon Nanotubes 3.2 Synthesis of Carbon Nanotubes 47

Various improvements have been made to this de-
vice in order to increase the production efficiency. For
example, Thess et al. [3.25] employed a second pulsed
laser that follows the initial impulsion but at a differ-
ent frequency in order to ensure a more complete and
efficient irradiation of the pellet. This second impul-
sion has the role of vaporizing the coarse aggregates
issued from the first ablation and thereby making them
participate in the active carbon feedstock involved in
the nanotube growth. Other modifications were brought
by Rinzler et al. [3.24], who inserted a second quartz
tube of a smaller diameter coaxially disposed inside
to the first one. This second tube has the role of re-
ducing the vaporization zone and thereby permitting an
increase in the quantity of sublimed carbon. They also
arranged to place the graphite pellet on a revolving sys-
tem so that the laser beam uniformly scans its whole
surface.

Other groups have realized that, as far as the tar-
get contains both the catalyst and the graphite, the latter
evaporates in priority and the pellet surface becomes
more and more metal rich, resulting in a decrease of
the efficiency in nanotube formation in the course of the
process. To solve this problem, Yudasaka et al. [3.27]
utilized two pellets facing each other, one entirely
made from the graphite powder and the other from
an alloy of transition metals (catalysts), and irradiated
simultaneously.

A sketch of a synthesis reactor based on the
vaporization of a target at a fixed temperature by a con-
tinuous CO2 laser beam (λ = 10.6 µm) is shown in
Fig. 3.10 [3.26]. The power can be varied from 100 W to
1,600 W. The temperature of the target is measured with
an optical pyrometer, and these measurements are used
to regulate the laser power to maintain a constant vapor-
ization temperature. The gas, heated by the contact with
the target, acts as a local furnace and creates an extended
hot zone, making an external furnace unnecessary. The
gas is extracted through a silica pipe, and the solid prod-
ucts formed are carried away by the gas flow through the
pipe and then collected on a filter. The synthesis yield
is controlled by three parameters: the cooling rate of the
medium where the active, secondary catalyst particles
are formed, the residence time, and the temperature (in
the 1,000–2,100 K range) at which SWNTs nucleate
and grow [3.28].

But devices equipped with facilities to gather in situ
data such as the target temperature are few and, generally
speaking, among the numerous parameters of the laser
ablation synthesis technique. The most studied are the
nature of the target, the nature and concentration of the

Pump

Filter

Silica pipe

Continuous
CO2 laser

Optical
pyrometer

Target

Water
cooled
chamber

Gas injector

Fig. 3.10 Sketch of a synthesis reactor with a continuous
CO2 laser device (adapted from [3.26])

catalysts, the nature of the neutral gas flow, and the
temperature of the outer oven (when any).

Laser Ablation – Results
In the absence of catalysts in the target, the soot collected
mainly contains multiwall nanotubes (c-MWNTs). Their
lengths can reach 300 nm. Their quantity and struc-
ture quality are dependent on the oven temperature.
The best quality is obtained for an oven temperature
set at 1,200 ◦C. At lower oven temperatures, the struc-
ture quality decreases, and the nanotubes start presenting
many defects [3.23]. As soon as small quantities (few
percents or less) of transition metals (Ni, Co) playing
the role of catalysts are incorporated into the graphite
pellet, products yielded undergo significant modifica-
tions, and SWNTs are formed instead of MWNTs.
The yield of SWNTs strongly depends on the type of
metal catalyst used and is seen to increase with furnace
temperature, among other factors. The SWNTs have
remarkably uniform diameter and they self-organize
into rope-like crystallites 5–20 nm in diameter and tens
to hundreds of micrometers in length (Fig. 3.11). The
ends of all SWNTs appear to be perfectly closed with
hemispherical end caps showing no evidence of any as-
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200 nm

Fig. 3.11 Low magnification TEM images of a typical raw
SWNT material obtained from the laser vaporization tech-
nique. Fibrous morphologies are SWNT bundles, and dark
particles are catalyst remnants. Raw SWNT materials from
electric arc exhibit a similar aspect (from [3.14])

sociated metal catalyst particle, although, as pointed out
in Sect. 3.1, finding the two tips of a SWNT is rather
challenging, considering the huge aspect ratio of the
nanotube and their entanglement. Another feature of
SWNTs produced with this technique is that they are
supposedly “cleaner” than those produced employing
other techniques, i. e., associated with a lower amount of
an amorphous carbon phase, either coating the SWNTs
or gathered into nano-particles. Such an advantage, how-
ever, stands only for synthesis conditions specifically set
to ensure high quality SWNTs. It can no longer be true
when conditions are such that high yields are preferred,
and SWNTs from electric arc may appear cleaner than
SWNTs from laser vaporization [3.14].

The laser vaporization technique is one of the three
methods currently used to prepare SWNTs as com-
mercial products. SWNTs prepared that way were first
marketed by Carbon Nanotechnologies Inc. (Texas,
USA), with prices as high as $ 1,000/g (raw mater-
ials) until December 2002. As a probable consequence
of the impossibility to lower the amount of impurities
in the raw materials, they have recently decided to fo-
cus on fabricating SWNTs by the HiPCo technique (see
Sect. 3.2.2). Though laser-based method are generally
considered not competitive in the long term for the
low-cost production of SWNTs compared to CCVD-
based methods (see Sect. 3.2.2), prediction of prices
as low as $ 0.03 per gram of raw high concentration
SWNT soot are expected in the near future (Acolt S.A.,
Switzerland).

Electric-Arc Method
Electric arcs between carbon electrodes have been stud-
ied as light sources and radiation standards for a very
long time. Lately they have received renewed attention
for their use in producing new fullerenes-related mo-
lecular carbon nanostructures such as genuine fullerenes
or nanotubes. This technique was first brought to light
by Krätschmer et al. [3.21] who utilized it to achieve
the production of fullerenes in macroscopic quantities.
In the course of investigating the other carbon nano-
structures formed along with the fullerenes and more
particularly the solid carbon deposit forming onto the
cathode, Iijima [3.7] discovered the catalyst-free forma-
tion of perfect c-MWNT-type carbon nanotubes. Then,
as mentioned in the introduction of this chapter, the
catalyst-promoted formation of SWNTs was inciden-
tally discovered after some amounts of transition metals
were introduced into the anode in an attempt to fill the
c-MWNTs with metals while they grow [3.8, 9]. Since
then, a lot of work has been carried out by many groups
using this technique to understand the mechanisms of
nanotube growth as well as the role played by the cata-
lysts (when any) for the synthesis of MWNTs and/or
SWNTs [3.29–41].

Electric-Art Method – Experimental Devices
The principle of this technique is to vaporize carbon in
the presence of catalysts (iron, nickel, cobalt, yttrium,
boron, gadolinium, and so forth) under reduced atmos-
phere of inert gas (argon or helium). After the triggering
of the arc between two electrodes, a plasma is formed
consisting of the mixture of carbon vapor, the rare gas
(helium or argon), and the vapors of catalysts. The va-
porization is the consequence of the energy transfer from
the arc to the anode made of graphite doped with cata-
lysts. The anode erosion rate is more or less important
depending on the power of the arc and also on the other
experimental conditions. It is noteworthy that a high an-
ode erosion does not necessarily lead to a high carbon
nanotube production.

An example of a reactor layout is shown in Fig. 3.12.
It consists of a cylinder of about 30 cm in diameter and
about 1 m in height, equipped with diametrically op-
posed sapphire windows located so that they face the
plasma zone in view of observing the arc. The reactor
possesses two valves, one for carrying out the primary
evacuation (0.1 Pa) of the chamber, the other permit-
ting it to fill with a rare gas up to the desired working
pressure.

Contrary to the solar energy technique, SWNTs are
deposited (provided appropriate catalysts are used) in
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Cathode
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WindowWindow

Motor VacuumGas inlet

Fig. 3.12 Sketch of an electric arc reactor

different regions of the reactor: (1) the collaret, which
forms around the cathode; (2) the web-like deposits
found above the cathode; (3) the soot deposited all
around the reactor walls and bottom. On the other hand,
MWNTs are formed embedded in a hard deposit adher-
ent to the cathode, whenever catalysts are used or not.
The cathode deposits formed under the cathode. The
formation of collaret and web is not systematic and de-
pends on the experimental conditions as indicated in
Table 3.1, as opposed to cathode deposit and soot that
are systematically found.

Two graphite rods of few millimeters in diameter
constitute the electrodes between which a potential dif-
ference is applied. The dimensions of these electrodes
vary according to the authors. In certain cases, the cath-
ode has a greater diameter than the anode in order to
facilitate their alignment [3.32, 42]. Other authors uti-
lize electrodes of the same diameter [3.41]. The whole
device can be designed horizontally [3.33, 41] or verti-
cally [3.34, 36–38]. The advantage of the latter is the
symmetry brought by the verticality with respect to
gravity, which facilitates computer modeling (regarding
convection flows, for instance).

Two types of anodes can be utilized as soon as cata-
lysts need to be introduced: (1) graphite anodes in which
a coaxial hole is drilled several centimeters in length
and in which catalyst and graphite powders are mixed;
(2) graphite anodes in which the catalysts are homoge-

neously dispersed [3.43]. The former are by far the most
popular, due to their ease of fabrication.

The optimization of the process regarding the nano-
tube yield and quality is attempted by studying the
role of various parameters such as the type of doped
anode (homogeneous or heterogeneous catalyst disper-
sion), the nature as well as the concentration of catalysts,
the nature of the plasmagenic gas, the buffer gas pres-
sure, the arc current intensity, and the distance between
electrodes. Investigating the result of varying these
parameters on the type and amount of carbon nanostruc-
tures formed is, of course, the preliminary work that
has been done. Though electric arc reactors equipped
with the related facilities are few (see Fig. 3.12), inves-
tigating the missing link, i. e. the effect of varying the
parameters on the plasma characteristics (fields of con-
centration species and temperature), is likely to provide
a more comprehensive understanding of the phenomena
involved in nanotube formation. This has been recently
developed by atomic and molecular optical emission
spectroscopy [3.34, 36–39, 41].

Finally, mention has to be made of attempts to make
the electric arc within liquid media such as liquid ni-
trogen [3.44] or water [3.45, 46], the goal being easier
processing since they do not require pumping devices
or a closed volume and therefore are likely to allow
continuous synthesis. This adaptation has not, however,
reached the state of mass production.

Electric-Arc Method – Results
In view of the numerous results obtained with this
electric-arc technique, it appears clearly that both the
nanotube morphology and the nanotube production effi-
ciency strongly depend on the experimental conditions
and, in particular, on the nature of the catalysts. It is
worth noting that the products obtained do not consist
solely in carbon nanotubes but also in nontubular forms
of carbon such as nanoparticles, fullerene-like structures
including C60, poorly organized polyaromatic carbons,
nearly amorphous nanofibers, multiwall shells, single-
wall nanocapsules, and amorphous carbon as reported
in Table 3.1 [3.35,37,38]. In addition, catalyst remnants
are found all over the place, i. e. in the soot, collaret,
web, and cathode deposit in various concentration. Gen-
erally, at pressure value of about 600 mbar of helium,
for 80 A arc current and 1 mm electrode gap, the use of
Ni/Y as coupled catalysts favors more particularly the
synthesis of SWNTs [3.8, 33, 47]. For such conditions
providing high SWNT yields, SWNT concentrations are
higher in the collaret (in the range of 50–70 %), then
in the web (∼ 50% or less), then in the soot. On the
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Table 3.1 Different carbon morphologies obtained by changing the type of anode, the type of catalysts, and pressure value, in
a series of arc-discharge experiments (electrode gap = 1 mm)

Catalyst 0.6Ni+0.6Co 0.6Ni+0.6Co 0.5Ni+0.5Co 4.2Ni+1Y
(atom%) (homogeneous anode) (homogeneous anode)
Arc P ∼ 60 kPa P ∼ 40 kPa P ∼ 60 kPa P ∼ 60 kPa
conditions I ∼ 80 A I ∼ 80 A I ∼ 80 A I ∼ 80 A

Soot • MWNT + MWS +
POPAC or Cn ± cat-
alysts φ ∼ 3–35 nm

• NANF + catalysts
• AC particles + cata-

lysts
• [DWNT], [SWNT],

ropes or isolated,
+ POPAC

• POPAC and AC
particles + catalysts
φ ∼ 2–20 nm

• NANF + catalysts
φ ∼ 5–20 nm
+ MWS

• [SWNT] φ∼1–1.4 nm,
distorted or damaged,
isolated or ropes + Cn

• AC and POPAC par-
ticles + catalysts
φ ∼ 3–35 nm

• NANF + catalysts
φ ∼ 4–15 nm

• [SWNT] φ ∼ 1.2 nm,
isolated or ropes

• POPAC and AC
+ particles + cata-
lysts φ ≤ 30 nm

• SWNT φ ∼ 1.4 nm,
clean + Cn, short
with tips, [dam-
aged], isolated or
ropes φ ≤ 25 nm

• [SWNC] particles

Web • [MWNT], DWNT,
φ 2.7−4−5.7 nm
SWNT
φ 1.2–1.8 nm,
isolated or ropes
φ < 15 nm,
+ POPAC ± Cn

• AC particles + catalysts
φ∼3–40 nm + MWS

• [NANF]

None None • SWNT, φ∼1.4 nm,
isolated or ropes
φ ≤ 20 nm, + AC

• POPAC and AC
particles+catalysts
φ ∼ 3 − 10 − 40 nm
+ MWS

Collaret • POPAC and SWNC
particles

• Catalysts
φ ∼ 3–250 nm,
< 50 nm + MWS

• SWNT φ 1–1.2 nm,
[opened], distorted,
isolated or ropes
φ < 15 nm, + Cn

• [AC] particles

• AC and POPAC
particles + catalysts
φ ∼ 3–25 nm

• SWNT φ∼1–1.4 nm
clean + Cn, [isolated]
or ropes φ < 25 nm

• Catalysts
φ ∼ 5–50 nm
+ MWS,

• [SWNC]

• Catalysts
φ ∼ 3–170 nm
+ MWS

• AC or POPAC par-
ticles + catalysts
φ ∼ 3–50 nm

• SWNT φ ∼ 1.4 nm
clean + Cn isolated
or ropes φ < 20 nm

• SWNT
φ ∼ 1.4–2.5 nm,
clean + Cn, [dam-
aged], isolated or
ropes φ < 30 nm

• POPAC or AC par-
ticles + catalysts
φ ∼ 3–30 nm

• [MWS] + catalysts
or catalyst-free.

Cathode
deposit

• POPAC and SWNC
particles

• Catalysts φ ∼
5–300 nm MWS

• MWNT φ < 50 nm
• [SWNT] φ ∼ 1.6 nm

clean + Cn, isolated
or ropes

• POPAC and SWNC
particles + Cn

• Catalysts
φ ∼ 20–100 nm
+ MWS

• MWS, catalyst-free
• MWNT φ < 35 nm
• POPAC and PSWNC

particles
• [SWNT], isolated or

ropes
• [Catalysts]

φ ∼ 3–30 nm

•SWNT
φ ∼ 1.4–4.1 nm,
clean + Cn, short
with tips, isolated or
ropes φ ≤ 20 nm.

• POPAC or AC par-
ticles + catalysts
φ ∼ 3–30 nm

• MWS + catalysts
φ < 40 nm or
catalyst-free

• [MWNT]

Abundant – Present – [Rare]
Glossary: AC: amorphous carbon; POPAC: poorly organised polyaromatic carbon; Cn: fullerene-like structure,
including C60; NANF: nearly amorphous nanofiber; MWS: multiwall shell; SWNT: single-wall nanotube;
DWNT: double-wall nanotube, MWNT: multiwall nanotube; SWNC: single-wall nanocapsule.
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other hand, c-MWNTs are found in the cathode deposit.
SWNT lengths are micrometric and, typically, outer
diameters range around 1.4 nm. Taking the latter con-
ditions as a reference experiment (Table 3.1, column 4),
Table 3.1 illustrates the consequence of changing the
parameters. For instance (Table 3.1, column 3), using
Ni/Co instead of Ni/Y as catalysts prevents the formation
of SWNTs. But when the Ni/Co catalysts are homoge-
neously dispersed in the anode (Table 3.1, column 1), the
formation of nanotubes is promoted again, but MWNTs
with two or three walls prevail over SWNTs, among
which DWNTs (double-wall nanotubes) make a major-
ity. But it is enough to decrease the ambient pressure
from 60 to 40 kPa (Table 3.1, column 2) for getting
back to conditions where the nanotube formation is
impeached.

Recent works have attempted to replace graphite
powder (sp2 hybridized carbon) by diamond powder
(sp3 hybridized carbon) to mix with the catalyst pow-
der and fill hollowed-type graphite anodes. The result
was an unexpected but quite significant increase (up to
+230%) in the SWNT yield [3.39,40]. Such experiments
reveal, as for the comparison between the results from
using homogeneous instead of heterogeneous anodes
that the physical phenomena (charge and heat transfers)
that occurred in the anode during the arc are of utmost
importance, which was neglected until now.

It is clear that while the use of rare earth element
(such as Y) as a single catalyst does not provide the
conditions to grow SWNTs, associating it with a tran-
sition metal (such as Ni/Y) seems to correspond to the
most appropriate combinations, leading to the highest
SWNT yields [3.42]. On the other hand, using a single
rare earth element may lead to unexpected results, such
as the anticipated closure of graphene edges from a c-
MWNT wall with the neighboring graphene edges from
the same wall side, leading to the preferred formation
of telescope-like and open c-MWNTs able to contain
nested Gd crystals [3.36,38]. Such a need for bimetallic
catalysts has just begun to be understood as a possi-
ble requirement to promote the transitory formation of
nickel particles coated with yttrium carbide, whose lat-
tice constants are somewhat commensurable with that
of graphenes [3.48].

Figure 3.13 illustrates the kind of information pro-
vided by the analysis of the plasma by means of emission
spectroscopy, i. e. radial temperature (Fig. 3.13a) or C2
species concentration (Fig. 3.13b) profiles in the plasma.
A common feature is that a huge vertical gradient
(∼ 500 K/mm) rapidly establishes (at ∼ 0.5 mm from
the center in the radial direction) from the bottom to the
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Fig. 3.13a,b Typical temperature (a) and C2 concentration
(b) profiles in the plasma at the anode surface (square), at
the plasma center (dot), and at the cathode surface (triangle)
for “standard” conditions (see text). Gradients are similar
whatever the catalyst, although absolute value may vary

top of the plasma, as a probable consequence of convec-
tion phenomena (Fig. 3.13a). The zone of actual SWNT
formation is beyond the limit of the volume analyzable
in the radial direction, corresponding to colder areas.
The C2 concentration increases dramatically from the
anode to the cathode and decreases dramatically in the
radial direction (Fig. 3.13b). This demonstrates that C2
moieties are secondary products resulting from the re-
combination of primary species formed from the anode.
It also suggests that C2 moieties may be the building
blocks for MWNTs (formed at the cathode) but not for
SWNTs [3.38, 40].
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Although many aspects of it still need to be un-
derstood, the electric-arc method is one of the three
methods currently used to produce SWNTs as com-
mercial products. At the French company Nanoledge
S.A. (Montpellier, France), for instance, current produc-
tion (for 2003) reaches ∼ 20 kg/year (raw SWNTs, i. e.
not purified), with a marketed price of ∼ 90 Euros/g,
which is much cheaper than any other production
method so far. A decrease to 2–5 Euros/g is expected for
sometime before 2007, with a SWNT production cap-
acity of 4–5 tons/year. Amazingly, raw SWNTs from
electric arc proposed by Bucky USA (Texas, USA) are
still proposed at a marketed price of $ 1,000/g.

Solar Furnace
Solar furnace devices were originally utilized by
several groups to produce fullerenes [3.49–51].
Heben et al. [3.52] and Laplaze et al. [3.53] later mod-
ified their former devices in order to use them for
carbon nanotube production. This modification con-
sisted mainly in using more powerful ovens [3.54, 55].

Solar Furnace – Experimental Devices
The principle of this technique is again based on the
sublimation in an inert gas of a mixture of graphite
powder and catalysts formerly placed in a crucible. An
example of such a device is shown in Fig. 3.14. The so-
lar rays are collected by a plain mirror and reflected
toward a parabolic mirror that focuses them directly
onto a graphite pellet under controlled atmosphere. The
high temperature of about 4,000 K permits both the
carbon and the catalysts to vaporize. The vapors are
then dragged by the neutral gas and condense onto
the cold walls of the thermal screen. The reactor con-
sists of a brass support cooled by water circulation, on
which Pyrex® chambers with various shapes can be fixed
(Fig. 3.14b). This support contains a watertight passage
permitting the introduction of the neutral gas and a cop-
per rod on which the target is mounted. The target is
surrounded by a graphite tube that plays both the role of
a thermal screen to reduce radiation losses (very impor-
tant in the case of graphite) and the role of a duct to lead
carbon vapors to a filter in order to avoid soot deposits on
the Pyrex® chamber wall. A graphite crucible filled with
powdered graphite (for fullerene synthesis) or a mix-
ture of graphite and catalysts (for nanotube synthesis) is
utilized in order to reduce the conduction losses.

These studies primarily investigated the target com-
position, the type and concentration of catalysts, the
flow-rate, the composition and pressure of the plasma-
genic gas inside the chamber, and the oven power. The

objectives are similar to that of works carried out with
the other solid-carbon-source-based processes. When
possible, specific in situ diagnostics (pyrometry, optic-
al emission spectroscopy, etc.) are also performed in
order to understand better the role of the various param-
eters (temperature measurements at the crucible surface,
along the graphite tube acting as thermal screen, C2
radical concentration in the immediate vicinity of the
crucible).

Solar Furnace – Results
Some results obtained by different groups concerning
the influence of the catalysts can be summarized as
follows. With Ni/Co and at low pressure, the sample
collected contains mainly MWNTs with bamboo tex-
ture, carbon shells, and some bundles of SWNTs [3.54].
At higher pressures, only bundles of SWNTs are ob-
tained with fewer carbon shells. With Ni/Y and at a high
pressure, relatively long bundles of SWNTs are ob-
served. With Co, SWNT bundles are obtained in the
soot with SWNT diameters ranging from 1 to 2 nm.
Laplaze et al. [3.54] observed very few nanotubes but
a large quantity of carbon shells.

In order to proceed to a large-scale synthesis of
single-wall carbon nanotubes, which is still a challenge
for chemical engineers, Flamant et al. [3.56] recently
demonstrated that solar energy–based synthesis is a ver-
satile method to obtain SWNTs and can be scaled from
0.1–0.5 g/h to 10 g/h and then to 100 g/h productivity
using existing solar furnaces. Experiments at medium
scale (10-g/h, 50 kW solar power) have proven the fea-
sibility of designing and building such a reactor and of
the scaling-up method. Numerical simulation was mean-
while performed in order to improve the selectivity of the
synthesis, in particular by controlling the carbon vapor
cooling rate.

3.2.2 Gaseous Carbon Source-Based
Production Techniques
for Carbon Nanotubes

As mentioned in the introduction of this chapter, the
catalysis-enhanced thermal cracking of gaseous car-
bon source (hydrocarbons, CO) – commonly referred
to as catalytic chemical vapor deposition (CCVD) –
has been known to produce carbon nanofilaments for
a long time [3.4], so that reporting all the works pub-
lished in the field since the beginning of the century
is almost impossible. Until the 90s, however, carbon
nanofilaments were mainly produced to act as a core
substrate for the subsequent growth of larger (micro-
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metric) carbon fibers – so-called vapor-grown carbon
fibers – by means of thickening through mere catalyst-
free CVD processes [3.57, 58]. We therefore are going
to focus instead on the more recent attempts made to
prepare genuine carbon nanotubes.

The synthesis of carbon nanotubes (either single- or
multiwalled) by CCVD methods involves the catalytic
decomposition of a carbon containing source on small
metallic particles or clusters. This technique involves
either an heterogeneous process if a solid substrate
has a role or an homogeneous process if everything
takes place in the gas phase. The metals generally used
for these reactions are transition metals, such as Fe,
Co, and Ni. It is a rather “low temperature” process
compared to arc-discharge and laser-ablation methods,
with the formation of carbon nanotubes typically oc-
curring between 600 ◦C and 1,000 ◦C. Because of the
low temperature, the selectivity of the CCVD method is
generally better for the production of MWNTs with re-
spect to graphitic particles and amorphous-like carbon,
which remain an important part of the raw arc-discharge
SWNT samples, for example. Both homogeneous and
heterogeneous processes appear very sensitive to the
nature and the structure of the catalyst used, as well as
to the operating conditions. Carbon nanotubes prepared
by CCVD methods are generally much longer (few tens
to hundreds of micrometers) than those obtained by arc
discharge (few micrometers). Depending on the experi-
mental conditions, it is possible to grow dense arrays
of nanotubes. It is a general statement that MWNTs
from CCVD contain more structural defects (i. e., ex-
hibit a lower nanotexture) than MWNTs from arc, due
to the lower temperature reaction, which does not al-
low any structural rearrangements. These defects can be
removed by subsequently applying heat treatments in
vacuum or inert atmosphere to the products. Whether
such a discrepancy is also true for SWNTs remains
questionable. CCVD SWNTs are generally gathered into
bundles that are generally of smaller diameter (few tens
of nm) than their arc-discharge and laser-ablation coun-
terparts (around 100 nm in diameter). CCVD provides
reasonably good perspectives of large-scale and low-cost
processes for the mass production of carbon nanotubes,
a key point for their applications at the industrial scale.

A last word concerns the nomenclature. Because
work in the field started more than one century ago,
denomination of the carbon objects prepared by this
method has changed with time with regard to the
authors, research areas, and fashions. The same ob-
jects are found to be called vapor grown carbon
fibers, nanofilaments, nanofibers, and from now on,

a) b)Mirror

Shields

Sun
beams

Mirror

Water

Water

Gas outlet Gas inlet

Graphite
pipe

Crucible

F

Filter

Fig. 3.14a,b Sketch of a solar energy reactor in use in Odeilho
(France). (a) Gathering of sun rays, focused in F; (b) Example of
Pyrex® chamber placed in (a) so that the graphite crucible is at the
point F (adapted from [3.56])

nanotubes. Specifically regarding multilayered fibrous
morphologies (since single-layered fibrous morpholo-
gies cannot be otherwise than SWNT anyway), the
exact name should be vapor-grown carbon nanofila-
ments (VGCNF). Whether or not the filaments are
then tubular is a matter of textural description, which
should go with other textural features such as bamboo,
herringbone, concentric, etc. (see Sect. 3.1.2). But the
usage has decided otherwise. In the following, we will
therefore use MWNTs for any hollowed nanofilament,
whether they contain transversally oriented graphene
walls or not. Any other nanofilament will be named
“nanofiber.”

Heterogeneous Processes
Heterogeneous CCVD processes are basically simple
and consist, within a furnace heated to the desired tem-
perature, in passing a gaseous flow containing a given
proportion of a hydrocarbon (mainly CH4, C2H2, C2H4,
or C6H6, usually as a mixture with either H2 or an in-
ert gas such as Ar) over small transition metal particles
(Fe, Co, Ni). The latter are previously deposited onto an
inert substrate, for instance, by spraying a suspension of
the metal particles on it, or any other method. The reac-
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tion is chemically defined as catalysis-enhanced thermal
cracking

CxHy → x C+ y/2 H2 .

Catalysis-enhanced thermal cracking was used as
early as the late 19th century (see beginning of chapter).
Further extensive works before the 90s include those
by Baker et al. [3.6, 59], or Endo et al. [3.60, 61]. Sev-
eral review papers have been published since then, such
as [3.62], in addition to many regular papers.

CO can be used instead of hydrocarbons, the reac-
tion is then chemically defined as catalysis-enhanced
disproportionation

2 CO → C+CO2 .

Heterogeneous Processes –
Experimental Devices

The ability of catalysis-enhanced CO disproportiona-
tion in making carbon nanofilaments was reported by
Davis et al. [3.63] as early as 1953, probably for the
first time. Extensive following works were performed by
Boehm [3.64], Audier et al. [3.16, 65–67], and Gadelle
et al. [3.68–71].

Although formation mechanisms for SWNTs and
MWNTs can be quite different (see Sect. 3.3, or refer to
a review article such as [3.72]), many of the parameters
of the catalytic processes have a similar and important
role on the type of nanotubes formed: the temperature,
the duration of the treatment, the gas composition and
flow rate, and of course the catalyst nature and size.
At a given temperature, depending mainly on the na-
ture of both the catalyst and the carbon-containing gas,
the catalytic decomposition will take place at the sur-
face of the metal particles, followed by a mass-transport
of the freshly produced carbon either by surface or vol-
ume diffusion until the carbon concentration reaches the
solubility limit, and the precipitation starts.

It is now agreed that the formation of CCVD car-
bon nanotubes occurs on metal particles of a very small
size, typically in the nanometer-size range [3.72]. These
catalytic metal particles are prepared mainly by re-
duction of transition metals compounds (salts, oxides)
by H2, prior to the nanotube formation step (where the
carbon containing gas is required). It is possible, how-
ever, to produce these catalytic metal particles in situ in
presence of the carbon source, allowing for a one-step
process [3.73]. Because the control of the metal particle
size is the key point (they have to be kept at a nanometric
size), their coalescence is generally avoided by support-
ing them on an inert support such as an oxide (Al2O3,

SiO2, zeolites, MgAl2O4, MgO, etc.), or more rarely on
graphite. A low concentration of the catalytic metal pre-
cursor is required to limit the coalescence of the metal
particles that may happen during the reduction step.

There are two main ways for the preparation of the
catalyst: (a) the impregnation of a substrate with a so-
lution of a salt of the desired transition metal catalyst,
and (b) the preparation of a solid solution of an oxide
of the chosen catalytic metal in a chemically inert and
thermally stable host oxide. The catalyst is then reduced
to form the metal particles on which the catalytic de-
composition of the carbon source will lead to carbon
nanotube growth. In most cases, the nanotubes can then
be separated from the catalyst (Fig. 3.15).

Heterogeneous Processes – Results with CCVD
Involving Impregnated Catalysts

A lot of work was already done in this area even before
the discovery of fullerenes and carbon nanotubes, but
although the formation of tubular carbon structures by
catalytic processes involving small metal particles was
clearly identified, the authors did not focus on the prepa-
ration of SWNTs or MWNTs with respect to the other
carbon species. Some examples will be given here to
illustrate the most striking improvements obtained.

With the impregnation method, the process generally
involves four different and successive steps: (1) the im-
pregnation of the support by a solution of a salt (nitrate,
chloride) of the chosen metal catalyst; (2) the drying and
calcination of the supported catalyst to get the oxide of
the catalytic metal; (3) the reduction in a H2-containing
atmosphere to make the catalytic metal particles and at
last (4) the decomposition of a carbon-containing gas
over the freshly prepared metal particles that will lead to
the nanotube growth. For example, Ivanov et al. [3.74]
have prepared nanotubes by the decomposition of C2H2
(pure or in mixture with H2) on well-dispersed transition
metal particles (Fe, Co, Ni, Cu) supported on graphite or
SiO2. Co-SiO2 was found to be the best catalyst/support
combination for the preparation of MWNTs, but most of
the other combinations led to carbon filaments, some-
times covered with amorphous-like carbon. The same
authors have developed a precipitation-ion-exchange
method that provides a better dispersion of metals on
silica compared to the classical impregnation technique.
The same group has then proposed the use of a zeolite-
supported Co catalyst [3.75,76], resulting in very finely
dispersed metal particles (from 1 to 50 nm in diameter).
Only on this catalyst could they observe MWNTs with
a diameter around 4 nm and only two or three walls.
Dai et al. [3.77] have prepared SWNTs by CO dispro-
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portionation on nano-sized Mo particles. The diameters
of the nanotubes obtained are closely related to that of
the original particles and range from 1 to 5 nm. The
nanotubes obtained by this method are free of amor-
phous carbon coating. It is also found that a synergetic
effect occurs in the case of an alloy instead of the com-
ponents alone, and one of the most striking examples is
the addition of Mo to Fe [3.78] or Co [3.79].

Heterogeneous Processes – Results with CCVD
Involving Solid-Solutions-Based Catalysts

A solid solution of two metal oxides is formed when
some ions of one of the metals are found in substi-
tution of the other metal ions. For example, Fe2O3
can be prepared in solid solution into Al2O3 to give
a Al2−2xFe2xO3 solid solution. The use of a solid solu-
tion allows a perfect homogeneity of the dispersion of
each oxide one in the other. These solid solutions can
be prepared by different ways but the co-precipitation
of mixed-oxalates and the combustion synthesis have
been used mainly for the preparation of nanotubes.
The synthesis of nanotubes by catalytic decomposi-
tion of CH4 over Al2−2xFe2xO3 solid solutions was
originated by Peigney et al. [3.73] and then studied
extensively by the same group using different oxides
such as spinel-based solid solutions (Mg1−xMxAl2O4
with M = Fe, Co, Ni, or a binary alloy [3.80, 81] or
magnesia-based solid solutions [3.80,82] (Mg1−xMxO,
with M = Fe, Co or Ni)). Because of the very homo-
geneous dispersion of the catalytic oxide, it is possible
to produce very small catalytic metal particles, at the
high temperature required for the decomposition of
CH4 (which was chosen for its greater thermal sta-
bility compared to other hydrocarbons). The method
proposed by these authors involves the heating of the
solid solution from room temperature to a tempera-
ture between 850 ◦C and 1,050 ◦C in a mixture of
H2 and CH4, typically containing 18 mol.% of CH4.
The nanotubes obtained depend clearly on the nature
of both the transition metal (or alloy) used and the in-
ert oxide (matrix), the latter because the Lewis acidity
seems to play an important role [3.83]. For example, in
the case of solid solutions containing around 10 wt% of
Fe, the amount of carbon nanotubes obtained is decreas-
ing in the following order depending of the matrixoxide:
MgO > Al2O3 > MgAl2O4 [3.80]. In the case of MgO-
based solid solutions the nanotubes can be very easily
separated from the catalyst by dissolving it, in diluted
HCl, for example [3.82]. The nanotubes obtained are
typically gathered into small diameter bundles (less than
15 nm) with lengths up to 100 µm. The nanotubes are

Supported catalyst
or solid solution

Catalytical metal
particles

CNTs

(1) (2) (3)

Fig. 3.15 Formation of nanotubes by the CCVD-based impregnation
technique. (1) Formation of the catalytic metal particles by reduction
of a precursor; (2) Catalytic decomposition of a carbon-containing
gas, leading to the growth of carbon nanotubes (CNTs); (3) Removal
of the catalyst to recover the CNTs (from [3.80])

mainly SWNTs and DWNTs, with diameters ranging
between 1 and 3 nm.

Obtaining pure nanotubes by the CCVD method re-
quires, as for all the other techniques, the removal of the
catalyst. When a catalyst supported (impregnation) in
a solid solution is used, the supporting – and catalytical-
ly inactive – oxide is the main impurity, both in weight
and volume. When oxides such as Al2O3 or SiO2 (or
even combinations) are used, aggressive treatments in-
volving hot caustic solutions (KOH, NaOH) for Al2O3
or the use of HF for SiO2 are required. These treat-
ments have no effect, however, on the other impurities
such as other forms of carbon (amorphous-like carbon,
graphitized carbon particles and shells, and so on). Ox-
idizing treatments (air oxidation, use of strong oxidants
such as HNO3, KMnO4, H2O2) are thus required and
allow for the removal of most of the unwanted forms
of carbon but are resulting in a low yield of remain-
ing carbon nanotubes, which are often quite damaged.
Flahaut et al. [3.82] were the first to use a MgCoO solid
solution to prepare SWNTs and DWNTs that could be
easily separated without any damage by a fast and safe
washing with an aqueous HCl solution.

In most cases, only very small quantities of catalyst
(typically less than 500 mg) have been used, and most
claims for “high yield” productions of nanotubes are
based on laboratory experimental data, without taking
into account all the technical problems related to the
scaling up of a laboratory-scale CCVD reactor. At the
present time, although the production of MWNTs is
possible at an industrial scale, the production of SWNTs
at an affordable cost is still a challenge.

Homogeneous Processes
The homogenous route, also called “floating catalyst
method,” differs from the other CCVD-based meth-
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ods because it uses only gaseous species and does not
require the presence of any solid phase in the reac-
tor. The basic principle of this technique, similar to
the other CCVD processes, is to decompose a carbon
source (ethylene, xylene, benzene, carbon monoxide,
etc.) on nanometric transition metallic (generally Fe,
Co, or Ni) particles in order to obtain carbon nano-
tubes. The catalytic particles are formed directly in the
reactor, however, and are not introduced before the
reaction, as it happens in the supported CCVD, for
instance.

Homogeneous Processes –
Experimental Devices

The typical reactor used in this technique is a quartz
tube placed in an oven to which the gaseous feedstock,
containing the metal precursor, the carbon source, some
hydrogen, and a vector gas (N2, Ar, or He), is sent.
The first zone of the reactor is kept at a lower tem-
perature, and the second zone, where the formation of
tubes occurs, is heated to 700–1,200 ◦C. The metal pre-
cursor is generally a metal-organic compound, such as
a zero-valent carbonyl compound like Fe(CO)5 [3.84],
or a metallocene [3.85–87], for instance ferrocene, nick-
elocene or cobaltocene. It may be advantageous to make
the reactor vertical, in order for the effect of gravity to
be symmetrically dispatched on the gaseous volume in-
side the furnace and to help in maintaining for a while
the solid products in fluidized bed.

Homogeneous Processes – Results
The metal-organic compound decomposes in the first
zone of the reactor to generate the nanometric metallic
particles that can catalyze the nanotubes formation. In
the second part of the reactor, the carbon source is de-
composed to atomic carbon which then is responsible
for the formation of nanotubes.

This technique is quite flexible and both single-
walled nanotubes [3.88] and multiwalled nano-
tubes [3.89] have been obtained depending on the
carbon feedstock gas; it has also been exploited for
some years in the production of vapor grown carbon
nanofibers [3.90].

The main drawback of this type of process is again,
as for heterogeneous processes, the difficulty to control
the size of the metal nanoparticles, and thus the nano-
tube formation is often accompanied by the production
of undesired carbon forms (amorphous carbon or poly-
aromatic carbon phases found as various phases or as
coatings). In particular, encapsulated forms have been
often found, as the result of the creation of metallic par-

ticles that are too big to be active for growing nanotubes
(but are still effective for catalytically decomposing the
carbon source) and be totally recovered by graphene
layers.

The same kind of parameters as for heterogeneous
processes have to be controlled in order to finely tune
this process and obtain selectively the desired morphol-
ogy and structure of the nanotubes formed, such as: the
choice of the carbon source; the reaction temperature;
the residence time; the composition of the incoming
gaseous feedstock with a particular attention paid to the
role played by hydrogen proportion, which can control
the orientation of graphenes with respect to the nanotube
axis thus switching from c-MWNT to h-MWNT [3.69];
and the ratio of the metallorganic precursor to the carbon
source (for lower values, SWNTs are obtained [3.85]).
As recently demonstrated, the overall process can be
improved by adding other compounds such as ammonia
or sulfur-containing species to the reactive gas phase.
The former allows aligned nanotubes and mixed C-N
nanotubes [3.91] to be obtained, the latter results in
a significant increase in productivity [3.90].

It should be emphasized that only small productions
have been achieved so far, and the scale up toward in-
dustrial exploitation seems quite difficult because of the
large number of parameters that have to be considered.
A critical one is to be able to increase the quantity of
metallorganic compound that has to be sent in the reac-
tor, as a requirement to increase the production, without
obtaining too big particles. This problem has not yet
been solved. An additional problem inherent in the pro-
cess is the possibility of clogging the reactor due to the
deposition of metallic nanoparticles on the reactor walls
followed by carbon deposition.

A significant breakthrough concerning this tech-
nique could be the process developed at Rice University,
the so-called HiPCoTM process to produce SWNTs of
very high purity [3.92]. This gas phase catalytic reac-
tion uses carbon monoxide to produce, from [Fe(CO)5],
a SWNT material claimed to be relatively free of
by-products. The temperature and pressure conditions
required are applicable to industrial plants. The company
Carbon Nanotechnologies Inc. (Houston, TX, USA) ac-
tually sells raw SWNT materials prepared that way,
at a marketed price of $ 375/g, doubled if purified
(2003 data). Other companies are more specialized in
MWNTs such as Applied Sciences Inc. (Cedarville,
Ohio, USA), which currently has a production facility of
∼ 40 tons/year of ∼ 100 nm large MWNTs (Pyrograf-
III), or Hyperion Catalysis (Cambridge, MA, USA),
which makes MWNT-based materials.
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Introduction to Carbon Nanotubes 3.2 Synthesis of Carbon Nanotubes 57

Templating
Another technique interesting to describe briefly, though
definitely not suitable for mass production, is the tem-
plating technique. It is the second method only (the
first being the electric-arc technique, when consider-
ing the formation of MWNTs on the cathode) able
to synthesize carbon nanotubes without any catalyst.
Any other work reporting the catalyst-free formation
of nanotubes is likely to have been fooled by metal-
lic impurities present in the reactor or by some other
factors having brought a chemical gradient to the sys-
tem. Another original aspect is that it allows aligned
nanotubes to be obtained naturally, without the help
of any subsequent alignment procedure. But recovering
the nanotubes only requires the template to be removed
(dissolved), which means the former alignment of the
nanotubes is lost.

Templating – Experimental Devices
The principle of the technique is to deposit a solid
carbon coating obtained from CVD method onto
the walls of an appropriate porous substrate whose
pores are displayed as parallel channels. The feed-
stock is again a hydrocarbon, as a common carbon
source. The substrate can be alumina or zeolite for in-
stance, however, which present natural channel pores,
while the whole is heated to a temperature able
to crack the hydrocarbon selected as carbon source
(Fig. 3.16).

Anodic aluminium oxide film

Carbon deposition
on the pore wall HF washing

Carbon tubes

(Propylene, 800°C)

50 – 100µm

10 – 500µm

Fig. 3.16 Principle of the templating technique for the catalyst-free
formation of single-walled or concentric-type multi-walled carbon
nanotubes (from [3.93])

Templating – Results
Provided the chemical vapor deposition mechanism
(which is actually better described as a chemical vapor
infiltration mechanism) is well controlled, the synthe-
sis results in the coating of the channel pore walls by
a variable number of graphenes. Both MWNTs (exclu-
sively concentric type) or SWNTs can be obtained. The
smallest SWNTs (diameters ∼ 0.4 nm) ever obtained
mentioned in Sect. 3.1 have actually been synthesized
by this technique [3.11]. Lengths are directly determined
by channel lengths, i. e. by the thickness of the substrate
plate. A main advantage is the purity of the tubes (no
catalyst remnants, and little other carbon phases). On
the other hand, the nanotube structure is not closed at
both ends, which can be an advantage or a drawback,
depending on the application. For instance, recovering
the tubes requires the porous matrix to dissolve using
one of the chemical treatment previously cited. The fact
that tubes are open makes them even more sensitive to
the acid attack.

3.2.3 Miscellaneous Techniques

In addition to the major techniques described in
Sects. 3.2.1 and 3.2.2, many attempts can be found in
literature to produce nanotubes by various ways, with
a generally specific goal, such as looking for a low-cost
or a catalyst-free production process. None has been suf-
ficiently convincing so far to be presented as a serious
alternative to the major processes described previously.
Some examples are provided in the following.

Hsu et al. [3.94] have succeeded in preparing
MWNTs (including coiled MWNTs, a peculiar mor-
phology resembling a spring) by a catalyst-free
(although Li was present) electrolytic method, by run-
ning a 3–5 A current between two graphite electrodes
(a graphite crucible as the anode and a graphite rod
as the cathode). The graphite crucible was filled with
lithium chloride, while the whole was heated in air or
argon at ∼ 600 ◦C. As with many other techniques, by-
products such as encapsulated metal particles, carbon
shells, amorphous carbon, and so on, are formed.

Cho et al. [3.95] have proposed a pure chemistry
route, by the polyesterification of citric acid onto ethylen
glycol at 50 ◦C, followed by a polymerization at 135 ◦C,
then carbonized at 300 ◦C under argon, then oxidized
at 400 ◦C in air. Despite the latter oxidation step, the
solid product surprisingly contains short MWNTs, al-
though obviously with a poor nanotexture. By-products
such as carbon shells and amorphous carbon are also
formed.
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Li et al. [3.96] have also obtained short MWNTs by
a catalyst-free (although Si is present) pyrolytic method
which involves heating silicon carbonitride nanograins
in a BN crucible to 1,200–1,900 ◦C in nitrogen within
a graphite furnace. No details are given about the pos-
sible occurrence of by-products, but they are likely
considering the complexity of the chemical system (Si-
C-B-N) and the high temperatures involved.

Terranova et al. [3.98] have investigated the cata-
lyzed reaction between a solid carbon source and atomic
hydrogen. Graphite nanoparticles (∼ 20 nm) are sent
with a stream of H2 onto a Ta filament heated at
2,200 ◦C. The species produced, whatever they are,
then hit a Si polished plate warmed to 900 ◦C and
supporting transition metal particles. The whole cham-
ber is under a dynamic vacuum of 40 torr. SWNTs are
supposed to form according to the authors, although im-
ages are poorly convincing. One major drawback of the
method, besides its complexity compared to others, is
the difficulty of recovering the “nanotubes” from the Si
substrates onto which they seem to be firmly bonded.

A last example is an attempt to prepare nanotubes
by diffusion flame synthesis [3.99]. A regular gaseous
hydrocarbon source (ethylene, . . . ) added with ferrocene
vapor is sent within a laminar diffusion flame made from
air and CH4 whose temperature range is 500–1,200 ◦C.
SWNTs are actually formed, together with encapsulated
metal particles, soot, and so on. In addition to a low yield,
the SWNT structure is quite poor.

3.2.4 Synthesis
of Aligned Carbon Nanotubes

Several applications (such as field-emission-based dis-
play, see Sect. 3.6) require that carbon nanotubes grow
as highly aligned bunches, in highly ordered arrays, or
located at specific positions. In that case, the purpose
of the process is not mass production but controlled
growth and purity, with subsequent control of nanotube
morphology, texture, and structure. Generally speaking,
the more promising methods for the synthesis of aligned
nanotubes are based on CCVD processes, which involve
molecular precursors as carbon source, and method of
thermal cracking assisted by the catalytic activity of tran-
sition metal (Co, Ni, Fe) nanoparticles deposited onto
solid supports. Few attempts have been made so far to
obtain such materials with SWNTs. But the catalyst-
free templating methods related to that described in
Sect. 3.2.2 are not considered here, due to the lack of
support after the template removal, which does not allow
the former alignment to be maintained.

During the CCVD-growth, nanotubes can self-
assemble into nanotube bunches aligned perpendicular
to the substrate if the catalyst film on the substrate has
a critical thickness [3.100], the driving forces for this
alignment are the van der Waals interactions between the
nanotubes, which allow them to grow perpendicularly to
the substrates. If the catalyst nanoparticles are deposited
onto a mesoporous substrate, the mesoscopic pores may
also cause a certain effect on the alignment when the
growth starts, thus controlling the growth direction of
the nanotubes. Two kinds of substrates have been used
so far in this purpose: mesoporous silica [3.101, 102]
and anodic alumina [3.103].

Different methods have been reported in the lit-
erature for metal particles deposition onto substrates:
(i) deposition of a thin film on alumina substrates from
metallic-salt precursor impregnation followed by oxida-
tion/reduction steps [3.104], (ii) embedding catalyst par-
ticles in mesoporous silica by sol-gel processes [3.101],
(iii) thermal evaporation of Fe, Co, Ni, or Co-Ni metal
alloys on SiO2 or quartz substrates under high vac-
uum [3.105, 106], (iv) photolithographic patterning of
metal-containing photoresist polymer with the aid of
conventional black and white films as a mask [3.107]
and, electrochemical deposition at the bottom of the
pores in anodic aluminum oxide templates [3.103].

Depositing the catalyst nanoparticles onto a pre-
viously patterned substrate allows one to control the
frequency of local occurrence and the display of
the MWNT bunches formed. The as-produced ma-
terials mainly consist in arrayed, densely packed,
freestanding, aligned MWNTs (Fig. 3.17), which is quite

2 µm

Fig. 3.17 Example of a free-standing MWNT array ob-
tained from the pyrolysis of a gaseous carbon source over
catalyst nanoparticles previously deposited onto a patterned
substrate. Each square-base rod is a bunch of MWNTs
aligned perpendicular to the surface (from [3.97])
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a) b)

50µm
Low-temperature oven High-temperature oven

Fig. 3.18a–c Sketch of a double-furnace CCVD device for the organo-metallic/hydrocarbon co-pyrolysis process. In (a): subli-
mation of the precursor; in (b): decomposition of the precursor and MWNTs growth onto the substrate. (c) Example of the densely
packed and aligned MWNT material obtained (from [3.108])

suitable for field emission-based applications for in-
stance [3.97].

When a densely packed coating of vertically
aligned MWNTs is desired (Fig. 3.18b), another route
is the pyrolysis of hydrocarbons in the presence of
organometallic precursor molecules like ferrocene or
iron pentacarbonyl, operating in a dual furnace sys-
tem (Fig. 3.18a). The organo-metallic precursor (e.g.,
ferrocene) is first sublimed at low temperature in
the first furnace or is injected as a solution along
with the hydrocarbon feedstock, then the whole com-
ponents are pyrolyzed at higher temperature in the
second furnace [3.88, 108–111]. The parameters that
must be taken into account are the heating or feed-
ing rate of ferrocene, the flow rate of the vector gas
(Ar or N2) and of the gaseous hydrocarbon, and the
temperature of pyrolysis (650–1,050 ◦C). Generally
speaking, the co-deposition process using [Fe(CO)5]
as catalyst source implies its thermal decomposition
at elevated temperatures to produce atomic iron that

deposits on the substrates in the hot zone of the re-
actor. As the nanotube growth occurs simultaneously
with the introduction of [Fe(CO)5], the temperatures
chosen for the growth depend on the carbon feedstock
utilized, e.g., they can vary from 750 ◦C for acety-
lene to 1,100 ◦C for methane. Mixtures of [FeCp2]
and xylene or [FeCp2] and acetylene have also been
used successfully for the production of freestanding
MWNTs.

The nanotube yield and quality are directly linked
with the amount and size of the catalyst particles, and
since the planar substrates used do not exhibit high sur-
face area, the dispersion of the metal can be a key step
in the process. It has been observed that an etching pre-
treatment of the surface of the deposited catalyst thin
film with NH3 may be critical for an efficient growth of
nanotubes by bringing the appropriate metal particle size
distribution. It may also favor the alignment of MWNTs
and prevent the formation of amorphous carbon from
thermal cracking of acetylene [3.112].

3.3 Growth Mechanisms of Carbon Nanotubes

Growth mechanisms of carbon nanotubes are still
debated. But researchers have been impressively im-
aginative and have made a number of hypotheses. One
reason is that conditions allowing carbon nanofilaments
to grow are very diverse, which means that related grow-
ing mechanisms are many. For given conditions, the
truth is even probably a combination or a compromise
between some of the proposals. Another reason is that
phenomena are quite fast and difficult to observe in situ.
It is generally agreed, however, that growth should oc-
cur so that the number of dangling bonds is limited, for
energetic reasons.

3.3.1 Catalyst-Free Growth

As already mentioned, in addition to the templating tech-
nique which merely relates to chemical vapor infiltration
mechanism for pyrolytic carbon, the growth of c-MWNT
as a deposit onto the cathode in the electric-arc method
is a rare example of catalyst-free carbon nanofilament
growth. The driving forces are obviously related to the
electric field, i. e. related to charge transfers from an
electrode to the other via the particles contained in the
plasma. How the MWNT nucleus forms is not clear, but
once it has started, it may include the direct incorpora-
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tion of C2 species to the primary graphene structure as
it was formerly proposed for fullerenes [3.113]. This is
supported by recent C2 radical concentration measure-
ments that revealed an increasing concentration of C2
from the anode being consumed to the growing cath-
ode (Fig. 3.13), indicating, first, that C2 are secondary
species only, and second, that C2 species could actu-
ally participate actively in the growth mechanism of
c-MWNTs in the arc method.

3.3.2 Catalytically Activated Growth

Growth mechanisms involving catalysts are more
difficult to ascertain, since they are more diverse.
Although a more or less extensive contribution of
a VLS (Vapor-Liquid-Solid [3.114]) mechanism is
rather well admitted, it is quite difficult to find com-
prehensive and plausible explanations able to account
for both the various conditions used and the various
morphologies observed. What follows is an attempt to
provide overall explanations of most of the phenom-
ena, while remaining consistent with the experimental
data. We did not consider hypotheses for which there
are a lack of experimental evidence, such as the moving
nano-catalyst mechanism, which proposed that dangling
bonds from a growing SWNT may be temporarily sta-
bilized by a nano-sized catalyst located at the SWNT
tip [3.23], or the scooter mechanism, which proposed
that C dangling bonds are temporarily stabilized by
a single catalyst atom, moving all around the SWNT
cross section edge, allowing subsequent C atom addi-
tion [3.115].

From the various results, it appears that the most
important parameters are probably the thermodynamic
conditions (only temperature will be considered here),
the catalyst particle size, and the presence of a substrate.
Temperature is critical and basically corresponds to the
discrepancy between CCVD methods and solid-carbon-
source based method.

Low Temperature Conditions
Low temperature conditions are typical from CCVD
conditions, since nanotubes are frequently found to grow
far below 1,000 ◦C. If conditions are such that the cata-
lyst is a crystallized solid, the nanofilament is probably
formed according to a mechanism close to a VLS mech-
anism, in which three steps are defined: (i) adsorption
then decomposition of C-containing gaseous moieties
at the catalyst surface; (ii) dissolution then diffusion
of the C-species through the catalyst, thus forming
a solid solution; (iii) back precipitation of solid car-

bon as nanotube walls. The texture is then determined
by the orientation of the crystal faces relative to the fila-
ment axis (Fig. 3.19), as demonstrated beyond doubt by
transmission electron microscopy images such as that
in Rodriguez et al. [3.19]. This mechanism can there-
fore provide either c-MWNT, or h-MWNT, or platelet
nanofiber.

If conditions are such that the catalyst is a liquid
droplet, either because of higher temperature condi-
tions or because of lower temperature melting catalyst,
a mechanism similar to that above can still occur, real-
ly VLS (vapor = gaseous C species, liquid = molten
catalyst, S = graphenes), but there are obviously no
more crystal faces to orientate preferentially the re-
jected graphenes. Energy minimization requirements
will therefore tend to make them concentric and parallel
to the filament axis.

With large catalyst particles (or in the absence of
any substrate), the mechanisms above will generally fol-
low a “tip growth” scheme, i. e., the catalyst will move
forward while the rejected carbon form the nanotube
behind, whether there is a substrate or not. In that case,

a) b) c)

Fig. 3.19 Illustration of the relationships between the cat-
alyst crystal outer morphology and the subsequent carbon
nanofilament inner texture. Crystal are drawn from their
images in the projected plane perpendicular to the electron
beam in a transmission electron microscope, i. e. crystal
morphology in the out-of-plane dimension is not ascer-
tained (adapted from [3.19])
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Introduction to Carbon Nanotubes 3.3 Growth Mechanisms of Carbon Nanotubes 61

chances are high that one end is open. On the contrary,
when catalyst particles deposited onto a substrate are
small enough (nanoparticles) to be refrained to move
by the interaction forces with the substrate, the growth
mechanism will follow a “base growth” scheme, i. e.
the carbon nanofilament grows away from the substrate
leaving the catalyst nanoparticle attached to the substrate
(Fig. 3.20).

The bamboo texture that affects both the herringbone
and the concentric texture may reveal a specificity of the
dissolution-rejection mechanism, i. e. a periodic, discon-
tinuous dynamics of the phenomenon. Once the catalyst
has reached the saturation threshold regarding its content
in carbon, it expulses it quite suddenly. Then it becomes
again able to incorporate a given amount of carbon with-
out having any catalytic activity for a little while, then
over-saturation is reached again, etc. Factors controlling
such a behavior, however, are not determined.

It is then clear that, in any of the mechanisms above,
1 catalyst particle = 1 nanofilament. This explains why,
although making SWNT by CCVD methods is possible,
controlling the catalyst particle size is critical, since
it thereby controls the subsequent nanofilament to be
grown from it. Reaching a really narrow size distribu-
tion in CCVD is quite challenging, specifically as far
as nanosizes are concerned when growing SWNTs is
the goal. Only particles < 2 nm will be able to make
it (Fig. 3.20), since larger SWNTs would energetically
not be favored [3.10]. Another specificity of the CCVD
method and from the related growth mechanisms is that
the process can be effective all along the isothermal
zone of the reactor furnace since continuously fed with
a carbon-rich feedstock, which is generally in excess,
with a constant composition at a given time of flight of
the species. Coarsely, the longer the isothermal zone in
gaseous carbon excess conditions, the longer the nano-
tubes. This is why the nanotube lengths can be much
longer than that obtained by solid-carbon-source-based
methods.

Table 3.2 provides guidelines for the relationships
between the synthesis conditions and the type of nano-
tube formed.

High Temperature Conditions
High temperature conditions are typical from solid-
carbon-source based methods such as electric arc, laser
vaporization, or solar furnace (see Sect. 3.2). The huge
temperatures involved (several thousands ◦C) atomize
both the carbon source and the catalyst. Of course,
catalyst-based SWNTs do not form in the area of highest
temperatures (contrary to c-MWNT in the electric arc

SWNT

CH4

Fe2O3

CH4

Substrate

a) b) c) d)

e)

f)

g)

Scale bars=
10 nm

Fig. 3.20 High resolution transmission electron mi-
croscopy images of several SWNTs grown from iron-based
nanoparticles by CCVD method, showing that particle
sizes determine SWNT diameters in that case (adapted
from [3.116])

method), but the medium is made of atoms and radicals
all mixed, some of which are likely to condense into the
same droplet (since it will be liquid at the beginning). At
some distance from the atomization zone, the medium is
therefore made of carbon metal alloy droplets and of sec-
ondary carbon species that range from C2 to higher order
molecules such as corannulene which is made of a cen-
tral pentagon surrounded by 5 hexagons. (The preferred
formation of such a molecule can be explained by the
former association of carbon atoms into a pentagon, be-
cause it is the fastest way to limit dangling bonds at low
energetic cost, thereby providing a fixation site for other
carbon atoms (or C2) which also will tend to close into a
ring, again to limit dangling bonds. Since adjacent pen-
tagons are not energetically favoured, these cycles will
be hexagons. Such a molecule is thought to be a probable
precursor for fullerenes. Fullerenes are actually always
produced, even in conditions which produce SWNTs.)
The same event of saturation in C of the carbon-metal
alloy droplet occurs as described in Sect. 3.3.2, result-
ing in the precipitation of excess C outside the particle
upon the effect of the decreasing thermal gradient in the
reactor, which decreases the solubility threshold of C
in the metal [3.117]. Once the “inner” carbon atoms
reach the catalyst particle surface, they meet the “outer”
carbon species, including corannulene, that will con-
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Table 3.2 Guidelines indicating the relationships between possible carbon nanofilament morphologies and some basic synthesis
conditions

Increasing temperature . . . Substrate Thermal−−−−−−−−−−−−−−−−−−−−−−−→ gradient. . . and physical state of catalyst
Solid Liquid from Liquid from Yes No Low High

(crystallized) melting clusters

<∼ 3 nm SWNT SWNT ? base-
Catalyst growth
particle
size

>∼ 3 nm MWNT
(c,h,b)
platelet

nanofiber

c-MWNT SWNT
tip-

growth

tip-
growth

long
length

short
length

(heterogeneous homogeneous
Nanotube related to catalyst particle (independent)
diameter size) from particle

size)

Nanotube/particle one nanotube/particle several
SWNTs/particle

tribute to cap the merging nanotubes. Once formed and
capped, nanotubes can grow both from the inner carbon
atoms (Fig. 3.21a), according to the VLS mechanism
proposed by Saito et al. [3.117], and from the outer
carbon atoms, according the adatom mechanism pro-
posed by Bernholc et al. [3.118]. In the latter, carbon
atoms from the surrounding medium in the reactor are
attracted then stabilized by the carbon/catalyst interface
at the nanotube/catalyst surface contact, promoting their
subsequent incorporation at the tube base. The growth
mechanism therefore mainly follows the base growth
scheme. But once the nanotubes are capped, C2 species
still remaining in the medium and which meet the grow-
ing nanotubes far from the nanotube/catalyst interface,
may still incorporate the nanotubes from both the side

Vaporisation

M-C alloy

T°

External C supply

SWNT growth

T°

Internal C supply
(to nucleate SWNTs)
+ external C supply
(to close tips)

SWNT nucleation

a) b)

10 nm

Fig. 3.21 (a) Mechanism proposed for SWNT growth (see text). (b) Transmission electron microscopy image of SWNT
growing radial to a large Ni catalyst particle surface in the electric arc experiment. (modified from [3.17])

wall or the tip, thereby giving rise to some propor-
tion of Stone–Wales defects [3.40]. The occurrence of
a nanometer-thick surface layer of yttrium carbide (onto
the main Ni-containing catalyst core), whose some lat-
tice distances are commensurable with that of the C−C
distance in graphene, as recently revealed by Gavil-
let et al. [3.48], could possibly play a beneficial role
in the stabilization effect at the nanotube/catalyst inter-
face and explain why SWNT yield is enhanced by such
bimetallic alloys (as opposed to single metal catalysts).

A major difference with the low temperature mech-
anisms described for CCVD methods is that many
nanotubes are formed from a single, relatively large
(∼ 10–50 nm) catalyst particle (Fig. 3.21b), whose size
distribution is therefore not as critical as for the low
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temperature mechanisms (particles that are too large,
however, would induce polyaromatic shells instead of
nanotubes). That is why SWNT diameters are much
more homogeneous than for CCVD methods. Why the
most frequent diameter is ∼ 1.4 nm is again a matter
of energy balance. Single-wall nanotubes larger than
∼ 2.5 nm are not stable [3.10]. On the other hand, strain
to the C−C angles increases as the radius of curva-
ture decreases. Such diameter (1.4 nm) should therefore
correspond to the best energetic compromise. Another
difference with the low temperature mechanisms for
CCVD is that temperature gradients are huge, and the gas
phase composition surrounding the catalysts droplets is
also subjected to rapid changes (as opposed to what

could happen in a laminar flow of a gaseous feedstock
whose carbon source is in excess). This explains why
nanotubes from arc are generally shorter than nanotubes
from CCVD, and why mass production by CCVD should
be favored. In the latter, the catalytic role of the metal-
lic particle can be recurrent as long as the conditions
are maintained. In the former, surrounding conditions
change continuously, and the window for efficient catal-
ysis effect can be very narrow. Lowering temperature
gradients in solid carbon source-based SWNT producing
methods such as the electric-arc reactor should therefore
be a way to increase the SWNT yield and length [3.119].
Amazingly, this is in opposition to fullerene production
from arc.

3.4 Properties of Carbon Nanotubes

Carbon is a unique light atom that can form one-, two-,
or threefold strong chemical bonds. The planar threefold
configuration forms graphene planes that can, under cer-
tain growth conditions (see Sect. 3.3), adopt a tubular
geometry. Properties of the so-called carbon nanotubes
may change drastically depending on whether SWNTs
or MWNTs are considered (see Sect. 3.1).

3.4.1 Variability
of Carbon Nanotube Properties

Properties of MWNTs are generally not much differ-
ent from that of regular polyaromatic solids (which may
exhibit graphitic, or turbostratic, or intermediate crys-
tallographic structure), and variations are then mainly
driven by the textural type of the MWNTs consid-
ered (concentric, herringbone, bamboo) and the quality
of the nanotexture (see Sect. 3.1), both of which con-
trol the extent of anisotropy. Actually, for polyaromatic
solids, whose structural entities are built with stacked
graphenes, bond strength is quite different depending
on whether the in-plane direction is considered (which
includes only very strong – covalent – and therefore
very short – 0.142 nm bonds) or the direction perpen-
dicular to it (which includes only very weak – van der
Waals – and therefore very loose – ∼ 0.34 nm bonds).
Such heterogeneity is not found in single (isolated)
SWNTs. But the heterogeneity is back along with the
related consequences when SWNTs associate into bun-
dles. Therefore, properties – and applicability – for
SWNTs may also change dramatically depending on
whether single SWNT or SWNT ropes are involved.

In the following, we will emphasize SWNT prop-
erties, as far as their original structure often leads
to original properties with respect to that of regular
polyaromatic solids. But we will also sometimes cite
properties of MWNTs for comparison.

3.4.2 General Properties

SWNT-type carbon nanotube diameters fall in the
nanometer range and can be hundreds of micrometers
long. SWNTs are narrower in diameter than the thinnest
line able to be obtained by electron beam lithography.
SWNTs are stable up to 750 ◦C in air (but start be-
ing damaged earlier through oxidation mechanisms, as
demonstrated by their subsequent ability to be filled with
molecules, see Sect. 3.5) and up to ∼ 1,500–1,800 ◦C in
inert atmosphere beyond which they transform into reg-
ular, polyaromatic solids (i. e., phases built with stacked
graphenes instead of single graphenes) [3.120]. They
have half the mass density of aluminum. While the
length of SWNTs can be macroscopic, the diameter has
a molecular dimension. As a molecule, properties are
closely influenced by the way atoms are displayed along
the molecule direction. The physical and chemical be-
havior of SWNTs are therefore related to their unique
structural features [3.121].

3.4.3 SWNT Adsorption Properties

An interesting feature of SWNTs is their very high sur-
face area, the highest ever due to the fact that a single
graphene sheet is probably the unique example of a ma-
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terial energetically stable in normal conditions while
consisting of a single layer of atoms. Ideally, i. e. not
considering SWNTs in bundles but isolated SWNTs, and
provided the SWNTs have one end opened (by oxida-
tion treatment for instance), the real surface area can be
equal to that of a single, flat graphene, i. e. ∼ 2,700 m2/g
(accounting for both sides).

But practically, nanotubes – specifically SWNTs –
are more often associated with many other nanotubes to
form bundles, then fibers, films, papers, etc. than as a sin-
gle entity. Such architectures develop various porosity
ranges important for determining adsorption properties
(the latter aspects are also developed in Sect. 3.6.2, fo-
cused on applications). It is thus most appropriate to
discuss adsorption on SWNT-based materials in term of
adsorption on the outer or inner surfaces of such bundles.
Furthermore, theoretical calculations have predicted that
the molecule adsorption on the surface or inside of the
nanotube bundle is stronger than that on an individual
tube. A similar situation exists for MWNTs where ad-
sorption could occur either on or inside the tubes or
between aggregated MWNTs. Additionally, it has been
shown that the curvature of the graphene sheets consti-
tuting the nanotube walls can result in a lower heat for
adsorption with respect to that of a planar graphene (see
Sect. 3.1.1).

Accessible SWNT Surface Area
Various studies dealing with the adsorption of nitro-
gen on MWNTs [3.122, 123] and SWNTs [3.124] have
highlighted the porous nature of these two materials.
Pores in MWNTs can be divided mainly into inner hol-
low cavities of small diameter (narrowly distributed,
mainly 3–10 nm) and aggregated pores (widely dis-
tributed, 20–40 nm), formed by interaction of isolated
MWNTs. It is also worth noting that the ultra-strong
nitrogen capillarity in the aggregated pores contributes
to the major part of the total adsorption, showing that
the aggregated pores are much more important than
the inner cavities of the MWNTs for adsorption. Ad-
sorption of N2 has been studied on as-prepared and
acid-treated SWNTs, and the results obtained point out
the microporous nature of SWNT materials, as op-
posed to the mesoporous MWNT materials. Also, as
opposed to isolated SWNTs (see above), surface areas
well above 400 m2g−1 have been measured for SWNT-
bundle-containing materials, with internal surface areas
of 300 m2g−1 or higher.

The theoretical specific surface area of carbon nano-
tubes ranges over a broad scale, from 50 to 1,315 m2g−1

depending on the number of walls, the diameter, or the

number of nanotubes in a bundle of SWNTs [3.125].
Experimentally, the specific surface area of SWNTs is
often larger than that of MWNTs. Typically, the total
surface area of as-grown SWNTs ranges between 400
and 900 m2g−1 (micropore volume, 0.15–0.3 cm3g−1),
whereas values ranging between 200 and 400 m2g−1 for
as-produced MWNTs are often reported. In the case
of SWNTs, the diameter of the tubes and the num-
ber of tubes in the bundle will affect mainly the BET
value. It is worth noting that opening/closing of the
central canal noticeably contributes to the adsorption
properties of nanotubes. In the case of MWNTs, chem-
ical treatments such as KOH activation are efficient
to develop a microporosity, and surface areas as high
as 1,050 m2g−1 have been reported [3.126]. Thus it
appears that opening or cutting as well as chemical
treatments (purification step for example) of carbon
nanotubes can considerably affect their surface area and
pore structure.

Adsorption Sites and Binding Energy
of the Adsorbates

An important problem to solve when considering ad-
sorption on nanotubes is the identification of the
adsorption sites. Adsorption of gases in a SWNT bundle
can occur inside the tubes (pore), in the interstitial trian-
gular channels between the tubes, on the outer surface of
the bundle, or in a groove formed at the contact between
adjacent tubes on the outside of the bundle (Fig. 3.22).
Starting from closed-end SWNTs, simple molecules can
adsorb on the walls of the outer nanotubes of the bundle
and preferably on the external grooves. For the more
attractive sites, corresponding to the first adsorption
stages, it seems that adsorption or condensation in the
interstitial channel of SWNT bundles depends on the
size of the molecule (or on the SWNT diameters) and on
their interaction energies [3.127]. Then, adapted treat-
ments to open the tubes will favour the gas adsorption
(e.g., O2, N2 in the inner walls [3.128,129]). For hydro-

Inter-
stitial

Surface

Groove

Pore

Fig. 3.22 Sketch
of a SWNT bun-
dle illustrating
the four different
adsorption sites
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gen and other small molecules, computational methods
have shown that, for open SWNTs, the pore, intersti-
tial, and groove sites are energetically more favourable
than the surface site, with respect to the increasing num-
ber of carbon nanotubes interacting with the adsorbed
molecules [3.130].

For MWNTs, adsorption can occur in the aggre-
gated pores, inside the tube or on the external walls. In
the latter case, the presence of defects, as incomplete
graphene layers, has to be taken into consideration. Al-
though adsorption between the graphenes (intercalation)
has been proposed in the case of hydrogen adsorption
in h-MWNTs or platelet nanofibers [3.132], it is un-
likely for many molecules due to steric effect and should
not prevail for small molecules due to long diffusion
path.

Few studies deal with adsorption sites in MWNTs,
however it has been shown that butane adsorbs more
in the case of MWNTs with smaller outside diameters,
which is consistent with another statement that the strain
brought to curved graphene surfaces affects sorption.
Most of the butane adsorbs to the external surface of
the MWNTs while only a small fraction of the gas con-
densed in the pores [3.133]. Comparative adsorption of
krypton or of ethylene on MWNTs or on graphite has
allowed scientists to determine the dependence of the
adsorption and wetting properties on the specific mor-
phology of the nanotubes. Higher condensation pressure
and lower heat of adsorption were found on nanotubes
with respect to graphite [3.134]. These differences result
mainly from a decrease in the lateral interactions be-
tween the adsorbed molecules, related to the curvature
of the graphene sheets.

Table 3.3 Adsorption properties and sites of SWNTs and MWNTs. Letters in column 5 refer to Fig. 3.22. Data of two
last columns are from [3.131]

Type of Porosity Surface Binding energy Adsorption Attractive Surface
nanotube

(
cm3g−1) area of the adsorbate sites potential area(

m2/g
)

per site per site
(eV)

(
m2/g

)

Microporous Low, mainly Surface (A) 0.049 483
SWNT Vmicro: 400–900 physisorption Groove (B) 0.089 22

(bundle) 0.15–0.3 25–75 % > graphite Pore (C) 0.062 783
Interstitial (D) 0.119 45

Surface
MWNT Mesoporous 200–400 Physisorption Pore − −

Aggregated
pores

A limited number of theoretical as well as experi-
mental works exist on the values of the binding energies
for gases on carbon nanotubes. If most of these stud-
ies report low binding energies on SWNTs, consistent
with a physisorption, some experimental results, in par-
ticular in the case of hydrogen, are still controversial
(see Sect. 3.6.2). In the case of platelet nanofibers,
the initial dissociation of hydrogen on graphite edge
sites, which constitute the majority of the nanofiber
surface has been proposed [3.135]. For carbon nano-
tubes, a mechanism that involves H2 dissociation on
residual metal catalyst followed by H spillover and
adsorption on the most reactive nanotube sites could
be envisaged [3.136]. Doping nanotubes with alkali
may enhance hydrogen adsorption, due to the charge
transfer from the alkali metal to the nanotube, which
polarizes the H2 molecule and induces dipole interac-
tion [3.137].

Generally speaking, the adsorbates can be either
charge donors or acceptors to the nanotubes. The ob-
served trends in the binding energies of gases with
different van der Waals radii suggest that the groove
sites of SWNTs are the preferred low coverage adsorp-
tion sites due to their higher binding energies. Finally,
several studies have shown that, at low coverage, the
binding energy of the adsorbate on SWNT is between
25% and 75% higher than the binding energy on a single
graphene. This discrepancy can be attributed to an in-
crease of the effective coordination in the binding sites,
such as the groove sites, in SWNTs bundles [3.138,139].
Representative results concerning the adsorption prop-
erties of SWNTs and MWNTs are summarized on
Table 3.3.
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3.4.4 Transport Properties

The narrow diameter of SWNTs has a strong influence
on its electronic excitations due to its small size com-
pared to the characteristic length scale of low energy
electronic excitations. Combined with the particular
shape of the electronic band structure of graphene, car-
bon nanotubes are ideal quantum wires. The conduction
and the valence band of the graphene touch on the 6 cor-
ners (K points) of the Brillouin zone [3.140]. By rolling
the graphene to form a tube, new periodic boundary
conditions for the electronic wave functions superim-
pose, which give rise to one-dimensional sub-bands:
Cn K = 2q where q is an integer and Cn the vector
na1 +ma2 characteristic of the diameter and the helic-
ity of the tube (see Sect. 3.1). If one of these sub-bands
passes through one of the K points, the nanotube will be
metallic, otherwise it will be semiconductor with a gap
inversely proportional with the diameter. For a tube with
a diameter of 3 nm, the gap falls in the range of the
thermal energy at room temperature. As pointed out in
Sect. 3.1 already, knowing (n, m) then allows one to pre-
dict whether or not the tube exhibits a metallic behavior.
To summarize, we can say that the electronic structure
of SWNTs depends both on the orientation of the honey-
comb lattice with respect to the tube axis and the radius
of curvature imposed to the bent graphene sheet. This
explains why properties of MWNTs quickly become no
different from regular, polyaromatic solids as the num-
ber of walls (graphenes) increases, since the radius of
curvature increases meanwhile. In addition, the conduc-
tion occurs essentially through the external tube (for
c-MWNTs), but the interactions with the internal coaxial
tubes may make the electronic properties vary. For small
diameter MWNTs exhibiting a low number of walls, typ-
ically two (DWNTs), the relative lattice orientation of
the two superimposed graphenes remains determinant,
and the resulting overall electronic behavior can either
be metallic or semiconductor upon structural consid-
erations [3.141]. Another consequence, valid for any
nano-sized carbon nanotube whatever the number of
walls, is that applying stresses to the tube is also likely to
change its electronic behavior, as a consequence of the
variation brought to the position of the sub-bands with
respect to the K points of the Brillouin zone [3.142].

The details of electronic properties of SWNTs
are not well understood yet, and numerous theoretic-
al and experimental works have revealed fascinating
effects [3.143]. An assembly of agglomerated tubes
(ropes) increases the complexity. Moreover, investigat-
ing the electron properties of a single SWNT requires

one to characterize and control the properties of the
electrical contacts. Likewise, the interaction with the
substrate influence the bulk transport properties a lot
when SWNTs embedded in a medium (e.g., a compos-
ite) are considered. The conduction of charge carriers
in metallic SWNTs is thought to be ballistic (i. e.,
independent from length) due to the expected small
number of defects [3.144–146] with a predicted elec-
tric conductance twice the fundamental conductance
unit G0 = 4e/h because of the existence of two prop-
agating modes. Because of the reduced scattering,
metallic SWNTs can transport huge current densities
(max 109 A/cm2) without being damaged, i. e. about
three orders of magnitude higher than in Cu. On the
other hand, in a one-dimensional system, electrons of-
ten localize due to structural defects or disorder. In
case the contact resistance is too high, a tunnel bar-
rier is formed, and the charge transport is dominated
by tunneling effects. Several transport phenomena were
reported in the literature of this regime: weak local-
ization due to quantum interferences of the electronic
wave functions that leads to an increase of the resistiv-
ity [3.147–149], Coulomb blockade at low temperature
that characterizes by conductance oscillations as the gate
voltage increases [3.148], superconductivity induced
by superconductor contacts [3.150], or spin polariza-
tion effects induced by ferromagnetic contacts [3.151].
Furthermore, due to enhanced Coulomb interactions,
one-dimensional metals are expected to show drastic
changes in the density of states at the Fermi level and
are described by a Luttinger liquid [3.148]. This behav-
ior is expected to result in the variation of conductance
vs. temperature that follows a power law, with a zero
conductance at low temperature.

As mentioned previously, SWNTs are model
systems to study one-dimensional charge transport phe-
nomena. Due to the of mesoscopic dimension of the
morphology, the one-dimensional structure of the nano-
tube has strong singularities in the electronic density
of states (DOS) that fall in the energy range of vis-
ible light. As a consequence, visible light is strongly
absorbed. It has been observed that flash illumination
with a broadband light can lead to spontaneous burning
of a macroscopic sample of agglomerated (i. e., ropes)
carbon nanotubes in air and room temperature [3.152].

As a probable consequence of both the small number
of defects (at least the kind of defects that oppose phonon
transport) and the cylindrical topography, SWNTs ex-
hibit a large phonon mean free path, which results in
a high thermal conductivity. The thermal conductivity
of SWNTs is comparable to that of a single, isolated
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graphene layer or high purity diamond [3.153] or pos-
sibly higher (∼ 6,000 W/mK).

Finally, carbon nanotubes may also exhibit a posi-
tive or negative magneto-resistance depending on the
current, the temperature, and the field, whether they are
MWNTs [3.154] or SWNTs [3.149].

3.4.5 Mechanical Properties

While tubular nano-morphology is also observed for
many two-dimensional solids, carbon nanotubes are
unique through the particularly strong threefolded bond-
ing (sp2 hybridization of the atomic orbitals) of the
curved graphene sheet, which is stronger than in dia-
mond (sp3 hybridization) as revealed by their difference
in C−C bond length (0.142 vs. 0.154 nm for graphene
and diamond respectively). This makes carbon nano-
tubes – SWNTs or c-MWNTs – particularly stable
against deformations. The tensile strength of SWNTs
can be 20 times that of steel [3.155] and has actually been
measured equal to ∼ 45 GPa [3.156]. Very high tensile
strength values are also expected for ideal (defect-free)
c-MWNTs, since combining perfect tubes concentri-
cally is not supposed to be detrimental to the overall tube
strength, provided the tube ends are well capped (other-
wise, concentric tubes could glide relative to each other,
inducing high strain). Tensile strength values as high
as ∼ 150 GPa have actually been measured for perfect
MWNTs from electric arc [3.157], although the reason
for such a high value compared to that measured for
SWNTs is not clear. It probably reveals the difficulty in
carrying out such measurements in a reliable manner. At
least, flexural modulus, for perfect MWNTs should log-
ically exhibit higher values than SWNTs [3.155], with
a flexibility that decreases as the number of walls in-
creases. On the other hand, measurements performed on
defective MWNTs obtained from CCVD gave a range
of 3–30 GPa [3.158]. Tensile modulus, also, reaches the
highest values ever, 1 TPa for MWNTs [3.159], and pos-
sibly even higher for SWNTs, up to 1.3 TPa [3.160,161].
Figure 3.23 illustrates how spectacularly defect-free car-
bon nanotubes could revolutionize the current panel of
high performance fibrous materials.

3.4.6 Reactivity

The chemical reactivity of graphite, fullerenes, and car-
bon nanotubes exhibits some common features. Like
any small object, carbon nanotubes have a large sur-
face with which they can interact with their environment
(see Sect. 3.4.1). It is worth noting, however, that the
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Fig. 3.23 Plot of the tensile strength versus tensile modulus for cur-
rent fibrous materials, as compared to SWNTs. Large circles are
PAN-based carbon fibers, which include the highest tensile strength
fiber available on the market (T1000 from Torayca); Triangles are
pitch-based carbon fibers, which include the highest tensile modulus
fiber on the market (K1100 from Amoco)

chemistry of nanotubes chemistry differs from that of
regular polyaromatic carbon materials because of their
unique shape, small diameter, and structural proper-
ties. Compared to graphite, perfect SWNTs have no
chemically active dangling bonds (the reactivity of
polyaromatic solids is known to occur mainly through
graphene edges). Compared to fullerenes, the ratio of
“weak” sites (C−C bonds involved in heterocycles) over
strong sites (C−C bonds between regular hexagons) is
only slightly different from 0 for ideally perfect tubes
(as opposed to 1 in C60 fullerenes – C60 molecules
have 12 pentagons (therefore accounting for 5 × 12 = 30
C−C bonds) and 20 hexagons, each of them having
three C−C bonds not involved in an adjacent pentagon
but shared with a neighboring hexagon (therefore ac-
counting for 20 × 3 × 1/2 = 30 C−C bonds involved in
hexagons only). Although graphene faces are chemically
relatively inert, the radius of curvature imposed on the
graphene in nanotubes enforces the three formerly planar
C−C bonds characteristic of the genuine sp2 hybridiza-
tion to accept distortions in bond angles that make them
closer and closer to the situation of three of the four C−C
bonds in diamond (characteristic of the genuine sp3 hy-
bridization) as the radius of curvature decreases. Even
though it is not enough to bring a genuine chemical reac-
tivity to the carbon atoms, a consequence is to consider
that either nesting sites are created at the concave sur-
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face, or strong physisorption sites are created above each
carbon atom of the convex surface, both with a bond-
ing efficiency that increases as the nanotube diameter
decreases.

As already pointed out in Sect. 3.1, the chemical
reactivity of SWNTs (and c-MNWTs) is supposed to
come mainly from the caps, since they contain six
pentagons each, as opposed to the tube body, which
supposedly contains hexagons only. Indeed, oxidizing
treatments applied to carbon nanotubes (air oxidation,
wet-chemistry oxidation) are known to open the nano-
tube tips rather selectively [3.162]. But the ability of
SWNTs to be opened by oxidation methods then filled
with foreign molecules such as fullerenes (see Sect. 3.5)
reveals the occurrence of side defects [3.14], whose iden-
tification and occurrence were discussed then proposed
to be an average of one Stone–Wales defect every 5 nm
along the tube length, involving an amount of about

2% of the carbon atoms for the example of a reg-
ular (10,10) SWNT [3.163] – a Stone–Wales defect
is made of four adjacent heterocycles, two pentagons
and two heptagons, displayed by pairs in opposition.
Such a defect actually allows localized double bonds
to be formed between the carbon atoms involved in the
defect (instead of the electrons participating to the de-
localized electron cloud above the graphene as usual,
enhancing the chemical reactivity, e.g. toward chloro-
carbenes [3.163]). This means that the overall chemical
reactivity of carbon nanotubesshould strongly depend
on the way they are synthesized. For example, SWNTs
prepared by the arc-discharge method are supposed to
contain fewer structural defects compared to CCVD-
synthesized SWNTs, which have a higher chemical
reactivity. Of course, the reactivity of h-MWNT-type
nanotubes is intrinsically higher, due to the occurrence
of accessible graphene edges at the nanotube surface.

3.5 Carbon Nanotube-Based Nano-Objects

3.5.1 Hetero-Nanotubes

Hetero-nanotubes are defined here as carbon nanotubes
whose carbon atoms, part or all of them, are substi-
tuted with another element while the overall honeycomb
lattice-based graphene structure is maintained. Elements
involved are, therefore, boron and/or nitrogen. Benefits
can be new behaviors (e.g., BN nanotubes are electrical
insulators), improved properties (e.g., regarding the re-
sistance to oxidation), or better control of the properties.
One current challenge is actually to control the process-
ing so that the desired SWNT structure is selectively
synthesized (metallic or semiconductor). In this regard,
it was demonstrated that substituting some C atoms by
N or B atoms lead to SWNTs whose electrical behavior
is systematically metallic [3.164, 165].

Some examples of hetero-nanotubes, though mainly
MWNTs, are found in literature, whose hetero-atom
involved is generally nitrogen due to the ease of in-
troducing some gaseous or solid nitrogen and/or boron
containing species (e.g., N2, NH3, BN, HfB2) in existing
MWNT synthesis devices [3.164, 166] until complete
substitution of carbon [3.167, 168]. An amazing re-
sult of such attempts to synthesize hetero-MWNTs was
the subsequent formation of “multilayered” c-MWNTs,
i. e. MWNTs whose constituting coaxial tubes were
alternatively made of carbon graphenes and boron
nitride graphenes [3.169]. On the other hand, exam-

ples of hetero-SWNTs are few. But the synthesis of
B- or N-containing SWNTs has been recently re-
ported [3.165, 170].

3.5.2 Hybrid Carbon Nanotubes

Hybrid carbon nanotubes are here defined as carbon
nanotubes, SWNTs or MWNTs, whose inner cav-
ity has been filled, partially or entirely, by foreign
atoms, molecules, compounds, or crystals. Such hy-
brids are thereby noted as X@SWNT (or X@MWNT,
if appropriate, where X is the atom, molecule, etc.
involved) [3.171].

Motivation
Why filling carbon nanotubes? The very small inner cav-
ity of nanotubes is an amazing tool to prepare and study
the properties of confined nanostructures of any nature,
such as salts, metals, oxides, gases, or even discrete
molecules like C60, for example. Because of the almost
one-dimensional structure of carbon nanotubes (specif-
ically considering SWNTs), different physical and/or
chemical properties can be expected for the encapsulated
foreign materials or possibly for the overall hybrid ma-
terials. Indeed, when the volume available inside a car-
bon nanotube is small enough, the foreign material can
be made mainly of “surface atoms” of reduced coordi-
nence. The overall former motivation was then to tenta-
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tively form metal nanowires likely to be interesting for
electronic applications (quantum wires). Metals were the
preferred fillers, and nanotubes were mostly considered
merely as nano-molds, likely to be removed afterward.
But it is likely that the removal of the SWNT “container”
to liberate the confined one-dimensional structure may
destroy or at least transform it because of the stabilizing
effect brought by the interactions with the nanotube wall.

Filling nanotubes while they grow (in situ filling)
was one of the pioneering methods. In most cases,
however, the filling step is separated from the step of
synthesis of the nanotubes. Three methods can then
be distinguished: (a) wet chemistry procedures, and
physical procedures, involving (b) capillarity filling by
a molten material or (c) filling by a sublimated material.

Generally speaking, the estimation of the filling rate
is problematic and most of the time is taken merely
from the TEM observation, without any statistics on the
number of tubes observed. Moreover, as far as SWNTs
are concerned, the fact that the nanotubes are gathered
into bundles makes difficult the observation of the exact
number of filled tubes, as well as the estimation of the
filled length for each tube.

Filling carbon nanotubes with materials that could
not have been introduced directly is also possible. This
can be accomplished by first filling the nanotubes with
an appropriate precursor (i. e., able to sublime, or melt,
or solubilize) that will later be transformed by chemical
reaction or by a physical interaction such as electron
beam irradiation, for example [3.172]. In the case of
secondary chemical transformation, the reduction by H2
is the most frequently used to obtain nanotubes filled
with metals [3.173]. Sulfides can be obtained as well by
using H2S as reducing agent [3.173].

Because the inner diameter of SWNTs is generally
smaller than that of MWNTs, it is more difficult to fill
them, and the driving forces involved in the phenomena
are not yet totally understood (see the review paper by
[3.163]). Consequently, more than one hundred articles
dealing with filled MWNTs were already published by
the time this chapter was written. We, therefore, did
not attempt to review all the works. We chose to cite
the pioneering works, then to focus on the more recent
works dealing with the more challenging topic of filling
SWNTs.

In Situ Filling Method
Most of the first hybrid carbon nanotubes ever syn-
thesized were directly obtained in the course of their
processing. This concerns only MWNTs, prepared by
the arc-discharge method in its early hours, for which the

filling materials were easily introduced in the system by
drilling a central hole in the anode and filling it with the
heteroelements. First attempts were all reported the same
year [3.174–178], with elements such as Pb, Bi, YC2,
TiC, etc. Later on, Loiseau et al. [3.179] showed that
MWNTs could also be filled to several µm in length by
elements such as Se, Sb, S, and Ge, but only as nanopar-
ticles with elements such as Bi, B, Al and Te. Sulfur was
suggested to play an important role during the in situ for-
mation of filled MWNTs by arc-discharge [3.180]. This
technique is no longer the preferred one because of the
difficulty in controling the filling ratio and yield and in
achieving mass production.

Wet Chemistry Filling Method
The wet chemistry method requires the opening of the
nanotubes tips by chemical oxidation prior to the fill-
ing step. This is generally obtained by refluxing the
nanotubes in diluted nitric acid [3.181–183], although
other oxidizing liquid media may work as well, e.g.
[HCl+CrO3] [3.184] or chlorocarbenes formed from
the photolytic dissociation of CHCl3 [3.163] as a rare ex-
ample of a nonacidic liquid route for opening SWNTs. If
a dissolved form (salt, oxide, etc.) of the desired metal is
meanwhile introduced during the opening step, some of
it will get inside the nanotubes. An annealing treatment
(after washing and drying of the treated nanotubes) may
then lead to the oxide or to the metal, depending on the
annealing atmosphere [3.162]. Although the wet chem-
istry method looked promising because a wide variety of
materials can be introduced within nanotubes this way,
and because it operates at temperature not much differ-
ent from room temperature, attention has to be paid to
the oxidation method that has to be carried out as the first
steps. The damages brought to the nanotubes by severe
treatments (e.g., nitric acid) make them improper for
use with SWNTs. Moreover, the filling yield is not very
important, as a probable consequence of the presence
of the solvent molecules that also enter the tube cavity,
and the subsequent filled lengths rarely exceed 100 nm.
Recent results have been obtained, however, using wet
chemistry filling by Mittal et al. [3.184] who have filled
SWNTs ropes by CrO3 with an average yield of ∼ 20%.

Molten State Filling Method
The physical method involving a liquid (molten) phase
is more restrictive, first, because some materials may
start decomposing when they melt, and second because
the melting point has to be compatible with the nano-
tubes, i. e. thermal treatment temperature should remain
below the temperature of transformation or damaging
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of the nanotubes. Because the filling is occurring by
capillarity, the surface tension threshold of the molten
material was found to be 100–200 N/cm2 [3.185]. But
this threshold was proposed for MWNTs, whose inner
diameters (5–10 nm) are generally larger than those of
SWNTs (1–2 nm). In a typical filling experiment, the
MWNTs are closely mixed with the desired amount of
filler by gentle grinding, and the mixture is then vacuum-
sealed in a silica ampoule. The ampoule is then slowly
heated to a temperature above the melting point of the
filler, then is slowly cooled. The use of this method does
not require any opening of the nanotubes prior to the
heat treatment. The mechanism of nanotube opening is
not yet established clearly, but it is certainly related to
the chemical aggressivity of the molten materials toward
carbon and more precisely toward graphene defects in
the tube structure (see Sect. 3.4.4).

Most of the works on SWNTs involving this method
were performed by Sloan and coworkers at Oxford
University [3.187], although other groups followed the
same procedure [3.86, 181, 183]. Precursors to fill the
nanotubes were mainly metals halides. Although little
is known yet about the physical properties of halides
crystallized within carbon nanotubes, the crystallization
itself of molten salts within small diameter SWNTs has
been studied in detail, revealing a strong interaction be-
tween the one-dimensional crystals and the surrounding
graphene wall. For example, Sloan et al. [3.188] have
described two-layer 4 : 4 coordinated KI crystals formed
within SWNTs of around 1.4 nm diameter. These two-
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Fig. 3.24 HRTEM images and corresponding structural model for
PbI2 filled SWNTs (from [3.186])

layer crystals are “all surface” and have no “internal”
atoms. Significant lattice distortions occur compared to
the bulk structure of KI, where the normal coordinence
is 6 : 6 (meaning that each ion is surrounded by six iden-
tical closer neighbors). Indeed, the distance between two
ions across the SWNT capillary is 1.4 times the same
distance along the tube axis. This denotes an accommo-
dation of the KI crystal to the confined space provided
by the inner nanotube cavity in the constrained crys-
tal direction (across the tube axis). This implies that
the interactions between the ions and the surrounding
carbon atoms are strong. The volume dimension avail-
able within the nanotubes thus somehow controls the
crystal structure of inserted materials. For instance, the
structure and orientation of encapsulated PbI2 crystals
inside their capillaries were found to arrange in dif-
ferent ways inside SWNTs and DWNTs, with respect
to the diameter of the confining nanotubes [3.186]. In
the case of SWNTs, most of the obtained encapsulated
one-dimensional PbI2 crystals exhibit a strong preferred
orientation with their (110) planes aligning at an angle
of ca. 60◦ to the SWNT axes as shown in Fig. 3.24a
and 3.24b. Due to the extremely small diameter of
the nanotube capillaries, individual crystallites are of-
ten only a few polyhedral layers thick, as outlined in
Fig. 3.24d to 3.24h. As a result of lattice terminations
enforced by capillary confinement, the edging poly-
hedra must be of reduced coordination, as indicated
in Fig. 3.24g and 3.24h. In the case of PbI2 formed
inside DWNTs, similar crystal growth behavior was
generally observed to occur in narrow nanotubes with
diameters comparable to that of SWNTs. As the diam-
eter of the encapsulating capillaries increases, however,
different preferred orientations are frequently observed
(Fig. 3.25). In this example, the PbI2 crystal is oriented
with the [121] direction parallel to the direction of the
electron beam (Fig. 3.25a to 3.25d). If the PbI2@DWNT
hybrid is viewed “side-on” (as indicated by the arrow in
Fig. 3.25e) polyhedral slabs are seen to arrange along
the capillary, oriented at an angle of ca. 45◦ with respect
to the tubule axis.

Sublimation Filling Method
This method is even more restrictive than the previous
one, since it is applicable only to a very limited num-
ber of compounds due to the requirement for the filling
materials to sublimate within the temperature range of
thermal stability of the nanotubes. Examples are there-
fore few. Actually, except for an attempt to fill SWNTs
with ZrCl4 [3.189], the only example published so far is
the formation of C60@SWNT (whose popular nickname
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is “peapods”), reported for the first time in 1998 [3.190],
where regular ∼ 1.4 nm large SWNTs are filled with
C60 fullerene molecule chains (Fig. 3.26a). Of course,
the process requires a pre-opening of the SWNTs by
some method, as discussed previously, typically either
acid attack [3.191] or heat-treatment in air [3.192]. Then
the opened SWNTs are put into a sealed glass tube to-
gether with fullerene powder and placed into a furnace
heated above the sublimation temperature for fullerite
(>∼ 350 ◦C). Since there is no limitation related to
Laplace’s law or the presence of solvent since only
gaseous molecules are involved, filling efficiency may
actually reach ∼ 100% [3.192].

Remarkable behaviors have been revealed since
then, such as the ability of the C60 molecules to move
freely within the SWNT cavity (Fig. 3.26b and 3.26c)
upon random ionization effects from electron irradi-
ation [3.193], or to coalesce into 0.7 nm large inner
elongated capsules upon electron irradiation [3.194],
or into a 0.7 nm large nanotube upon subsequent ther-
mal treatment above 1,200 ◦C [3.193, 195]. Annealing
of C60@SWNT materials may thus appear as an effi-
cient way to produce DWNTs with nearly constant inner
(∼ 0.7 nm) and outer (∼ 1.4 nm) diameters. DWNTs
produced this way are actually the smallest MWNTs
synthesized so far.

Based on the successful synthesis of so-called
endofullerenes previously achieved [3.13], further
development of the process has recently led to
the synthesis of more complex nanotube-based hy-
brid materials such as La2@C80@SWNTs [3.196],
Gd@C82@SWNTs [3.197], or ErxSc3−xN@C80@
SWNT [3.198] among other examples. These provide
even more extended perspective regarding the poten-
tial applications of peapods, which are still being
investigated.

Finally the last example to cite is the successful at-
tempt to produce peapods by a related method, by using
accelerated fullerene ions (instead of neutral gaseous
molecules) to enforce the fullerenes to enter the SWNT
structure [3.199].

3.5.3 Functionalized Nanotubes

Based on the reactivity of carbon nanotubes as dis-
cussed in Sect. 3.4.6, the functionalization reactions can
be divided into two main groups. One is based on the
chemical oxidation of the nanotubes (tips, structural de-
fects) leading to carboxylic, carbonyl, and/or hydroxyl
functions. These functions are then used for additional
reactions, to attach oligomeric or polymeric functional
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Fig. 3.25 HRTEM images (experimental and simulations), and cor-
responding structural model for a PbI2 filled double-wall carbon
nanotube (from [3.186])

2 nm

a)

b)

c)

Fig. 3.26a–c HRTEM images of (a) example of five regular C60

molecules encapsulated together with two higher fullerenes (C120

and C180) as distorted capsules (on the right) within a regular
1.4 nm diameter SWNT. (a)–(c) Example of the diffusion of the C60-
molecules along the SWNT cavity. The time between each image
of the sequence is about 10 s. The fact that nothing occurs between
(a) and (b) reveals the randomness of the ionisation events generated
by the microscope electron beam and assumed to be responsible for
the molecule displacement

entities. The second group is based on direct addition to
the graphitic-like surface of the nanotubes (i. e. without
any intermediate step). Examples of the latter reactions
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include oxidation or fluorination (an important first step
for further functionalization with other organic groups).
Properties and applications of functionalized nanotubes
have been reviewed recently [3.200].

Oxidation of Carbon Nanotubes
Carbon nanotubes are often oxidized and therefore
opened before chemical functionalization to increase
their chemical reactivity (creation of dangling bonds).
Chemical oxidation of nanotubes is mainly achieved us-
ing either wet chemistry or gaseous oxidants such as
oxygen (typically air) or CO2. Depending on the syn-
thesis process, the oxidation resistance of the nanotubes
can vary. When oxidation is carried out through gas
phases, thermo-gravimetric analysis (TGA) is of great
use to determine at which temperature the treatment
should be applied. It is important to know that TGA ac-
curacy increases as the heating rate diminishes, while
the literature often provides TGA analyses obtained in
nonoptimized conditions, leading to overestimated oxi-
dation temperatures. The presence of catalyst remnants
(metals, more rarely oxides), the type of nanotubes
(SWNTs, c-MWNTs, h-MWNTs), and the oxidizing
agent (air, O2 is an inert gas, CO2, etc.) as well as
the flow rate used make difficult the comparison of
published results. It is generally agreed, however, that
amorphous carbon burns first, followed by SWNTs and
then multiwall materials (shells, MWNTs), even if TGA
is often unfortunately not able to clearly separate the
different oxidation steps. The more common method
used for nanotube oxidation is that of aqueous solutions
of oxidizing reagents. The main one is nitric acid, ei-
ther concentrated or diluted (around 3 moles per liter in
most cases), but oxidants such as potassium dichromate
(K2Cr2O7), hydrogen peroxide (H2O2), or potassium
permanganate (KMnO4) are very often used as well.
HCl, like HF, do not damage nanotubes because these
acids are not oxidizing.

Functionalization
of Oxidized Carbon Nanotubes

Carboxylic groups located at the nanotube tips can
be coupled with different chemical groups. Oxidized
nanotubes are usually reacted with thionyl chloride
(SOCl2) to generate the acyl chloride, even if a di-
rect reaction is theoretically possible with alcohols or
amines, for example. Reaction of SWNTs with octade-
cylamine (ODA) was reported by Chen et al. [3.201]
after reaction of oxidized SWNTs with SOCl2. The
functionalized SWNTs have substantial solubility in
chloroform (CHCl3), dichloromethane (CH2Cl2), aro-

matic solvents, and carbon bisulfide (CS2). Many other
reactions between functionalized nanotubes (after re-
action with SOCl2) and amines have been reported
in the literature and will not be reviewed here. Non-
covalent reactions between the carboxylic groups of
oxidized nanotubes and octadecylammonium ions are
possible [3.202], providing solubility in tetrahydrofuran
(THF) and CH2Cl2. Functionalization by glucosamine
using similar procedures [3.203] allowed the water sol-
ubilization of SWNTs, which is of special interest when
considering biological applications of functionalized
nanotubes. Functionalization with lipophilic and hy-
drophilic dendra (with long alkyl chains and oligomeric
poly(ethyleneglycol) groups) has been achieved by am-
ination and esterification reactions [3.204], leading to
solubility of the functionalized nanotubes in hexane,
chloroform, and water. It is interesting to note that in
the latter case, the functional groups could be removed
just by modifying the pH of the solution (base- and acid-
catalyzed hydrolysis reaction conditions, [3.205]). A last
example is the possible interconnection of nanotubes
via chemical functionalization. This has been recently
achieved by Chiu et al. [3.206] using the already de-
tailed acyl chloride way and a bifunctionalized amine to
link the nanotubes by the formation of amide bonds.

Sidewall Functionalization
of Carbon Nanotubes

The covalent functionalization of the nanotube walls
is possible by means of fluorination reactions. It was
first reported by Mickelson et al. [3.207], with F2 gas
(the nanotubes can then be defluorinated, if required,
with anhydrous hydrazine). As recently reviewed by
Khabashesku et al. [3.208], it is then possible to use these
fluorinated nanotubes to carry out subsequent derivati-
zation reactions. Thus, sidewall-alkylated nanotubes can
be prepared by nucleophilic substitution (Grignard syn-
thesis or reaction with alkyllithium precursors [3.209]).
These alkyl sidewall groups can be removed by air ox-
idation. Electrochemical addition of aryl radicals (from
the reduction of aryl diazonium salts) to nanotubes has
also been reported by Bahr et al. [3.210]. Functionaliza-
tion of the nanotube external wall by cycloaddition of
nitrenes, addition of nuclephilic carbenes, or addition of
radicals has been described by Holzinger et al. [3.211].
Electrophilic addition of dichlorocarbene to SWNTs oc-
curs by reaction with the deactivated double bonds in the
nanotube wall [3.212]. Silanization reactions are another
way to functionalize nanotubes, although only tested
with MWNTs. Velasco-Santos et al. [3.213] have re-
acted oxidized MWNTs with an organosilane (RsiR′
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with R being an organo-functional group attached to sil-
icon) and obtained organo-functional groups attached to
the nanotubes by silanol groups.

Noncovalent sidewall functionalization of nanotubes
is important because the covalent bonds are associated
with changes from sp2 to sp3 in the hybridization of
the carbon atoms involved, which corresponds to a loss
of the graphite-like character. As a consequence, phys-
ical properties of functionalized nanotubes, specifically
SWNTs, may be modified. One possibility for achiev-
ing noncovalent functionalization of nanotubes is to
wrap the nanotubes in a polymer [3.214], which al-
lows their solubilization (thus improving the processing
possibilities) while preserving their physical properties.

Finally, it is worth keeping in mind that all these
chemical reactions are not specific to nanotubes and may
occur to most of the carbonaceous impurities present in
the raw materials. This makes difficult the characteri-
zation of the functionalized samples and thus requires
one to perform the experiments starting with very pure
carbon nanotube samples, which is unfortunately not al-
ways the case for the results reported in the literature. On
the other hand, purifying the nanotubes to start with may
also bias the functionalization experiments since purifi-
cation requires chemical treatments. But the demand for
such products does exist already, and purified then fluo-
rinated SWNTs can be found on the market at $ 900/g
(Carbon Nanotechnologies Inc., 2003).

3.6 Applications of Carbon Nanotubes

Carbon nanotubes can be inert and can have a high as-
pect ratio, high tensile strength, low mass density, high
heat conductivity, large surface area, and versatile elec-
tronic behavior including high electron conductivity.
While these are the main characteristics of the prop-
erties for individual nanotubes, a large number of them
can form secondary structures such as ropes, fibers, pa-
pers, thin films with aligned tubes, etc., with their own
specific properties. The combination of these proper-
ties makes them ideal candidates for a large number of
applications provided their cost is sufficiently low. The
cost of carbon nanotubes depends strongly on both the
quality and the production process. High quality sin-
gle shell carbon nanotubes can cost 50–100 times more
than gold. But synthesis of carbon nanotubes is con-
stantly improving, and sale prizes fall by 50% per year.
Application of carbon nanotubes is therefore a very fast
moving area with new potential applications found every
year, even several times per year. Making an exhaustive
list is again a challenge we will not take. Below are
listed applications considered “current” (Sect. 3.6.1) ei-
ther because already marketed, or because up-scaling
synthesis is being processed, or because prototypes are
currently developed by profit-based companies. Other
applications are said to be “expected” (Sect. 3.6.2).

3.6.1 Current Applications

High mechanical strength of carbon nanotubes makes
them a near to ideal force sensor in scanning probe mi-
croscopy (SPM) with a higher durability and the ability
to image surfaces with a high lateral resolution, the latter

being a typical limitation of conventional force sensors
(ceramic tips). The idea was first proposed and experi-
mented by Dai et al. [3.77] using c-MWNTs. It was
extended to SWNTs by Hafner et al. [3.215], since small
diameters of SWNTs were supposed to bring higher res-
olution than MWNTs due to the extremely short radius
of curvature of the tube end. But commercial nanotube-
based tips (e.g., Piezomax, Middleton, WI, USA) use
MWNTs for processing convenience. It is also likely that
the flexural modulus of SWNTs is too low and therefore
induces artifacts affecting the lateral resolution when
scanning a rough surface. On the other hand, the flexu-
ral modulus of c-MWNTs is supposed to increase with
the number of walls, but the radius of curvature of the
tip meanwhile increases.

Near-Field Microscope Probes
SWNT or MWNT, such nanotube-based SPM tips also
offer the perspective of being functionalized, in the
prospect of making selective images based on chemical
discrimination by “chemical force microscopy” (CFM).
Chemical function imaging using functionalized nano-
tubes represents a huge step forward in CFM because
the tip can be functionalized very accurately (ideally at
the very nanotube tip only, where the reactivity is the
highest), increasing the spatial resolution. The interac-
tion between chemical species present at the end of the
nanotube tip and a surface containing chemical func-
tions can be recorded with great sensitivity, allowing the
chemical mapping of molecules [3.216, 217].

Today the cost of nanotube-based SPM tips is in the
range of $ 200/tip. Such a high cost is explained both
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1 µm

Regular
Si3N4 Tip
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Fig. 3.27 Scan-
ning electron
microscopy
image of
a carbon nano-
tube (MWNT)
mounted onto
a regular ceramic
tip as a probe
for atomic force
microscopy

by the processing difficulty, which ideally requires one
to grow or mount a single MWNT in the appropriate
direction at the tip of a regular SPM probe (Fig. 3.27),
and by the need to individually control the tip quality.
Such a market has been estimated at ∼ $ 20 M/year.

Field Emission-Based Devices
Based on a pioneering work by de Heer et al. [3.218],
carbon nanotubes have been demonstrated to be effi-
cient field emitters and are currently being incorporated
in several applications, including flat panel display for
television sets or computers (whose a first prototype
was exhibited by Samsung in 1999) or any devices re-
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MWNTs
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b) Top view

Fig. 3.28 (a) Principle of a field-emitter-based screen. (b) Scanning
electron microscope image of a nanotube-based emitter system (top
view). Round dots are MWNT tips seen through the holes corre-
sponding to the extraction grid. By courtesy of Legagneux (Thales
Research & Technology, Orsay, USA)

quiring an electron producing cathode, such as X-ray
sources. The principle of a field-emission-based screen
is demonstrated in Fig. 3.28a. Briefly, a potential differ-
ence is brought between emitting tips and an extraction
grid so that electrons are taking out from the tips and
sent onto an electron sensitive screen layer. Replacing
the glass support and protection of the screen by some
polymer-based material will even allow the develope
of flexible screens. As opposed to regular (metallic)
electron emitting tips, the structural perfection of car-
bon nanotubes allows higher electron emission stability,
higher mechanical resistance, and longer life time. First
of all, it allows energy savings since it needs lower (or
no) heating temperature of the tips and requires much
lower threshold voltage. As an illustration for the latter,
producing a current density of 1 mA/cm2 is possible for
a threshold voltage of 3 V/µm with nanotubes, while it
requires 20 V/µm for graphite powder and 100 V/µm
for regular Mo or Si tips. The subsequent reductions in
cost and energy consumption are estimated at 1/3 and
1/10 respectively. Generally speaking, the maximum
current density obtainable ranges between 106 A/cm2

and 108 A/cm2 depending on the nanotubes involved
(e.g., SWNT or MWNT, opened or capped, aligned or
not) [3.219–221]. Although nanotube side-walls seem
to emit as well as nanotube tips, many works have
dealt (and are still dealing) with growing nanotubes
perpendicular to the substrate surface as regular arrays
(Fig. 3.28b). Besides, using SWNTs instead of MWNTs
does not appear necessary for many of these applica-
tions when they are used as bunches. On the other hand,
when considering single, isolated nanotubes, SWNTs
are generally less preferable since they allow much lower
electron doses than do MWNTs, although they are likely
meanwhile to provide an even higher coherent source (an
useful feature for devices such as electron microscopes
or X-ray generators).

The market associated with this application is huge.
With such major companies involved as Motorola, NEC,
NKK, Samsung, Thales, Toshiba, etc., the first commer-
cial flat TV sets and computers using nanotube-based
screens are about to be seen in stores, and compa-
nies such as Oxford Instruments and Medirad are about
to commercialize miniature X-ray generators for med-
ical applications on the basis of nanotube-based cold
cathodes developed by Applied Nanotech Inc.

Chemical Sensors
The electrical conductance of semiconductor SWNTs
was recently demonstrated to be highly sensitive to the
change in the chemical composition of the surround-
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ing atmosphere at room temperature, due to the charges
transfer between the nanotubes and the molecules from
the gases adsorbed onto the SWNT surface. It has also
been shown that there is a linear dependence between
the concentration of the adsorbed gas and the difference
in electrical properties, and that the adsorption is re-
versible. First tries involved NO2 or NH3 [3.222] and
O2 [3.223]. SWNT-based chemical NO2 and NH3 sen-
sors are characterized by extremely short response time
(Fig. 3.29), thus being different from conventionally
used sensors [3.222,224]. High sensitivity toward water
or ammonia vapors has been measured on SWNT-SiO2
composite [3.225]. This study indicated the presence
of p-type SWNTs dispersed among the predominant
metallic SWNTs, and that chemisorption of gases on
the surface of the semiconductor SWNTs is responsible
for the sensing action. The determination of CO2 and O2
concentrations on SWNT-SiO2 composite has also been
reported [3.226]. By doping nanotubes with palladium
nanoparticles, Kong et al. [3.227] have also shown that
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Fig. 3.29a,b Demonstration of the ability of SWNTs in de-
tecting molecule traces in inert gases. (a) Increase in a single
SWNT conductance when 20 ppm of NO2 are added to an
argon gas flow. (b) Same with 1% NH3 added to the argon
gas flow (from [3.222])

the modified material could reveal the presence of hy-
drogen up to 400 ppm whereas the as-grown material
was totally ineffective.

Generally speaking, the sensitivity of the new
nanotube-based sensors is three orders of magnitude
higher than that of standard solid state devices. In addi-
tion, the interest in using nanotubes as opposed to current
sensors is the simplicity and the very small size of the
system in which they can be placed, the fact that they
can operate at room temperature, and their selectivity,
which allows a limited number of sensor device archi-
tectures to be built for a variety of industrial purposes,
while the current technology requires a large diversity
of devices based on mixed metal oxide, opto-mechanics,
catalytic beads, electrochemistry, etc. The market oppor-
tunity is expected to be $ 1.6 billion by 2006, including
both the biological area and the chemical industrial area.
Nanotube-based sensors are currently developed in both
large and small companies, such as Nanomix (USA), for
example.

Catalyst Support
Carbon materials are attractive supports in heteroge-
neous catalytic processes due to their ability to be
tailored to specific needs: indeed, activated carbons are
already currently employed as catalyst supports because
of their high surface area, their stability at high tem-
peratures (under not oxidizing atmosphere), and the
possibility of controlling both their porous structure
and the chemical nature of their surface [3.228, 229].
The attention has been brought to nano-sized fibrous
morphologies of carbon that appeared during the last
decade, showing novel interesting potentialities as sup-
ports [3.230]. Carbon nanofibers (also improperly called
graphite nanofibers) and carbon nanotubes have been
used successfully and shown to present, as catalyst-
supporting materials, properties superior to that of such
other regular catalyst-supports as activated carbon, soot,
or graphite [3.231]. The use of graphite nanofibers as
a direct catalyst for oxidative dehydrogenation has also
been reported [3.232].

The morphology and size of carbon nanotubes, es-
pecially since they do present huge lengths vs. diameters
(= aspect ratio), can play a significant role in catalytic
applications due to their ability to disperse catalytic-
ally active metal particles. Their electronic properties
are also of primary importance [3.233] since this con-
ductive support may be exerting electronic perturbation
as well as geometric constraint on the dispersed metal
particles. A recent comparison between the interaction
of transition metal atoms with carbon nanotube walls
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and that with graphite indicates major differences in
bonding sites, magnetic moments, and charge-transfer
direction [3.234]. Thus the possibility of strong metal-
support interaction has to be taken into account. Their
mechanical strength is also important and makes them
resistant to attrition in view of recycling. Their exter-
nal or internal surface presents strong hydrophobicity
and strong adsorption ability toward organic molecules.
Finally, for MWNT-based catalyst-supports, the rela-
tively high surface area and the absence of microporosity
(i. e., pores < 2 nm) associated with a high meso- and
macropore volume (see Sect. 3.4.3) result in signif-
icant improvements of the catalytic activity, in the
case of liquid-phase reactions when compared to cata-
lysts supported on activated carbon. With nanotube
supports, the mass transfer limitation of the reactants
to the active sites is actually prevented due to the
absence of microporosity, and the apparent contact
time of the products with the catalyst is diminished,
leading to more active and more selective catalytic
effects.

The most widely used technique to prepare carbon
nanotube-supported catalysts is the incipient wetness
impregnation, in which the purified support is im-
pregnated with a solution of the metal precursor, then
dried, calcinated and/or reduced in order to obtain metal
particles dispersed on the support. The chemical treat-
ment and/or the modification of the carbon nanotube
surface was found to be a useful tool to control its hy-
drophobic or hydrophilic character [3.236]. A strong
metal/support interaction can thus be expected from
the occurrence of functionalized groups created by the
oxidation of the support surface, resulting in smaller
particle sizes [3.237]. A more sophisticated technique
to achieve the grafting of metal particles onto carbon
nanotubes consists of functionalizing the outer surface
of the tubes and then performing a chemical reaction
with a metal complex, thus resulting in a good dispersion
of the metallic particles (Fig. 3.30) [3.235].

Selected examples of some carbon nanotube-based
catalysts together with the related preparation routes and
catalytic activities are listed in Table 3.4.

The market is huge for this application since it most
often concerns the “heavy” chemical industry. It implies
and requires mass production of low-cost nanotubes,
processed by methods other than solid-carbon-source-
based methods (see Sect. 3.2.1). Such an application also
requires some surface reactivity, making the h-MWNT
type nanotubes with a poor nanotexture (see Sect. 3.1.2)
the most suitable starting material for preparing such
catalyst supports. Catalysis-enhanced thermal cracking

50 nm

Fig. 3.30 Transmission electron microscopy image show-
ing rhodium nanoparticles supported on MWNT surface
(from [3.235])

of gaseous carbon precursors is therefore preferred, and
pilot plants are already being built by major chemical
industrial companies (e.g., Ato-Fina, France).

3.6.2 Expected Applications
Related to Adsorption

The adsorption and interaction of gases, liquids, or metal
with carbon nanotubes has attracted much attention in
the past several years. The applications resulting from
the adsorption properties of carbon nanotubes can be ar-
bitrarily divided into two groups. The first group is based
on the consequences of molecule adsorption on nano-
tube electronic properties, whose main application is the
chemical sensors (see Sect. 3.6.1). The second group in-
cludes gas storage, gas separation, or the use of carbon
nanotubes as adsorbent and results from the morpholog-
ical characteristics of carbon nanotubes (surface area,
aspect ratio, and so forth). Among the three latter po-
tential applications, the possibility of storing gases, and
more particularly hydrogen, on carbon nanotubes has
received most of the attention.
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Table 3.4 Preparation and catalytic performances of some nanotube-supported catalysts

Catalyst Preparation route Catalytic reaction Comments
Ru/MWNT+SWNT
[3.230]

Liquid phase impregnation,
no pretreatment of the tubes

Liquid phase cinnamalde-
hyde hydrogenation

Different kind of metal sup-
port interaction compared to
activated carbon

Pt/MWNT electrodes
[3.149]

Electrode-less plating with
pre-functionalization of
MWNT

Oxygen reduction for fuel
cells applications

High electrocatalytic
activity

Rh/MWNT [3.235] Surface mediated organo-
metallic synthesis, pre-func-
tionalization of MWNT

Liquid phase hydroformyla-
tion and hydrogenation

Higher activity of
Rh/MWNT compared to
Rh/activated carbon

Ru-alkali/MWNT
[3.238]

Liquid phase impregnation,
no pretreatment of the tubes

Ammonia synthesis, gas
phase reaction

Higher activity with MWNT
than with graphite

Rh-phosphine/MWNT
[3.239]

Liquid phase grafting from
[RhH(CO)(PPh3)3]

Liquid phase hydroformyla-
tion

Highly active and regiose-
lective catalyst

Gas Storage – Hydrogen
The development of lightweight and safe system for hy-
drogen storage is necessary for a wide use of highly
efficient H2-air fuel cells in transportation vehicles. The
U.S. Department of Energy Hydrogen Plan has set a stan-
dard by providing a commercially significant benchmark
for the amount of reversible hydrogen adsorption. This
benchmark requires a system-weight efficiency (the ra-
tio of H2 weight to system weight) of 6.5 wt% hydrogen
and a volumetric density of 63 kgH2/m3.

From now on, the failure to produce a practical
storage system for hydrogen has prevented hydrogen
from coming to the commercial forefront as a trans-
portation fuel. The ideal hydrogen storage system needs
to be light, compact, relatively inexpensive, safe, easy
to use, and reusable without the need for regeneration.
While research and development are continuing on such
technologies as liquid hydrogen systems, compressed
hydrogen systems, metal hydride systems, and super-
activated carbon systems, all have serious disadvantages.
For example, liquid hydrogen systems are very expen-
sive, primarily because the hydrogen must be cooled
to about −252 ◦C. For example, a liquid hydrogen sys-
tem will cost about four times more than an equivalent
amount of gasoline. Further, liquid hydrogen must be
kept cooled to prevent it from boiling away, even when
the vehicle is parked.

Compressed hydrogen is much cheaper than liquid
hydrogen but also much bulkier.

Metal hydride systems store hydrogen as a solid in
combination with other materials. For example, metal
hydrides are produced by bathing a metal, such as pal-
ladium or magnesium, in hydrogen. The metal splits the

dihydrogen gas molecules and binds the hydrogen atoms
to the metal until released by heating. The disadvantages
of a metal hydride system are its weight (typically about
eight times more than an equivalent amount of liquid
hydrogen or an equivalent amount of gasoline) and the
need to warm it up to release the hydrogen.

Superactivated carbon is the basis of another system
for storing hydrogen that initially showed commercial
potential. Superactivated carbon is a material similar to
the highly porous activated carbon used in water filters
but can gently hold hydrogen molecules by physisorp-
tion at sub-zero temperatures. The colder the carbon, the
less heat is needed to disturb the weak forces holding
the carbon and hydrogen together. Again, a major disad-
vantage of such a system is that preventing the hydrogen
from escaping requires it to constantly remain at very
low temperatures, even when the vehicle is parked.

Consequently there still remains a great need for
a material that can store hydrogen and is light, compact,
relatively inexpensive, safe, easy to use, and reusable
without regeneration. Recently some articles or patents
concerning the very high, reversible adsorption of hy-
drogen in carbon nanotubes or platelet nanofibers have
aroused tremendous interest in the research community,
stimulating much experimental and theoretical works.
Most of the works on hydrogen adsorption on carbon
nanotubes have been recently reviewed [3.240–243].

A group from Northeastern University [3.132, 244]
was the first to report the supposedly successful hydro-
gen storage in carbon layered nanostructures possessing
some crystallinity. The authors claimed that, in platelet
nanofibers (3–50 nm in width), hydrogen can be stored
up to 75 wt%, meaning a C/H ratio of 1/9. Complete
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hydrogen desorption occurs only at very high tempera-
ture. The same authors have recently pointed out the
dramatic role of the treatment that has to be applied to
the carbon nanofibers prior to H2 adsorption [3.244].
This thermal treatment, though simple (1,000 ◦C in an
inert gas), is a critical procedure in order to remove
chemisorbed gases from the edge and step regions of
the carbon structures. Failure to achieve this condi-
tion results in a dramatic decrease in the hydrogen
adsorption performance of the materials. In this work,
the authors have performed the experiments at room
temperature, and 100 bar of H2, hydrogen uptake be-
tween 20 and 40 wt% were recorded. The authors have
also demonstrated by XRD measurements that structural
perturbation of the material was produced following
hydrogen treatment, and that it was manifested by an ex-
pansion of the graphitic interplane distance (from 0.34
before H2 adsorption to 0.347 after H2 uptake).

Hydrogen adsorption and desorption measurements
on nanofibers similar to that used by Rodriguez
et al. [3.19] were also performed by Ahn et al. [3.245].
The authors have measured a hydrogen uptake of
2.4 wt%. In fact, in their study, none of the graphite
nanofiber material tested has indicated hydrogen stor-
age abilities that exceed the values already reported for
activated carbons.

Adsorption of H2 on platelet nanofibers was com-
puted by Monte Carlo simulations [3.246]. The graphene
spacing was optimized to maximize the weight fraction
of H2 adsorbed. Given the results of their calcula-
tions, the authors concluded that no physically realistic
graphite-hydrogen potential can account for the tremen-
dous adsorption ability reported by the group from Penn
State.

Rzepka et al. [3.247] have also used theoretical
Monte Carlo calculation to calculate the amount of phys-
ically adsorbed hydrogen molecules in carbon slit pores
of dimensions similar to that used by the Penn State
group (i. e., 0.34 nm as the interplanar distance between
graphenes in the nanofibers). They reached the conclu-
sion that no hydrogen can be adsorbed at all. Even if
the interplanar distance is assumed to expand during
the adsorption process, the maximum calculated adsorp-
tion is 1 wt% for d = 0.7 nm. These authors concluded
that the Penn State experimental results could not be
attributed to some “abnormal capillary condensation ef-
fect” as initially claimed. Since then, nobody has been
able to duplicate it experimentally.

Meanwhile, hydrogen storage experiments were also
attempted on SWNTs. The first work was reported by
Dillon et al. [3.248] who used temperature-programmed

desorption measurements. A major drawback of their
experimental procedure was that they used only 1 mg of
unpurified soot containing 0.1% of SWNTs. They at-
tributed the reversible hydrogen capacity of 0.01 wt%
observed to the SWNTs only, therefore leading to a pre-
sumable capacity of 5–10 wt% for a pure nanotubes
sample. TPD experiments shown H2 desorption between
−170 and +100 ◦C. Despite the weakness of the demon-
stration, the paper, which was published not much before
that of Chambers et al. [3.132], has induced a worldwide
excitement for the field.

Hydrogen adsorption measurements were also per-
formed on SWNT samples of high purity [3.249]. At
−193 ◦C, 160 bar of H2 were admitted and the hydro-
gen adsorption was found to exceed 8 wt%. In this case,
the authors proposed that hydrogen is first adsorbed on
the outer surfaces of the crystalline material. But no data
concerning H2 desorption are given.

In recent reports, Dresselhaus and coworkers [3.240,
250] reported hydrogen storage in SWNTs (1.85 nm
of average diameter) at room temperature. A hydrogen
storage capacity of 4.2 wt% was achieved reproducibly
under 100 bar for a SWNT-containing material of about
0.5 g that was previously soaked in hydrochloric acid and
then heat-treated (500 ◦C) in vacuum. The purity of the
sample was estimated from TGA and TEM observations
to be about 50 to 60%. Moreover, 78% of the adsorbed
hydrogen could be released under ambient pressure
at room temperature, while the release of the residual
stored hydrogen required some heating at 200 ◦C.

A valuable input to the topic was brought by
Hirscher et al. [3.251], who demonstrated that several
of the supposedly successful experiments regarding the
storage of H2 in SWNTs were actually misled by the
hydrogen storage capacity of Ti nanoparticles originat-
ing from the sonoprobe frequently used at one step or
another of the procedure, specifically when the SWNT
material is previously purified.

Density functional theory (DFT) was used [3.252]
to estimate H2 adsorption in SWNTs. From their calcu-
lations, within the regime of operating conditions where
adsorptive storage seems attractive, the storage proper-
ties of H2 in a SWNT system appear to fall far short
of the DOE target. In their model, rolling graphite into
a cylindrical sheet does not significantly alter the nature
of the carbon–H2 interaction, in contradiction with the
latest calculations, which indicate that the possibilities
of physisorption increase as the radius of curvature of
SWNTs decreases [3.253].

More recently, however, Lee et al. [3.254, 255] have
also used DFT calculations to search for hydrogen ad-
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sorption sites and predict maximum storage capacity in
SWNTs. They have found two chemisorption sites, at
the exterior and the interior of the tube wall. Thus they
predict a maximum hydrogen storage capacity that can
exceed 14 wt% (160 kgH2/m3). The authors have also
considered H2 adsorption in multiwall carbon nanotubes
and have predicted lower storage capacities for the latter.

Calculations are constrained, however, by the start-
ing hypotheses. While considering the same (10,10)
SWNT, although calculations based on DFT predict
a 14.3% storage [3.254], calculations based on a geomet-
rical model predict 3.3% [3.240], and calculations based
on quantum mechanical molecular dynamics model pre-
dict 0.47% [3.256].

In conclusion, neither the experimental results, ob-
viously biased by some problem in the procedures, nor
theoretical results are yet able to demonstrate that an ef-
ficient storage of H2 is achievable for carbon nanotubes,
whatever the type. But the definitive failure statement
cannot yet be claimed. Further efforts have to be made
to enhance H2 adsorption of these materials, in par-
ticular (i) by adjusting the surface properties that can
be modified by chemical or mechanical treatments, and
(ii) by adjusting the material structure (pore size and
curvature). Whether the best carbon material will then
be nanotube-based is another story.

Gas Storage – Gases Other than Hydrogen
Encouraged by the potential applications related to hy-
drogen adsorption, several research groups have tried
to use carbon nanotubes as a stocking and transporting
mean for other gases such as: oxygen, nitrogen, noble
gases (argon and xenon), and hydrocarbons (methane,
ethane, and ethylene). These studies have shown that
carbon nanotubes could become the world’s smallest
gas cylinders combining low weight, easy transporta-
bility, and safe use with acceptable adsorbed quantities.
Thanks to their nano-sizes, nanotubes might also be used
in medicine where physically confining special gases
(like 133Xe for instance) prior to injection would be
extremely useful.

Kusnetzova et al. [3.257] have conducted experi-
ments with xenon and found that a very significant
enhancement (280 times more, up to a molar ratio
N

Xe
/N

C
= 0.045) can be achieved by opening the

SWNT bundles by thermal activation at 800 ◦C. With
this treatment the gas can be adsorbed inside the nano-
tubes and the rates of adsorption are also increased.

The possibility of storing argon in carbon nano-
tubes has been studied with encouraging results by
Gadd et al. [3.258]: their experiments show that large

amounts of argon can be trapped into catalytically grown
MWNTs (20–150 nm) by hot isostatic pressing (HIP-
ing) for 48 hours at 650 ◦C under an argon pressure of
1,700 bar. Energy dispersive X-ray spectroscopy was
used to determine that the gas was located inside the
tubes and not on their walls. Further studies determined
the argon pressure inside the tubes at room temperature.
The authors estimated this feature to be around 600 bars,
indicating that the equilibrium pressure was attained in
the tubes during the HIP-ing and that MWNTs would be
a convenient material for storing that gas.

Gas Separation
As SWNTs or MWNTs have regular geometries that
can, to some extent, be controllable, they could be
used to develop precise separation tools. If the sorption
mechanisms are known, it should be possible to control
sorption of various gases through combinations of tem-
perature, pressure, and nanotube morphology. Since the
large-scale production of nanotubes is now constantly
progressing and may result in low costs, accurate sepa-
ration methods based on carbon nanotubes have started
to be investigated.

A theoretical study has aimed to determine the ef-
fect of different factors such as the diameter of the tubes,
the density and the type of the gas used on the flow
of molecules inside the nanotubes. An atomistic simu-
lation with methane, ethane, and ethylene [3.259] has
shown that the molecule mobility decreases with the de-
crease of the diameter of the tube for each of the three
gases. Ethane and ethylene have a smaller mobility due
to the stronger interaction they seem to have with the
nanotube walls. In another theoretical study on the pos-
sibility of hydrocarbon mixture separation on SWNT
bundles, the authors conclude on the possibility of us-
ing carbon nanotubes to separate methane/n-butane and
methane/isobutene mixtures [3.260], with an efficiency
that increases as the average tube diameter decreases.
An experimental work was also performed by the same
group on the sorption of butane on MWNTs [3.133].

Simulation by grand canonical Monte Carlo for sep-
aration of hydrogen and carbon monoxide by adsorption
on SWNT has also been reported [3.261]. In most of the
situations studied, SWNTs are found to adsorb more CO
than H2, and an excellent separation effect could prob-
ably be obtained, again, by varying the SWNT average
diameter.

Adsorbents
Carbon nanotubes were recently found to be able to
adsorb some toxic gases such as dioxins [3.262], fluo-
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ride [3.263], lead [3.264], or alcohols [3.265] better than
the materials used so far, such as activated carbon. These
pioneering works opened a new field of applications as
cleaning filters for many industrial processes having haz-
ardous by-products. Adsorption of dioxins, which are
very common and persistent carcinogenic by-products
of many industrial processes, is a good example of the
interest of nanotubes in this field. Ecological conscious-
ness has imposed emission limits on dioxin-generating
sources in many countries, but finding materials that
can act as effective filters, even at extremely low con-
centrations, is a big issue. Long et al. [3.262] have
found that nanotubes can attract and trap more dioxins
than activated carbons or other polyaromatic materials
that are currently used as filters. This improvement is
probably due to the stronger interaction forces that ex-
ist between dioxin molecules and the nanotube curved
surfaces compared to those for flat graphene sheets.

The adsorption capacity of Al2O3/MWNT for fluo-
ride from water has been reported to be 13.5 times that
of activated carbon and 4 times that of Al2O3 [3.263].
The same group has also reported an adsorption capacity
of lead from water by MWNTs higher than that by ac-
tivated carbon [3.264]. The possibility to using graphite
nanofibers to purify water from alcohols has also been
explored [3.265]. These experimental results suggest
that carbon nanotubes may be promising adsorbents for
the removal of polluting agents from water.

Bio-Sensors
Attaching molecules of biological interest to carbon
nanotubes is an ideal way to realize nanometer-sized
biosensors. Indeed, the electrical conductivity of such
functionalized nanotubes would depend on modifica-
tions of the interaction of the probe with the studied
media, because of chemical changes or as result of their
interaction with target species. The science of attaching
biomolecules to nanotubes is rather recent and was in-
spired by similar research in the fullerene area. Some
results have already been patented, and what was look-
ing like a dream a couple of years ago may become
reality in the near future. The use of the internal cavity
of nanotubes for drug delivery would be another amaz-
ing application, but little work has been carried out so far
to investigate the harmfulness of nanotubes in the human
body. MWNTs have been used by Mattson et al. [3.266]
as a substrate for neuronal growth. They have compared
the activity of untreated MWNTs with that of MWNTs
coated with a bioactive molecule (4-hydroxynonenal)
and observed that on these latter functionalized nano-
tubes, neurons elaborated multiple neurites. This is an

important result illustrating the feasibility of using nano-
tubes as substrate for nerve cell growth.

Davis et al. [3.267] have immobilized different
proteins (metallothionein, cytochrome c and c3, β-lac-
tamase I) in MWNTs and checked that these molecules
were still catalytically active compared to the nonimmo-
bilized ones. They have shown that confining a protein
within a nanotube provides some protection toward the
external environment. Protein immobilization via non-
covalent sidewall functionalization was proposed by
Chen et al. [3.268] by using a bifunctional molecule
(1-pyrenebutanoic acid, succinimidyl ester). This mol-
ecule is maintained to the nanotube wall by the pyrenyl
group, and amine groups or biological molecules can
react with the ester function to form amid bonds. This
method was also used to immobilize ferritin and strepta-
vidin onto SWNTs. It has the main advantage of not
modifying the SWNT wall and keeping unperturbed
the sp2 structure, maintaining the physical properties
of the nanotubes. Shim et al. [3.269] have functionalized
SWNTs with biotin and observed specific binding with
streptavidin, illustrating biomolecular recognition possi-
bilities. Dwyer et al. [3.270] have functionalized SWNTs
by covalently coupling DNA strands to them using
EDC(1-ethyl-3-(3-dimethylaminopropyl) carbodiimide
hydrochloride) but did not test biomolecular recog-
nition; other proteins such as bovine serum albumin
(BSA) [3.271] have been attached to nanotubes us-
ing the same process (diimide-activated amidation with
EDC) and most of the attached proteins remained bioac-
tive. Instead of working with individual nanotubes (or
more likely nanotube bundles in the case of SWNTs),
Nguyen et al. [3.272] have functionalized nanotubes
arrayed with a nucleic acid, still using EDC as the
coupling agent, in order to facilitate the realization of
biosensors based on protein-functionalized nanotubes.
Recently Azamian et al. [3.273] have immobilized a se-
ries of biomolecules (cytochrome c, ferritin, and glucose
oxydase) on SWNTs and observed that the use of EDC
was not always necessary, indicating that the binding
was predominantly noncovalent. In the case of glucose
oxydase, they have tested the catalytic activity of func-
tionalized nanotubes immobilized on a glassy carbon
electrode and observed a tenfold greater catalytic re-
sponse compared to that in the absence of modified
SWNTs.

Functionalization of nanotubes with biomolecules is
still in its infancy, and their use as biosensors may lead
to practical applications earlier than expected. For ex-
ample, functionalized nanotubes can be used as AFM
tips (see Sect. 3.6.1) allowing to perform “chemical
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force microscopy” (CFM), allowing single-molecule
measurements. Even in the case of nonfunctionalized
CNT-based tips, important improvements have been ob-
tained for the characterization of biomolecules (see the
review by [3.215]).

Composites
Because of their exceptional morphological, electric-
al, thermal, and mechanical characteristics, carbon
nanotubes are particularly promising materials as rein-
forcement in composite materials with metal, ceramic,
or polymer matrix. Key basic issues include the good
dispersion of the nanotubes, the control of the nanotube/
matrix bonding, the densification of bulk composites
and thin films, and the possibility of aligning the nano-
tubes. In addition, the nanotube type (SWNT, c-MWNT,
h-MWNT, etc.) and origin (arc, laser, CCVD, etc.) is
also an important variable since determining the struc-
tural perfection, surface reactivity, and aspect ratio of
the reinforcement.

Considering the major breakthrough that carbon
nanotubes are expected to make in the field, the fol-
lowing will give an overview of the current work on
metal-, ceramic- and polymer-matrix composites rein-
forced with nanotubes. We will not consider nanotubes
merely coated with another material will not be consid-
ered here. We discussed filled nanotubes in Sect. 3.5.2.
Applications involving the incorporation of nanotubes
to materials for purposes other than structural will be
mentioned in Sect. 3.6.2.

Metal Matrix Composites
Nanotube-metal matrix composites are still rarely stud-
ied. The materials are generally prepared by standard
powder metallurgy techniques, but the dispersion of
the nanotubes is not optimal. Thermal stability and
electrical and mechanical properties of the compos-
ites are investigated. The room temperature electrical
resistivity of hot-pressed CCVD MWNTs-Al compos-
ites increases slightly by increasing the MWNT volume
fraction [3.274]. The tensile strength and elongation
of nonpurified arc-discharge MWNT-Al composites are
only slightly affected by annealing at 873 K in con-
trast to that of pure Al [3.275]. The Young’s modulus
of nonpurified arc-discharge MWNTs-Ti composites is
about 1.7 times that of pure Ti [3.276]. The formation
of TiC, probably resulting from the reaction between
amorphous carbon and the matrix, was observed, but the
MWNTs themselves were not damaged. An increase of
the Vickers hardness by a factor 5.5 over that of pure
Ti was associated with the suppression of coarsening

of the Ti grains, the TiC formation, and the addition
of MWNTs with an extremely high Young’s modu-
lus. CCVD MWNTs-Cu composites [3.277] also show
a higher hardness and a lower friction coefficient and
wear loss. A deformation of 50–60 % of the composites
was observed. A MWNTs-metallic glass Fe82P18 com-
posite [3.278] with a good dispersion of the MWNTS
was prepared by the rapid solidification technique.

Ceramic Matrix Composites
Carbon nanotube-containing ceramic-matrix compos-
ites are a bit more frequently studied, most efforts
made to obtain tougher ceramics [3.279]. Compos-
ites can be processed following the regular processing
route, in which the nanotubes are usually mechanically
mixed with the matrix (or a matrix precursor) then
densified using hot-pressing sintering of the slurry or
powders. Zhan et al. [3.280] ball-milled SWNT bundles
(from the HiPCo technique) and nanometric alumina
powders, producing a fairly homogeneous dispersion,
supposedly without damaging the SWNTs. On the other
hand, interesting results were obtained using the spark
plasma sintering (SPS) technique, which was able to
prepare fully dense composites without damage to the
SWNTs [3.281]. Other original composite processing
include sol-gel route, by which bulk and thin film com-
posites were prepared [3.282], and in situ SWNT growth
in ceramic foams, using procedures closely related to
that described in Sect. 3.2.2 [3.283].

Ma et al. [3.284] prepared MWNT-SiC composites
by hot-pressing mixtures of CCVD MWNTs and nano-
SiC powders. They claimed that the presence of the
MWNTs provides an increase of about 10% of both the
bending strength and fracture toughness, but the dis-
persion of the MWNTs looks poor. Several detailed
studies [3.82, 285–288] have dealt with the prepara-
tion of nanotube-Fe-Al2O3, nanotube-Co-MgO, and
nanotube-Fe/Co-MgAl2O4 composites by hot-pressing
of the corresponding composite powders. The nanotubes
were grown in situ in the starting powders by a CCVD
method [3.73, 80, 289–293] and thus are very homoge-
neously dispersed between the metal-oxide grains, in
a way that could be impossible to achieve by mechanic-
al mixing. The nanotubes (mostly SWNTs and DWNTs)
gather in long, branched bundles smaller than 50 nm in
diameter, which appear to be very flexible. Depending
on the matrix and hot-pressing temperature, a fraction of
the nanotubes seems to be destroyed during hot-pressing
in a primary vacuum. The increase of the quantity of
nanotubes (ca. 2–12 wt%) leads to a refinement of the
microstructure but also to a strong decrease in rela-
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tive density (70–93 %). Probably because of this, the
fracture strength and the toughness of the nanotube-
containing composites are generally lower than those
of the nanotube-free metal-oxide composites and only
marginally higher than those of the corresponding cer-
amics. SEM observations revealed both the trapping of
some of the nanotubes within the matrix grains or at
grain boundaries and a relatively good wetting in the
case of alumina. Most nanotubes are cut near the frac-
ture surface after some pull-out and could contribute to
a mechanical reinforcement.

Siegel et al. [3.294] claimed that the fracture
toughness of 10 vol.% MWNTs-alumina hot-pressed
composites is increased by 24% (to 4.2 MPa m1/2)
over that of pure alumina. But the density and grain
size are not reported, so it is difficult to consider this
result as an evidence for the beneficial role of the
MWNTs themselves. A confirmation could be found
in the work by Sun et al. [3.281] who developed a col-
loidal route to coat the nanotubes with alumina particles
prior to another mixing step with alumina particles then
densification by SPS. A very large gain in fracture tough-
ness (calculated from Vickers indentation) is reported
(from 3.7 MPa m1/2 for pure Al2O3 to 4.9 MPa m1/2

for an addition of 0.1 wt% of SWNT nanotubes, and to
9.7 MPa m1/2 for an addition of 10 wt%). But it is pos-
sible that the beneficial input of the nanotubes is due to
the previous coating of the nanotubes before sintering,
resulting in an improved bonding with the matrix.

Bulk properties other than mechanical are also worth
being investigated. Interestingly, the presence of well
dispersed nanotubes confers an electrical conductivity
to the otherwise insulating ceramic-matrix composites.
The percolation threshold is very low – in the range
0.2–0.6 wt% of carbon – due to the very high as-
pect ratio of nanotubes. Varying the nanotube quantity
in the starting powders allows the electrical conduc-
tivity to be controlled in the range 0.01–10 S cm−1.
Moreover, the extrusion at high temperatures in vac-
uum allows the nanotubes to be aligned in the matrix,
thus inducing an anisotropy in the electrical conductiv-
ity [3.295]. One of the early works involved MWNTs
in a superconducting Bi2Sr2CaCu2O8+δ matrix [3.296].
The application of SWNTs for thermal management in
partially stabilized zirconia [3.297] and of MWNTs-
lanthanum cobaltate composites for application as an
oxygen electrode in zinc/air [3.298] were reported more
recently. The friction coefficient was also shown to
increase and the wear loss to decrease upon the in-
crease in nanotube volume fraction in carbon/carbon
composites [3.299].

The latter is one of the few examples in which car-
bon has been considered as a matrix. Another one is the
work reported by Andrews et al. [3.300], who introduced
5 wt% of SWNTs into a pitch material before spinning
the whole as a SWNT-reinforced pitch-fiber. Subsequent
carbonization transformed it into a SWNT-reinforced
carbon fiber. Due to the contribution of the SWNTs,
which were aligned by the spinning stresses, the re-
sulting gain in tensile strength, modulus, and electrical
conductivity with respect to the nonreinforced carbon
fiber was claimed to be 90, 150, and 340%, respectively.

Polymer Matrix Composites
Nanotube-polymer composites, first reported by
Ajayan et al. [3.301] are now intensively studied, notably
epoxy- and polymethylmethacrylate (PMMA)-matrix
composites. Regarding the mechanical characteristics,
the three key issues affecting the performance of a fiber-
polymer composite are the strength and toughness of the
fibrous reinforcement, its orientation, and a good interfa-
cial bonding crucial for the load transfer to occur [3.302].
The ability of the polymer to form large-diameter helices
around individual nanotubes favors the formation of
a strong bond with the matrix [3.302]. Isolated SWNTs
may be more desirable than MWNTs or bundles for
dispersion in a matrix because of the weak frictional
interactions between layers of MWNTs and between
SWNTs in bundles [3.302]. The main mechanisms of
load transfer are micromechanical interlocking, chem-
ical bonding, and van der Waals bonding between the
nanotubes and the matrix. A high interfacial shear stress
between the fiber and the matrix will transfer the ap-
plied load to the fiber over a short distance [3.303].
SWNTs longer than 10–100 µm would be needed for
significant load-bearing ability in the case of non-
bonded SWNT-matrix interactions, whereas the critical
length for SWNTs cross-linked to the matrix is only
1 µm [3.304]. Defects are likely to limit the working
length of SWNTs [3.305], however.

The load transfer to MWNTs dispersed in an epoxy
resin was much higher in compression than in ten-
sion [3.303]. It was proposed that all the walls of the
MWNTs are stressed in compression, whereas only the
outer walls are stressed in tension because all the in-
ner tubes are sliding within the outer. Mechanical tests
performed on 5 wt% SWNT-epoxy composites [3.306]
showed that SWNTs bundles were pulled out of the ma-
trix during the deformation of the material. The influence
of the nanotube/matrix interfacial interaction was evi-
denced by Gong et al. [3.307]. It was also reported that
coating regular carbon fiber with MWNTs prior to their
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dispersion into an epoxy matrix improves the interfacial
load transfer, possibly by local stiffening of the matrix
near interface [3.308].

As for ceramic matrix composites, the electrical
characteristics of SWNT- and MWNT-epoxy compos-
ites are described with the percolation theory. Very
low percolation threshold (below 1 wt%) is often re-
ported [3.309–311]. Industrial epoxy loaded with 1 wt%
unpurified CCVD-prepared SWNTs showed an increase
in thermal conductivity of 70% and 125% at 40 K and at
room temperature, respectively [3.309]. Also, the Vick-
ers hardness rose with the SWNT loading up to a factor
of 3.5 at 2 wt%. Thus both the thermal and mechanical
properties of such composites are improved without the
need to chemically functionalize the SWNTs.

Likewise, the conductivity of laser-prepared SWNT-
PMMA composites increases with the load in SWNTs
(1–8 wt% SWNTs) [3.302]. Thermogravimetric analy-
sis shows that, compared to pure PMMA, the thermal
degradation of PMMA films occurs at a slightly higher
temperature when 26 wt% MWNTs are added [3.312].
Improving the wetting between the MWNTs and the
PMMA by coating the MWNTs with poly(vinylidene
fluoride) prior to melt-blending with PMMA resulted
in an increased storage modulus [3.313]. The impact
strength in aligned SWNT-PMMA composites was sig-
nificantly increased with only 0.1 wt% of SWNTs,
possibly because of a weak interfacial adhesion, and/or
of the high flexibility of the SWNTs, and/or the pullout
and sliding effects of individual SWNTs within bun-
dles [3.314]. The transport properties of arc-discharge
SWNTs-PMMA composite films (10 µm thick) were
studied in great detail [3.315, 316]. The electrical con-
ductivity increases by nine orders of magnitude from
0.1 to 8 wt% SWNTs. The room temperature conductiv-
ity is again well described with the standard percolation
theory, confirming the good dispersion of the SWNTs in
the matrix.

Polymer composites with other matrices include
CCVD-prepared MWNT-polyvinyl alcohol [3.317],
arc-prepared MWNT-polyhydroxyaminoether [3.318],
arc-prepared MWNT-polyurethane acrylate [3.319,
320], SWNT-polyurethane acrylate [3.321], SWNT-
polycarbonate [3.322], MWNT-polyaniline [3.323],
MWNT-polystyrene [3.324], SWNT-polyethylene
[3.325], CCVD-prepared MWNT-polyacrylonitrile.
[3.326], MWNT-oxotitanium phthalocyanine [3.327],
arc-prepared MWNT-poly(3-octylthiophene) [3.328],
SWNT-poly(3-octylthiophene) [3.329], and CCVD
MWNTs-poly(3-hexylthiophene) [3.330]. These works
deal mainly with films 100–200 micrometer thick and

aim to study the glass transition of the polymer,
mechanical, and electrical characteristics as well as
photoconductivity.

A great deal of work is also devoted to nano-
-tube-polymer composites for applications as ma-
terials for molecular optoelectronics, using pri-
marily poly(m-phenylenevinylene-co-2,5-dioctoxy-p-
phenylenevinylene) (PmPV) as the matrix. This
conjugated polymer tends to coil, forming a helical
structure. The electrical conductivity of the composite
films (4–36 wt% MWNTs) is increased by eight orders
of magnitude compared to that of PmPV [3.331]. Using
the MWNT-PmPV composites as the electron-transport-
layer in light-emitting diodes results in a significant
increase in brightness [3.332]. The SWNTs act as a hole-
trapping material blocking the holes in the composites,
this being probably induced through long-range inter-
actions within the matrix [3.333]. Similar investigations
were carried out on arc-discharge SWNTs-polyethylene
dioxythiophene (PEDOT) composite layers [3.334] and
MWNTs-polyphenylenevinylene composites [3.335].

To conclude, two critical issues have to be considered
for the application of nanotubes as reinforcement for
advanced composites. One is to chose between SWNTs
and MWNTs. The former seem more beneficial for the
purpose of mechanical strengthening, provided they are
isolated or arranged into cohesive yarns so that the load
is able to be conveniently transferred from a SWNT to
another. Unfortunately, despite recent advances [3.336–
339], this is still a technical challenge. The other issue
is to tailor the nanotube/matrix interface with respect to
the matrix. This is a current topic for many laboratories
involved in the field.

Multifunctional Materials
One of the major benefits expected from incorporating
carbon nanotubes in other solid or liquid materials is
bringing some electrical conductivity to them while not
affecting the other properties or behaviors of these ma-
terials. As already mentioned in the previous section, the
percolation threshold is reached at very low load with
nanotubes. Tailoring the electrical conductivity of a bulk
material is then achievable by adjusting the nanotube
volume fraction in the formerly insulating material while
not making this fraction too large anyway. As demon-
strated by Maruyama [3.3], there are three regimes of
interest regarding the electrical conductivity: (i) electro-
static discharge, e.g., to prevent fire or explosion hazard
in combustible environments or perturbations in elec-
tronics, which requires electrical resistivity less than
1012 Ω cm; (ii) electrostatic painting, which requires
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the material to be painted to be electrical conductive
enough (electrical resistivity below 106 Ω cm) to prevent
the charged paint droplets to be repelled; (iii) electro-
magnetic interference shielding, which is achieved for
electrical resistivity lower than 10 Ω cm.

Materials are often asked to be multifunctional, e.g.
having both high electrical conductivity and high tough-
ness, or high thermal conductivity and high thermal
stability, etc. The association of several materials, each
of them bringing one of the desired features, there-
fore generally meets this need. Exceptional features and
properties of carbon nanotubes make them likely to be
a perfect multifunctional material in many cases. For
instance, materials for satellites are often required to
be electrical conductive, mechanically self-supporting,
able to transport the excess heat away, sometimes be pro-

Table 3.5 Applications for nanotube-based multifunctional materials (from [3.3]), by courtesy of B. Maruyama (WPAFB, Dayton,
Ohio)
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Low Volume fraction
(fillers)

Elastomers Tires × × ×

Thermo Chip package × ×
Plastics Electronics/

Housing
× × × ×

Thermosets Epoxy products × × × × × ×
Composites × ×

High Volume Fraction
Structural
composites

Space/aircraft
components

× ×

High Radiators × × ×
conduction Heat exchangers × × × ×
composites EMI shield × ×

a For electrostatic painting, to mitigate lightning strikes on aircraft, etc.
b To increase service temperature rating of product
c To reduce operating temperatures of electronic packages
d Reduces warping
e Reduces microcracking damage in composites

tected against electromagnetic interferences, etc., while
exhibiting minimal weight and volume. All these proper-
ties should be possible with a single nanotube-containing
composite material instead of complex multi-materials
combining layers of polymers, aluminum, copper, etc.
Table 3.5 provides an overview of various fields in which
nanotube-based multifunctional materials should find an
application.

Nano-Electronics
As reported in Sects. 3.1.1 and 3.4.4, SWNT nanotubes
can be either metallic (with an electrical conductivity
higher than that of copper), or semiconductor. This has
inspired the design of several components for nano-
electronics. First, metallic SWNTs can be used as
mere ballistic conductors. Moreover, as early as 1995,
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realizing a rectifying diode by joining one metallic
SWNT to one semiconductor SWNT (hetero-junction)
was proposed by Lambin et al. [3.340], then later by
Chico et al. [3.341] and Yao et al. [3.342]. Also, field-
effect transistors (FET) can be built by the attachment of
a semiconductor SWNT across two electrodes (source
and drain) deposited on an insulating substrate that
serves as a gate electrode [3.343, 344]. Recently the-
association of two such SWNT-based FETs has made
a voltage inverter [3.345].

All the latter developments are fascinating and
provide promising perspectives for nanotube-based elec-
tronics. But progress is obviously needed before making
SWNT-based integrated circuits on a routine basis.
A key point is the need to be able to prepare se-
lectively either metallic or semiconductor nanotubes.
Although a way has been proposed to destroy selec-
tively metallic SWNTs from bundles of undifferentiated
SWNTs [3.347], the method is not scalable and selec-
tive synthesis would be preferable. Also, defect-free
nanotubes are required. Generally speaking, it relates
to another major challenge, which is to be able to
fabricate at industrial scale integrated circuits includ-
ing nanometer-size components that only sophisticated
imaging methods (AFM) are able to visualize.

Nano-Tools, Nano-Devices, Nano-Systems
Due to the ability of graphene to expand slightly when
electrically charged, nanotubes have been found to act
conveniently as actuators. Kim et al. [3.346] demon-
strated it by designing “nano”-tweezers able to grab,
manipulate, release nano-objects (the “nano”-bead hav-
ing been handled for the demonstration was actually

+
–

Deposit independent
metal coatings

Attach
carbonnanotubes

Fig. 3.31 Sketch explaining how the first nano-tweezers
were designed. First is a glass micropipette (dark cone,
top). Then two Au coatings (in grey, middle) are deposited
so that they are not in contact. Then a voltage is applied to
the electrodes (from [3.346])

closer to micrometer than nanometer), and measure their
electrical properties. This was made possible quite sim-
ply by depositing two non-interconnected gold coatings
onto a pulled glass micropipette (Fig. 3.31), then attach-
ing two MWNTs (or two SWNT-bundles) ∼ 20–50 nm
in diameter to each of the gold electrodes. Applying
a voltage (0–8.5 V) between the two electrodes then
makes the tube tips to open and close reversibly in
a controlled manner.

A similar experiment, again rather simple, was pro-
posed by Baughman et al. the same year (1999) [3.348],
consisting in mounting two SWNT-based paper strips
(“bucky-paper”) on both sides of an insulating double-
side tape. The two bucky-paper strips were previously
loaded with Na+ and Cl−, respectively. When 1 V was
applied between the two paper strips, both expand, but
the strip loaded with Na+ expands a bit more, forcing
the whole system to bend. Though performed in a liquid
environment, such a behavior has inspired the authors to
predict a future for their system as “artificial muscles.”

Another example of amazing nano-tools is the nano-
thermometer proposed by Gao et al. [3.349]. A single
MWNT was used, in that case, partially filled with li-
quid gallium. Upon the effect of temperature variations
in the range 50–500 ◦C, the gallium goes up and down
reversibly within the nanotube cavity at reproducible
level with respect to the values of the temperature
applied.

Of course, nano-tools such as nano-tweezers or
nano-thermometers will hardly reach a commercial de-
velopment so to justify industrial investments. But such
experiments are more than amazing laboratory curiosi-
ties. They definitely demonstrate the ability of carbon
nanotubes as parts for future nano-devices, including
nanomechanics-based systems.

Supercapacitors
Supercapacitors include two electrodes immersed in an
electrolyte (e.g., 6 M KOH), separated by an insulat-
ing ion-permeable membrane. Charging the capacitors
is achieved by applying a potential between the two
electrodes, making the cations and the anions mov-
ing toward the electrode oppositely charged. Suitable
electrodes should exhibit a high electrical conductiv-
ity and a high surface area since the capacitance is
proportional to it. Actually, the surface area should
originate mainly from the appropriate combination of
mesopores (to allow the electrolyte components to cir-
culate well, which is related to the charging speed) and
micropores (whose walls are the surface of attraction
and fixation sites for the ions). Based on early works by
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Niu et al. [3.350], such a combination was found to be
reached with the specific architecture offered by packed
and entangled h-MWNTs with a poor nanotexture (see
Sect. 3.1.2). But, activation pre-treatments are neces-
sary. For instance, a capacitor made from nanotubes
with surface area = 220 m2/g exhibited a capacitance
of 20 F/g, which increased up to 100 F/g after an ac-
tivation treatment was applied to the nanotubes so that
their surface area reaches 880 m2/g [3.126]. Alterna-
tively, again due to their specific architecture induced
by their huge aspect ratio, nanotubes can also be used as
supports for conductive polymer coatings, e.g., polypyr-
role or polyaniline [3.351], which otherwise would make

a too dense phase (i. e. not allowing an easy circulation
and penetration of ions). Supercapacitors built from such
composites can overcome more than 2,000 charging cy-
cles, with current density as high as 350 mA/g [3.352].
Capacitors including nanotubes already have capaci-
tance as high as 180–200 F/g, i. e. equivalent to that
obtained with electrodes built from regular carbon ma-
terials, with the advantage of faster charging [3.126].
Current works will certainly lead to further optimiza-
tion of both the nanotube material architecture and
the nanotube-supported conductive polymers, giving
reasonable perspectives for the commercial use of nano-
tubes as components for supercapacitors.
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Nanowires4. Nanowires

Nanowires are especially attractive for nanoscience
studies as well as for nanotechnology applications.
Nanowires, compared to other low dimensional
systems, have two quantum confined directions
while still leaving one unconfined direction for
electrical conduction. This allows them to be
used in applications which require electrical
conduction, rather than tunneling transport.
Because of their unique density of electronic
states, nanowires in the limit of small diameters
are expected to exhibit significantly different
optical, electrical, and magnetic properties from
their bulk 3-D crystalline counterparts. Increased
surface area, very high density of electronic states
and joint density of states near the energies of
their van Hove singularities, enhanced exciton
binding energy, diameter-dependent bandgap,
and increased surface scattering for electrons
and phonons are just some of the ways in which
nanowires differ from their corresponding bulk
materials. Yet the sizes of nanowires are typically
large enough (> 1 nm in the quantum confined
direction) to have local crystal structures closely
related to their parent materials, thereby allowing
theoretical predictions about their properties to
be made on the basis of an extensive literature
relevant to their bulk properties.

Not only do nanowires exhibit many properties
that are similar to, and others that are distinctly
different from those of their bulk counterparts,
nanowires have the advantage from an applica-
tions standpoint in that some of the materials
parameters critical for certain properties can be
independently controlled in nanowires but not
in their bulk counterparts. Certain properties can
also be enhanced nonlinearly in small diameter
nanowires by exploiting the singular aspects of
the 1-D electronic density of states. Furthermore,
nanowires have been shown to provide a promis-
ing framework for applying the “bottom-up”
approach [4.1] for the design of nanostructures for
nanoscience investigations and for potential
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nanotechnology applications. Driven by: (1) these
new research and development opportunities,
(2) the smaller and smaller length scales now being
used in the semiconductor, opto-electronics, and
magnetics industries, and (3) the dramatic
development of the biotechnology industry where
the action is also at the nanoscale, the nanowire
research field has developed with exceptional
speed in the last few years. A review of the
current status of nanowire research is therefore
of significant broad interest at the present
time. This review aims to focus on nanowire
properties that differ from those of their parent
crystalline bulk materials, with an eye toward
possible applications that might emerge from the
unique properties of nanowires and from future
discoveries in this field.
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For quick reference, examples of typical nanowires
that have been synthesized and studied are listed in
Table 4.1. Also of use to the reader are review ar-
ticles that focus on a comparison between nanowire

and nanotube properties [4.2] and the many reviews
that have been written about carbon nanotubes [4.3–5],
which can be considered as a model one-dimensional
system.

4.1 Synthesis

In this section we survey the most common synthetic
approaches that have successfully afforded high quality
nanowires of a large variety of materials (see Table 4.1).
In Sect. 4.1.1, we discuss methods that make use of vari-
ous templates with nanochannels to confine the nanowire
growth to two dimensions. In Sect. 4.1.2, we present the
synthesis of nanowires by the vapor-liquid-solid mech-
anism and its many variations. In Sect. 4.1.3, we present
examples of other synthetic methods of general applica-
bility. The last part of this section (Sect. 4.1.4) features
several approaches that have been developed to organize
nanowires into simple architectures.

4.1.1 Template-Assisted Synthesis

The template-assisted synthesis of nanowires is a con-
ceptually simple and intuitive way to fabricate nano-
structures [4.7–10]. These templates contain very small
cylindrical pores or voids within the host material, and
the empty spaces are filled with the chosen material,
which adopts the pore morphology, to form nanowires.
In this section, we describe the templates first and then
describe strategies for filling them to make nanowires.

Template Synthesis
In template-assisted synthesis of nanostructures, the
chemical stability and mechanical properties of the tem-
plate, as well as the diameter, uniformity, and density of
the pores are important characteristics to consider. Tem-
plates frequently used for nanowire synthesis include

1 µm100 nm

a) b)

Fig. 4.1 (a) SEM images of the top
surfaces of porous anodic alumina
templates anodized with an average
pore diameter of 44 nm [4.6]. (b) SEM
image of the particle track-etched
polycarbonate membrane, with a pore
diameter of 1 µm [4.7]

anodic alumina (Al2O3), nano-channel glass, ion track-
etched polymers, and mica films.

Porous anodic alumina templates are produced by
anodizing pure Al films in various acids [4.11–13].
Under carefully chosen anodization conditions, the re-
sulting oxide film possesses a regular hexagonal array
of parallel and nearly cylindrical channels, as shown
in Fig. 4.1a. The self-organization of the pore structure
in an anodic alumina template involves two coupled
processes: pore formation with uniform diameters and
pore ordering. The pores form with uniform diameters
because of a delicate balance between electric-field-
enhanced diffusion, which determines the growth rate
of the alumina, and dissolution of the alumina into
the acidic electrolyte [4.12]. The pores are believed to
self-order because of mechanical stress at the aluminum-
alumina interface due to volume expansion during the
anodization. This stress produces a repulsive force be-
tween the pores, causing them to arrange in a hexagonal
lattice [4.14]. Depending on the anodization condi-
tions, the pore diameter can be systematically varied
from < 10 nm up to 200 nm with a pore density in the
range of 109 –1011 pores/cm2 [4.11, 12, 15, 16]. Many
groups have shown that the pore size distribution and
the pore ordering of the anodic alumina templates can be
significantly improved by a two-step anodization tech-
nique [4.6, 17, 18] in which the aluminum oxide layer
is dissolved after the first anodization in an acidic solu-
tion followed by a second anodization under the same
conditions.
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Material Growth Technique Reference

Ag DNA-template, redox [4.23]
template, pulsed ECDa [4.24]

Au template, ECDa [4.25, 26]

Bi stress-induced [4.27]
template, vapor-phase [4.28]
template, ECDa [4.29], [4.30], [4.31]
template, pressure-injection [4.32], [4.16, 33]

Bi2Te3 template, dc ECDa [4.34]

CdS liquid-phase (surfactant), recrystallization [4.35]
template, ac ECDa [4.36], [4.37]

CdSe liquid-phase (surfactant), redox [4.38]
template, ac ECDa [4.39], [4.40]

Cu vapor deposition [4.41]
template, ECDa [4.42]

Fe template, ECDc [4.15], [4.43]
shadow deposition [4.44]

GaN template, CVDc [4.45]
VLSb [4.46, 47]

GaAs template, liquid/vapor OMCVDd [4.48]

Ge high-T, high-P liquid-phase, redox [4.49]
VLSb [4.50]
oxide-assisted [4.51]

InAs template, liquid/vapor OMCVDd [4.48]

InP VLSb [4.52]

Mo step decoration, ECDa+ redox [4.53]

Ni template, ECDa [4.22], [4.31, 54]

PbSe liquid phase [4.55]

Pd step decoration, ECDa [4.56]

Se liquid-phase, recrystallization [4.57]
template, pressure injection [4.58]

Si VLSb [4.59]
laser-ablation VLSb [4.60]
oxide-assisted [4.61]
low-T VLSb [4.62]

Zn template, vapor-phase [4.63]
template, ECDa [4.64]

ZnO VLSb [4.65]
template, ECDa [4.64, 66]

a Electrochemical deposition
b Vapor-liquid-solid growth
c Chemical vapor deposition
d Organometallic chemical vapor deposition

Table 4.1 Selected syntheses
of nanowires by material
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Another type of porous template commonly used
for nanowire synthesis is the template type fabricated
by chemically etching particle tracks originating from
ion bombardment [4.19], such as track-etched polycar-
bonate membranes (Fig. 4.1b) [4.7,20,21] and also mica
films [4.22].

Other porous materials can be used as host templates
for nanowire growth, as discussed by Ozin [4.8]. Nano-
channel glass (NCG), for example, contains a regular
hexagonal array of capillaries similar to the pore struc-
ture in anodic alumina with a packing density as high
as 3 × 1010 pores/cm2 [4.9]. Porous Vycor glass that
contains an interconnected network of pores less than
10 nm was also employed for the early study of nano-
structures [4.68]. Mesoporous molecular sieves [4.69],
termed MCM-41, possess hexagonally packed pores
with very small channel diameters that can be varied
between 2 nm and 10 nm. Conducting organic fila-
ments have been fabricated in the nanochannels of
MCM-41 [4.70]. Recently the DNA molecule has also
been used as a template for growing nanometer-sized
wires [4.23].

Diblock copolymers, polymers that consist of two
chain segments with different properties, have also been
utilized as templates for nanowire growth. When the
two segments are immiscible in each other, phase seg-
regation occurs, and depending on their volume ratio,
spheres, cylinders, and lamellae may self-assemble. To
form self-assembled arrays of nanopores, copolymers
composed of polystyrene and polymethylmethacrylate
[P(S-b-MMA)] [4.71] were used. By applying an elec-
tric field while the copolymer was heated above the
glass transition temperature of the two constituent poly-
mers, the self-assembled cylinders of PMMA could be
aligned with their main axis perpendicular to the film.
Selective removal of the PMMA component afforded
the preparation of 14-nm-diameter ordered pore arrays
with a packing density of 1.9 × 1011 cm−3.

Nanowire Template Assisted Growth
by Pressure Injection

The pressure injection technique is often employed when
fabricating highly crystalline nanowires from a low-
melting point material and when using porous templates
with robust mechanical strength. In the high-pressure
injection method, the nanowires are formed by pressure
injecting the desired material in liquid form into the
evacuated pores of the template. Due to the heating and
the pressurization processes, the templates used for the
pressure injection method must be chemically stable and
be able to maintain their structural integrity at high tem-

peratures and high pressures. Anodic aluminum oxide
films and nano-channel glass are two typical materials
used as templates in conjunction with the pressure injec-
tion filling technique. Metal nanowires (Bi, In, Sn, and
Al) and semiconductor nanowires (Se, Te, GaSb, and
Bi2Te3) have been fabricated in anodic aluminum oxide
templates using this method [4.32, 58, 67].

The pressure P required to overcome the surface
tension for the liquid material to fill the pores with
a diameter dW is determined by the Washburn equa-
tion [4.72]:

dW = −4γ cos θ/P , (4.1)

where γ is the surface tension of the liquid, and θ is the
contact angle between the liquid and the template. To
reduce the required pressure and to maximize the filling
factor, some surfactants are used to decrease the surface
tension and the contact angle. For example, the intro-
duction of Cu in the Bi melt can facilitate filling the

20 30 40 50 60
2θ (°)

Intensity (arb. units)

(012)

(202)

(024)

a)

b)

c) (110)

Fig. 4.2a–c XRD patterns of bismuth/anodic alumina
nano-composites with average bismuth wire diameters of
(a) 40 nm, (b) 52 nm, and (c) 95 nm [4.67]. The Miller
indices corresponding to the lattice planes of bulk Bi
are indicated above the individual peaks. The majority
of the Bi nanowires are oriented along the [101̄1] and
[011̄2] directions for dW ≥ 60 nm and dW ≤ 50 nm, respec-
tively [4.16, 67]. The existence of more than one dominant
orientation in the 52-nm Bi nanowires is attributed to the
transitional behavior of intermediate-diameter nanowires as
the preferential growth orientation is shifted from [101̄1] to
[011̄2] with decreasing dW
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pores in the anodic alumina template with liquid Bi and
can increase the number of nanowires prepared [4.16].
But some of the surfactants might cause contamination
problems and therefore should be avoided. Nanowires
produced by the pressure injection technique usually
possess high crystallinity and a preferred crystal orien-
tation along the wire axis. For example, Fig. 4.2 shows
the X-ray diffraction (XRD) patterns of Bi nanowire
arrays of three different wire diameters with an injec-
tion pressure of ∼ 5,000 psi [4.67], demonstrating that
the major (> 80%) crystal orientation of the wire axes
in the 95-nm and 40-nm diameter Bi nanowire arrays
are, respectively, normal to the (202) and (012) lattice
planes. These are denoted by [101̄1] and [011̄2] when
using a hexagonal unit cell, suggesting a wire-diameter-
dependent crystal growth direction. On the other hand,
30 nm Bi nanowires produced using a much higher pres-
sure of > 20,000 psi show a different crystal orientation
of (001) along the wire axis [4.33], indicating that the
preferred crystal orientation may also depend on the ap-
plied pressure, with the most dense packing direction
along the wire axis for the highest applied pressure.

Electrochemical Deposition
The electrochemical deposition technique has attracted
increasing attention as an alternative method for fab-
ricating nanowires. Traditionally, electrochemistry has
been used to grow thin films on conducting surfaces.
Since electrochemical growth is usually controllable
in the direction normal to the substrate surface, this
method can be readily extended to fabricate 1-D or 0-
D nanostructures, if the deposition is confined within
the pores of an appropriate template. In the electro-
chemical methods, a thin conducting metal film is
first coated on one side of the porous membrane to
serve as the cathode for electroplating. The length of
the deposited nanowires can be controlled by vary-
ing the duration of the electroplating process. This

a)a) b)

1µm
100 nm

Fig. 4.3 (a) SEM image of a Bi2Te3

nanowire array in cross section show-
ing a relatively high pore filling factor.
(b) SEM image of a Bi2Te3 nanowire
array composite along the wire axis
[4.34]

method has been used to synthesize a wide variety of
nanowires e.g., metals (Bi [4.21, 29]; Co [4.73, 74];
Fe [4.15,75]; Cu [4.20,76]; Ni [4.22,73]; Ag [4.24,77];
Au [4.25,26]); conducting polymers [4.7,29]; supercon-
ductors (Pb [4.78]); semiconductors (CdS [4.37]); and
even superlattice nanowires with A/B constituents (such
as Cu/Co [4.20,76]) have been synthesized electrochem-
ically (see Table 4.1).

In the electrochemical deposition process, the cho-
sen template has to be chemically stable in the electrolyte
during the electrolysis process. Cracks and defects in the
templates are detrimental to the nanowire growth, since
the deposition processes primarily occur in the more ac-
cessible cracks, leaving most of the nanopores unfilled.
Particle track-etched mica films or polymer membranes
are typical templates used in the simple dc electrolysis.
To use anodic aluminum oxide films in the dc elec-
trochemical deposition, the insulating barrier layer that
separates the pores from the bottom aluminum substrate
has to be removed, and a metal film is then evapo-
rated onto the back of the template membrane [4.79].
Compound nanowire arrays, such as Bi2Te3, have been
fabricated in alumina templates with a high filling factor
using the dc electrochemical deposition [4.34]. Fig-
ures 4.3a and b, respectively, show the top view and
cross-sectional SEM images of a Bi2Te3 nanowire ar-
ray [4.34]. The light areas are associated with Bi2Te3
nanowires, the dark regions denote empty pores, and the
surrounding gray matrix is alumina.

Surfactants are also used with electrochemical de-
position when necessary. For example, when using
templates derived from PMMA/PS diblock copolymers
(see above), methanol is used as a surfactant is used to
facilitate pore filling [4.71], thereby achieving ∼ 100%
filling factor.

It is also possible to employ an ac electrodepos-
ition method in anodic alumina templates without the
removal of the barrier layer, by utilizing the rectifying

Part
A

4
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



104 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

properties of the oxide barrier. In ac electrochemical
deposition, although the applied voltage is sinusoidal
and symmetric, the current is greater during the ca-
thodic half-cycles, making deposition dominant over the
stripping, which occurs in the subsequent anodic half-
cycles. Since no rectification occurs at defect sites, the
deposition and stripping rates are equal, and no ma-
terial is deposited. Hence, the difficulties associated
with cracks are avoided. In this fashion, metals, such as
Co [4.74] and Fe [4.15, 75], and semiconductors, such
as CdS [4.37], have been deposited into the pores of an-
odic aluminum oxide templates without removing the
barrier layer.

In contrast to nanowires synthesized by the pressure
injection method, nanowires fabricated by the elec-
trochemical process are usually polycrystalline, with
no preferred crystal orientations, as observed by XRD
studies. Some exceptions exist, however. For exam-
ple, polycrystalline CdS nanowires, fabricated by an
ac electrodeposition method in anodic alumina tem-
plates [4.37], possibly have a preferred wire growth
orientation along the c-axis. In addition, Xu et al. have
prepared a number of single-crystal II-VI semiconductor
nanowires, including CdS, CdSe, and CdTe, by dc elec-
trochemical deposition in anodic alumina templates
with a nonaqueous electrolyte [4.36, 40]. Furthermore,
single-crystal Pb nanowires can be formed by pulse
electrodeposition under over-potential conditions, but
no specific crystal orientation along the wire axis was
observed [4.78]. The use of pulse currents is believed to
be advantageous for the growth of crystalline wires be-
cause the metal ions in the solution can be regenerated
between the electrical pulses and, therefore, uniform

a) b)

0.1 µm 15 nm

Fig. 4.4 (a) TEM image of a single Co(10 nm)/Cu(10 nm)
multilayered nanowire. (b) A selected region of the sample
at high magnification [4.76]

deposition conditions can be produced for each deposi-
tion pulse. Similarly, single crystal Ag nanowires were
fabricated by pulsed electro-deposition [4.24].

One advantage of the electrochemical deposition
technique is the possibility of fabricating multilayered
structures within nanowires. By varying the cathodic
potentials in the electrolyte that contains two different
kinds of ions, different metal layers can be control-
lably deposited. In this fashion, Co/Cu multilayered
nanowires have been synthesized [4.20, 76]. Figure 4.4
shows TEM images of a single Co/Cu nanowire of
about 40 nm in diameter [4.76]. The light bands rep-
resent Co-rich regions, and the dark bands represent
Cu-rich layers. This electrodeposition method provides
a low-cost approach to preparing multilayered 1-D nano-
structures.

Vapor Deposition
Vapor deposition of nanowires includes physical va-
por deposition (PVD) [4.28], chemical vapor deposition
(CVD) [4.80], and metallorganic chemical vapor deposi-
tion (MOCVD) [4.48]. Like electrochemical deposition,
vapor deposition is usually capable of preparing smaller-
diameter (≤ 20 nm) nanowires than pressure injection
methods, since it does not rely on the high pressure and
surface tension involved to insert the material into the
pores.

In the physical vapor deposition technique, the
material to be filled is first heated to produce a vapor,
which is then introduced through the pores of the
template and cooled to solidify. Using an especially de-
signed experimental setup [4.28], nearly single-crystal
Bi nanowires in anodic aluminum templates with pore
diameters as small as 7 nm have been synthesized, and
these Bi nanowires were found to possess a preferred
crystal growth orientation along the wire axis, simi-
lar to the Bi nanowires prepared by pressure injection
[4.16, 28].

Compound materials that result from two react-
ing gases have also been prepared by the chemical
vapor deposition (CVD) technique. For example, single-
crystal GaN nanowires have been synthesized in anodic
alumina templates through a gas reaction of Ga2O va-
por with a flowing ammonia atmosphere [4.45, 80].
A different liquid/gas phase approach has been used
to prepare polycrystalline GaAs and InAs nanowires in
a nanochannel glass array [4.48]. In this method, the
nanochannels are filled with one liquid precursor (e.g.,
Me3Ga or Et3In) via a capillary effect, and the nanowires
are formed within the template by reactions between the
liquid precursor and the other gas reactant (e.g., AsH3).
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Nanowires 4.1 Synthesis 105

Nanotube Synthesis with Templates
and as Templates

Recently carbon nanotubes, an important class of 1-D
nanostructures, have been fabricated within the pores of
anodic alumina templates using a chemical vapor de-
position technique [4.81–84] to form highly ordered
two-dimensional carbon nanotube arrays. A small
amount of metal catalyst (e.g., Co) is first electro-
chemically deposited on the bottom of the pores. The
templates are then placed in a furnace and heated to
∼ 700–800 ◦C with a flowing gas consisting of a mix-
ture of N2 and acetylene (C2H2) or ethylene (C2H4).
The hydrocarbon molecules are pyrolyzed to form car-
bon nanotubes in the pores of the template with the help
of the metal catalysts. Well-aligned nanotube arrays have
stimulated much interest because of their great poten-
tial in various applications, such as cold-cathode flat
panel displays. Of particular interest is the use of zeo-
lite templates with very narrow pores (< 1 nm diameter)
that permit the growth of carbon nanotubes with diam-
eters of 0.42 nm, having only 10 carbon atoms around
the circumference [4.85].

The hollow cores of carbon nanotubes have also been
used to synthesize a variety of nanowires of very small
diameter [4.86]. These very small diameter nanowires
have been extensively studied by high resolution TEM
but have not yet been characterized to the same degree
regarding their physical properties.

4.1.2 VLS Method for Nanowire Synthesis

Some of the recent successful syntheses of semi-
conductor nanowires are based on the so-called
vapor-liquid-solid (VLS) mechanism of anisotropic
crystal growth. This mechanism was first proposed for
the growth of single crystal silicon whiskers 100 nm to
hundreds of microns in diameter [4.87]. The proposed
growth mechanism (see Fig. 4.5) involves the absorp-
tion of source material from the gas phase into a liquid
droplet of catalyst (a molten particle of gold on a silicon
substrate in the original work [4.87]). Upon supersatu-
ration of the liquid alloy, a nucleation event generates
a solid precipitate of the source material. This seed
serves as a preferred site for further deposition of mater-
ial at the interface of the liquid droplet, promoting the
elongation of the seed into a nanowire or a whisker, and
suppressing further nucleation events on the same cata-
lyst. Since the liquid droplet catalyzes the incorporation
of material from the gas source to the growing crystal,
the deposit grows anisotropically as a whisker whose
diameter is dictated by the diameter of the liquid alloy

Si/Metal
catalyst (liquid)

Si vapor

Nanowire
Growth

Si vapor
Si/Metal
catalyst (liquid)

Si (solid)

Fig. 4.5 Schematic diagram illustrating the growth of silicon
nanowires by the VLS mechanism

droplet. The nanowires thus obtained are of high purity,
except for the end containing the solidified catalyst as
an alloy particle (see Figs. 4.5, 4.6a). Real-time obser-
vations of the alloying, nucleation, and elongation steps
in the growth of germanium nanowires from gold nan-
oclusters by the VLS method were recorded by in situ
TEM [4.88].

Reduction of the average wire diameter to the
nanometer scale requires the generation of nanosized
catalyst droplets. Due to the balance between the
liquid-vapor surface free energy and the free energy
of condensation, however, the size of a liquid droplet,
in equilibrium with its vapor, is usually limited to the
micrometer range. This obstacle was overcome in recent
years by several new methodologies: 1) Advances in the
synthesis of metal nanoclusters have made monodis-
persed nanoparticles commercially available. These can
be dispersed on a solid substrate in high dilution so that
when the temperature is raised above the melting point,
the liquid clusters do not aggregate [4.59]. 2) Alterna-
tively, metal islands of nanoscale sizes can self-form
when a strained thin layer is grown or heat treated
on a non-epitaxial substrate [4.50]. 3) Laser-assisted
catalytic VLS growth is a method used to generate
nanowires under nonequilibrium conditions. By laser
ablation of a target containing both the catalyst and the
source materials, a plasma is generated from which cat-
alyst nanoclusters nucleate as the plasma cools down.
Single crystal nanowires grow as long as the particle re-
mains liquid [4.60]. 4) Interestingly, by optimization of
the material properties of the catalyst-nanowire system,
conditions can be achieved for which nanocrystals nu-
cleate in a liquid catalyst pool supersaturated with the
nanowire material, migrate to the surface due to a large
surface tension, and continue growing as nanowires per-
pendicular to the liquid surface [4.62]. In this case,
supersaturated nanodroplets are sustained on the outer
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100 nm 10 nm

Si

SiOx

[111]

a) b) c)

Fig. 4.6 (a) TEM images of Si nanowires produced after laser ablating a Si0.9Fe0.1 target. The dark spheres with a slightly
larger diameter than the wires are solidified catalyst clusters [4.60]. (b) Diffraction contrast TEM image of a Si nanowire.
The crystalline Si core appears darker than the amorphous oxide surface layer. The inset shows the convergent beam
electron diffraction pattern recorded perpendicular to the wire axis, confirming the nanowire crystallinity [4.60]. (c) STEM
image of Si/Si1−xGex superlattice nanowires in the bright field mode. The scale bar is 500 nm [4.90]

end of the nanowire due to the low solubility of the
nanowire material in the liquid [4.89].

A wide variety of elemental, binary, and compound
semiconductor nanowires has been synthesized by the
VLS method, and relatively good control over the
nanowire diameter and diameter distribution has been
achieved. Researchers are currently focusing attention
on the controlled variation of the materials properties
along the nanowire axis. To this context, researchers
have modified the VLS synthesis apparatus to gener-
ate compositionally modulated nanowires. GaAs/GaP
modulated nanowires have been synthesized by alter-
nately ablating targets of the corresponding materials
in the presence of gold nanoparticles [4.92]. p-Si/n-Si
nanowires were grown by chemical vapor deposi-
tion from alternating gaseous mixtures containing the
appropriate dopant [4.92]. Si/Si1−xGex nanowires were
grown by combining silicon from a gaseous source
with germanium from a periodically ablated target (see
Fig. 4.6c) [4.90]. Finally, using an ultra-high vacuum
chamber and molecular beams, InAs/InP nanowires with
atomically sharp interfaces were obtained [4.93]. These
compositionally modulated nanowires are expected to
exhibit exciting electronic, photonic, and thermoelectric
properties.

Silicon and germanium nanowires grown by the
VLS method consist of a crystalline core coated by
a relatively thick amorphous oxide layer (2–3 nm) (see
Fig. 4.6b). These layers are too thick to be the result
of ambient oxidation, and it has been shown that these
oxides play an important role in the nanowire growth
process [4.61, 91]. Silicon oxides were found to serve
as a special and highly selective catalyst, that signifi-
cantly enhances the yield of Si nanowires, without the

need for metal catalyst particles [4.61, 91, 94]. A simi-
lar yield enhancement was also found in the synthesis
of Ge nanowires from the laser ablation of Ge pow-
der mixed with GeO2 [4.51]. The Si and Ge nanowires
produced from these metal-free targets generally grow
along the [112] crystal direction [4.95] and have the
benefit that no catalyst clusters are found on either
ends of the nanowires. Based on these observations

100 nm

Fig. 4.7 TEM image showing the two major morpholo-
gies of Si nanowires prepared by the oxide assisted growth
method [4.91]. Notice the absence of metal particles when
compared to Fig. 4.6a. The arrow points at an oxide-linked
chain of Si nanoparticles
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and other TEM studies, an oxide-enhanced nanowire
growth mechanism different from the classical VLS
mechanism was proposed, in which no metal catalyst
is required during the laser ablation-assisted synthe-
sis [4.91]. It is postulated that the nanowire growth
is dependent on the presence of SiO (or GeO) vapor.
This decomposes in the nanowire tip region into Si (or
Ge), which is incorporated into the crystalline phase,
and SiO2 (or GeO2), which contributes to the outer
coating. The initial nucleation events generate oxide-
coated spherical nanocrystals. The [112] crystal faces
have the fastest growth rate, and therefore the nanocrys-
tals soon begin elongating along this direction to form
one-dimensional structures. The SimO or GemO (m > 1)
layer on the nanowire tips may be at temperatures
near their molten states, catalyzing the incorporation of
gas molecules in a directional fashion [4.95]. Besides
nanowires with smooth walls, a second morphology
of chains of non-oriented nanocrystals linked by ox-
ide necks is frequently observed (indicated by an arrow
in Fig. 4.7). In addition, it was found by STM studies
that about 1% of the wires consist of a regular array
of two alternating segments, 10 nm and 5 nm in length,
respectively [4.96]. The segments, whose junctions form
an angle of 30◦, are probably a result of alternating
growth along different crystallographic orientations (see
Sect. 4.2.1).

4.1.3 Other Synthesis Methods

In this section we review several other general pro-
cedures available for the synthesis of a variety of
nanowires. We focus on “bottom-up” approaches, which
afford many kinds of nanowires in large numbers and
do not require highly sophisticated equipment (such as
scanning microscopy or lithography based methods). We
exclude cases for which the nanowires are not self sus-
tained (such as in the case of atomic rows on the surface
of crystals).

Gates et al. have demonstrated a solution-phase syn-
thesis of nanowires with controllable diameters [4.57,
97], without the use of templates, catalysts, or surfac-
tants. They make use of the anisotropy of the crystal
structure of trigonal selenium and tellurium, which can
be viewed as rows of 1-D helical atomic chains. They
base their approach on the mass transfer of atoms during
an aging step from a high free-energy solid phase (e.g.,
amorphous selenium) to a seed (e.g., trigonal selenium
nanocrystal) that grows preferentially along one crystal-
lographic axis. The lateral dimension of the seed, which
dictates the diameter of the nanowire, can be controlled

by the temperature of the nucleation step. Furthermore,
Se/Te alloy nanowires were synthesized by this method,
and Ag2Se compound nanowires were obtained by treat-
ing selenium nanowires with AgNO3 [4.98–100].

More often, however, the use of surfactants is
necessary to promote the anisotropic 1-D growth of
nanocrystals. Solution phase synthetic routes have been
optimized to produce monodispersed quantum dots, i. e.,
zero-dimensional isotropic nanocrystals [4.101]. Surfac-
tants are necessary in this case to stabilize the interfaces
of the nanoparticles and retard oxidation and aggrega-
tion processes. Detailed studies on the effect of growth
conditions revealed that they can be manipulated to
induce a directional growth of the nanocrystals, usu-
ally generating nanorods (aspect ratio of ≈ 10), and in
favorable cases, nanowires of high-aspect ratios. Heath
and LeGoues [4.49] synthesized germanium nanowires
by reducing a mixture of GeCl4 and phenyl-GeCl3 at
high temperature and high pressure. The phenyl lig-
and was essential for the formation of high-aspect ratio
nanowires [4.49]. In growing CdSe nanorods [4.38],
Alivisatos et al. used a mixture of two surfactants,
whose concentration ratio influenced the structure of
the nanocrystal. It is believed that different surfactants
have different affinities and different absorption rates
for the different crystal faces of CdSe, thereby regu-
lating the growth rate of these faces. A coordinating
alkyl-diamine solvent was used to grow polycrystalline
PbSe nanowires at low temperatures [4.55]. Here, the
surfactant-induced directional growth is believed to oc-
cur, through the formation of organometallic complexes
in which the bidentate ligand assumes the equatorial
positions, thus hindering the ions from approaching
each other in this plane. Additionally, the alkyl-amine
molecules coat the external surface of the wire, pre-
venting lateral growth. The aspect ratio of the wires
increased as the temperature was lowered in the range
10 < T < 117 ◦C. Ethylenediamine was used to grow
CdS nanowires and tetrapods by a solvo-thermal re-
crystallization process starting with CdS nanocrystals
or amorphous particles [4.35]. While the coordinating
solvent was crucial for the nanowire growth, the re-
searchers did not clarify its role in the shape and phase
control.

Stress-induced crystalline bismuth nanowires have
been grown from sputtered films of layers of Bi and
CrN. The nanowires presumably grow from defects
and cleavage fractures in the film and are up to sev-
eral millimeter in lengths with diameters ranging from
30 to 200 nm [4.27]. While the exploration of this
technique has only begun, stress-induced unidirectional
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growth should be applicable to a variety of composite
films.

Selective electrodeposition along the step edges in
highly oriented pyrolytic graphite (HOPG) was used
to obtain MoO2 nanowires as shown in Fig. 4.8. The
site-selectivity was achieved by applying a low over-
potential to the electrochemical cell in which the HOPG
served as cathode, thus minimizing the nucleation events
on less favorable sites (i. e., plateaus). While these
nanowires cannot be removed from the substrate, they
can be reduced to metallic molybdenum nanowires,
which can then be released as free-standing nanowires.
Other metallic nanowires were also obtained by this
method [4.53,102]. In contrast to the template synthesis
approaches described above, in this method the sub-
strate defines only the position and orientation of the
nanowire, not its diameter. In this context, other surface
morphologies, such as self-assembled grooves in etched

Graphite

Elektrodeposition
of MoO2 nanowires

Reduction to Mo° in H2
at 500 °C for ≈ 1h

Cast poly(styrene) film

Lift-off of embedded
Mo° nanowires

Poly(styrene)

Fig. 4.8 Schematic of the electrodeposition step edge dec-
oration of HOPG (highly oriented pyrolytic graphite) for
the synthesis of molybdenum nanowires [4.53, 102]

crystal planes, have been used to generate nanowire
arrays via gas-phase shadow deposition (for example:
Fe nanowires on (110)NaCl [4.44]). The cross-section
of artificially prepared superlattice structures has also
been used for site-selective electrodeposition of paral-
lel and closely spaced nanowires [4.103]. Nanowires
prepared on the above-mentioned substrates would have
semicircular, rectangular, or other unconventional cross-
sectional shapes.

4.1.4 Hierarchical Arrangement
and Superstructures of Nanowires

Ordering nanowires into useful structures is another
challenge to address in order to harness the full poten-
tial of nanowires for applications. We will first review
examples of nanowires having a nontrivial structure and
then proceed to describe methods to create assemblies
of nanowires of a predetermined structure.

We have already mentioned in Sect. 4.1.2 that the
preparation of nanowires with a graded composition
or with a superlattice structure along their main axis
was demonstrated by controlling the gas-phase chem-
istry as a function of time during the growth of the
nanowires by the VLS method. Control of the composi-
tion along the axial dimension was also demonstrated by
a template-assisted method, for example by the consecu-
tive electrochemical deposition of different metals in the
pores of an alumina template [4.104]. Alternatively, the
composition can be varied along the radial dimension of
the nanowire, for example, by first growing a nanowire
by the VLS method and then switching the synthesis
conditions to grow a different material on the surface
of the nanowire by CVD. This technique was demon-
strated for the synthesis of Si/Ge and Ge/Si coaxial (or
core-shell) nanowires [4.105], and it was shown that by
a thermal annealing process the outer shell can be formed
epitaxially on the inner core. A different approach was
adopted by Wang et al. who generated a mixture of
coaxial and biaxial SiC-SiOx nanowires by the catalyst-
free high-temperature reaction of amorphous silica and
a carbon/graphite mixture [4.106].

A different category of nontrivial nanowires is that
of nanowires having a nonlinear structure, resulting
from multiple one-dimensional growth steps. Members
of this category are tetrapods, which were mentioned
in the context of liquid-phase synthesis (Sect. 4.1.3).
In this process, a tetrahedral quantum-dot core is first
grown, and then the conditions are modified to induce
a one-dimensional growth of a nanowire from each
one of the facets of the tetrahedron. A similar process
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a) b) c) d)

Fig. 4.9a–d SEM images of (a) 6-fold (b) 4-fold and (c) 2-fold symmetry nanobrushes made of an In2O3 core and ZnO
nanowire brushes [4.107], and of (d) ZnO nanonails [4.108]

produced high-symmetry In2O3/ZnO hierarchical nano-
structures. From a mixture of heat-treated In2O3, ZnO
and graphite powders, faceted In2O3 nanowires were
first obtained, on which oriented shorter ZnO nanowires
crystallized [4.107]. Brush-like structures were obtained
as a mixture of 11 structures of different symmetries. For
example, two, four, or six rows of ZnO nanorods could
be found on different core nanowires, depending on the
crystallographic orientation of the main axis of the core
nanowire, as shown in Fig. 4.9. Comb-like structures
entirely made of ZnO were also reported [4.65].

Control of the position of a nanowire in the growth
process is important for preparing devices or test struc-
tures containing nanowires, especially when involving
a large array of nanowires. Post-synthesis methods to
align and position nanowires include microfluidic chan-

Subphase

Hydrophobic
nanorods

100 nm

Fig. 4.10 A TEM image of a smectic phase of a BaCrO4

nanorod film (left inset) achieved by the Langmuir–
Blodgett technique, as depicted by the illustration [4.109]

nels [4.110], Langmuir–Blodgett assemblies [4.109],
and electric-field assisted assembly [4.111]. The first
method involves the orientation of the nanowires by
the liquid flow direction when a nanowire solution is
injected into a microfluidic channel assembly and by
the interaction of the nanowires with the side walls of
the channel. The second method involves the alignment
of nanowires at a liquid-gas or liquid-liquid interface
by the application of compressive forces on the in-
terface (Fig. 4.10). The third technique is based on
dielectrophoretic forces that pull polarizable nanowires
toward regions of high field strength. The nanowires
align between two isolated electrodes that are capac-
itatively coupled to a pair of buried electrodes biased
with an AC voltage. Once a nanowire shorts the elec-
trodes, the electric field is eliminated, preventing more
nanowires from depositing. The above techniques have
been successfully used to prepare electronic circuitry
and optical devices out of nanowires (see Sects. 4.3.1
and 4.3.3). Alternatively, alignment and positioning of
the nanowires can be specified and controlled during
their growth by the proper design of the synthesis. For
example, ZnO nanowires prepared by the VLS method
were grown into an array in which both their position
on the substrate and their growth direction and orienta-
tion were controlled [4.65]. The nanowire growth region
was defined by patterning the gold film, which serves
as a catalyst for the ZnO nanowire growth, employing
soft-lithography, e-beam lithography, or photolithogra-
phy. The orientation of the nanowires was achieved by
selecting a substrate with a lattice structure matching
that of the nanowire material to facilitate the epitaxial
growth. These conditions result in an array of nanowire
posts at predetermined positions, all vertically aligned
with the same crystal growth orientation (see Fig. 4.11).
A similar structure could be obtained by the template-
mediated electrochemical synthesis of nanowires (see
Sect. 4.1.1), particularly if anodic alumina with its par-
allel and ordered channels is used. The control over the
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a) b)

100 nm1 µm1 µm

c)

Fig. 4.11a–c SEM images of ZnO nanowire arrays grown on a sapphire substrate, where (a) shows patterned growth,
(b) shows a higher resolution image of the parallel alignment of the nanowires, and (c) shows the faceted side-walls and
the hexagonal cross section of the nanowires. For nanowire growth, the sapphire substrates were coated with a 1.0 to
3.5 nm thick patterned layer of Au as the catalyst, using a TEM grid as the shadow mask. These nanowires have been
used for nanowire laser applications [4.115]

location of the nucleation of nanowires in the electro-
chemical deposition is determined by the pore positions
and the back-electrode geometry. The pore positions can
be precisely controlled by imprint lithography [4.112].

By growing the template on a patterned conductive
substrate that serves as a back-electrode [4.113,114], dif-
ferent materials can be deposited in the pores at different
regions of the template.

4.2 Characterization and Physical Properties of Nanowires

In this section we review the structure and properties
of nanowires, and the interrelationship between the two.
The discovery and investigation of nanostructures were
galvanized by advances in various characterization and
microscopy techniques that enable materials characteri-
zation to take place at smaller and smaller length scales,
reaching down to individual atoms. For applications,
characterization of the nanowire structural properties is
especially important so that a reproducible relationship
between their desired functionality and their geometrical
and structural characteristics can be established. Due to
the enhanced surface-to-volume ratio in nanowires, their
properties may depend sensitively on their surface con-
dition and geometrical configuration. Even nanowires
made of the same material may possess dissimilar prop-
erties due to differences in their crystal phase, crystalline
size, surface conditions, and aspect ratios, which depend
on the synthesis methods and conditions used in their
preparation.

4.2.1 Structural Characterization

Structural and geometric factors play an important role
in determining the various attributes of nanowires, such
as their electrical, optical and magnetic properties. Var-
ious novel tools, therefore, have been developed and

employed to obtain this important structural information
at the nanoscale. At the micron scale, optical techniques
are extensively used for imaging structural features.
Since the sizes of nanowires are usually comparable to
or, in most cases, much smaller than the wavelength of
visible light, traditional optical microscopy techniques
are usually limited in characterizing the morphology
and surface features of nanowires. Electron microscopy
techniques, therefore, play a more dominant role at the
nanoscale. Since electrons interact more strongly than
photons, electron microscopy is particularly sensitive
relative to X-rays for the analysis of tiny samples.

In this section we review and give examples of
how scanning electron microscopy, transmission elec-
tron microscopy, scanning probe spectroscopies, and
diffraction techniques are used to characterize the struc-
ture of nanowires. To provide the necessary basis for
developing reliable structure-property relations, we ap-
ply multiple characterization tools to the same samples.

Scanning Electron Microscopy (SEM)
SEM usually produces images down to length scales
of ∼ 10 nm and provides valuable information regard-
ing the structural arrangement, spatial distribution, wire
density, and geometrical features of the nanowires.
Examples of SEM micrographs shown in Figs. 4.1 and
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4.3 indicate that structural features at the 10 nm to 10 µm
length scales can be probed, providing information on
the size, size distribution, shapes, spatial distributions,
density, nanowire alignment, filling factors, granular-
ity etc. As another example, Fig. 4.11a shows an SEM
image of ZnO nanowire arrays grown on a sapphire sub-
strate [4.115], which provides evidence for the nonuni-
form spatial distribution of the nanowires on the sub-
strate. This distribution was attained by patterning the
catalyst film to define high density growth regions and
nanowire-free regions. Figure 4.11b, showing a higher
magnification of the same system, indicates that these
ZnO nanowires grow perpendicular to the substrate, are
well aligned with approximately equal wire lengths, and
have wire diameters in the range of 20 < dW < 150 nm.
The SEM micrograph in Fig. 4.11c provides further in-
formation about the surface of the nanowires, showing
it to be well-faceted and forming a hexagonal cross-
section, indicative of nanowire growth along the 〈0001〉
direction. The uniformity of the nanowire size, its align-
ment perpendicular to the substrate, and its uniform
growth direction, as suggested by the SEM data, are
linked to the good epitaxial interface between the (0001)
plane of the ZnO nanowire and the (110) plane of
the sapphire substrate. (The crystal structures of ZnO
and sapphire are essentially incommensurate, with the
exception that the a axis of ZnO and the c axis of
sapphire are related almost exactly by a factor of 4,

2 µm

Fig. 4.12 SEM image of GaN nanowires in a mat arrange-
ment synthesized by laser-assisted catalytic growth. The
nanowires have diameters and lengths on the order of 10 nm
and 10 µm, respectively [4.46]

with a mismatch of less than 0.08% at room tempera-
ture [4.115].) The well-faceted nature of these nanowires
has important implications for their lasing action (see
Sect. 4.3.2). Figure 4.12 shows an SEM image of
GaN nanowires synthesized by a laser-assisted catalytic
growth method [4.46], indicating a random spatial ori-
entation of the nanowire axes and a wide diameter distri-
bution for these nanowires, in contrast to the ZnO wires
in Fig. 4.11 and to arrays of well-aligned nanowires
prepared by template-assisted growth (see Fig. 4.3).

Transmission Electron Microscopy (TEM)
TEM and high resolution transmission electron micro-
scopy (HRTEM) are powerful imaging tools to study
nanowires at the atomic scale, and they usually provide
more detailed geometrical features than are seen in SEM
images. TEM studies also yield information regarding
the crystal structure, crystal quality, grain size, and crys-
tal orientation of the nanowire axis. When operating in
the diffraction mode, selected area electron diffraction
(SAED) patterns can be made to determine the crys-
tal structure of nanowires. As an example, the TEM
images in Fig. 4.13 show four different morphologies
for Si nanowires prepared by the laser ablation of a Si
target [4.116]: (a) spring-shaped; (b) fishbone-shaped
(indicated by solid arrow) and frog-egg-shaped (indi-
cated by the hollow arrow), (c) pearl-shaped, while
(d) shows the poly-sites of nanowire nucleation. The
crystal quality of nanowires is revealed from high res-
olution TEM images with atomic resolution, along
with selected area electron diffraction (SAED) pat-
terns. For example, Fig. 4.14 shows a TEM image of
one of the GaN nanowires from Fig. 4.12, indicating
single crystallinity and showing (100) lattice planes,
thus demonstrating the growth direction of the nanowire.
This information is supplemented by the corresponding
electron diffraction pattern in the upper right.

The high resolution of the TEM also allows for the
investigation of the surface structure of the nanowires.
In many cases the nanowires are sheathed with a native
oxide layer or an amorphous oxide layer that forms dur-
ing the growth process. This can be seen in Fig. 4.6b
for silicon nanowires and in Fig. 4.15 for germanium
nanowires [4.51], showing a mass-thickness contrast
TEM image and a selected-area electron diffraction pat-
tern of a Ge nanowire. The main TEM image shows
that these Ge nanowires possess an amorphous GeO2
sheath with a crystalline Ge core oriented in the [211]
direction.

Dynamical processes of the surface layer of
nanowires can be studied by using an in situ environ-

Part
A

4
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



112 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

a) b)

100 nm 100 nm

50 nm 300 nmc) d)

Fig. 4.13a–d TEM morphologies of
four special forms of Si nanowires
synthesized by the laser ablation of
a Si powder target. (a) A spring-
shaped Si nanowire; (b) fishbone-
shaped (indicated by a solid arrow)
and frog-egg-shaped (indicated by
a hollow arrow) Si nanowires; and
(c) pearl-shaped nanowires, while
(d) shows poly-sites for the nucleation
of silicon nanowires (indicated by
arrows) [4.116]
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Fig. 4.14 Lattice resolved high resolution TEM image of
one GaN nanowire (left) showing that (100) lattice planes
are visible perpendicular to the wire axis. The electron
diffraction pattern (top right) was recorded along the 〈001〉
zone axis. A lattice-resolved TEM image (lower right)
highlights the continuity of the lattice up to the nanowire
edge, where a thin native oxide layer is found. The
directions of various crystallographic planes are indicated
in the lower right figure [4.46]

mental TEM chamber, which allows TEM observations
to be made while different gases are introduced or as
the sample is heat treated at various temperatures, as
illustrated in Fig. 4.16. The figure shows high reso-

lution TEM images of a Bi nanowire with an oxide
coating and the effect of a dynamic oxide removal pro-
cess carried out within the environmental chamber of
the TEM [4.117]. The amorphous bismuth-oxide layer
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Fig. 4.15 A mass-thickness contrast TEM image of a Ge
nanowire taken along the [01̄1] zone axis and a selected-
area electron diffraction pattern (upper left inset) [4.51].
The Ge nanowires were synthesized by laser ablation of
a mixture of Ge and GeO2 powder. The core of the Ge
nanowire is crystalline, while the surface GeO2 is amor-
phous

coating the nanowire (Fig. 4.16a) is removed by expo-
sure to hydrogen gas within the environmental chamber
of the TEM, as indicated in Fig. 4.16b.

By coupling the powerful imaging capabilities of
TEM with other characterization tools, such as an elec-
tron energy loss spectrometer (EELS) or an energy
dispersive X-ray spectrometer (EDS) within the TEM
instrument, additional properties of the nanowires can
be probed with high spatial resolution. With the EELS
technique, the energy and momentum of the incident
and scattered electrons are measured in an inelastic
electron scattering process to provide information on
the energy and momentum of the excitations in the
nanowire sample. Fig. 4.17 shows the dependence on
nanowire diameter of the electron energy loss spec-
tra of Bi nanowires. The spectra were taken from the
center of the nanowire, and the shift in the energy
of the peak position (Fig. 4.17) indicates the effect of
the nanowire diameter on the plasmon frequency in
the nanowires. The results show changes in the elec-
tronic structure of Bi nanowires as the wire diameter
decreases [4.118]. Such changes in electronic structure
as a function of nanowire diameter are also observed
in their transport (Sect. 4.2.2) and optical (Sect. 4.2.3)
properties and are related to quantum confinement
effects.

Oxide
layer

Before After H2 annealing at 130 °C for 6 h

Fig. 4.16 High resolution transmission electron microscope
(HRTEM) image of a Bi nanowire (left) before and (right) after
annealing in hydrogen gas at 130 ◦C for 6 hours within the envi-
ronmental chamber of the HRTEM instrument to remove the oxide
surface layer [4.117]

EDS measures the energy and intensity distribution
of X-rays generated by the impact of the electron beam
on the surface of the sample. The elemental composi-
tion within the probed area can be determined to a high
degree of precision. The technique was particularly use-
ful for the compositional characterization of superlattice

Energy loss (eV)
8 10 12 14 16 18 20 22

35 nm

60 nm

90 nm

Intensity (arb. units)

Fig. 4.17 Electron energy loss spectra (EELS) taken from
the center of bismuth nanowires with diameters of 35, 60,
and 90 nm. The shift in the volume plasmon peaks is due to
the wire diameter effects on the electronic structure [4.118]
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nanowires [4.90] and core-sheath nanowires [4.105] (see
Sect. 4.1.2).

Scanning Tunneling Probes
Several scanning probe techniques [4.119], such as
scanning tunneling microscopy (STM), electric field
gradient microscopy (EFM) [4.16], magnetic field
microscopy (MFM) [4.54], and scanning thermal mi-
croscopy (SThM) [4.120], combined with atomic force
microscopy (AFM), have been employed to study the
structural, electronic, magnetic, and thermal properties
of nanowires. A scanning tunneling microscope can be
employed to reveal both topographical structural infor-
mation, such as that illustrated in Fig. 4.18, as well as
information on the local electronic density of states of
a nanowire, when used in the STS (scanning tunneling
spectroscopy) mode. Figure 4.18 shows STM height im-
ages (taken in the constant current STM mode) of MoSe
molecular wires deposited from a methanol or acetoni-
trile solution of Li2Mo6Se6 on to Au substrates. The
STM image of a single MoSe wire (Fig. 4.18a) exhibits
a 0.45 nm lattice repeat distance in a MoSe molecu-
lar wire. When both STM and STS measurements are
made on the same sample, the electronic and structural
properties can be correlated, for example, as in the joint
STM/STS studies on Si nanowires [4.96], showing al-
ternating segments of a single nanowire identified with
growth along [110] and [112] directions, and different
I–V characteristics measured for the [110] segments as
compared with the [112] segments.

Magnetic field microscopy (MFM) has been em-
ployed to study magnetic polarization of magnetic
nanowires embedded in an insulating template, such as
an anodic alumina template. For example, Fig. 4.19a
shows the topographic image of an anodic alumina
template filled with Ni nanowires, and Fig. 4.19b demon-

0 µm 1.25 µm 2.5 µm

0 µm

1.25 µm

2.5 µm
0 µm 1.25 µm 2.5 µm

a) b)

Fig. 4.19 (a) Topographic image of
a highly ordered porous alumina
template with a period of 100 nm
filled with 35 nm diameter nickel
nanowires. (b) The corresponding
MFM (magnetic force microscope)
image of the nano-magnet array,
showing that the pillars are magne-
tized alternately “up” (white) and
“down” (black) [4.54]

a)

b)

c) d)

Fig. 4.18a–d STM height images, obtained in the constant
current mode, of MoSe chains deposited on an Au(111)
substrate. (a) A single chain image, and (b) a MoSe wire
bundle. (c) and (d) Images of MoSe wire fragments con-
taining 5 and 3 unit cells, respectively [4.119]. The scale
bars are all 1 nm

strates the corresponding magnetic polarization of each
nanowire in the template. This micrograph shows that
a magnetic field microscopy probe can distinguish be-
tween spin-up and spin-down nanowires in the nanowire
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array, thereby providing a method for measuring inter-
wire magnetic dipolar interactions [4.54].

X-Ray Analysis
Other characterization techniques commonly used to
study the crystal structure and chemical composition
of nanowires include X-ray diffraction and X-ray
energy dispersion analysis (EDAX). The peak pos-
itions in the X-ray diffraction pattern can be used to
determine the chemical composition and the crystal
phase structure of the nanowires. For example, Fig. 4.2
shows that Bi nanowires have the same crystal struc-
ture and lattice constants as bulk bismuth. Both the
X-ray diffraction pattern (XRD) for an array of aligned
Bi nanowires (Fig. 4.2) and the SAED pattern for indi-
vidual Bi nanowires [4.16] suggest that the nanowires
have a common axis of crystal orientation.

As another example of an XRD pattern for an array
of aligned nanowires, Fig. 4.20 shows the X-ray diffrac-
tion pattern of the ZnO nanowires displayed in Fig. 4.11.
Only (00�) diffraction peaks are observed for these
aligned ZnO nanowires, indicating that their preferred
growth direction is (001) along the wire axis. A simi-
lar preferred growth orientation was also observed for
Bi nanowires produced by high pressure injection (see
Sect. 4.1.1), while the vapor phase and low pressure
injection filling techniques give preferred alignment
along lower symmetry axes (see Fig. 4.2).

EDAX has been used to determine the chemical com-
position, stoichiometry of compound nanowires, or the
impurity content in the nanowires. But the results from
EDAX analysis should be interpreted carefully to avoid
systematic errors.

4.2.2 Transport Properties

The study of nanowire electrical transport properties
is important for nanowire characterization, electronic
device applications, and the investigation of unusual
transport phenomena arising from one-dimensional
quantum effects. Important factors that determine the
transport properties of nanowires include the wire diam-
eter (important for both classical and quantum size
effects), material composition, surface conditions, crys-
tal quality, and the crystallographic orientation along
the wire axis, which is important for materials with
anisotropic materials parameters, such as the effective
mass tensor, the Fermi surface, or the carrier mobility.

Electronic transport phenomena in low-dimensional
systems can be roughly divided into two categories:
ballistic and diffusive transport. Ballistic transport phe-

30 40 50 60 2θ (°)70 80 90

Intensity (arb. units)

(002)

(004)

Al2O3(110) Al2O3(220)

Fig. 4.20 X-ray diffraction pattern of aligned ZnO
nanowires (see Fig. 4.11) grown on a sapphire sub-
strate. Only [00�] diffraction peaks are observed for the
nanowires, owing to their well-oriented growth orientation.
Strong diffraction peaks for the sapphire substrate are also
found [4.115]

nomena occur when electrons travel across the nanowire
without any scattering. In this case, the conduction is
mainly determined by the contacts between the nanowire
and the external circuit, and the conductance is quan-
tized into an integral number of universal conductance
units G0 = 2e2/h [4.121, 122]. Ballistic transport phe-
nomena are usually observed in very short quantum
wires, such as those produced by using mechanically
controlled break junctions (MCBJ) [4.123, 124] where
the electron mean free path is much longer than the
wire length, and the conduction is a pure quantum phe-
nomenon. To observe ballistic transport, the thermal
energy must also obey the relation kBT � ε j − ε j−1,
where ε j − ε j−1 is the energy separation between sub-
band levels j and j −1. On the other hand, for nanowires
with lengths much larger than the carrier mean free path,
the electrons (or holes) undergo numerous scattering
events when they travel along the wire. In this case, the
transport is in the diffusive regime, and the conduction is
dominated by carrier scattering within the wires due to
phonons (lattice vibrations), boundary scattering, lattice
and other structural defects, and impurity atoms.

Conductance Quantization
in Metallic Nanowires

The ballistic transport of 1-D systems has been ex-
tensively studied since the discovery of quantized
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conductance in 1-D systems in 1988 [4.121, 122]. The
phenomena of conductance quantization occur when the
diameter of the nanowire is comparable to the elec-
tron Fermi wavelength, which is on the order of 0.5 nm
for most metals [4.125]. Most conductance quantiza-
tion experiments up to the present were performed by
joining and separating two metal electrodes. As the two
metal electrodes are slowly separated, a nano-contact
is formed before it breaks completely (see Fig. 4.21a),
and conductance in integral multiple values of G0 is
observed through these nano-contacts. Fig. 4.21b shows
the conductance histogram built with 18,000 contact
breakage curves between two gold electrodes at room
temperature [4.126], with the electrode separation up
to ∼ 1.8 nm. The conductance quantization behavior is
found to be independent of the contact material and has
been observed in various metals, such as Au [4.126], Ag,
Na, Cu [4.127], and Hg [4.128]. For semimetals such as
Bi, conductance quantization has also been observed for
an electrode separation of as long as 100 nm at 4 K be-
cause of the long Fermi wavelength (∼ 26 nm) [4.125],
indicating that the conductance quantization may be
due to the existence of well-defined quantum states lo-
calized at a constriction instead of resulting from the
atom rearrangement as the electrodes separate. Since the
conductance quantization is observed only in breaking
contacts, or for very narrow and very short nanowires,
most nanowires of practical interest (possessing lengths
of several microns) lie in the diffusive transport regime,
where the carrier scattering is significant and should be
considered.
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a) b)

Fig. 4.21 (a) Schematic representation of the last stages of the con-
tact breakage process [4.126]. (b) Histogram of conductance values
built with 18,000 gold contact breakage experiments in air at room
temperature, showing conductance peaks at integral values of G0.
In this experiment the gold electrodes approach and separate at
89,000 Å/s [4.126]

I–V Characterization
of Semiconducting Nanowires

The electronic transport behavior of nanowires may be
categorized based on the relative magnitude of three
length scales: carrier mean free path �W, the de Broglie
wavelength of electrons λe, and the wire diameter dW.
For wire diameters much larger than the carrier mean
free path (dW � �W), the nanowires exhibit transport
properties similar to bulk materials, which are indepen-
dent of the wire diameter, since the scattering due to the
wire boundary is negligible compared to other scattering
mechanisms. For wire diameters comparable or smaller
than the carrier mean free path (dW ∼ �W or dW < �W)
but still much larger than the de Broglie wavelength of
the electrons (dW � λe), the transport in nanowires is in
the classical finite size regime, in which the band struc-
ture of the nanowire is still similar to that of bulk while
the scattering events at the wire boundary alter their
transport behavior. For wire diameters comparable to the
electronic wavelength dW ∼ λe, the electronic density
of states is altered dramatically and quantum subbands
are formed due to the quantum confinement effect at
the wire boundary. In this regime, the transport prop-
erties are further influenced by the change in the band
structure. Transport properties for nanowires in the clas-
sical finite size and quantum size regimes, therefore, are
highly diameter-dependent.

Researchers have investigated the transport prop-
erties of various semiconducting nanowires and have
demonstrated their potential for diverse electronic
devices, such as for p-n diodes [4.129, 130], field effect
transistors [4.129], memory cells, and switches [4.131]
(see Sect. 4.3.1). The nanowires studied so far in this
context have usually been made from conventional
semiconducting materials, such as group IV and III-V
compound semiconductors via the VLS growth method
(see Sect. 4.1.2), and their nanowire properties have
been compared to their well-established bulk proper-
ties. Interestingly, the physical principles for describing
bulk semiconductor devices also hold for devices based
on these semiconducting nanowires with wire diam-
eters of tens of nanometers. For example, Fig. 4.22
shows the current–voltage (I–V) behavior of a 4-by-1
crossed p-Si/n-GaN junction array at room tempera-
ture [4.129]. The long horizontal wire in the figure is
a p-Si nanowire (10–25 nm in diameter) and the four
short vertical wires are n-GaN nanowires (10–30 nm
in diameter). Each of the four nanoscale cross points
independently forms a p-n junction with current rectifi-
cation behavior, as shown by the I–V curves in Fig. 4.22,
and the junction behavior (e.g., the turn-on voltage) can
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Fig. 4.22 I–V behavior for a 4(p) by 1(n) crossed p-Si/
n-GaN junction array shown schematically in the inset. The
four curves represent the I–V response for each of the four
junctions, showing similar current rectifying characteristics
in each case. The length scale bar between the two middle
junctions is 2 µm [4.129]. The p-Si and n-GaN nanowires
are 10–25 nm and 10–30 nm in diameter, respectively
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Fig. 4.23 Gate-dependent I–V characteristics of a crossed
nanowire field-effect transistor (FET). The n-GaN nanowire
is used as the nano-gate, with the gate voltage indicated (0,
1, 2, and 3 V). The inset shows the current vs. Vgate for
a nanowire gate (lower curve) and for a global back-gate
(top curve) when the bias voltage is set at 1 V [4.129]

be controlled by varying the oxide coating on these
nanowires [4.129].

Huang et al. have demonstrated nanowire junction
diodes with a high turn-on voltage (∼ 5 V) by increasing
the oxide thickness at the junctions. The high turn-on
voltage enables the use of the junction in a nanoscale
FET as shown in Fig. 4.23 [4.129], where I–V data for
a p-Si nanowire are presented, for which the n-GaN
nanowire with a thick oxide coating is used as a nano-
gate. By varying the nano-gate voltage, the conductance
of the p-Si nanowire can be changed by more than
a factor of 105 (lower curve in the inset), whereas
the conductance changes by only a factor of ten when
a global back-gate is used (top curve in the inset of
Fig. 4.23). This behavior may be due to the thin gate
dielectric between the crossed nanowires and the better
control of the local carrier density through a nano-gate.
Based on the gate-dependent I–V data of these p-Si
nanowires, it is found that the mobility for holes in the
p-Si nanowires may be higher than that for bulk p-Si,
although further investigation is required for a complete
understanding.

Because of the enhanced surface-to-volume ra-
tio of nanowires, their transport behavior may be
modified by changing their surface conditions. For ex-
ample, researchers have found that by coating n-InP
nanowires with a layer of redox molecules such as cobalt
phthalocyanine, the conductance of the InP nanowires
may change by orders of magnitude by altering the
charge state of the redox molecules to provide bistable
nanoscale switches [4.131]. The resistance (or conduc-
tance) of some nanowires (e.g., Pd nanowires) is also
very sensitive to the presence of certain gases (e.g.,
H2) [4.132, 133], and this property may be utilized for
sensor applications to provide improved sensitivity com-
pared to conventional sensors based on bulk material
(see Sect. 4.3.4).

Although it remains unclear how the size may influ-
ence the transport properties and device performance of
semiconducting nanowires, many of the larger diameter
semiconducting nanowires are expected to be described
by classical physics, since their quantization energies
�

2/(2med2
W) are usually smaller than the thermal energy

kBT . By comparing the quantization energy with the
thermal energy, the critical wire diameter below which
quantum confinement effects become significant is esti-
mated to be 1 nm for Si nanowires at room temperature,
which is much smaller than the size of many of the semi-
conducting nanowires that have been investigated so far.
By using material systems with much smaller effective
carrier masses me (such as bismuth), the critical diam-
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eter for which such quantum effects can be observed
is increased, thereby facilitating the study of quantum
confinement effects. It is for this reason that the bis-
muth nanowire system has been studied so extensively.
Furthermore, since the crystal structure and lattice con-
stants of bismuth nanowires are the same as for 3-D
crystalline bismuth, it is possible to carry out detailed
model calculations to guide and to interpret transport
and optical experiments on bismuth nanowires. For these
reasons, bismuth can be considered as a model system
for studying 1-D effects in nanowires.

Temperature-Dependent Resistance
Measurements

Although nanowires with electronic properties similar
to their bulk counterparts are promising for construct-
ing nano-devices based on well-established knowledge
of their bulk counterparts, it is expected that quan-
tum size effects in nanowires will likely be utilized
to generate new phenomena absent in bulk materials
and thus provide enhanced performance and novel func-
tionality for certain applications. In this context, the
transport properties of bismuth (Bi) nanowires have
been extensively studied, both theoretically [4.134]
and experimentally [4.28, 30, 67, 135–138] because of
their promise for enhanced thermoelectric performance.
Transport studies of ferromagnetic nanowire arrays,
such as Ni or Fe, have also received much attention be-
cause of their potential for high-density magnetic storage
applications.

The very small electron effective mass components
and the long carrier mean free paths in Bi facilitate the
study of quantum size effects in the transport properties
of nanowires. Quantum size effects are expected to be-
come significant in bismuth nanowires with diameters
smaller than 50 nm [4.134], and the fabrication of crys-
talline nanowires of this diameter range is relatively easy.

Figure 4.24a shows the T dependence of the re-
sistance R(T ) for Bi nanowires (7 ≤ dW < 200 nm)
synthesized by vapor deposition and pressure injec-
tion [4.28], illustrating the quantum effects in their
temperature-dependent resistance. In Fig. 4.24a, the
R(T ) behavior of Bi nanowires is dramatically different
from that of bulk Bi and is highly sensitive to the wire
diameter. The R(T ) curves in Fig. 4.24a show a non-
monotonic trend for larger-diameter (70 and 200 nm)
nanowires, although R(T ) becomes monotonic with T
for small-diameter (≤ 48 nm) nanowires. This dramatic
change in the behavior of R(T ) as a function of dW is
attributed to a unique semimetal-semiconductor transi-
tion phenomena in Bi [4.139], induced by quantum size

effects. Bi is a semimetal in bulk form, in which the
T -point valence band overlaps with the L-point con-
duction band by 38 meV at 77 K. As the wire diameter
decreases, the lowest conduction subband increases in
energy, and the highest valence subband decreases in
energy. Model calculations predict that the band over-
lap should vanish in Bi nanowires (with their wire
axes along the trigonal direction) at a wire diameter
∼ 50 nm [4.134].

The resistance of Bi nanowires is determined by
two competing factors: the carrier density that in-
creases with T , and the carrier mobility that decreases
with T . The non-monotonic R(T ) for large-diameter
Bi nanowires is due to a smaller carrier concentration
variation at low temperature (≤ 100 K) in semimet-
als, so that the electrical resistance is dominated by
the mobility factor in this temperature range. Based
on the semiclassical transport model and the estab-
lished band structure of Bi nanowires, the calculated
R(T )/R(300 K) for 36-nm and 70-nm Bi nanowires
is shown by the solid curves in Fig. 4.24c to illus-
trate different R(T ) trends for semiconducting and
semimetallic nanowires, respectively [4.67]. The curves
in Fig. 4.24c exhibit trends consistent with experimental
results. The condition for the semimetal–semiconductor
transition in Bi nanowires can be experimentally deter-
mined, as shown by the measured resistance ratio R
(10 K)/R(100 K) of Bi nanowires as a function of wire
diameter [4.140] in Fig. 4.25. The maximum in the
resistance ratio R(10 K)/R(100 K) at dW ∼ 48 nm indi-
cates the wire diameter for the transition of Bi nanowires
from a semimetallic phase to a semiconducting phase.
The semimetal–semiconductor transition and the semi-
conducting phase in Bi nanowires are examples of new
transport phenomena, resulting from low dimensionality
and absent in the bulk 3-D phase, which further increase
the possible benefits from the properties of nanowires
for desired applications (see Sect. 4.3.2).

It should be noted that good crystal quality is
essential for observing the quantum size effect in
nanowires, as shown by the R(T ) plots in Fig. 4.24a.
For example, Fig. 4.24b shows the normalized R(T )

measurements of Bi nanowires with larger diameters
(200 nm–2 µm) prepared by electrochemical depos-
ition [4.30], and these nanowires possess monotonic
R(T ) behaviors, quite different from those of the cor-
responding nanowire diameters shown in Fig. 4.24a.
The absence of the resistance maximum in Fig. 4.24b
is due to the lower crystalline quality for nanowires
prepared by electrochemical deposition, which tends to
produce polycrystalline nanowires with a much lower
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Fig. 4.24 (a) Measured temperature dependence of the resistance R(T ) normalized to the room temperature (300 K)
resistance for bismuth nanowire arrays of various wire diameters dW [4.28]. (b) R(T )/R(290 K) for bismuth wires of
larger dW and lower mobility [4.30]. (c) Calculated R(T )/R(300 K) of 36-nm and 70-nm bismuth nanowires. The dashed
curve refers to a 70-nm polycrystalline wire with increased boundary scattering [4.139]
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Fig. 4.25 Measured resistance ratio R(10 K)/R(100 K) of
Bi nanowires as a function of diameter. The peak indicates
the transition from a semimetallic phase to a semiconduct-
ing phase as the wire diameter decreases [4.141]
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carrier mobility. This monotonic R(T ) for semimetallic
Bi nanowires at a higher defect level is also confirmed
by theoretical calculations, as shown by the dashed
curve in Fig. 4.24c for 70-nm wires with increased grain
boundary scattering [4.139].

The theoretical model developed for Bi nanowires
not only provides good agreement with experimental
results, but it also plays an essential role in under-
standing the influence of the quantum size effect, the
boundary scattering, and the crystal quality on their
electrical properties. The transport model has also been
generalized to predict the transport properties of Te-
doped Bi nanowires [4.67], Sb nanowires [4.142], and
BiSb alloy nanowires [4.143], and good agreement be-
tween experiment and theory has also been obtained
for these cases. While the electronic density of states
may be significantly altered due to quantum confine-
ment effects, various scattering mechanisms related to
the transport properties of nanowires can be accounted
for by Matthiessen’s rule.

For nanowires with diameters comparable to the
phase-breaking length, their transport properties may
be further influenced by localization effects. It has been
predicted that in disordered systems, the extended elec-

10 100

1.0

0.1

R(T)/R(300 K)

T(K)
1

Zn 4 nm / Vycor glass

Zn 9 nm / Al2O3

Zn 15 nm / SiO2

T1

Fig. 4.26 Temperature dependence of the resistance of
Zn nanowires synthesized by vapor deposition in various
porous templates [4.63]. The data are given as points, the
full line are fits to a T 1 law for 15 nm diameter Zn nanowires
in an SiO2 template, denoted by Zn/SiO2. Fits to a com-
bined T 1 and T−1/2 law were made for the smaller nanowire
diameter composite denoted by 9 nm Zn/Al2O3 and 4 nm
Zn/Vycor glass

tronic wave functions become localized near defect sites,
resulting in the trapping of carriers and giving rise to
a different transport behavior. Localization effects are
also expected to be more pronounced as dimensional-
ity and sample size are reduced. Localization effects
on the transport properties of nanowire systems have
been studied on Bi nanowires [4.144] and, more re-
cently, on Zn nanowires [4.63]. Figure 4.26 shows the
measured R(T )/R(300 K) of Zn nanowires fabricated
by vapor deposition in porous silica or alumina [4.63].
While 15 nm Zn nanowires exhibit an R(T ) behav-
ior with a T 1 dependence as expected for a metallic
wire, the R(T ) of 9 nm and 4 nm Zn nanowires exhibits
a temperature dependence of T−1/2 at low tempera-
ture, consistent with 1-D localization theory. Thus, due
to this localization effect, the use of nanowires with
very small diameters for transport applications may be
limited.

Magnetoresistance
Magnetoresistance (MR) measurements provide an
informative technique for characterizing nanowires
because these measurements yield a great deal of
information about the electron scattering with wire
boundaries, the effects of doping and annealing on scat-
tering, and localization effects in the nanowires [4.137].
For example, at low fields the MR data show a quadratic
dependence on the B field from which carrier mobility
estimates can be made (see Fig. 4.27 at low B field).

Figure 4.27 shows the longitudinal magnetoresist-
ance (B parallel to the wire axis) for 65 nm and 109 nm
Bi nanowire samples (before thermal annealing) at 2 K.
The MR maxima in Fig. 4.27a are due to the classical
size effect, where the wire boundary scattering is re-
duced as the cyclotron radius becomes smaller than the
wire radius in the high field limit, resulting in a decrease
in the resistivity. This behavior is typical for the lon-
gitudinal MR of Bi nanowires in the diameter range of
45 nm to 200 nm [4.28, 136, 137, 145], and the peak po-
sition Bm moves to lower B field values as the wire
diameter increases, as shown in Fig. 4.27c [4.145], in
which Bm varies linearly with 1/dW. The condition
for the occurrance of Bm is approximately given by
Bm ∼ 2c�kF/edW where kF is the wave vector at the
Fermi energy. The peak position, Bm, is found to in-
crease linearly with temperature in the range of 2 to
100 K, as shown in Fig. 4.27b [4.145]. As T is increased,
phonon scattering becomes increasingly important, and
therefore a higher magnetic field is required to re-
duce the resistivity associated with boundary scattering
sufficiently to change the sign of the MR. Likewise, in-
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Fig. 4.27 (a) Longitudinal magnetoresistance, ∆R(B)/R(0), at 2 K as a function of B for Bi nanowire arrays with
diameters 65 and 109 nm before thermal annealing. (b) The peak position Bm as a function of temperature for the 109 nm
diameter Bi nanowire array after thermal annealing. (c) The peak position Bm of the longitudinal MR (after thermal
annealing) at 2 K as a function of 1/dW, the reciprocal of the nanowire diameter [4.145]

creasing the grain boundary scattering is also expected
to increase the value of Bm at a given T and wire
diameter.

The presence of the peak in the longitudinal MR of
nanowires requires a high crystal quality with long car-
rier mean free paths along the nanowire axis, so that most
scattering events occur at the wire boundary instead of
at a grain boundary, at impurity sites, or at defect sites
within the nanowire. Liu et al. have investigated the MR
of 400-nm Bi nanowires synthesized by electrochemi-
cal deposition [4.21], and no peak in the longitudinal
MR is observed. The absence of a magnetoresistance
peak may be attributed to a higher defect level in the
nanowires produced electrochemically and to a large
wire diameter, much longer than the carrier mean free
path. The negative MR observed for the Bi nanowire ar-
rays above Bm (see Fig. 4.27) shows that wire boundary
scattering is a dominant scattering process for the longi-
tudinal magnetoresistance, thereby establishing that the
mean free path is larger than the wire diameter and that
a ballistic transport behavior is indeed observed in the
high field regime.

In addition to the longitudinal magnetoresistance
measurements, transverse magnetoresistance measure-

ments (B perpendicular to the wire axis) have also
been performed on Bi nanowires array samples [4.28,
137, 145], where a monotonically increasing B2 depen-
dence over the entire range 0 ≤ B ≤ 5.5 T is found for
all Bi nanowires studied thus far. This is as expected,
since the wire boundary scattering cannot be reduced
by a magnetic field perpendicular to the wire axis. The
transverse magnetoresistance is also found always to
be larger than the longitudinal magnetoresistance in
nanowire arrays.

By applying a magnetic field to nanowires at very
low temperatures (≤ 5 K), one can induce a transition
from a 1-D confined system at low magnetic fields
to a 3-D confined system as the field strength in-
creases, as shown in Fig. 4.28 for the longitudinal MR
of Bi nanowire arrays of various nanowire diameters
(28–70 nm) for T < 5 K [4.137]. In these curves, a sub-
tle step-like feature is seen at low magnetic fields, which
is found to depend only on the wire diameter, and is
independent of temperature, the orientation of the mag-
netic field, and even on the nanowire material (e.g., in
Sb nanowires [4.142]). The lack of a dependence of the
magnetic field at which the step appears on tempera-
ture, field orientation, and material type indicates that
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Fig. 4.28 Longitudinal magnetoresistance as a function of
magnetic field for Bi nanowires of the diameters indicated.
The vertical bars indicate the critical magnetic field Bc

at which the magnetic length equals the nanowire diam-
eter [4.137]

the phenomenon is related to the magnetic field length,
LH = (�/eB)1/2. The characteristic length LH is the spa-
tial extent of the wave function of electrons in the lowest
Landau level, and LH is independent of the carrier effec-
tive masses. Setting LH(Bc) equal to the diameter dW of
the nanowire defines a critical magnetic field strength,
Bc, below which the wave function is confined by the
nanowire boundary (the 1-D regime), and above which
the wave function is confined by the magnetic field (the
3-D regime). The physical basis for this phenomenon is
associated with confinement of a single magnetic flux
quantum within the nanowire cross section [4.137]. This
phenomenon, though independent of temperature, is ob-
served for T ≤ 5 K, since the phase breaking length has

to be larger than the wire diameter. This calculated field
strength, Bc, indicated in Fig. 4.28 by vertical lines for
the appropriate nanowire diameters, provides a good fit
to the step-like features in these MR curves.

The Shubnikov–de Haas (SdH) quantum oscillatory
effect, which results from the passage of the quantized
Landau levels through the Fermi energy as the field
strength varies, should, in principle, provide the most
direct measurement of the Fermi energy and carrier
density. For example, Heremans et al. have demonstrated
that SdH oscillations can be observed in Bi nanowire
samples with diameters down to 200 nm [4.146] and
have demonstrated that Te doping can be used to raise
the Fermi energy in Bi nanowires. Such information on
the Fermi energy is important because, for certain appli-
cations based on nanowires, it is necessary to place the
Fermi energy near a subband edge where the density of
states has a sharp feature. But due to the unusual 1-D
geometry for nanowires, other characterization tech-
niques commonly used in bulk materials to determine the
Fermi energy and the carrier concentration (e.g., the Hall
measurement) cannot be applied for nanowire systems.
The observation of the SdH oscillatory effect requires
very high crystal quality samples that allow carriers to
execute a complete cyclotron orbit in the nanowire be-
fore they are scattered. For small nanowire diameters,
large magnetic fields are required to produce cyclotron
radii smaller than the wire radius. For some nanowire
systems, all Landau levels may have passed through the
Fermi level at such a high field strength, and in such
a case, no oscillations can be observed. The localization
effect may also prevent the observation of SdH oscil-
lations for very small diameter (≤ 10 nm) nanowires.
Observing SdH oscillations in highly doped samples (as
may be required for certain applications) may be diffi-
cult because impurity scattering reduces the mean free
path, requiring high B fields to satisfy the requirement
that carriers complete a cyclotron orbit prior to scatter-
ing. Although SdH oscillations provide the most direct
method of measuring the Fermi energy and carrier dens-
ity of nanowire samples, this technique may not work,
however, for smaller diameter nanowires, or for heavily
doped nanowires.

Thermoelectric Properties
Nanowires are predicted to be promising for thermo-
electric applications [4.134,147], due to their novel band
structure compared to their bulk counterparts and the ex-
pected reduction in thermal conductivity associated with
enhanced boundary scattering (see Sect. 4.2.2). Due to
the sharp density of states at the 1-D subband edges
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(where the van Hove singularities occur), nanowires
are expected to exhibit enhanced Seebeck coefficients
compared to their bulk counterparts. Since the Seebeck
coefficient measurement is independent of the number of
nanowires contributing to the signal, the measurements
on nanowire arrays of uniform wire diameter are, in prin-
ciple, as informative as single-wire measurements. The
major challenge in measuring the Seebeck coefficient of
nanowires lies in the design of tiny temperature probes to
determine accurately the temperature difference across
the nanowire. Figure 4.29a shows the schematic experi-
mental setup for the Seebeck coefficient measurement of
nanowire arrays [4.148], where two thermocouples are
placed on both faces of a nanowire array and a heater
is attached on one face of the array to generate a tem-
perature gradient along the nanowire axis. Ideally the
size of the thermocouples should be much smaller than
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Fig. 4.29 (a) Experimental setup for the measurement
of the Seebeck coefficient in nanowire arrays [4.148].
(b) Measured Seebeck coefficient as a function of tem-
perature for Bi ( , ) and Bi0.95Sb0.05 ( , ) nanowires with
different diameters. The solid curve denotes the Seebeck
coefficient for bulk Bi [4.139]

the thickness of the nanowire array template (i. e., the
nanowire length) to minimize error. However, due to the
thinness of most templates (≤ 50 µm) and the large size
of commercially available thermocouples (∼ 12 µm),
the measured Seebeck coefficient values are usually
underestimated.

The thermoelectric properties of Bi nanowire sys-
tems have been investigated extensively because of their
potential as good thermoelectric materials. Figure 4.29b
shows the measured Seebeck coefficient S(T ) as a func-
tion of temperature for nanowire arrays with diameters
of 40 and 65 nm and different isoelectronic Sb alloy
concentrations [4.139]; S(T ) results for bulk Bi are
shown (solid curve) for comparison. Enhancement in the
thermopower is observed in Fig. 4.29b as the wire diam-
eter decreases and as the Sb content increases, which
is attributed to the semimetal–semiconductor transition
induced by quantum confinement and to Sb alloying
effects in Bi1−xSbx nanowires. Heremans et al. have
observed a substantial increase in the thermopower of
Bi nanowires as the wire diameter further decreases,
as shown in Fig. 4.30a for 15 nm Bi/silica and 9 nm
Bi/alumina nanocomposites [4.63]. The enhancement
is due to the sharp density of states near the Fermi
energy in a 1-D system. Although the samples in
Fig. 4.30a also possess very high electrical resistance
(∼ GΩ), the results for the 9 nm Bi/alumina samples
show that the Seebeck coefficient can be enhanced by
almost 1,000 times relative to bulk material. But for
Bi nanowires with very small diameters (∼ 4 nm), the
localization effect becomes dominant, which compro-
mises the thermopower enhancement. Therefore, for
Bi nanowires, the optimal wire diameter range for the
largest thermopower enhancement is found to be be-
tween 4 to 15 nm [4.63].

The effect of the nanowire diameter on the ther-
mopower of nanowires has also been observed in Zn
nanowires [4.63]. Figure 4.30b shows the Seebeck coef-
ficient of 9 nm Zn/alumina and 4 nm Zn/Vycor glass
nanocomposites, exhibiting enhanced thermopower as
the wire diameter decreases. It is found that while
9 nm Zn nanowires still exhibit metallic behavior, the
thermopower of 4 nm Zn nanowires shows a differ-
ent temperature dependence, which may be due to the
1-D localization effect, although further investigation is
required for a definitive identification of the conduction
mechanism in such small nanowires.

Quantum Wire Superlattices
The studies on superlattice nanowires, which possess
a periodic modulation in their materials composition
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Fig. 4.30 (a) Absolute value of the Seebeck coefficient of two 15 nm Bi/silica samples, and two 9 nm Bi/alumina nano-
composite samples, in comparison to bulk Bi and 200 nm Bi nanowires in the pores of alumina templates [4.63]. The
full line on top of the figure is a fit to a T−1 law. The Seebeck coefficient of the 9 nm Bi/alumina composite is positive;
the rest are negative. (b) The Seebeck coefficient of 9 nm Zn/Al2O3 and 4 nm Zn/Vycor glass nanocomposite samples in
comparison to bulk Zn [4.63]

along the wire axis, have attracted much attention
recently because of their promise in such appli-
cations as thermoelectrics (see Sect. 4.3.2) [4.149],
nanobarcodes (see Sect. 4.3.3) [4.90], nanolasers (see
Sect. 4.3.3) [4.92], one-dimensional waveguides, and
resonant tunneling diodes [4.93, 150]. Figure 4.31a
shows a schematic structure of a superlattice nanowire

a)

b)

A B
LA LB

mA mB
EC

A +εnm
A

EC
B +εnm

B

D

Fig. 4.31 (a) Schematic diagram of superlattice (seg-
mented) nanowires consisting of interlaced nanodots A and
B of the indicated length and wire diameter. (b) Schematic
potential profile of the subbands in the superlattice
nanowire [4.149]

consisting of interlaced quantum dots of two different
materials, as denoted by A and B. Various techniques
have been developed to synthesize superlattice nanowire
structures with different interface conditions, as men-
tioned in Sect. 4.1.1 and Sect. 4.1.2.

In this superlattice (SL) nanowire structure, the
electronic transport along the wire axis is made pos-
sible by the tunneling between adjacent quantum dots,
while the uniqueness of each quantum dot and its 0-D
characteristic behavior is maintained by the energy dif-
ference of the conduction or valence bands between
quantum dots of different materials (see Fig. 4.31b),
which provides some amount of quantum confinement.
Recently Björk et al. have observed interesting non-
linear I–V characteristics with a negative differential
resistance in one-dimensional heterogeneous structures
made of InAs and InP, where InP serves as the poten-
tial barrier [4.93, 150]. The nonlinear I–V behavior is
associated with the double barrier resonant tunneling
in one-dimensional structures, demonstrating the capa-
bility of transport phenonema in superlattice nanowires
via tunneling and the possibility of controlling the elec-
tronic band structure of the SL nanowires by carefully
selecting the constituent materials. This kind of new
structure is especially attractive for thermoelectric ap-
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Fig. 4.32 Optimal ZT calculated as a function of segment
length for 10-nm diameter PbSe/PbS nanowires at 77 K,
where “optimal” refers to the placement of the Fermi level
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respectively [4.141]

plications, because the interfaces between the nanodots
can reduce the lattice thermal conductivity by block-
ing the phonon conduction along the wire axis, while
electrical conduction may be sustained and even benefit
from the unusual electronic band structures due to the
periodic potential perturbation. For example, Fig. 4.32
shows the calculated dimensionless thermoelectric fig-
ure of merit ZT = S2σT/κ (see Sect. 4.2.2) where κ is
the total thermal conductivity (including both the lat-
tice and electronic contribution) of 10-nm diameter
PbS/PbSe superlattice nanowires as a function of the
segment length. A higher thermoelectric performance
than for PbSe0.5S0.5 alloy nanowires can be achieved
for a 10 nm diameter superlattice nanowire with segment
lengths ≤ 7 nm. But the localization effect, which may
become important for very short segment lengths, may
jeopardize this enhancement in the ZT of superlattice
nanowires [4.141].

Thermal Conductivity of Nanowires
Experimental measurements of the temperature depen-
dence of the thermal conductivity κ(T ) of individual
suspended nanowires have been carried out to study
the dependence of κ(T ) on the wire diameter. In this
context, measurements have been made on nanowires
down to only 22 nm in diameter [4.151]. Such measure-
ments are very challenging and are now possible because
of technological developments in fabricating and us-
ing nanometer size thermal scanning probes [4.120,152,
153]. The experiments show that the thermal conductiv-

ity of small homogeneous nanowires may be more than
one order of magnitude smaller than in the bulk, arising
mainly from strong boundary scattering effects [4.154].
Phonon confinement effects may eventually become
important at still smaller diameter nanowires (see
Sect. 4.2.3). Measurements on mats of nanowires (see,
for example, Fig. 4.12) do not generally give reliable
results because the contact thermal resistance between
adjacent nanowires tends to be high, which is in part due
to the thin surface oxide coating that most nanowires
have. This surface oxide coating may also be important
for thermal conductivity measurements on individual
suspended nanowires because of the relative importance
of phonon scattering at the lateral walls of the nanowire.

The most extensive experimental thermal con-
ductivity measurements have been done on Si
nanowires [4.151] where κ(T ) measurements have
been made on nanowires in the diameter range of
22 ≤ dW ≤ 115 nm. The results show a large decrease
in the peak of κ(T ) associated with umklapp processes
as dW decreases, indicating a growing importance of
boundary scattering and a corresponding decreasing im-
portance of phonon–phonon scattering. At the smallest
wire diameter of 22 nm, a linear κ(T ) dependence is
found experimentally, consistent with a linear T de-
pendence of the specific heat for a 1-D system and
a temperature independent mean free path and velocity
of sound.

Model calculations for κ(T ) based on a radia-
tive heat transfer model have been carried out for Si
nanowires [4.155]. These results show that the predicted
κ(T ) behavior for Si nanowires is similar to that ob-
served experimentally in the range of 37 ≤ dW ≤ 115 nm
regarding both the functional form of κ(T ) and the mag-
nitude of the relative decrease in the maximum thermal
conductivity κmax as a function of dW. But the model
calculations predict a substantially larger magnitude for
κ(T ) (by 50% or more) than is observed experimen-
tally. Furthermore, the model calculations (see Fig. 4.33)
do not reproduce the experimentally observed linear
T dependence for the 22 nm nanowires, but rather pre-
dict a 3-D behavior for both the density of states and the
specific heat in 22 nm nanowires [4.155, 156].

Thermal conductance measurements on GaAs
nanowires below 6 K show a power law dependence, but
the T dependence becomes somewhat less pronounced
below ∼ 2.5 K [4.152]. This deviation from the power
law temperature dependence led to a more detailed study
of the quantum limit for the thermal conductance. To
carry out these more detailed experiments, a meso-
scopic phonon resonator and waveguide device were
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Fig. 4.33 Predicted thermal conductivity of Si nanowires
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constructed that included four ∼ 200 nm wide and 85 nm
thick silicon nitride nanowire-like nano-constrictions
(see Fig. 4.34a) to establish the quantized thermal con-
ductance limit of g0 = π2k2

BT/3h (see Fig. 4.34b) for
ballistic phonon transport [4.157,158]. For temperatures
above 0.8 K, the thermal conductance in Fig. 4.34b fol-
lows a T 3 law, but as T is further reduced, a transition
to a linear T dependence is observed, consistent with
a phonon mean free path of ∼ 1 µm, and a thermal con-
ductance value approaching 16g0, corresponding to four
massless phonon modes per channel and four channels in
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Fig. 4.34 (a) Suspended mesoscopic phonon device used to measure ballistic phonon transport. The device consists of
an 4 × 4 µm “phonon cavity” (center) connected to four Si3N4 membranes, 60 nm thick and less than 200 nm wide. The
two bright “C” shaped objects on the phonon cavity are thin film heating and sensing Cr/Au resistors, whereas the dark
regions are empty space. (b) Log–log plot of the temperature dependence of the thermal conductance G0 of the structure
in (a) normalized to 16g0 (see text) [4.158]

their phonon waveguide structure (see Fig. 4.34a). Bal-
listic phonon transport occurs when the thermal phonon
wavelength (380 nm for the experimental structure) is
somewhat greater than the width of the phonon waveg-
uide at its constriction.

4.2.3 Optical Properties

Optical methods provide an easy and sensitive tool for
measuring the electronic structure of nanowires since
optical measurements require minimal sample prepara-
tion (for example, contacts are not required) and the
measurements are sensitive to quantum effects. Optical
spectra of 1-D systems, such as carbon nanotubes, often
show intense features at specific energies near singular-
ities in the joint density of states formed under strong
quantum confinement conditions. A variety of optical
techniques have shown that the properties of nanowires
are different from those of their bulk counterparts, and
this section of the review focuses on these differences.

Although optical properties have been shown to pro-
vide an extremely important tool for the characterization
of nanowires, the interpretation of these measurements
is not always straightforward. The wavelength of light
used to probe the sample is usually smaller than the
wire length but larger than the wire diameter. Hence, the
probe light used in an optical measurement cannot be
focused solely onto the wire, and the wire and the sub-
strate on which the wire rests (or host material, if the
wires are embedded in a template) are simultaneously
probed. For measurements, such as photo-luminescence

Part
A

4
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanowires 4.2 Characterization and Physical Properties of Nanowires 127

(PL), if the substrate does not luminescence or ab-
sorb in the frequency range of the measurements, PL
directly measures the luminescence of the nanowires
and the substrate can be ignored. In reflection and
transmission measurements, however, even a nonab-
sorbing substrate can modify the measured spectra of
nanowires.

In this section, we discuss the determination of the
dielectric function for nanowires in the context of effec-
tive medium theories. We then discuss various optical
techniques with appropriate examples that sensitively
differentiate nanowire properties from those also found
in the parent bulk material, giving particular emphasis
to electronic quantum confinement effects. Finally, we
review phonon confinement effects.

The Dielectric Function
In this subsection we review the use of effective medium
theory as a method to handle the optical properties of
nanowires whose diameters are typically smaller than
the wavelength of light, noting that observable optical
properties of materials can be related to the complex
dielectric function [4.159,160]. Effective medium theo-
ries [4.161, 162] can be applied to model the nanowire
and substrate as one continuous composite with a single
complex dielectric function (ε1 + iε2), where the real
and imaginary parts of the dielectric function ε1 and ε2
are related to the index of refraction (n) and the absorp-
tion coefficient (K ) by the relation ε1 + iε2 = (n + iK)2.
Since photons at visible or infrared wavelengths “see”
a dielectric function for the composite nanowire ar-
ray/substrate system that is different from that of the
nanowire itself, the optical transmission and reflection
are different from what they would be if the light were
focused only on the nanowire. One commonly observed
consequence of effective medium theory is the shift in
the plasma frequency in accordance with the percentage
of nanowire material contained in the composite [4.163].
The plasma resonance occurs when ε1(ω) becomes zero,
and the plasma frequency of the nanowire composite
will shift to lower (higher) energies when the magnitude
of the dielectric function of the host materials is larger
(smaller) than that of the nanowire.

Although reflection and transmission measurements
probe both the nanowire and the substrate, the optic-
al properties of the nanowires can be independently
determined. One technique for separating the dielec-
tric function of the nanowires from the host is to use an
effective medium theory in reverse. Since the dielectric
function of the host material is often known, and since
the dielectric function of the composite material can be

measured by the standard method of using reflection and
transmission measurements in combination with either
the Kramer–Kronig relations or Maxwell’s equations,
the complex dielectric function of the nanowires can
be deduced. This approach has been used successfully,
for example, in determining the frequency dependence
of the real and imaginary parts of the dielectric function
ε1(ω) and ε2(ω) for a parallel array of bismuth nanowires
filling the pores of an alumina template [4.164].

Optical Properties Characteristic of Nanowires
A wide range of optical techniques are available for the
characterization of nanowires to distinguish their prop-
erties from those of their parent bulk materials. Some
differences in properties are geometric, such as the small
diameter size and the large length-to-diameter ratio (also
called the aspect ratio), while other differences focus on
quantum confinement issues.

Probably the most basic optical technique is to meas-
ure the reflection and/or transmission of a nanowire to
determine the frequency-dependent real and imaginary
parts of the dielectric function. This technique has been
used, for example, to study the band gap and its tem-
perature dependence in gallium nitride nanowires in the
10–50 nm range in comparison to bulk values [4.165].
The plasma frequency, free carrier density, and donor im-
purity concentration as a function of temperature were
also determined from the infrared spectra, which is espe-
cially useful for nanowire research since Hall effect
measurements cannot be made on nanowires.

Photo-luminescence (PL) or fluorescence spec-
troscopy is a common method to study nanowires.
Emission techniques probe the nanowires directly, and
the effect of the host material does not have to be
considered. This characterization method has been
used to study many properties of nanowires, such as
the optical gap behavior, oxygen vacancies in ZnO
nanowires [4.66], strain in Si nanowires [4.166], and
quantum confinement effects in InP nanowires [4.92].
Figure 4.35 shows the photo-luminescence of InP
nanowires as a function of wire diameter, thereby pro-
viding direct information on the effective band gap. As
the wire diameter of an InP nanowire is decreased so
that it becomes smaller than the bulk exciton diameter
of 19 nm, quantum confinement effects set in, and the
band gap is increased. This results in an increase in the
PL peak energy because of the stronger electron–hole
Coulomb binding energy within the quantum-confined
nanowires as the wire radius gets smaller than the ef-
fective Bohr radius for the exciton for bulk InP. The
smaller the effective mass, the larger the quantum con-
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Fig. 4.35a–d Photo-luminescence of
InP nanowires of varying diameters
at 7 K ((b) and (d)) and room temper-
ature ((a) and (c)), showing quantum
confinement effects of the exciton for
wire diameters less than 20 nm [4.92]

finement effects. When the shift in the peak energy as
a function of nanowire diameter (Fig. 4.35a) is analyzed
using an effective mass model, the reduced effective
mass of the exciton is deduced to be 0.052m0, which
agrees quite well with the literature value of 0.065m0
for bulk InP. Although the line widths of the PL peak
for the small diameter nanowires (10 nm) are smaller at
low temperature (7 K), the observation of strong quan-
tum confinement and band gap tunability effects at room
temperature are significant for photonics applications of
nanowires (see Sect. 4.3.3).

The resolution of photo-luminescence (PL) optical
imaging of a nanowire is, in general, limited by the
wavelength of light. But when a sample is placed very
close to the detector, the light is not given a chance to
diffract, and so samples much smaller than the wave-
length of light can be resolved. This technique is known
as near-field scanning optical microscopy (NSOM) and

has been used successfully [4.167] to image nanowires.
For example, Fig. 4.36 shows the topographical (a) and
PL (b) NSOM images of a single ZnO nanowire.

Magneto-optics can be used to measure the elec-
tronic band structure of nanowires. For example,
magneto-optics in conjunction with photo-conductance
has been proposed [4.168] as a tool to determine band
parameters for nanowires, such as the Fermi energy,
electron effective masses, and the number of subbands
to be considered [4.168]. Since different nanowire sub-
bands have different electrical transmission properties,
the electrical conductivity changes when light is used
to excite electrons to higher subbands, thereby provid-
ing a method for studying the electronic structure of
nanowires optically. Magneto-optics can also be used to
study the magnetic properties of nanowires in relation
to bulk properties [4.44, 169]. For example, the surface
magneto-optical Kerr effect has been used to measure
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a) b)
Fig. 4.36 (a) Topographical and
(b) photoluminescence (PL) near-
field scanning optical microscopy
(NSOM) images of a single ZnO
nanowire waveguide [4.167]

the dependence of the magnetic ordering temperature of
Fe-Co alloy nanowires on the relative concentration of
Fe and Co [4.169], and it was used to find that, unlike the
case of bulk Fe-Co alloys, cobalt in nanowires inhibits
magnetic ordering.

Nonlinear optical properties of nanowires have re-
ceived particular attention since the nonlinear behavior
is often enhanced over that in bulk materials and
since the nonlinear effects can be utilized for many
applications. One such study measured the second har-
monic generation (SHG) and third harmonic generation
(THG) in a single nanowire by using near-field optic-
al microscopy [4.170]. ZnO nanowires were shown
to have strong SHG and THG effects that are highly
polarization-sensitive, and this polarization sensitivity
can be explained on the basis of optical and geomet-
rical considerations. Some components of the second
harmonic polarization tensor are found to be enhanced
in nanowires while others are suppressed as the wire
diameter is decreased, and such effects could be of inter-
est for device applications. The authors also showed
that the second-order nonlinearities are mostly wave-
length independent for λ < 400 nm, which is in the
transparent regime for ZnO, below the onset of band
gap absorption; this observation is also of interest for
device applications.

Reflectivity and transmission measurements have
also been used to study the effects of quantum
confinement and surface effects on the low energy in-
direct transition in bismuth nanowires [4.171]. Black
et al. [4.171] investigated an intense and sharp absorp-
tion peak in bismuth nanowires, which is not observed in
bulk bismuth. The energy position Ep of this strong ab-
sorption peak increases with decreasing diameter. But
the rate of increase in energy with decreasing diam-
eter |∂Ep/∂dW| is an order of magnitude less than that
predicted for either a direct interband transition or for

intersubband transitions in bismuth nanowires. On the
other hand, the magnitude of |∂Ep/∂dW| agrees well
with that predicted for an indirect L-point valence to
T -point valence band transition (see Fig. 4.37). Since
both the initial and final states for the indirect L-T point
valence band transition downshift in energy as the wire
diameter dW is decreased, the shift in the absorption peak
results from a difference between the effective masses
and not from the actual value of either of the masses.
Hence the diameter dependence of the absorption peak
energy is an order of magnitude less for a valence to
valence band indirect transition than for a direct inter-
band L-point transition. Furthermore, the band-tracking
effect for the indirect transition gives rise to a large
value for the joint density of states, thus accounting for
the high intensity of this feature. The enhanced cou-
pling of this indirect transition to an applied optical field
arises through the gradient of the dielectric function,
which is large at the bismuth-air or bismuth-alumina
interfaces. It should be noted that, in contrast to the
surface effect for bulk samples, the whole nanowire
contributes to the optical absorption due to the spatial
variation in the dielectric function, since the penetration
depth is larger than or comparable to the wire diameter.
In addition, the intensity can be quite significant be-
cause abundant initial state electrons, final state holes,
and appropriate phonons exist for making an indirect
L-T point valence band transition at room tempera-
ture. Interestingly, the polarization dependence of this
absorption peak is such that the strong absorption is
present when the electric field is perpendicular to the
wire axis but is absent when the electric field is parallel
to the wire axis; this is contrary to a traditional polar-
izer, such as a carbon nanotube in which the optical E
field is polarized by the nanotube itself to be aligned
along the carbon nanotube axis. The observed polar-
ization dependence for bismuth nanowires is consistent
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Fig. 4.37 (a) The measured optical transmission spectra as a function of wavenumber (1/λ) of a ∼ 45 nm diameter
bismuth nanowire array. (b) The simulated optical transmission spectrum resulting from an indirect transition of an
L point electron to a T point valence subband state. The insert in (a) shows the bismuth Brillouin zone, and the location
of the T -point hole and of the three L-point electron pockets, including the nondegenerate A, and the doubly degenerate
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response was obtained by dividing the measured spectra
by the Bose–Einstein thermal factor [4.172]
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with a surface-induced effect that increases the coupling
between the L-point and T -point bands throughout the
full volume of the nanowire. Figure 4.37 shows the ex-
perimentally observed transmission spectrum in bismuth
nanowires of ∼ 45 nm diameter (a), and for compari-
son, the simulated optical transmission from an indirect
transition in bismuth nanowires of ∼ 45 nm diameter is
also shown in (b). The indirect L to T point valence
band transition mechanism [4.171] is also consistent
with observations of the effect on the optical spectra
of a decrease in the nanowire diameter and of n-type
doping of bismuth nanowires with Te.

Phonon Confinement Effects
Phonons in nanowires are spatially confined by the
nanowire cross-sectional area, crystalline boundaries
and surface disorder. These finite size effects give rise
to phonon confinement, causing an uncertainty in the
phonon wave vector, which typically gives rise to a fre-
quency shift and a lineshape broadening. Since zone
center phonons tend to correspond to maxima in the
phonon dispersion curves, the inclusion of contributions
from a broader range of phonon wave vectors results
in both a downshift in frequency and an asymmetric
broadening of the Raman line that developes a low
frequency tail. These phonon confinement effects have

been theoretically predicted [4.173,174] and experimen-
tally observed in GaN [4.172], as shown in Fig. 4.38 for
GaN nanowires with diameters in the range 10–50 nm.
The application of these theoretical models indicates
that broadening effects should be noticeable as the wire
diameter in GaN nanowires decreases to ∼ 20 nm. When
the wire diameter further decreases to ∼ 10 nm, the
frequency downshift and asymmetric Raman line broad-
ening effects should become observable in the Raman
spectra for the GaN nanowires but are not found in the
corresponding spectra for bulk GaN.

The experimental spectra in Fig. 4.38 show the four
A1 + E1 +2E2 modes expected from symmetry consid-
erations for bulk GaN crystals. Two types of quantum
confinement effects are observed. The first type is the
observation of the downshift and asymmetric broad-
ening effects discussed above. Observations of such
downshifts and asymmetric broadening have also been
recently reported in 7 nm diameter Si nanowires [4.175].
A second type of confinement effect found in Fig. 4.38
for GaN nanowires is the appearance of additional Ra-
man features not found in the corresponding bulk spectra
and associated with combination modes and a zone
boundary mode. Resonant enhancement effects were
also observed for the A1(LO) phonon at 728 cm−1 (see
Fig. 4.38) at higher laser excitation energies [4.172].

4.3 Applications

In the preceding sections we have reviewed many
of the central characteristics that make nanowires in
some cases similar and in some cases very differ-
ent from their parent materials. We have also shown
that some properties are diameter dependent and are
therefore tunable during synthesis. Thus it is of great
interest to find applications for nanowires that could
benefit in unprecedented ways from both the unique
and tunable properties of nanowires and the small
size of these nanostructures, for use in the minia-
turization of conventional devices. As the synthetic
methods for the production of nanowires are maturing
(Sect. 4.1), and nanowires can be made in reproducible
and cost-effective ways, it is only a matter of time
before applications will be explored seriously. This is
a timely development, as the semiconductor industry
will soon be reaching what seems to be its limit in
feature-size reduction and approaching a classical-to-
quantum size transition. At the same time the field of
biotechnology is expanding through the availability of

tremendous genome information and innovative screen-
ing assays. Since nanowires are the size of the shrinking
electronic components and of cellular biomolecules,
it is only natural for nanowires to be good candi-
dates for applications in these fields. Commercialization
of nanowire devices, however, will require reliable
mass-production, effective assembly techniques, and
quality-control methods.

In this section, we discuss applications of nanowires
to electronics (Sect. 4.3.1), thermoelectrics (Sect. 4.3.2),
optics (Sect. 4.3.3), chemical and biological sensing
(Sect. 4.3.4), and magnetic media (Sect. 4.3.5).

4.3.1 Electrical Applications

The microelectronics industry continues to face tech-
nology (e.g., lithography) and economic challenges as
the device feature size is decreased, especially below
100 nm. The self-assembly of nanowires might present
a way to construct unconventional devices that do not
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rely on improvements in photo-lithography and, there-
fore, do not necessarily imply increasing fabrication
costs. Devices made from nanowires have several advan-
tages over those made by photolithography. A variety
of approaches has been devised to organize nanowires
via self-assembly (see Sect. 4.1.4), thus eliminating the
need for the expensive lithographic techniques nor-
mally required to produce devices the size of typical
nanowires, which we discuss earlier (see Sect. 4.1).
In addition, unlike traditional silicon processing, dif-
ferent semiconductors can be simultaneously used in
nanowire devices to produce diverse functionalities. Not
only can wires of different materials be combined, but
a single wire can be made of different materials. For
example, junctions of GaAs and GaP show rectifying
behavior [4.92], thus demonstrating that good elec-
tronic interfaces between two different semiconductors
can be achieved in the synthesis of multicomponent
nanowires. Transistors made from nanowires could
also have advantages because of their unique mor-
phology. For example, in bulk field effect transistors
(FETs), the depletion layer formed below the source
and drain region results in a source-drain capacitance
that limits the operation speed. In nanowires, how-
ever, the conductor is surrounded by an oxide and
thus the depletion layer cannot be formed. Depend-
ing on the device design, the source-drain capacitance
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Fig. 4.39a,b Optoelectrical characterization of a crossed nanowire
junction formed between 65-nm n-type and 68-nm p-type InP
nanowires. (a) Electroluminescence (EL) image of the light emit-
ted from a forward-biased nanowire p-n junction at 2.5 V. Inset,
photoluminescence (PL) image of the junction. (b) EL intensity as
a function of operation voltage. Inset, the SEM image and the I–V
characteristics of the junction [4.52]. The scale bar in the inset is
5 µm

in nanowires could be greatly minimized and possibly
eliminated.

Device functionalities common in conventional
semiconductor technologies, such the p-n junction
diodes [4.129], field-effect transistors [4.131], logic
gates [4.129], and light-emitting diodes [4.52, 92],
have been recently demonstrated in nanowires, showing
their promise as the building blocks for the construc-
tion of complex integrated circuits by employing the
“bottom-up” paradigm. Several approaches have been
investigated to form nanowire diodes (see Sect. 4.2.2).
For example, Schottky diodes can be formed by con-
tacting a GaN nanowire with Al electrodes [4.130].
Furthermore, p-n junction diodes can be formed at the
crossing of two nanowires, such as the crossing of
n and p-type InP nanowires doped by Te and Zn, re-
spectively [4.52], or Si nanowires doped by phosphorus
(n-type) and boron (p-type) [4.176]. In addition to the
crossing of two distinctive nanowires, heterogeneous
junctions have also been constructed inside a single wire,
either along the wire axis in the form of a nanowire
superlattice [4.92] or perpendicular to the wire axis
by forming a core-shell structure of silicon and ger-
manium [4.105]. These various nanowire junctions not
only possess similar current rectifying properties (see
Fig. 4.22) as expected for bulk semiconductor devices,
but they also exhibit electro-luminescence (EL) that may
be interesting for optoelectronic applications, as shown
in Fig. 4.39 for the electroluminescence of a crossed
junction of n and p-type InP nanowires [4.52] (see
Sect. 4.3.3).

In addition to the two-terminal nanowire devices,
such as the p-n junctions described above, it is found
that the conductance of a semiconductor nanowire can
be significantly modified by applying voltage at a third
gate terminal, implying the utilization of nanowires as
a field-effect transistor (FET). This gate terminal can
either be the substrate [4.46, 47], a separate metal con-
tact located close to the nanowire [4.177], or another
nanowire with a thick oxide coating in the crossed
nanowire junction configuration [4.129]. We discuss the
operation principles of these nanowire-based FETs in
Sect. 4.2.2. Various logic devices performing basic logic
functions have been demonstrated using nanowire junc-
tions [4.129], as shown in Fig. 4.40 for the OR and
AND logic gates constructed from 2-by-1 and 1-by-3
nanowire p-n junctions, respectively. By functionalizing
nanowires with redox active molecules to store charges,
the nanowire FETs can exhibit bi-stable logic on or
off states [4.131], which may be used for nonvolatile
memory or as switches.
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Fig. 4.40a–d Nanowire logic gates: (a) Sche-
matic of logic OR gate constructed from
a 2(p-Si) by 1(n-GaN) crossed nanowire junc-
tion. The inset shows the SEM image (bar:
1 µm) of an assembled OR gate and the sym-
bolic electronic circuit. (b) The output voltage
of the circuit in (a) versus the four possible
logic address level inputs: (0,0); (0,1); (1,0);
(1,1), where logic 0 input is 0 V and logic 1 is
5 V (same for below). (c) Schematic of logic
AND gate constructed from a 1(p-Si) by 3(n-
GaN) crossed nanowire junction. The inset
shows the SEM image (bar: 1 µm) of an as-
sembled AND gate and the symbolic electronic
circuit. (d) The output voltage of the circuit in
(c) versus the four possible logic address level
inputs [4.129]

Nanowires have also been proposed for applications
associated with electron field emission [4.178], such as
flat panel displays, because of their small diameter and
large curvature at the nanowire tip, which may reduce
the threshold voltage for the electron emission [4.179].
In this connection, the demonstration of very high field
emission currents from the sharp tip (∼ 10 nm radius)
of a Si cone [4.178] and from carbon nanotubes [4.180]
stimulates interest in this potential application opportu-
nity for nanowires.

The concept of constructing electronic devices based
on nanowires has already been demonstrated, and the
next step for electronic applications would be to devise
a feasible method for integration and mass production.
We expect that in order to maintain the growing rate
of device density and functionality in the existing elec-
tronics industry, new kinds of complementary electronic
devices will emerge from this “bottom-up” scheme for
nanowire electronics, different from what has been pro-
duced by the traditional “top-down” approach pursued
by conventional electronics.

4.3.2 Thermoelectric Applications

One proposed application for nanowires is for thermo-
electric cooling and for the conversion between thermal
and electrical energy [4.156, 181]. The efficiency of

a thermoelectric device is measured in terms of a dimen-
sionless figure of merit ZT , where Z is defined as

Z = σS2

κ
, (4.2)

in which σ is the electrical conductivity, S is the See-
beck coefficient, κ is the thermal conductivity, and T is
the temperature. In order to achieve a high ZT and
therefore efficient thermoelectric performance, a high
electrical conductivity, a high Seebeck coefficient, and
a low thermal conductivity are required. In 3-D systems,
the electronic contribution to κ is proportional to σ in
accordance with the Wiedemann–Franz law, and nor-
mally materials with high S have a low σ . Hence an
increase in the electrical conductivity (e.g., by electron
donor doping) results in an adverse variation in both the
Seebeck coefficient (decreasing) and the thermal con-
ductivity (increasing). These two trade-offs set the upper
limit for increasing ZT in bulk materials, with the max-
imum ZT remaining at ∼ 1 at room temperature for the
1960–1995 time frame.

The high electronic density of states in quantum-
confined structures is proposed as a promising
possibility to bypass the Seebeck/electrical conductiv-
ity trade-off and to control each thermoelectric-related
variable independently, thereby allowing for an in-
creased electrical conductivity, a relatively low thermal
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Fig. 4.41 (a) Calculated ZT of 1-D(nanowire) and 2-D(quantum well) bismuth systems at 77 K as a function of dW,
denoting the wire diameter or film thickness. The thermoelectric performance (i. e., ZT ) is expected to improve greatly
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optimal ZT values for p-type Bi1−xSbx nanowires vs. wire diameter and antimony concentration calculated at 77 K [4.183]

conductivity, and a large Seebeck coefficient simulta-
neously [4.182]. For example, Figs. 4.29b and 4.30a
in Sect. 4.2.2 show an enhancement in S for bismuth
an dbismuth-antimony nanowires as the wire diameter
decreases. In addition to alleviating the undesired con-
nections between σ , S, and the electronic contribution
to the thermal conductivity, nanowires also have the
advantage that the phonon contribution to the thermal
conductivity is greatly reduced because of boundary
scattering (see Sect. 4.2.2), thereby achieving a high
ZT . Figure 4.41a shows the theoretical values for ZT
vs. sample size for both bismuth thin films (2-D) and
nanowires (1-D) in the quantum confined regime, ex-
hibiting a rapidly increasing ZT as the quantum size
effect becomes more and more important [4.182]. In
addition, the quantum size effect in nanowires can be
combined with other parameters to tailor the band struc-
ture and electronic transport behavior (e.g., Sb alloying
in Bi) to further optimize ZT . For example, Fig. 4.41b
shows the predicted ZT for p-type Bi1−xSbx alloy
nanowires as a function of wire diameter and Sb con-
tent x [4.183]. The occurrence of a local ZT maxima
in the vicinity of x ∼ 0.13 and dW ∼ 45 nm is due to
the coalesce of ten valence bands in the nanowire and
the resulting unusual high density of states for holes,
which is a phenomenon absent in bulk Bi1−xSbx al-
loys. For nanowires with very small diameters, it is
speculated that localization effects will eventually limit

the enhancement of ZT . But in bismuth nanowires,
localization effects are not significant for wires with
diameters larger than 9 nm [4.63]. In addition to 1-D
nanowires, ZT values as high as ∼ 2 have also been
experimentally demonstrated in macroscopic samples
containing PbSe quantum dots (0-D) [4.184] and stacked
2-D films [4.154].

Although the application of nanowires to thermo-
electrics seems very promising, these materials are still
in the research phase of the development cycle and quite
far from being commercialized. One challenge for ther-
moelectric devices based on nanowires lies in finding
a suitable host material that will not reduce ZT too
much due to the unwanted heat conduction through the
host material. The host material should, therefore, have
a low thermal conductivity and occupy as low a volume
percentage in the composite material as possible while
still providing the quantum confinement and the support
for the nanowires.

4.3.3 Optical Applications

Nanowires also hold promise for optical applications.
One-dimensional systems exhibit a singularity in their
joint density of states, allowing quantum effects in
nanowires to be optically observable, sometimes, even
at room temperature. Since the density of states of
a nanowire in the quantum limit (small wire diameter)
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is highly localized in energy, the available states quickly
fill up with electrons as the intensity of the incident light
is increased. This filling up of the subbands, as well
as other effects unique to low-dimensional materials,
lead to strong optical nonlinearities in quantum wires.
Quantum wires may thus yield optical switches with
a lower switching energy and increased switching speed
compared to currently available optical switches.

Light emission from nanowires can be achieved by
photo-luminescence (PL) or electro-luminescence (EL),
distinguished by whether the electronic excitation is
achieved by optical illumination or by electrical stim-
ulation across a p-n junction, respectively. PL is often
used for optical properties characterization, as described
in Sect. 4.2.3, but from the applications point of view, EL
is a more convenient excitation method. Light emitting
diodes (LEDs) have been achieved in junctions be-
tween a p-type and an n-type nanowire (Fig. 4.39) [4.52]
and in superlattice nanowires with p-type and n-type
segments [4.92]. The light emission was localized to
the junction area and was polarized in the superlattice
nanowire.

Light emission from quantum wire p-n junctions
is especially interesting for laser applications, because
quantum wires can form lasers with lower excitation
thresholds compared to their bulk counterparts, and they
also exhibit a decreased temperature sensitivity in their
performance [4.185]. Furthermore, the emission wave-
length can be tuned for a given material composition by
only altering the geometry of the wire.

Lasing action has been reported in ZnO nanowires
with wire diameters much smaller than the wavelength
of the light emitted (λ = 385 nm) [4.115] (see Fig. 4.42).
Since the edge and lateral surface of ZnO nanowires
are faceted (see Sect. 4.2.1), they form optical cavi-
ties that sustain desired cavity modes. Compared to
conventional semiconductor lasers, the exciton laser ac-
tion employed in zinc oxide nanowire lasers exhibits
a lower lasing threshold (∼ 40 kW/cm2) than their
3-D counterparts (∼ 300 kW/cm2). In order to utilize
exciton confinement effects in the lasing action, the
exciton binding energy (∼ 60 meV in ZnO) must be
greater than the thermal energy (∼ 26 meV at 300 K).
Decreasing the wire diameter increases the excitation
binding energy and lowers the threshold for lasing. PL
NSOM imaging confirmed the waveguiding properties
of the anisotropic and well-faceted structure of ZnO
nanowires, limiting the emission to the tips of the ZnO
nanowires [4.167].

Laser action has been also observed in GaN
nanowires [4.186]. Unlike ZnO, GaN has a small exciton

Wavelength (nm)
370 380 390 400

Intensity (arb. units.)

b

a

Excitation

UV laser output

Wavelength (nm)

Intensity (arb. units)

380 390 400

Fig. 4.42 A schematic of lasing in ZnO nanowires and the
PL spectra of ZnO nanowires at two excitation intensities.
One PL spectra is taken below the lasing threshold, and the
other above it [4.115]

binding energy, of only ∼ 25 meV. Furthermore, since
the wire radii used in this study (15–75 nm) [4.186] are
larger than the Bohr radius of excitons in GaN (11 nm),
the exciton binding energy is not expected to increase in
these GaN wires and quantum confinement effects such
as shown in Fig. 4.35 for InP are not expected. Some tun-
ability of the center of the spectral intensity, however,
was achieved by increasing the intensity of the pump
power, causing a redshift in the laser emission, which
is explained as a band gap renormalization as a result
of the formation of an electron-hole plasma. Heating
effects were excluded as the source of the spectral shift.

Nanowire photodetectors were also proposed. ZnO
nanowires were found to display a strong photocurrent
response to UV light irradiation [4.187]. The con-
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ductivity of the nanowire increased by four orders of
magnitude compared to the dark state. The response
of the nanowire was reversible and selective to pho-
ton energies above the band gap, suggesting that ZnO
nanowires could be a good candidate for optoelectronic
switches.

Nanowires have also been proposed for another type
of optical switching. Light with its electric field nor-
mal to the wire axis excites a transverse free carrier
resonance inside the wire, while light with its electric
field parallel to the wire axis excites a longitudinal free
carrier resonance inside the wire. Since nanowires are
highly anisotropic, these two resonances occur at two
different wavelengths and thus result in absorption peaks
at two different energies. Gold nanowires dispersed in
an aqueous solution align along the electric field when
a DC voltage is applied. The energy of the absorption
peak can be toggled between the transverse and longi-
tudinal resonance energies by changing the alignment
of the nanowires under polarized light illumination us-
ing an electric field [4.188, 189]. Thus, electro-optical
modulation is achieved.

Nanowires may also be used as barcode tags for op-
tical read out. Nanowires containing gold, silver, nickel,
palladium, and platinum were fabricated [4.104] by elec-
trochemical filling of porous anodic alumina, so that
each nanowire consisted of segments of various metal
constituents. Thus many types of nanowires can be made
from a handful of materials and identified by the order
of the metal segments along their main axis and the
length of each segment. Barcode read out is possible
by reflectance optical microscopy. The segment length
is limited by the Rayleigh diffraction limit and not by
synthesis limitations; thus it can be as small as 145 nm.
Figure 4.43a shows an optical image of many Au-Ag-
Au-Ag bar-coded wires, where the silver segments show
higher reflectivity. Figure 4.43b is a backscattering mode
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Fig. 4.43 (a) An optical
image of many short Au-
Ag-Au-Au bar-coded wires
and (b) an FE-SEM image
of an Au/Ag bar-coded wire
with multiple strips of vary-
ing length. The insert in (a)
shows a histogram of the par-
ticle lengths for 106 particles
in this image [4.104]

FE-SEM image of a single nanowire, highlighting the
composition and segment length variations along the
nanowire.

Both the large surface area and the high conduc-
tivity along the length of nanowires are favorable for
their use in inorganic-organic solar cells [4.190], which
offer promise from a manufacture-ability and cost effec-
tive standpoint. In a hybrid nanocrystal-organic solar
cell, the incident light forms bound electron–hole pairs
(excitons) in both the inorganic nanocrystal and in the
surrounding organic medium. These excitons diffuse
to the inorganic–organic interface and disassociate to
form an electron and a hole. Since conjugated poly-
mers usually have poor electron mobilities, the inorganic
phase is chosen to have a higher electron affinity than
the organic phase so that the organic phase carries
the holes and the semiconductor carries the electrons.
The separated electrons and holes drift to the external
electrodes through the inorganic and organic materials,
respectively. But only those excitons formed within an
exciton diffusion length from an interface can disas-
sociate before recombining, and therefore the distance
between the dissociation sites limits the efficiency of
a solar cell. A solar cell prepared from a composite of
CdSe nanorods inside poly (3-ethylthiophene) [4.190]
yielded 6.9% monochromatic power efficiencies and
1.7% power conversion efficiencies under A.M. 1.5 il-
lumination (equal to solar irradiance through 1.5 times
the air mass of the earth at direct normal incidence).
The nanorods provide a large surface area with good
chemical bonding to the polymer for efficient charge
transfer and exciton dissociation. Furthermore, they pro-
vide a good conduction path for the electrons to reach
the electrode. Their enhanced absorption coefficient and
their tunable band gap are also characteristics that can
be used to enhance the energy conversion efficiency of
solar cells.
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4.3.4 Chemical and Biochemical
Sensing Devices

Sensors for chemical and biochemical substances with
nanowires as the sensing probe are a very attractive
application area. Nanowire sensors will potentially be
smaller, more sensitive, demand less power, and react
faster than their macroscopic counterparts. Arrays of
nanowire sensors could, in principle, achieve nanometer
scale spatial resolution and therefore provide accurate
real-time information regarding not only the concentra-
tion of a specific analyte but also its spatial distribution.
Such arrays, for example, could be very useful for
dynamic studies on the effects of chemical gradients
on biological cells. The operation of sensors made with
nanowires, nanotubes, or nano-contacts is based mostly
on the reversible change in the conductance of the nano-
structure upon absorption of the agent to be detected, but
other detection methods, such as mechanical and optical
detection, are conceptually plausible. The increased sen-
sitivity and faster response time of nanowires are a result
of the large surface-to-volume ratio and the small cross-
section available for conduction channels. In the bulk, on
the other hand, the abundance of charges can effective-
ly shield external fields, and the abundance of material
can afford many alternative conduction channels. There-
fore a stronger chemical stimulus and longer response
time are necessary to observe changes in the physical
properties of a 3-D sensor in comparison to a nanowire.

Cui et al. placed silicon nanowires made by the
VLS method (Sect. 4.1.2) between two metal electrodes
and modified the silicon oxide coating of the wire by
the addition of molecules sensitive to the analyte to be
detected [4.191]. For example, a pH sensor was made by
covalently linking an amine containing silane to the sur-
face of the nanowire. Variations in the pH of the solution
into which the nanowire was immersed caused protona-
tion and deprotonation of the −NH2 and the −SiOH
groups on the surface of the nanowire. The variation
in surface charge densities regulates the conductance of
the nanowire; due to the p-type characteristics of a sili-
con wire, the conductance increases with the addition
of negative surface charge. The combined acid and
base behavior of the surface groups results in an ap-
proximately linear dependence of the conductance on
pH in the pH range 2 to 9, thus leading to a direct
readout pH meter. This same type of approach was
used for the detection of the binding of biomolecules,
such as streptavidin using biotin-modified nanowires
(see Fig. 4.44). This nanowire-based device has high
sensitivity and could detect streptavidin binding down
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Fig. 4.44 (a) Streptavidin molecules bind to a silicon nanowire
functionalized with biotin. The binding of streptavidin to biotin
causes the nanowire to change its resistance. (b) The conductance of
a biotin-modified silicon nanowire exposed to streptavidin in a buffer
solution (regions 1 and 3) and with the introduction of a solution of
antibiotin monoclonal antibody (region 2) [4.191]

to a 10 pM (10−12 mole) concentration. The chemical
detection devices were made in a field-effect transis-
tor geometry, so that the back-gate potential could be
used to regulate the conductance in conjugation with the
chemical detection and to provide a real time direct read
out [4.191]. The extension of this device to detect mul-
tiple analytes, using multiple nanowires each sensitized
to a different analyte, could provide for fast, sensitive
and in-situ screening procedures.

Favier et al. used a similar approach, making
a nanosensor for the detection of hydrogen out of an
array of palladium nanowires between two metal con-
tacts [4.56]. They demonstrated that nanogaps were
present in their nanowire structure, and upon absorp-
tion of H2 and formation of Pd hydride, the nanogap
structure would close and improve the electrical con-
tact, thereby increasing the conductance of the nanowire
array. The response time of these sensors was 75 msec,
and they could operate in the range of 0.5 to 5% H2
before saturation occurred.

4.3.5 Magnetic Applications

It has been demonstrated that arrays of single domain
magnetic nanowires can be prepared with controlled
nanowire diameter and length, aligned along a com-
mon direction and arranged in a close-packed ordered
array (see Sect. 4.1.1), and that the magnetic properties
(coercivity, remanence, and dipolar magnetic interwire
interaction) can be controlled to achieve a variety of
magnetic applications [4.54, 71].
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Magnetic information storage is the most interesting
of these applications. The large nanowire aspect ratio
(length/diameter) prevents the onset of the “superpara-
magnetic” limit at which the magnetization direction
in the magnetic grains can be reversed by the thermal
energy kBT , thereby resulting in loss of recorded data in
the magnetic recording medium. The magnetic energy
in a grain can be increased by increasing either the vol-
ume or the anisotropy of the grain. If the volume is
increased, the particle size increases, and thus, the reso-
lution is decreased. For spherical magnetized grains, the
superparamagnetic limit at room temperature is reached
at 70 Gbit/in2. In nanowires, the anisotropy is very large
and yet the wire diameters are small, so the magneto-
static switching energy can easily be above the thermal
energy while the spatial resolution is large. For mag-
netic data storage applications, a large aspect ratio is

needed for the nanowires to maintain a high coercivity,
and a sufficient separation between nanowires is needed
to suppress inter-wire magnetic dipolar coupling (see
Sect. 4.2.1). Thus nanowires can form stable and highly
dense magnetic memory arrays with packing densities
in excess of 1011 wires/cm2.

The onset of superparamagnetism can be prevented
in the single domain magnetic nanowire arrays that
have already been fabricated either using porous alu-
mina templates to make Ni nanowires with 35 nm
diameters [4.54] or diblock copolymer templates [4.71]
to make Co nanowires, with mean diameters of
14 nm and 100% filling of the template pores (see
Sect. 4.1.1). Ordered magnetic nanowire arrays that have
already been demonstrated offer the exciting promise
for achieving systems permitting 1012 bits/in2 data
storage.

4.4 Concluding Remarks

A review has been presented of synthesis, charac-
terization, and physical properties of nanowires, with
particular reference to nanowire properties that differ
from those of their bulk counterparts and to potential
applications that might result from the special struc-
ture and properties of nanowires. We have shown in this
chapter that the emerging field of nanowire research has
developed rapidly over the past few years, driven by the
development of a variety of complementary nanowire
synthesis methods and of effective tools to measure
both their structure and properties, as reviewed, respec-
tively, in Sect. 4.1 and Sect. 4.2. At present, much of the
progress is at the demonstration-of-concept level, with
many gaps in knowledge remaining to be elucidated,
theoretical models to be developed, and new nanowire
systems to be explored. Having demonstrated that many

of the most interesting discoveries to date relate to
nanowire properties not present in their bulk material
counterparts, we can expect future research emphasis to
be focused increasingly on smaller diameter nanowires,
where new unexplored physical phenomena related to
quantum confinement effects are more likely to be found.
We can also expect the development of applications to
soon follow. Many promising applications are now at the
early demonstration stage (see Sect. 4.3), but are moving
ahead rapidly because of their promise for new function-
ality, not previously available, to the fields of electronics,
opto-electronics, biotechnology, magnetics, and energy
conversion and generation, among others. Many excit-
ing challenges remain in advancing both the nanoscience
and the nano-technological promise already demon-
strated by the nanowire research described in this review.
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Introduction t5. Introduction to Micro/Nanofabrication

In this chapter, we discuss various micro/
nanofabrication techniques used to manufacture
structures in a wide range of dimensions
(mm–nm). Starting with some of the most
common microfabrication techniques (lithography,
deposition, and etching), we present an array
of micromachining and MEMS technologies that
can be used to fabricate microstructures down
to ∼ 1 µm. These techniques have attained an
adequate level of maturity to allow for a variety
of MEMS-based commercial products (pressure
sensors, accelerometers, gyroscopes, etc.). More
recently, nanometer-sized structures have
attracted an enormous amount of interest. This is
mainly due to their unique electrical, magnetic,
optical, thermal, and mechanical properties. These
could lead to a variety of electronic, photonic,
and sensing devices with a superior performance
compared to their macro counterparts. Subsequent
to our discussion on MEMS and micromachining,
we present several important nanofabrication
techniques currently under intense investigation.
Although e-beam and other high resolution
lithographies can be used to fabricate nanometer-
sized structures, their serial nature and/or cost
preclude their widespread application. This has
forced investigators to explore alternative and
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potentially superior techniques such as strain
engineering, self-assembly, and nano-imprint
lithography. Among these, self-assembly is the
most promising method, due to its low cost and
the ability to produce nanostructures at different
length scales.

Recent innovations in the area of micro/nanofabrication
have created a unique opportunity for manufactur-
ing structures in the nanometer–millimeter range. The
available six orders of magnitude dimensional span
can be used to fabricate novel electronic, optical,
magnetic, mechanical, and chemical/biological devices
with applications ranging from sensors to computation
and control. In this chapter, we will introduce ma-
jor micro/nanofabrication techniques currently used to
fabricate structures in the nanometer to several hundred

micrometer range. We will focus mainly on the most
important and widely used techniques and will not dis-
cuss specialized methods. After a brief introduction
to basic microfabrication, we will discuss MEMS-
fabrication techniques used to build microstructures
down to about 1 µm in dimensions. Following this,
we will discuss several major top-down and bottom-
up nanofabrication methods that have shown great
promise in manufacturing nanostructures (dimensions
< 1 µm).
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5.1 Basic Microfabrication Techniques

Most micro/nanofabrication techniques have their roots
in the standard fabrication methods developed for the
semiconductor industry [5.1–3]. Therefore, a clear un-
derstanding of these techniques is necessary for anyone
embarking on a research and development path in the
micro/nano area. In this section, we will discuss ma-
jor microfabrication techniques used most frequently
in the manufacturing of micro/nanostructures. Some
of these techniques such as thin-film deposition and
etching are common between the micro/nano and
VLSI microchip fabrication disciplines. However, sev-
eral other techniques that are more specific to the
micro/nanofabrication area will also be discussed in this
section.

5.1.1 Lithography

Lithography is the technique used to transfer a computer
generated pattern onto a substrate (silicon, glass, GaAs,
etc.). This pattern is subsequently used to etch an under-
lying thin film (oxide, nitride, etc.) for various purposes
(doping, etching, etc.). Although photolithography, i. e.,
the lithography using a UV light source, is by far the
most widely used lithography technique in microelec-
tronic fabrication, electron-beam (e-beam) and X-ray
lithography are two other alternatives that have attracted
considerable attention in the MEMS and nanofabrication
areas. We will discuss photolithography in this section
and postpone the discussion of e-beam and X-ray tech-
niques to the subsequent sections dealing with MEMS
and nanofabrication.

The starting point following the creation of the com-
puter layout for a specific fabrication sequence is the
generation of a photomask. This involves a sequence of
photographic processes (using optical or e-beam pattern
generators) that results in a glass plate having the desired
pattern in the form of a thin (∼ 100 nm) chromium layer.
Following the generation of photomask, the lithography
process can proceed as shown in Fig. 5.1. This sequence
demonstrates the pattern transfer onto a substrate coated
with silicon dioxide. However, the same technique is ap-
plicable to other materials. After depositing the desired

Deposit thin film
(Oxide, nitride, etc.)

Align
the
mask

Expose
the wafer

Develop
the resist

Hard
bake

Soft
bake

Spin
photo-
resist

End of
lithography

Silicon
substrate

Fig. 5.1 Lithography process flow

material on the substrate, the photolithography process
starts with spin coating the substrate with a photoresist.
This is a polymeric photosensitive material that can be
spun onto the wafer in liquid form (usually an adhe-
sion promoter such as hexamethyldisilazane HMDS is
used prior to the application of the resist). The spinning
speed and photoresist viscosity will determine the final
resist thickness, which is typically between 0.5–2.5 µm.
Two different kinds of photoresist are available: positive
and negative. In the positive resist, the UV-exposed ar-
eas will be dissolved in the subsequent development
stage, whereas in the negative photoresist, the exposed
areas will remain intact after the development. Due to
its better performance with regard to the process con-
trol in small geometries, the positive resist is the most
extensively used photoresist in the VLSI processes. Af-
ter spinning the photoresist on the wafer, the substrate is
soft baked (5–30 min at 60–100 ◦C) in order to remove
the solvents from the resist and improve the adhesion.
Subsequently, the mask is aligned to the wafer and the
photoresist is exposed to a UV source.

Depending on the separation between the mask and
the wafer, three different exposure systems are available:
1) contact, 2) proximity, and 3) projection. Although
contact printing gives better resolution compared to
the proximity technique, the constant contact of the
mask with photoresist reduces the process yield and
can damage the mask. Projection printing uses a dual-
lens optical system to project the mask image onto the
wafer. Since only one die at a time can be exposed, this
requires a step-and-repeat system to totally cover the
wafer area. Projection printing is by far the most widely
used system in microfabrication and can yield superior
resolutions compared to contact and proximity meth-
ods. The exposure source for photolithography depends
on the resolution. Above 0.25 µm minimum line width,
high pressure mercury lamp is adequate (436 nm g-line
and 365 nm i-line). However, between 0.25 and 0.13 µm,
deep UV sources such as excimer lasers (248 nm KrF
and 193 nm ArF) are required. Although there has been
extensive competition for the below 0.13 µm regime (in-
cluding e-beam and X-ray), extreme UV (EUV) with
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a wavelength of 10–14 nm seems to be the preferred
technique [5.4].

After exposure, the photoresist is developed in a pro-
cess similar to the development of photographic film.
The resist is subsequently hard baked (20–30 min at
120–180 ◦C) in order to further improve the adhesion.
The hard bake step concludes the photolithography se-
quence by creating the desired pattern on the wafer.
Next, the underlying thin film is etched, and the pho-
toresist is stripped in acetone or other organic removal
solvents. Figure 5.2 shows schematic drawing of pho-
tolithography steps with a positive photoresist.

5.1.2 Thin Film Deposition and Doping

Thin-film deposition and doping are used extensively in
micro/nanofabrication technologies. Most of the fabri-

Oxidize the substratea)
Substrate

Substrate

SiO2

Spin the photoresist
and soft bake

b)

PR

Light

Photomask

Substrate
Expose the photoresistc)

Develop the photoresist
and hard bake

d)
Substrate

Substrate
Etch the oxidee)

Substrate
Strip the photoresistf)

Fig. 5.2 Schematic drawing of the photolithographic steps
with a positive photoresist (PR)

cated micro/nanostructures contain materials other than
that of the substrate, which are obtained by various de-
position techniques, or by modification of the substrate.
The following is a list of a few typical applications
for the deposited and/or doped materials used in mi-
cro/nanofabrication that gives an idea of the required
properties:

• Mechanical structure• Electrical isolation• Electrical connection• Sensing or actuating• Mask for etching and doping• Support or mold during deposition of other materials
(sacrificial materials)• Passivation

Most of the deposited thin films have different prop-
erties than those of their corresponding “bulk” forms
(for example, metals show higher resistivities as thin
films). In addition, the techniques utilized to deposit
these materials have a great impact on their final proper-
ties. For instance, internal stress (compressive or tensile)
in a film is strongly process-dependent. Excessive stress
may crack or detach the film from the substrate and there-
fore must be minimized, although it may also be useful
for certain applications. Adhesion is another important
issue that needs to be taken into account when depositing
thin films. In some cases such as the deposition of no-
ble metals (e.g., gold) an intermediate layer (chromium
or titanium) may be needed to improve the adhesion.
Finally, step coverage and conformality are two prop-
erties that can also influence the choice of deposition
technique. Figure 5.3 illustrates these concepts.

a) b)

c) d)

Fig. 5.3a–d Step coverage and conformality: (a) poor step cov-
erage, (b) good step coverage, (c) nonconformal layer, and
(d) conformal layer
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Oxidation
Oxidation of silicon is a process used to obtain a thin film
of SiO2 of excellent quality (very low density of defects)
and thickness homogeneity. Although it is not properly
a deposition, the result is the same, i. e., a thin layer
of a new material covering the surface is produced. The
oxidation process is typically carried out at temperatures
in the range of 900 ◦C to 1,200 ◦C in the presence of O2
(dry oxidation) or H2O (wet oxidation). The reactions
for oxide formation are:

Si(solid) +O2(gas) ⇒ SiO2(solid)

and

Si(solid) +2H2O(steam) ⇒ SiO2(solid) +2H2(gas) .

Although the rate of the oxide growth is higher for wet
oxidation, it is achieved at the expense of a lower oxide
quality (density). Since silicon atoms from the substrate
participate in the reaction, the substrate is consumed as
the oxide grows (∼ 44% of the total thickness lies above
the line of the original silicon surface). The oxidation of
silicon also occurs at room temperature, however, a layer
of about 20 Å (native oxide) is enough to passivate the
surface and prevent further oxidation. To grow thicker
oxides, wafers are introduced into an electric resistance
furnace such as the one represented in Fig. 5.4. Tens of
wafers can be processed in a single batch in such equip-
ment. By strictly controlling the timing, temperature,
and gas flow entering the quartz tube, the desired thick-
ness can be achieved with a high accuracy. Thicknesses
ranging from a few tens of Angstroms to 2 µm can be
obtained in reasonable times. Despite the good quality
of the SiO2 obtained by silicon oxidation (also called
thermal oxide), the use of this process is often limited
to the early stages of fabrication, since some of the ma-
terials added during the formation of structures may not
withstand the high temperatures. The contamination of

O2 or H2O
+

Carrier gas

Quartz tube

Quartz
cassette

Resistance heater

Wafers

Fig. 5.4 Schematic representation of a typical oxidation furnace

the furnace when the substrates have been previously
in contact with certain etchants such as KOH, or when
materials such as metals have been deposited also pose
limitations in most of the cases.

Doping
The introduction of certain impurities in a semicon-
ductor can change its electrical, chemical, and even
mechanical properties. Typical impurities, or dopants,
used in silicon include boron (to form p-type regions)
and phosphorous or arsenic (to form n-type regions).
Doping is the main process used in the microelectronic
industry to fabricate major components such as diodes
and transistors. In micro/nanofabrication technologies
doping has additional applications such as the formation
of piezoresistors for mechanical transducers and the cre-
ation of etch stop layers. Two different techniques are
used to introduce the impurities into a semiconductor
substrate: diffusion and ion implantation.

Diffusion is the process that became dominant in the
initial years following the invention of the integrated
circuit to form n- and p-type regions in the silicon.
The diffusion of impurities into the silicon occurs only
at high temperatures (above 800 ◦C). Furnaces used to
carry out this process are similar to the oxidation ones.
The dopants are introduced into the furnace’s gaseous
atmosphere from liquid or solid sources. Figure 5.5 il-
lustrates the process of creating an n-type region by
diffusion of phosphor from the surface into a p-type sub-
strate. A masking material is previously deposited and
patterned on the surface to define the areas to be doped.
However, because diffusion is an isotropic process, the
doped area will also extend underneath the mask. In
microfabrication, diffusion is mainly used for the forma-
tion of very highly doped boron regions (p++), which
are usually used as an etch stop in bulk micromachining.

Ion implantation allows a more precise control of the
dose (total amount of impurities introduced per area unit)

Masking layer Dopant gas containing
phosphorus compounds

n-type

p-type

Fig. 5.5 Formation of an n-type region on a p-type silicon
substrate by diffusion of phosphorous
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and the impurity profile (concentration versus depth). In
ion implantation, the impurities are ionized and acceler-
ated toward the semiconductor surface. The penetration
of impurities in the material follows a Gaussian distribu-
tion. After implantation, an annealing process is needed
to activate the impurities and repair the damage in the
crystal structure produced by the ion collisions. A drive-
in process to redistribute the impurities performed in
a standard furnace such as the ones used for oxidation
or diffusion may be required as well.

Chemical Vapor Deposition and Epitaxy
As its name suggests, chemical vapor deposition (CVD)
includes all the deposition techniques using the reac-
tion of chemicals in a gas phase to form the deposited
thin film. The energy needed for the chemical reaction
to occur is usually supplied by maintaining the sub-
strate at elevated temperatures. Other alternative energy
sources such as plasma or optical excitation are also
used, with the advantage of requiring a lower tempera-
ture at the substrate. The most common CVD processes
in microfabrication are LPCVD (low pressure CVD) and
PECVD (plasma enhanced CVD).

The LPCVD process is typically carried out in elec-
trically heated tubes, similar to the oxidation tubes,
equipped with pumping capabilities to achieve the
needed low pressures (0.1 to 1.0 torr). A large num-
ber of wafers can be processed simultaneously, and
the material is deposited in both sides of the wafers.
The process temperatures depend on the material to
be deposited, but generally are in the range of 550
to 900 ◦C. As in the oxidation, high temperatures and
contamination issues can restrict the type of processes
used prior to the LPCVD. Typical materials deposited
by LPCVD include silicon oxide (e.g., SiCl2H2 +
2N2O ⇒ SiO2 +2N2 +2HCl at 900 ◦C), silicon nitride
(e.g., 3SiH4 +4NH3 ⇒ Si3N4 +12H2 at 700–900 ◦C),
and polysilicon (e.g., SiH4 ⇒ Si+2H2 at 600 ◦C). Due
to its faster etch rate in HF, in situ phosphorous-doped
LPCVD oxide (phosphosilicate glass or PSG) is used
extensively as the sacrificial layer in surface microma-
chining. Conformality in this process is excellent, even
for very high-aspect-ratio structures. Mechanical prop-
erties of LPCVD materials are good compared to others
such as PECVD, and LPCVD materials often used as
structural materials in microfabricated devices. Stress in
the deposited layers depends on the material, deposition
conditions, and subsequent thermal history (e.g., post-
deposition anneal). Typical values are: 100–300 MPa
(compressive) for oxide, ∼ 1 GPa (tensile) for stoi-
chiometric nitride, and ∼ 200–300 MPa (tensile) for

polysilicon. The stress in nitride layers can be reduced
to nearly zero by using a silicon-rich composition. Since
the stress values can vary over a wide range, one has to
measure and characterize the internal stress of deposited
thin films for any specific equipment and deposition
conditions.

The PECVD process is performed in plasma sys-
tems such as the one represented in Fig. 5.6. The use
of RF energy to create highly reactive species in the
plasma allows for the use of lower temperatures at
the substrates (150 to 350 ◦C). Parallel-plate plasma
reactors normally used in microfabrication can only
process a limited number of wafers per batch. The
wafers are positioned horizontally on top of the lower
electrode, so only one side gets deposited. Typical ma-
terials deposited with PECVD include silicon oxide,
nitride, and amorphous silicon. Conformality is good
for low-aspect-ratio structures, but becomes very poor
for deep trenches (20% of the surface thickness inside
through-wafer holes with aspect ratio of ten). Stress
depends on deposition parameters and can be either
compressive or tensile. PECVD nitrides are typically
non-stoichiometric (SixNy) and are much less resistant
to etchants in masking applications.

Another interesting type of CVD is epitaxial growth.
In this process, a single crystalline material is grown as
an extension of the crystal structure of the substrate.
It is possible to grow dissimilar materials if the crys-
tal structures are somehow similar (lattice-matched).
Silicon-on-sapphire (SOS) substrates and some het-
erostructures are fabricated in this way. However, most

Gas inTo vacuum pump

Resistance
heater

Wafers

RF source

Fig. 5.6 Schematic representation of a typical PECVD
system
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common in microfabrication is the growth of silicon
on another silicon substrate. Of particular interest for
the formation of microstructures is the selective epi-
taxial growth. In this process the silicon crystal is
allowed to grow only in windows patterned on a masking
material. Many CVD techniques have been used to pro-
duce epitaxial growth. The most common for silicon is
thermal chemical vapor deposition or vapor phase epi-
taxy (VPE). Metallorganic chemical vapor deposition
(MOCVD) and molecular beam epitaxy (MBE) are the
most common for growing high quality III-V compound
layers with nearly atomic abrupt interfaces. The former
uses vapors of organic compounds with group III atoms
such as trimethylgallium [Ga(CH3)3] and group V hy-
drides such as AsH3 in a CVD chamber with fast gas
switching capabilities. The latter typically uses molecu-
lar beams from thermally evaporated elemental sources
aiming at the substrate in an ultrahigh vacuum chamber.
In this case, rapid on/off control of the beams is achieved
by using shutters in front of the sources. Finally, it should
be mentioned that many metals (molybdenum, tanta-
lum, titanium, and tungsten) can also be deposited using
LPCVD. These are attractive for their low resistivities
and their ability to form silicides with silicon. Due to its
application in the new interconnect technologies, copper
CVD is an active area of research.

Physical Vapor Deposition
(Evaporation and Sputtering)

In physical deposition systems the material to be de-
posited is transported from a source to the wafers, both
being in the same chamber. Two physical principles are
used to do so: evaporation and sputtering.

In evaporation, the source is placed in a small con-
tainer with tapered walls, called a crucible, and heated up
to a temperature at which evaporation occurs. Various
techniques are utilized to reach the high temperatures
needed, including the induction of high currents with
coils wound around the crucible and the bombardment of
the material surface with an electron beam (e-beam evap-
orators). This process is mainly used to deposit metals,
although dielectrics can also be evaporated. In a typical
system, the crucible is located at the bottom of a vac-
uum chamber, whereas the wafers are placed lining the
dome-shaped ceiling of the chamber, Fig. 5.7. The main
characteristic of this process is very poor step coverage,
including shadow effects, as illustrated in Fig. 5.8. As
will be explained in subsequent sections, some microfab-
rication techniques utilize these effects to pattern the de-
posited layer. One way to improve the step coverage is by
rotating and/or heating the wafers during the deposition.

Vacuum
chamber

Evaporated
material

Bending
magnetic
field

Electron
beam

Fig. 5.7 Schematic representation of an electron-beam de-
position system

Fig. 5.8 Shadow effects observed in evaporated films. Ar-
rows show the trajectory of the material atoms being
deposited

In sputtering, a target of the material to be de-
posited is bombarded with high-energy inert ions
(usually argon). The outcome of the bombardment is
that individual atoms or clusters are removed from
the surface and ejected toward the wafer. The physi-
cal nature of this process allows its use with virtually
any existing material. Examples of interesting mater-
ials for microfabrication that are frequently sputtered
include metals, dielectrics, alloys (such as shape mem-
ory alloys), and all kinds of compounds (for example,
piezoelectric PZT). The inert ions bombarding the tar-
get are produced in DC or RF plasma. In a simple
parallel-plate system, the top electrode is the tar-
get and the wafers are placed horizontally on top
of the bottom electrode. In spite of its lower de-
position rate, step coverage in sputtering is much
better than in evaporation. Yet, the films obtained
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Fig. 5.9 Typical cross section evolution of a trench while
being filled with sputter deposition

with this deposition process are nonconformal. Fig-
ure 5.9 illustrates successive sputtering profiles in
a trench.

Both evaporation and sputtering systems are often
capable of depositing more than one material simulta-
neously or sequentially. This capability is very useful in
obtaining alloys and multilayers (e.g., multilayer mag-
netic recording heads are sputtered). For certain low
reactivity metals such as Au and Pt, the previous deposi-
tion of a thin layer of another metal is needed to improve
the adhesion. Ti and Cr are two frequently used adhe-
sion promoters. Stress in evaporated or sputtered layers
is typically tensile. The deposition rates are much higher
than most CVD techniques. However, due to stress ac-
cumulation and cracking, a thickness beyond 2 µm is
rarely deposited with these processes. For thicker de-
positions a technique described in the next section is
sometimes used.

Electroplating
Electroplating (or electrodeposition) is a process typi-
cally used to obtain thick (tens of micrometers) metal
structures. The sample to be electroplated is introduced
in a solution containing a reducible form of the ion of
the desired metal and is maintained at a negative poten-
tial (cathode) relative to a counter electrode (anode). The
ions are reduced at the sample surface and the insolu-
ble metal atoms are incorporated into the surface. As an
example, copper electrodeposition is frequently done in
copper sulfide-based solutions. The reaction taking place
at the surface is Cu2+ +2e− → Cu(s). Recommended
current densities for electrodeposition processes are on
the order of 5 to 100 mA/cm2.

As can be deduced from the process mechanism, the
surface to be electroplated has to be electrically conduc-

tive and preferably of the same material as the deposited
one if a good adhesion is desired. In order to electrode-
posit metals on top of an insulator (the most common
case) a thin film of the same metal, called the seed layer,
is previously deposited on the surface. Masking of the
seed layer with a resist permits selective electroplatingat
the patterned areas. Figure 5.10 illustrates a typical se-
quence of the steps required to obtain isolated metal
structures.

5.1.3 Etching and Substrate Removal

Thin film and bulk substrate etching is another fabrica-
tion step that is of fundamental importance to both VLSI
processes and micro/nanofabrication. In the VLSI area,
various conducting and dielectric thin films deposited
for passivation or masking purposes must be removed at
some point or another. In micro/nanofabrication, in addi-
tion to thin film etching, very often the substrate (silicon,
glass, GaAs, etc.) also needs to be removed in or-
der to create various mechanical micro-/nanostructures
(beams, plates, etc.). Two important figures of merit for
any etching process are selectivity and directionality.
Selectivity is the degree to which the etchant can differ-
entiate between the masking layer and the layer to be

Seed layer

Photoresist

a)

b)

c)

d)

Substrate

Fig. 5.10a–d Formation of isolated metal structures by
electroplating through a mask: (a) seed layer deposition,
(b) photoresist spinning and patterning, (c) electroplating,
(d) photoresist and seed layer stripping
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etched. Directionality has to do with the etch profile un-
der the mask. In an isotropic etch, the etchant attacks
the material in all directions at the same rate, creating
a semicircular profile under the mask, Fig. 5.11a. In an
anisotropic etch, the dissolution rate depends on specific
directions, and one can obtain straight sidewalls or other
noncircular profiles, Fig. 5.11b. One can also divide the
various etching techniques into wet and dry categories.
In this chapter, we will use this classification and dis-
cuss different wet etchants, followed by the dry etching
techniques used most often in micro/nanofabrication.

Wet Etching
Historically, wet etching techniques preceded the dry
ones. These still constitute an important group of
etchants for micro/nanofabrication, in spite of their less
frequent application in the VLSI processes. Wet etchants
are by and large isotropic and show superior selec-
tivity to the masking layer compared to various dry
techniques. In addition, due to the lateral undercut, the
minimum feature achievable with wet etchants is limited
to > 3 µm. Silicon dioxide is commonly etched in a di-
lute (6:1, 10:1, or 20:1 by volume) or buffered HF (BHF,
HF+NH4F) solutions (etch rate of ∼ 1,000 Å/min in
BHF). Photoresist and silicon nitride are the two most
common masking materials for the wet oxide etch. The
wet etchant for silicon nitride is hot (140–200 ◦C) phos-
phoric acid with silicon oxide as the masking material.
Nitride wet etch is not very common (except for blanket
etch), due to the masking difficulty and unrepeatable etch
rates. Metals can be etched using various combinations
of acids and base solutions. There are also many com-
mercially available etchant formulations for aluminum,
chromium, and gold that can be used easily. A com-
prehensive table of various metal etchants can be found
in [5.5].

Anisotropic and isotropic wet etching of crys-
talline (silicon and gallium arsenide) and non-crystalline
(glass) substrates are important topics in micro/
nanofabrication [5.6–10]. In particular, the realization
of the possibility of anisotropic wet etching of silicon is
considered the beginning of the micromachining and

PR

Silicon Silicon

PRPR PR

Fig. 5.11a,b Profile for isotropic (a) and anisotropic (b) etch
through a photoresist (PR) mask

MEMS discipline. Isotropic etching of silicon using
HF/HNO3/CH3COOH (various different formulations
have been used) dates back to the 1950s and is still fre-
quently used to thin down the silicon wafer. The etch
mechanism for this combination has been elucidated
and is as follows: HNO3 is used to oxidize the sili-
con, which is subsequently dissolved away in the HF.
The acetic acid is used to prevent the dissociation of
HNO3 (the etch works as well without the acetic acid).
For short etch times, silicon dioxide can be used as
the masking material However, one needs to use sili-
con nitride if a longer etch time is desired. This etch
also shows dopant selectivity with the etch rate drop-
ping at lower doping concentrations (< 1017 cm−3 n-
or p-type). Although this effect can potentially be used
as an etch stop mechanism in order to fabricate mi-
crostructures, the difficulty in masking has prevented
a widespread application of this approach. Glass can
also be isotropically etched using the HF/HNO3 com-
bination with the etch surfaces showing considerable
roughness. This has been used extensively in fabricating
microfluidic components (mainly channels). Although
Cr/Au is usually used as the masking layer, long etch
times require a more robust mask (bonded silicon has
been used for this purpose).

Silicon anisotropic wet etch constitutes an impor-
tant technique in bulk micromachining. The three most
important silicon etchants in this category are potas-
sium hydroxide (KOH), ethylene diamine pyrochatechol
(EDP), and tetramethyl ammonium hydroxide (TMAH).
These are all anisotropic etchants that attack silicon
along preferred crystallographic directions. In addition,
they all show a marked reduction in the etch rate in
heavily doped (> 5 × 1019 cm−3) boron (p++) regions.
The chemistry behind the action of these etchants is
not yet very clear, but it seems that silicon atom oxida-
tion at the surface and its reaction with hydroxyl ions
(OH−) are responsible for the formation of a soluble
silicon complex (SiO2(OH)2−). The etch rate depends
on the concentration and temperature and is usually
around 1 µm/min at temperatures of 85–115 ◦C. Com-
mon masking materials for anisotropic wet etchants are
silicon dioxide and nitride, the latter being superior for
longer etch times. The crystallographic plane which
shows the slowest etch rate is the (111) plane. Although
the lower atomic concentration along these planes have
been speculated as the reason for this phenomenon, the
evidence is inconclusive, and other factors must be in-
cluded to account for this remarkable etch stop property.
The anisotropic behavior of these etchants with respect
to the (111) planes have been used extensively to create
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54.7°

(111)

(100)

Silicon

(111)

(100)

Silicon

a)

b)

Fig. 5.12a,b Anisotropic etch profiles for: (a) (100) and
(b) (110) silicon wafers

beams, membranes, and other mechanical and structural
components. Figure 5.12 shows the typical cross sec-
tions of (100) and (110) silicon wafers etched with an
anisotropic wet etchant. As can be seen, the (111) slow
planes are exposed in both situations, one creating 54.7◦
sloped sidewalls in the (100) wafer and the other cre-
ating vertical sidewalls in the (110) wafer. Depending
on the dimensions of the mask opening, a V-groove or
a trapezoidal trench is formed in the (100) wafer. A large
enough opening will allow the silicon to be etched all
the way through the wafer, thus creating a thin dielectric
membrane of the other side. It should be mentioned that
exposed convex corners have a higher etch rate than the
concave ones, resulting in an undercut that can be used
to create dielectric (e.g., nitride) cantilever beams. Fig-
ure 5.13 shows a cantilever beam fabricated using the
convex corner undercut on a (100) wafer.

The three above mentioned etchants show different
directional and dopant selectivities. KOH has the best
(111) selectivity (400/1) followed by TMAH and EDP.
However, EDP has the highest selectivity with respect
to the deep boron diffusion regions. Safety and CMOS
compatibility are other important criteria for choosing

Convex corner undercut

Silicon

Fig. 5.13 Top view and cross section of a dielectric can-
tilever beam fabricated using convex corner undercut

a particular anisotropic etchant. Among the three men-
tioned etchants TMAH is the most benign, whereas EDP
is extremely corrosive and carcinogenic. Silicon can be
dissolved in TMAH in order to improve its selectiv-
ity with respect to aluminum. This property has made
TMAH very appealing for post-CMOS micromachining
for which aluminum lines have to be protected. Finally,
it should be mentioned that one can modulate the etch
rate using a reverse biased p–n junction (electrochemical
etch stop). Figure 5.14 shows the setup commonly used
to perform electrochemical etching. The silicon wafer
under etch consists of an n-epi region on a p-type sub-
strate. Upon the application of a reverse bias voltage
to the structure (p-substrate is in contact with the solu-
tion and n-epi is protected using a water tight fixture),
the p-substrate is etched away. When the n-epi regions
are exposed to the solution, an oxide passivation layer
is formed and etch is stopped. This technique can be
used to fabricate single-crystalline silicon membranes
for pressure sensors and other mechanical transducers.

Dry Etching
Most dry etching techniques are plasma-based. They
have several advantages compared with wet etching.
These include smaller undercut (allowing smaller lines
to be patterned) and higher anisotropicity (allowing
high-aspect-ratio vertical structures). However, the se-
lectivity of dry etching techniques is lower than the wet
etchants, and one must take into account the finite etch
rate of the masking materials. The three basic dry etching
techniques, namely, high-pressure plasma etching, reac-
tive ion etching (RIE), and ion milling utilize different
mechanisms to obtain directionality.

Ion milling is a purely physical process that utilizes
accelerated inert ions (e.g., Ar+) striking perpendic-

+ –

KOH

p-substraten-epi Counter electrode

Fig. 5.14 Electrochemical etch setup

Part
A

5
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



156 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

ular to the surface to remove the material (pressure
∼ 10−4 –10−3 torr), Fig. 5.15a. The main characteris-
tics of this technique are very low etch rates (on the
order of a few nanometers per minute) and poor se-
lectivity (close to 1:1 for most materials); hence it is
generally used to etch very thin layers. In high-pressure
(10−1 –5 torr) plasma etchers, highly reactive species
are created that react with the material to be etched. The
products of the reaction are volatile, so that they dif-
fuse away and new material is exposed to the reactive
species. Directionality can be achieved, if desired, with
the sidewall passivation technique (Fig. 5.15b). In this
technique, nonvolatile species produced in the chamber
deposit and passivate the surfaces. The deposit can only
be removed by physical collision with incident ions.
Because the movement of the ions has a vertical direc-
tionality, the deposit is removed mainly at the horizontal
surfaces, while the vertical walls remain passivated. In
this fashion, the vertical etch rate becomes much higher
than the lateral one.

Ion
Material atom

Ion
Material atom

Nonvolatile species
Volatile product

Ion
Material atom

Activated
material atom

Volatile
product

a)

b)

c)

Mask

Mask

Mask

+

+

+
+

+
+

+

+

+

+

+

+

+

+

+
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+

+
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Fig. 5.15a–c Simplified representation of etching mechanisms for
(a) ion milling, (b) high-pressure plasma etching, and (c) RIE

The RIE etching, also called ion-assisted etching,
is a combination of physical and chemical processes.
In this technique, the reactive species react with the
material only when the surfaces are “activated” by
the collision of incident ions from the plasma (e.g.,
by breaking bonds at the surface). As in the previ-
ous technique, the directionality of the ion’s velocity
produces many more collisions in the horizontal sur-
faces than in the walls, thus generating faster etching
rates in the vertical direction (Fig. 5.15c). To further in-
crease the etch anisotropy, sidewall passivation methods
in some cases, are also used. An interesting case is the
deep reactive ion etching (DRIE) technique, capable of
achieving aspect ratios of 30:1 and silicon etching rates
of 2 to 3 µm/min (through-wafer etch is possible). In
this technique, the passivation deposition and etching
steps are performed sequentially in a two-step cycle, as
shown in Fig. 5.16. In commercial silicon DRIE etch-
ers, SF6/Ar is typically used for the etching step and
a combination of Ar and a fluoropolymer (nCF2) for
the passivation step. A Teflon-like polymer about 50 nm
thick is deposited during the latter step, covering only
the sidewalls (Ar+ ion bombardment removes the Teflon
on the horizontal surfaces). Due to the cyclic nature of
this process, the sidewalls of the etched features show
a periodic “wave-shape” roughness in the range of 50
to 400 nm.

Dry etching can also be performed in non-plasma
equipment if the etching gases are reactive enough.
The so-called vapor phase etching (VPE) processes can
be carried out in a simple chamber with gas feeding
and pumping capabilities. Two examples of VPE are
xenon difluoride (XeF2) etching of silicon and HF-vapor
etching of silicon dioxide. Due to its isotropic nature,
these processes are typically used for etching sacrificial
layers and releasing structures while avoiding stiction
problems (see Sects. 5.2.1 and 5.2.2).

a) b)

c) d)

Fig. 5.16a–d DRIE cyclic process: (a) photoresist pattern-
ing, (b) etch step, (c) passivation step, and (d) etch step
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Table 5.1 Typical dry etch chemistries

Si CF4/O2, CF2Cl2, CF3Cl, SF6/O2/Cl2,

Cl2/H2/C2F6/CCl4, C2ClF5/O2, Br2,

SiF4/O2, NF3, ClF3, CCl4, CCl3F5,

C2ClF5/SF6, C2F6/CF3Cl, CF3Cl/Br2

SiO2 CF4/H2, C2F6, C3F8, CHF3/O2

Si3N4 CF4/O2/H2, C2F6, C3F8, CHF3

Organics O2, CF4/O2, SF6/O2

Al BCl3, BCl3/Cl2, CCl4/Cl2/BCl3,

SiCl4/Cl2

Silicides CF4/O2, NF3, SF6/Cl2, CF4/Cl2

Refractories CF4/O2, NF3/H2, SF6/O2

GaAs BCl3/Ar, Cl2/O2/H2, CClH3/H2

H2, CH4/H2, CCl2F2/O2/Ar/He

InP CH4/H2, C2H6/H2, Cl2/Ar

Au C2Cl2F4, Cl2, CClF3

Most importantly, materials can be etched with the
aforementioned techniques, and for each material a va-
riety of chemistries is available. Table 5.1 lists some
of the most common materials along with selected etch
recipes [5.11]. For each chemistry, the etch rate, di-
rectionality, and selectivity with respect to the mask
materials depend on parameters such as the flow/rates
of the gases entering the chamber, the working pressure,
and the RF power applied to the plasma.

5.1.4 Substrate Bonding

Substrate (wafer) bonding (silicon-silicon, silicon-glass,
and glass-glass) is among the most important fabrica-
tion techniques in microsystem technology [5.12, 13].
It is frequently used to fabricate complex 3-D struc-
tures both as a functional unit and as part of the final
microsystem package and encapsulation. The two most
important bonding techniques are silicon-silicon fusion
(or silicon direct bonding) and silicon-glass electrostatic
(or anodic) bonding. In addition to these techniques,
several other alternative methods that utilize an interme-
diate layer (eutectic, adhesive, and glass frit) have also
been investigated. All these techniques can be used to
bond the substrates at the wafer level. In this chapter,
we will only discuss wafer-level techniques and will not
treat the device level bonding methods (e.g., e-beam and
laser welding).

Silicon Direct Bonding
Direct silicon, or fusion bonding, is used in the
fabrication of micromechanical devices and silicon-on-
insulator (SOI) substrates. Although it is mostly used to
bond two silicon wafers with or without an oxide layer,
it has also been used to bond different semiconductors
such as GaAs and InP [5.13]. One main requirement
for a successful bond is sufficient planarity (< 10 Å sur-
face roughness and < 5 µm bow across a 4" wafer) and
cleanliness of the surfaces. In addition, thermal expan-
sion mismatch also needs to be considered if bonding of
two dissimilar materials is contemplated. The bonding
procedure is as follows: The silicon- or oxide-coated sil-
icon wafers are first thoroughly cleaned. Subsequently,
the surfaces are hydrated (activated) in HF or boiling
nitric acid (RCA clean also works). This renders the
surfaces hydrophilic by creating an abundance of hy-
droxyl ions. Then the substrates are brought together in
close proximity (starting from the center to avoid the
void formation). The close approximation of the bond-
ing surfaces allows the short-range attractive van der
Waals forces to bring the surfaces into intimate contact
on an atomic scale. Following this step, a hydrogen bond
between the two hydroxyl-coated silicon wafers bonds
the substrates together. These steps can be performed
at room temperatures; however, in order to increase the
bond strength a high temperature (800–1,200 ◦C) anneal
is usually required. A big advantage of silicon fusion
bonding is the thermal matching of the substrates.

Anodic Bonding
Silicon-glass anodic (electrostatic) bonding is another
major substrate joining technique that has been used
extensively for microsensor packaging and device fabri-
cation. The main advantage of this technique is its lower
bonding temperature, which is around 300–400 ◦C. Fig-
ure 5.17 shows the bonding setup. A glass wafer (usually
Pyrex 7740 for its thermal expansion match to silicon)

Pyrex

Depletion
layer

Silicon

Hot plate

Cathode

Anode

1000 V

Na+

+ + + + +

Fig. 5.17 Glass-to-silicon anodic bonding setup
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is placed on top of a silicon wafer, and the sandwich
is heated to 300–400 ◦C. Subsequently, a voltage of
∼ 1,000 V is applied to the glass-silicon sandwich with
the glass connected to the cathode. The bond starts im-
mediately after the application of the voltage and spreads
outward from the cathode contact point. The bond can
be visually observed as a dark greyish front that expands
throughout the wafer.

The bonding mechanism is as follows: During the
heating period, glass sodium ions move toward the cath-
ode and create a depletion layer at the silicon-glass
interface. A strong electrostatic force is therefore created
at the interface that pulls the substrates into intimate con-
tact. The exact chemical reaction responsible for anodic
bonding is not yet clear, but covalent silicon oxygen
bond at the interface seems to be responsible for the
bond. Silicon-to-silicon anodic bonding using sputtered
or evaporated glass interlayer is also possible.

Bonding with Intermediate Layers
Various other wafer bonding techniques utilizing an
intermediate layer have also been investigated [5.13].
Among the most important ones are adhesive, eutectic,
and glass frit bonds. Adhesive bond using a polymer
(e.g., polyimides, epoxies, thermoplast adhesives, and
photoresists) in between the wafers has been used to
join different wafer substrates [5.14]. Complete curing
(in an oven or using dielectric heating) of the polymer be-
fore or during the bonding process prevents subsequent
solvent outgas and void formation. Although reasonably
high bonding strengths can be obtained, these bonds are
non-hermetic and unstable over time.

In the eutectic bonding process, gold-coated sili-
con wafers are bonded together at temperatures greater
than the silicon-gold eutectic point (363 ◦C, 2.85% sil-
icon and 97.1% Au) [5.15]. This process can achieve
high bonding strength and good stability at relatively
low temperatures. For good bond uniformity, silicon
dioxide must be removed from the silicon surface
prior to the deposition of the gold. In addition, all
organic contaminants on the gold surface must be re-
moved (using UV light) prior to the bond. Pressure
should also be applied in order to achieve a better
contact. Although eutectic bond can be accomplished
at low temperatures, achieving uniformity over large
areas has proven to be challenging. More recently,
localized silicon-gold eutectic bonding has been re-
ported. In this technique, a silicon cap is bonded
to another silicon wafer having a gold micro-heater
(0.27 Å current for a bonding temperature of about
800 ◦C), Fig. 5.18 [5.16].

Pressure

Silicon or glass cap
Local heaters

Silicon

SiO2

Fig. 5.18 Eutectic bonding with localized heating

Glass frit can also be used as an interlayer in sub-
strate bonding. In this technique, first a thin layer of
glass is deposited and pre-glazed. The glass-coated sub-
strates are then brought into contact, and the sandwich
is heated to above the glass melting temperature (typi-
cally < 600 ◦C). Like in the eutectic process, pressure
must be applied for adequate contact [5.17].

Bond Characterization
Two major characterization techniques for substrate
bonding evaluation are: 1) visual inspection and 2) blade
test [5.12]. Once the bond has been completed, the
bonding surfaces can be visually inspected for the
presence of voids, cracks, and nonuniformity. The
silicon-glass anodic bond interface does not require
any particular imaging instrument and can be inspected
with an unaided eye or under a light microscope.
However, infrared imaging, X-ray photography, and ul-
trasonic methods are necessary for opaque substrates
(mainly silicon-silicon). Although infrared transmission
has some resolution limits due to its wavelength, it

Blade 2y
Si wafer

Si wafer

L

t

Fig. 5.19 Blade test technique for the measurement of bond
strength
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is the most common tool in bond inspection and of-
fers a quality technique with a simple IR source and
a CCD camera.

The blade test is often performed in order to es-
timate the specific surface energy (and hence bond
strength), Fig. 5.19. In this test, a blade is inserted be-
tween the bonded substrates and a crack is induced.
The length of the crack is then measured and the spe-
cific surface energy is calculated using the following
equation [5.18]:

g = 3Et3 y2

8L4 ,

where g is the surface energy (erg/cm2), E is the
Young’s modulus of substrate (dyne/cm2), t is the thick-
ness of the wafer, y is the half-thickness of the blade,
and L is the crack length. The crack length is usually
measured using the interference fringes parallel to the-
blade edge under an IR light source. A semi-quantitative
technique for evaluation of the bond strength is the pull
test. This technique is based on using a test fixture (or
tensometer) for measuring the force required to pull two
bonded substrates apart. The pull test is more effective
on small samples and can be used to compare differ-
ent bonding techniques without the need to accurately
measure the surface energy.

5.2 MEMS Fabrication Techniques

In this section, we will discuss various important
MEMS fabrication techniques commonly used to build
various microdevices (microsensors and microactu-
ators) [5.6–10]. The dimensional spectrum of the
microstructures that can be fabricated using these tech-
niques span from 1 mm to 1 µm. As mentioned in
the introduction, we will mostly emphasize the more
important techniques and will not discuss specialized
methods.

5.2.1 Bulk Micromachining

Bulk micromachining is the oldest MEMS technol-
ogy and hence probably one of the more mature
ones [5.8, 9]. It is currently by far the most com-
mercially successful one, helping manufacture devices
such as pressure sensors and ink-jet print heads. Al-
though there are many different variations, the basic
concept behind bulk micromachining is selective re-
moval of the substrate (silicon, glass, GaAs, etc.). This
allows the creation of various micromechanical com-
ponents such as beams, plates, and membranes that
can be used to fabricate a variety of sensors and
actuators. The most important microfabrication tech-
niques used in bulk micromachining are wet and dry
etch and substrate bonding. Although one can use dif-
ferent criteria in dividing the bulk micromachining
techniques into separate categories, we will use a his-
torical time line for this purpose. Starting with the more
traditional wet etching techniques, we will proceed to
the more recent ones that use deep RIE and wafer
bonding.

Bulk Micromachining
Using Wet Etch and Wafer Bonding

The use of anisotropic wet etchants to remove silicon
can be regarded as the beginning of the micromachining
era. Back side etch was used to create movable struc-
tures such as beams, membranes, and plates, Fig. 5.20.
Initially, the etching was timed to create a specified
thickness. However, this technique proved inadequate
in creating thin structures (< 20 µm). Subsequent use
of various etch stop techniques allowed the creation of
thinner membranes in a more controlled fashion. As
mentioned in Sect. 5.1.3, heavily doped boron regions
and electrochemical bias can be used to drastically slow
down the etch process and hence create controllable
thickness microstructures. Figure 5.21a,b show the cross
section of two piezoresistive pressure sensors fabricated
using electrochemical and P++ etch stop techniques.
The use of the P++ method requires the epitaxial growth
of a lightly doped region on top of a P++ etch stop layer.

Silicon

KOH

Fig. 5.20 Wet anisotropic silicon back side etch
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This layer is subsequently used for the placement of
piezeoresistors. However, if no active component is re-
quired, one can simply use the P++ region to create
a thin membrane, Fig. 5.21c.

Piezoresistors n-epi

P-Si

Si

P++

P++

a)

b)

c)

P-Si

n-epiPiezoresistors

Fig. 5.21a–c Wet micromachining etch stop techniques:
(a) electrochemical with n-epi on p substrate, (b) P++ etch
stop with n-epi, and (c) P++ etch stop without n-epi

Deep B
diffusion

Shallow B diffusion

Silicon

EDP

Fig. 5.22 Freestanding microstructure fabrication using
deep and shallow boron diffusions and EDP release

The P++ etch stop technique can also be used to cre-
ate isolated thin silicon structures through the dissolution
of the entire lightly doped region [5.19]. This technique
was successfully used to fabricate silicon recording and
stimulate electrodes for biomedical applications. Fig-
ure 5.22 shows the cross section of such a process that
relies on deep (15–20 µm) and shallow boron (2–5 µm)
diffusion steps to create microelectrodes with flexible
connecting ribbon cables. An extension of this process
that uses a combination of P++ etch stop layers and
silicon-glass anodic bonding has also been developed.
This process is commonly known as the dissolved wafer
process and has been used to fabricate a variety of mi-
crosensors and microactuators [5.20]. Figure 5.23 shows
the cross section of this process. Figure 5.24 shows an
SEM photograph of a micro-accelerometer fabricated
using the dissolved wafer process.

It is also possible to merge wet bulk micromachining
and microelectronics fabrication processes to build mi-

a)

b)

c)

d)

e)

Silicon

Glass

P++ P++

Fig. 5.23a–e Dissolved wafer process sequence, (a) KOH
etch, (b) deep B diffusion, (c) shallow B diffusion,
(d) silicon-glass anodic bond, and (e) release in EDP
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100µm

Fig. 5.24 SEM photograph of a micro-accelerometer fab-
ricated using the dissolved wafer process [5.20]

Suspension beam Electronics

P substrate

n well

Fig. 5.25 Suspended island created on a prefabricated
CMOS chip using front-side wet etch and electrochemical
etch stop

cromechanical components on the same substrate as the
integrated circuits (CMOS, Bipolar, or BiCMOS) [5.21].
This is very appealing since it allows the integration of
interface and signal processing circuitry with MEMS
structures on a single chip. However, important fabri-
cation issues such as process compatibility and yield
have to be carefully considered. Among the most pop-
ular techniques in this category is the post-processing
of the CMOS integrated circuits by front side etching in
TMAH solutions. As mentioned previously, silicon-rich
TMAH does not attack aluminum and therefore can be
used to undercut microstructures in an already processed
CMOS chip. Figure 5.25 shows a schematic of such a
process in which front side wet etch and electrochemical
etch stop have been used to produce suspended beams.
This technique has been used extensively to fabricate
a variety of microsensors (e.g., humidity, gas, chem-
ical, and pressure). Figure 5.26 shows a photograph of
a post-CMOS processed chemical sensor.

300µm

Fig. 5.26 Photograph of a post-CMOS processed can-
tilever beam resonator for chemical sensing [5.21]

Bulk Micromachining Using Dry Etch
Bulk silicon micromachining using dry etch is a very
attractive alternative to the wet techniques described in
the previous section. These techniques were developed
in the mid-1990s, following the successful efforts to de-
velop processes for anisotropic dry silicon etch. More
recent advances in deep silicon RIE and the availabil-
ity of SOI wafers with a thick top silicon layer have
increased the application of these techniques. These
techniques allow the fabrication of high-aspect-ratio
vertical structures in isolation or along with on-chip
electronics. Process compatibility with active microelec-
tronics is less of a concern in dry methods, since many
of them do not damage the circuit or its interconnect.

The most simple dry bulk micromachining technique
relies on the front side undercut of microstructures using
XeF2 vapor phase etch [5.22]. As mentioned before, this,
however, is an isotropic etch and, therefore, has a lim-
ited application. A combination of isotropic/anisotropic
dry etch is more useful and can be used to cre-
ate a variety of interesting structures. Two successful
techniques using this combination are single-crystal re-
active etching and metallization (SCREAM) [5.23] and
post-CMOS dry release using aluminum/silicon dioxide
laminate [5.24]. The first technique relies on the combi-
nation of isotropic/anisotropic dry etch to create single
crystalline suspended structures. Figure 5.27 shows the
cross section of the process. It starts with an anisotropic
(Cl2/BCl3) silicon etch using an oxide mask (Fig. 5.27b).
This is followed by a conformal PECVD oxide depo-
sition (Fig. 5.27c). Subsequently, an anisotropic oxide
etch is used to remove the oxide at the bottom of the
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a) b)

e)

c)

d) f)

Fig. 5.27 Cross section of the SCREAM process

a

c

b

d

c

e

100 µm

a

b

Fig. 5.28a–e SEM photograph of a structure fabricated
using SCREAM process: (a) comb-drive actuator, (b) sus-
pended spring, (c) spring support, (d) moving suspended
capacitor plate, and (e) fixed capacitor plate [5.25]

a)

b)

c)

d)

Top metal layer

Fig. 5.29 Cross section of the process flow for the post-CMOS dry
microstructure fabrication

trenches leaving the sidewall oxide intact (Fig. 5.27d).
At this stage, an isotropic silicon etch (SF6) is performed
that results in undercut and release of the silicon struc-
tures (Fig. 5.27e). Finally, if electrostatic actuation is
desired, a metal can be sputtered to cover the top and
sidewall of the microstructure and the bottom of the cav-
ity formed below it (Fig. 5.27f). Figure 5.28 shows an
SEM photograph of a comb-drive actuator fabricated
using SCREAM technology.

The second dry release technique relies on the
masking capability of aluminum interconnect lines in
a CMOS integrated circuit to create suspended mi-
crostructures. Figure 5.29 shows the cross section of this
process. As can be seen, the third level Al of a prefab-
ricated CMOS chip is used as a mask to anisotropically
etch the underlying oxide layers all the way to the
silicon (CHF3/O2), Fig. 5.29b. This is followed by an
anisotropic silicon etch to create a recess in the sili-
con, which will be used in the final step to facilitate the
undercut and release, Fig. 5.29c. Finally, an isotropic sil-
icon etch is used to undercut and release the structures,
Fig. 5.29d. Figure 5.30 shows an SEM photograph of
a comb-drive actuator fabricated using this technology.

In addition to the methods described above, recent
advancements in the development of deep reactive ion
etching of silicon (DRIE, see Sect. 5.1.3) have created
new opportunities for dry bulk micromachining tech-
niques (see Sect. 5.2.3). One of the most important ones
uses thick silicon SOI wafers that are commercially
available in various top silicon thicknesses [5.26]. Fig-
ure 5.31 shows the cross section of a typical process
using DRIE and SOI wafers. The top silicon layer is
patterned and etched all the way to the buried oxide,
Fig. 5.31b. The oxide is subsequently removed in HF,
releasing suspended single crystalline microstructures,
Fig. 5.31c. In a modification of this process, the sub-
strate can also be removed from the back side, allowing
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100µm

Fig. 5.30 SEM photograph of a comb-drive actuator fabri-
cated using aluminum mask post-CMOS dry release [5.27]

a)

b)

SOI wafer

DRIE

c)

d)

Fig. 5.31 DRIE processes using SOI wafers

easy access from both sides (this allows an easier release
and prevents stiction), Fig. 5.31d.

5.2.2 Surface Micromachining

Surface micromachining is another important MEMS
microfabrication technique that can be used to create
movable microstructures on top of a silicon sub-
strate [5.28]. This technique relies on the deposition
of structural thin films on a sacrificial layer that is
subsequently etched away, resulting in movable mi-
cromechanical structures (beams, membranes, plates,
etc.). The main advantage of surface micromachin-
ing is that extremely small sizes can be obtained. In
addition, it is relatively easy to integrate the microma-
chined structures with on-chip electronics for increased
functionality. However, due to the increased surface non-
planarity with any additional layer, there is a limit to the
number of layers that can be deposited. Although one
of the earliest reported MEMS structures was a surface
micromachined resonant gate transistor [5.29], material-

related difficulties resulted in the termination of efforts in
this area. In the mid-1980s, improvements in the field of
thin film deposition rekindled interest in surface micro-
machining [5.30]. Later in the same decade, polysilicon
surface micromachining was introduced, which opened
the door to the fabrication of a variety of microsensors
(accelerometers, gyroscopes, etc.) and microactuators
(micromirrors, RF switches, etc.). In this section, we
will concentrate on the key process steps involved in
surface micromachining fabrication and the various ma-
terials used in the surface micromachining process. In
addition, monolithic integration of CMOS with MEMS
structures and 3-D surface micromachining are also
discussed.

Basic Surface Micromachining Processes
The basic surface micromachining process is illustrated
in Fig. 5.32. The process begins with a silicon substrate
on top of which a sacrificial layer is grown and patterned,
Fig. 5.32a. Subsequently, the structural material is de-
posited and patterned, Fig. 5.32b. As can be seen, the
structural material is anchored to the substrate through
the openings created in the sacrificial layer during the
previous step. Finally, the sacrificial layer is removed, re-
sulting in the release of the microstructures Fig. 5.32c. In
wide structures, it is usually necessary to provide access
holes in the structural layer for a fast sacrificial layer
removal. It is also possible to seal microcavities cre-

a)

Silicon

b)

c)

Sacrificial layer

Structural layer

Fig. 5.32 Basic surface micromachining fabrication
process
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ated by the surface micromachining technique [5.8, 9].
This can be done at the wafer level and is a big ad-
vantage in applications such as pressure sensors that
require a sealed cavity. Figure 5.33 shows two differ-
ent techniques that can be used for this purpose. In
the first, following the etching of the sacrificial layer,
a LPCVD dielectric layer (oxide or nitride) is deposited
to cover and seal the etch holes in the structural material,
Fig. 5.33a. Since the LPCVD deposition is performed
at reduced pressures, a sub-atmospheric pill-box mi-
crocavity can be created. In the second technique, also
called reactive sealing, the polysilicon structural mater-
ial is oxidized following the sacrificial layer removal,
Fig. 5.33b. If access holes are small enough, the grown
oxide can seal the cavity. Due to the consumption of
the oxygen during the growth process, the cavity is
sub-atmospheric.

The most common sacrificial and structural mater-
ials are phosphosilicate glass (PSG) and polysilicon,
respectively (low temperature oxide, or LTO, is also fre-
quently used as the sacrificial layer). However, there
are several other sacrificial/structural combinations that
have been used to create a variety of surface micro-
machined structures. Important design issues related
to the choice of the sacrificial layer are: 1) quality
(pinholes, etc.), 2) ease of deposition, 3) deposition
rate, 4) deposition temperature, and 5) etch diffi-
culty and selectivity (sacrificial layer etchant should
not attack the structural layer). The particular choice
of material for structural layers depends on the de-

a) LPCVD oxide
or nitride

b) Oxidized poly

Fig. 5.33 Two sealing techniques for surface microma-
chined created cavities

Fig. 5.34 SEM photographs of Texas Instrument micromirror ar-
ray [5.28]

sired properties and the specific application. Several
important requirements are: 1) ease of deposition,
2) deposition rate, 3) step coverage, 4) mechanical
properties (internal stress, stress gradient, Young’s mod-
ulus, fracture strength, and internal damping), 5) etch
selectivity, 6) thermal budget and history, 7) elec-
trical conductivity, and 8) optical reflectivity. Two
examples from the commercially available surface
micromachined devices illustrate various successful
sacrificial/structural combinations. Texas Instruments’s
deformable mirror display (DMD) spatial light mod-
ulator uses aluminum as the structural material (good
optical reflectivity) and photoresist as the sacrificial
layer (easy dry etch and low processing temperatures,
allowing easy post-IC integration with CMOS) [5.32],
Fig. 5.34. In contrast, Analog Devices’s microgyroscope
uses polysilicon structural material and a PSG sac-
rificial layer, Fig. 5.35. Two recent additions to the
collection of available structural layers are poly-silicon-
germanium and poly-germanium [5.33, 34]. These are
intended to be a substitute for polysilicon in applica-
tions where the high polysilicon deposition temperature
(around 600 ◦C) is forbidding (e.g., CMOS integration).

Volt pump Velocity
amp

Test and trim

Bias reference
and temperature

Regulators

Drive

Coriolis amp

Output amp Demodulator

Fig. 5.35 SEM photograph of Analog Devices gyro-
scope [5.31]

Part
A

5
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Introduction to Micro/Nanofabrication 5.2 MEMS Fabrication Techniques 165

Table 5.2 Several important surface micromachined sacrificial/structural combinations

System Sacrificial Structural layer Structural layer Sacrificial layer
layer etchant etchant

1 PSG or LTO Poly-Si RIE Wet or vapor HF

2 Photoresist, Metals Various metal Organic solvents,
polyimide (Al, Ni, Co, Ni-Fe) etchants plasma O2

3 Poly-Si Nitride RIE KOH

4 PSG or LTO Poly-Ge H2O2 or RCA1 Wet or vapor HF

5 PSG or LTO Poly-Si-Ge H2O2 or RCA1 Wet or vapor HF

Unlike LPCVD polysilicon, poly-germanium (poly-Ge)
and poly-silicon-germanium (poly-Si1−xGex) can be
deposited at temperatures as low as 350 ◦C (poly-Ge de-
position temperature is usually lower than poly-SiGe).
Table 5.2 summarizes important surface micromachined
sacrificial/structural combinations.

An important consideration in the design and pro-
cessing of surface micromachined structures is the issue
of stiction [5.8, 9, 35, 36]. This can happen during the
release step if a wet etchant is used to remove the sac-
rificial layer, or during the device lifetime. The reason
for stiction during release is the surface tension of the
liquid etchant, which can hold the microstructure down
and cause stiction. This usually happens when the struc-
ture is compliant and does not possess enough spring
constant to overcome the surface tension force of the
rinsing liquid (i. e., water). There are several ways one
can alleviate the release-related stiction problem. These
include: 1) the use of dry or vapor phase etchant, 2) the
use of solvents with lower surface tension, 3) geomet-
rical modifications, 4) CO2 critical drying, 5) freeze
drying, and 6) self-assembled monolayer (SAM) or or-
ganic thin-film surface modification. The first technique
prevents stiction by not using a wet etchant, although
in the case of vapor phase release, the condensation
possibility is existent and can cause some stiction. The
second method uses rinsing solvents such as methanol
with a lower surface tension than water. This is usu-
ally followed by a rapid evaporation of the solvent on
a hot plate. However, this technique is not optimum,
and many structures still stick. The third technique is
geometrical, which provides dimples in the structural
layer in order to reduce the contact surface area and
hence reduce the attractive force. The fourth and fifth
techniques rely on the phase change (in one case CO2
and the other butyl-alcohol), which avoids the liquid
phase altogether by directly going to the gas phase.
The last technique uses self-assembled monolayers or
organic thin films to coat the surfaces with a hydropho-

bic layer. The stiction that occurs during the operating
lifetime of the device (in-use stiction) is due to the
condensation of moisture on the surfaces, electrostatic
charge accumulation, or direct chemical bonding. Sur-
face passivation using self-assembled monolayers or
organic thin films can be used to reduce the surface
energy and reduce or eliminate the capillary forces and
direct chemical bonding. These organic coatings also
reduce electrostatic forces if a thin layer is applied di-
rectly to the semiconductor (without the intervening
oxide layer). Commonly used organic coatings include
fluorinated fatty acids (Texas Instruments aluminum
micromirrors), silicone polymeric layers (Analog De-
vices accelerometers), and siloxane self-assembled
monolayers.

Surface Micromachining Integration
with Active Electronics

Integration of surface micromachined structures with
on-chip circuitry can increase performance and sim-
plify packaging. However, issues related to process
compatibility and yield must be carefully considered.
The two most common techniques are MEMS-first and
MEMS-last techniques. In the MEMS-last technique,
the integrated circuit is first fabricated and surface mi-
cromachined structures are subsequently built on top of
the silicon wafer. An aluminum structural layer with a
photoresist sacrificial layer is an attractive combination
due to the low thermal budget of the process (Texeas In-
struments micromirror array). However, in applications
where mechanical properties of Al are not adequate,
polysilicon structural material with LTO or PSG sacrifi-
cial layer must be used. Due to the rather high deposition
temperature of polysilicon, this combination requires
special attention with regard to the thermal budget. For
example, aluminum metallization must be avoided and
substituted with refractory metals such as tungsten. This
can only be achieved at a greater process complexity and
lower transistor performance.
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MEMS-first technique alleviates these difficulties by
fabricating the microstructures at the very beginning of
the process. But if the microstructures are processed
first, they have to be buried in a sealed trench to elimi-
nate the interference of microstructures with subsequent
CMOS processes. Figure 5.36 shows a cross section of
a MEMS-first fabrication process developed at the San-
dia National Laboratory [5.37]. The process starts with
a shallow anisotropic etching of trenches in a silicon
substrate to accommodate the height of the polysilicon
structures fabricated later on. A silicon nitride layer is
then deposited to provide isolation at the bottom of

CMOS device area Micromechanical device area

Metal Structural
polysilicon

Polysilicon

Passivation

Silicon nitride

Sacrificial oxide

Epitaxial layer

Silicon substrate

Fig. 5.36 Cross section of the Sandia MEMS-first integrated fabri-
cation process

Back support SliderElectrostatic
comb drive

Microhinge

100µm

Laser diode
Photo-
detector

Fig. 5.37 Silicon pin-and-sample hinge scanner with 3-D surface
micromachined structures [5.38]

the trenches. Next, several layers of polysilicon and
sacrificial oxide are deposited and patterned in a stan-
dard surface micromachining process. Subsequently, the
trenches are completely filled with sacrificial oxide and
the wafers are planarized with chemical-mechanical
polishing (this avoids complication in the following
lithographic steps). After an annealing step, the trenches
are sealed with a nitride cap. At this point, a stan-
dard CMOS fabrication process is performed. At the
end of the CMOS process, the nitride cap is etched and
the buried structures released by etching the sacrificial
oxide.

3-D Microstructures Using Surface
Micromachining

Three-dimensional surface microstructures can be fab-
ricated using surface micromachining. The fabrication
of hinges for the vertical assembly of MEMS was
a major advance toward achieving 3-D microstruc-
tures [5.39]. Optical microsytems have greatly benefited
from surface micromachined 3-D structures. These
microstructures are used as passive or active compo-
nents (micromirror, Fresnel lens, optical cavity, etc.)
on a silicon optical bench (silicon microphotonics).
An example is the Fresnel lens that has been sur-
face micromachined in polysilicon and then erected
using hinge structures and locked in place using mi-
cromachined tabs, thus liberating the structure from the
horizontal plane of the wafer [5.38, 40]. Various mi-
croactuators (e.g., comb drive and vibromotors) have
been used to move these structures out of the silicon
plane and into position. Figure 5.37 shows an SEM pho-
tograph of a bar-code micro-scanner using a silicon
optical microbench with 3-D surface micromachined
structures.

5.2.3 High-Aspect-Ratio Micromachining

The bulk and surface micromachining technolo-
gies presented in the previous sections fulfill the
requirements of a large group of applications.
Certain applications, however, require the fabrica-
tion of high-aspect-ratio structures, which is not
possible with the aforementioned technologies. In
this section, we describe three technologies, LIGA,
HEXSIL, and HARPSS, capable of producing struc-
tures with vertical dimensions much larger than
the lateral dimensions by means of X-ray lithog-
raphy (LIGA) and DRIE etching (HEXSIL and
HARPSS).
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LIGA
LIGA is a high-aspect-ratio micromachining pro-
cess that relies on X-ray lithography and elec-
troplating (in German: LIthographie Glvanoformung
Abformung) [5.41, 42]. We already introduced the con-
cept of the plating-through-mask technique in Sect. 5.1.2
(see Fig. 5.10). With standard UV photolithography and
photoresists, the maximum thickness achievable is on
the order of a few tens of microns and the resulting
metal structures show tapered walls. LIGA is a technol-
ogy based on the same plating-through-mask idea, but
can be used to fabricate metal structures of thicknesses
ranging from a few microns to a few millimeters with
almost vertical sidewalls. This is achieved using X-ray
lithography and special photoresists. Due to their short
wavelength, X-rays are capable of penetrating a thick
photoresist layer with no scattering and defining fea-
tures with lateral dimensions down to 0.2 µm (aspect
ratio > 100 : 1).

The photoresists used in LIGA should comply with
certain requirements, including sensitivity to X-rays,
resistance to electroplating chemicals, and good ad-
hesion to the substrate. Based on such requirements

250µm

Fig. 5.38 SEM of assembled LIGA-fabricated nickel struc-
tures [5.41]

Poly-(methylmethacrylate) (PMMA) is considered an
optimal choice for the LIGA process. Application
of the thick photoresist on top of the substrate can
be performed by various techniques such as multi-
ple spin coating, pre-cast PMMA sheets, and plasma
polymerization coating. The mask structure and ma-
terials for X-ray lithography must also comply with
certain requirements. The traditional masks based on

a)

b)

c)

d)

e)

UV light

UV mask
Photoresist

Sacrificial layer

Substrate (with isolation layer)
Seed layer

X-ray

X-ray mask

X-ray resist

Electroplated metal

Fixed part

Movable part

Fig. 5.39a–e Sacrificial LIGA process: (a) UV lithogra-
phy for sacrificial layer patterning, (b) X-ray lithography,
(c) electroplating, (d) structure releasing, (e) top view of the
movable structure
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glass plates with a patterned chrome thin layer are
not suitable, because X-rays are not absorbed in the
chromium layer and the glass plate is not transpar-
ent enough. Instead, X-ray lithography uses a silicon
nitride mask with gold as the absorber material (typ-
ically formed by electroplating gold to a thickness
of 10–20 µm). The nitride membrane is supported
by a silicon frame, which can be fabricated using
bulk micromachining techniques. Once the photoresist
is exposed to the X-rays and developed, the pro-
cess proceeds with the electroplating of the desired
metal. Ni is the most common, although other met-
als and metallic compounds such as Cu, Au, NiFe,
and NiW are also electroplated in LIGA processes.
A good agitation of the plating solution is the key
in obtaining a uniform and repeatable result during
this step. A paddle plating cell, based on a wind-
shield wiper-like device moving only 1 mm away
from the substrate surface, provides extremely re-
producible agitation. Figure 5.38 shows an SEM of
a LIGA microstructure fabricated by electroplating
nickel.

b)

a)

c)

d)

e)

f)

Fig. 5.40a–f HEXSIL process flow: (a) DRIE, (b) sacrificial layer
deposition, (c) structural material deposition and trench filling,
(d) etch structural layer from the surface, (e) etch sacrificial layer
and pulling out of the structure, (f) example of a HEXSIL fabricated
structure

Due to the high cost of the X-ray sources (syn-
chrotron radiation), the LIGA technology was initially
intended for the fabrication of molds that could be
used many times in hot embossing or injection mold-
ing processes. However, it has been also used in many
applications to directly form high-aspect-ratio metal
structures on top of a substrate. A cheaper alternative
to the LIGA process (with somewhat poorer quali-
ties) called UV-LIGA, or “poor man’s LIGA”, has been
proposed [5.43, 44]. This process uses SU-8 negative
photoresists (available for spin coating at various thick-
nesses ranging from 1 to 500 µm) and standard contact
lithography equipment. Using this technique, aspect ra-
tios larger than 20:1 have been demonstrated. A major
problem of this alternative is the removal of the SU-8
photoresist after plating. Various methods with different
degrees of success have been proposed. These include:
wet etching with special solvents, burning at high tem-
peratures (600 ◦C), dry etching, use of a release layer,
and high-pressure water jet etching.

A variation of the basic LIGA process, shown in
Fig. 5.39, permits the fabrication of electrically isolated
movable structures, and thus opens more possibilities for
sensor and actuator design using this technology [5.45].
The so-called sacrificial LIGA (SLIGA) starts with the
patterning of the seed layer. Subsequently, a sacrificial
layer (e.g., titanium) is deposited and patterned. The
process then proceeds as usual in standard LIGA until
the last step when the sacrificial layer is removed. The
electroplated structures that overlap with the sacrificial
layer are released in this step.

HEXSIL
The second method for fabricating high-aspect-ratio
structures, which is based on a template replica-
tion technology, is HEXSIL (HEXagonal honeycomb
polySILicon) [5.46]. Figure 5.40 shows a simplified pro-
cess flow. A high-aspect-ratio template is first formed
in a silicon substrate using DRIE. Next, a sacrificial
multilayer is deposited to allow the final release of the
structures. The multilayer is composed of one or more
PSG nonconformal layers to provide fast etch release
(∼ 20 µm/min in 49% HF) alternated with conformal
layers of either oxide or nitride to provide enough
thickness for proper release of the structures. The to-
tal thickness of the sacrificial layer has to be larger
than the shrinkage or elongation of the structures caused
by the relaxation of the internal stress (compressive or
tensile) during the release step. Otherwise, the struc-
tures will clamp themselves to the walls of the template
and their retrieval will not be possible. Any material
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100µm

Fig. 5.41 SEM micrograph of an angular microactuator
fabricated using HEXSIL [5.48]

that can be conformally deposited and yet not damaged
during the HF release step is suitable for the struc-
tural layer. Structures made of polysilicon, nitride, and
electroless nickel [5.47] have been reported. Nickel can
only be deposited in combination with polysilicon since
a conductive surface is needed for the deposition to oc-
cur. After deposition of structural materials, a blanket
etch (poly or nitride) or a mechanical lapping (nickel)
is performed to remove the excess materials from the
surface. Finally, a 49% HF with surfactant is used to dis-
solve the sacrificial layers. The process can be repeated
many times using the same template, thus considerably
lowering the fabrication costs. Figure 5.41 shows an
SEM photograph of a microactuator fabricated using
the HEXSIL process.

HARPSS
The high aspect ratio combined with poly and
single-crystal silicon (HARPSS) technology is another
technique capable of producing high-aspect-ratio, elec-
trically isolated polycrystalline and single-crystal silicon
microstructures with capacitive air gaps ranging from
submicrometer to tens of micrometers [5.50]. The struc-
tures, tens to hundreds of micrometers thick, are defined
by trenches etched with DRIE and filled with oxide and
poly layers. The release of the microstructures is done
at the end by means of a directional silicon etch fol-
lowed by an isotropic etch. The small, vertical gaps and
thick structures possible with this technology can be ap-
plied to the fabrication of a variety of MEMS devices,
particularly inertial sensors [5.51] and RF beam res-
onators [5.52]. Figure 5.42 shows the process flow at

a) Oxide Poly 2

Silicon

b)Nitride Poly 1

c) d)

Fig. 5.42a–d HARPSS process flow. (a) Nitride deposition and pat-
terning, DRIE etching and oxide deposition, (b) poly 1 deposition
and etch back, oxide patterning and poly 2 deposition and patterning,
(c) DRIE etching, (d) silicon isotropic etching

the cross section of a single-crystal silicon beam res-
onator. The HARPSS process starts with the deposition
and patterning of a silicon nitride layer that will be
used to isolate the poly structure’s connection pads from
the substrate. High-aspect-ratio trenches (∼ 5 µm wide)
are then etched into the substrate using a DRIE etcher.
Next, a conformal oxide layer (LPCVD) is deposited.
This layer has two functions: 1) to protect the structures
during the dry etch release and 2) to define the submi-
crometer gap between silicon and polysilicon structures.
Following the oxide deposition, the trenches are com-
pletely filled with LPCVD polysilicon. The polysilicon

Electrodes Ring structure

Fig. 5.43 SEM photograph of a micro-gyroscope fabri-
cated using HARPSS process [5.49]

Part
A

5
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



170 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

is etched back, and the underneath oxide is patterned
to provide anchor points for the structures. A second
layer of polysilicon is then deposited and patterned.
Finally, the structures are released using a DRIE step
followed by an isotropic silicon etch through a pho-
toresist mask that exposes only the areas of silicon
substrate surrounding the structures. It should be noted

that single-crystal silicon structures are not protected at
the bottom during the isotropic etch. This causes the
single-crystal silicon structures to be etched vertically
from the bottom, and thus be shorter than the polysili-
con structures. Figure 5.43 shows an SEM photograph
of a micro-gyroscope fabricated using the HARPSS
process.

5.3 Nanofabrication Techniques

The microfabrication techniques discussed so far were
mostly geared toward fabricating devices in the 1 mm
to 1 µm dimensional range (submicron dimensions be-
ing possible in certain techniques such as HARPSS
using a dielectric sacrificial layer). Recent years have
witnessed a tremendous surge of interest in fabri-
cating sub-micro (1 µm–100 nm) and nanostructures
(1–100 nm range) [5.53]. This interest arises from both
practical and fundamental view points. At the more sci-
entific and fundamental level, nanostructures provide
an interesting tool in studying electrical, magnetic, op-
tical, thermal, and mechanical properties of matter at
the nanometer scale. These include important quantum
mechanical phenomena (e.g., conductance quantiza-
tion, band-gap modification, coulomb blockade, etc.)
arising from the confinement of charged carriers in
structures such as quantum wells, wires, and dots,
Fig. 5.44. On the practical side, nanostructures can pro-
vide significant improvements in the performance of
electronic/optical devices and sensors. In the device area,
investigators have been mostly interested in fabricating
nanometer-sized transistors in anticipation of technical
difficulties forecasted in extending Moore’s law be-
yond 100 nm resolution. In addition, optical sources and
detectors having nanometer-sized dimensions exhibit
improved characteristics unachievable in larger devices
(e.g., lower threshold current, improved dynamic behav-
ior, and improved emission line-width in quantum dot
lasers). These improvements create novel possibilities
for next-generation computation and communication
devices. In the sensors area, shrinking dimensions be-
yond conventional optical lithography can provide major
improvements in sensitivity and selectivity.

One can broadly divide various nanofabrication
techniques into top-down and bottom-up categories.
The first approach starts with a bulk or thin film
material and removes selective regions to fabricate nano-
structures (similar to micromachining techniques). The
second method relies on molecular recognition and

self-assembly to fabricate nanostructures out of smaller
building blocks (molecules, colloids, and clusters). The
top-down approach is an offshoot of standard lithog-
raphy and micromachining techniques. On the other
hand, the bottom-up approach has more of a chem-
ical engineering and material science flavor and relies
on fundamentally different principles. In this chapter,
we will discuss four major nano-fabrication techniques.
These include: i) e-beam and nano-imprint fabrication,
ii) epitaxy and strain engineering, iii) scanned probe
techniques, and iv) self-assembly and template manu-
facturing.

a)

b)

c)

Fig. 5.44a–c Several important quantum confinement
structures, (a) quantum well, (b) quantum wire, and
(c) quantum dot
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5.3.1 E-Beam
and Nano-Imprint Fabrication

In previous sections, we discussed several important
lithography techniques used commonly in MEMS and
microfabrication. These include various forms of UV
(regular, deep, and extreme) and X-ray lithographies.
However, due to the lack of resolution (in the case
of the UV), or the difficulty in manufacturing mask
and radiation sources (X-ray), these techniques are
not suitable for nanometer-scale fabrication. E-beam
lithography is an attractive alternative technique for fab-
ricating nanostructures [5.54]. It uses an electron beam
to expose an electron-sensitive resist such as polymethyl
methacrylate (PMMA) dissolved in trichlorobenzene
(positive) or poly chloromethylstyrene (negative) [5.55].
The e-beam gun is usually part of a scanning electron
microscope (SEM), although transmission electron mi-
croscopes (TEM) can also be used. Although electron
wavelengths on the order of 1 Å can be easily achieved,
electron scattering in the resist limits the attainable
resolutions to > 10 nm. The beam control and pattern
generation are achieved through a computer interface.
E-beam lithography is serial and, hence, it has a low
throughput. Although this is not a major concern in
fabricating devices used in studying fundamental micro-
physics, it severely limits large scale nanofabrication.
E-beam lithography, in conjunction with such processes
as lift-off, etching, and electro-deposition, can be used
to fabricate various nanostructures.

An interesting new technique that circumvents the
serial and low throughput limitations of the e-beam
lithography for fabricating nanostructures is the nano-
imprint technology [5.56]. This technique uses an
e-beam fabricated hard material master (or mold) to
stamp and deform a polymeric resist. This is usually
followed by a reactive ion etching step to transfer the
stamped pattern to the substrate. This technique is eco-
nomically superior, since a single stamp can be used
repeatedly to fabricate a large number of nanostruc-
tures. Figure 5.45 shows a schematic illustration of
nano-imprint fabrication. First, a hard material (e.g.,
silicon or SiO2) stamp is created using e-beam lithog-
raphy and reactive ion etching. Then, a resist-coated
substrate is stamped, and, finally, an anisotropic RIE is
performed to remove the resist residue in the stamped
area. At this stage, the process is complete and one
can either etch the substrate or, if metallic nanostruc-
tures are desired, evaporate the metal and perform a lift
off. The resist used in nano-imprint technology can be
thermal plastic, UV-curable, or thermal-curable poly-

PMMA

Electron gun

Rigid stamp (mold)

Silicon

Silicon

PMMA

Metal

Fig. 5.45 Schematic illustration of nano-imprint fabrication

mer. For a thermal plastic resist (e.g., PMMA), the
substrate is heated to above the glass transition tem-
perature (Tg) of the polymer before stamping and is
cooled to below Tg before the stamp is removed. Simi-
larly, the UV and thermal-curable resists are fully cured
before the stamp is separated. Nano-imprint technol-
ogy resolution is limited by the mold and polymer
strengths and can be as small as 10 nm. More re-
cently, the nano-imprint technique has been used to
stamp a silicon substrate in less than 250 ns using
a XeCl excimer laser (308 nm) and a quartz mask
(laser assisted direct imprint, LADI), Fig. 5.46 [5.57].

Silicon

Excimer laser

Quartz

Cool

and
release

Molten silicon

Stamp

Fig. 5.46 Ultrafast silicon nano-imprinting using an excimer laser

Part
A

5
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



172 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

a) b)

Quartz Silicon

200nm200 nm

110 nm

140 nm

10 nm

Fig. 5.47a,b SEM micrographs of (a) quartz mold and (b) imprinted
silicon surface using LADI [5.57]

Figure 5.47 shows SEM micrographs of the quartz
mold and imprinted silicon substrate with 140-nm lines
using LADI.

5.3.2 Epitaxy and Strain Engineering

Atomic precision deposition techniques such as molecu-
lar beam epitaxy (MBE) and metallo-organic chemical
vapor deposition (MOCVD) have proven to be effective
tools in fabricating a variety of quantum confinement
structures and devices (quantum well lasers, photo-
detectors, resonant tunneling diodes, etc.) [5.58–60].
Although quantum wells and superlattices are the
structures that lend themselves most easily to these tech-
niques (see Fig. 5.44a), quantum wires and dots have
also been fabricated by adding subsequent steps such
as etching and selective growth. Fabrication of quantum
well and superlattice structures using epitaxial growth
is a mature and well developed field and, therefore, will
not be discussed in this chapter. Instead, we will concen-
trate on quantum wire and dot nanostructure fabrication
using basic epitaxial techniques [5.61, 62].

Quantum Structure Nanofabrication
Using Epitaxy on Patterned Substrates

There have been several different approaches to the fab-
rication of quantum wires and dots using epitaxial layers.
The most straight forward technique involves e-beam
lithography and etching of an epitaxial grown layer (e.g.,
InGaAs on GaAs substrate) [5.63]. However, due to the
damage and/or contamination during lithography, this
method is not very suitable for active device fabrica-

tion (e.g., quantum dot lasers). Several other methods
involving regrowth of epitaxial layers over nonplanar
surfaces such as step-edge, cleaved-edge, and patterned
substrate have been used to fabricate quantum wires and
dots without the need for lithography and etching of
the quantum confined structure [5.62, 64]. These non-
planar surface templates can be fabricated in a variety of
ways such as etching through a mask or cleavage along
crystallographic planes. Subsequent epitaxial growth on
top of these structures results in a set of planes with
different growth rates depending on the geometry or
surface diffusion and adsorption effects. These effects
can significantly enhance or limit the growth rate on
certain planes, resulting in lateral patterning and con-
finement of deposited epitaxial layers and formation of
quantum wires (in V grooves) and dots (in inverted pyra-
mids). Figure 5.48a shows a schematic cross section of
an InGaAs quantum wire fabricated in a V-groove InP.
As can be seen, the growth rate on the sidewalls is lower
than that of the top and bottom surfaces. Therefore, the
thicker InGaAs layer at the bottom of the V-groove forms
a quantum wire confined from the sides by a thinner layer
with a wider bandgap. Figure 5.48b shows a quantum
wire formed using epitaxial growth over a dielectric pat-

a)

InP

InGaAs Q-wells InP cap layer

InGaAs Q-wire

b) GaAs

GaAs

AlGaAs

Mask

Fig. 5.48 (a) InGaAs quantum wire fabricated in a V-
groove InP and (b) AlGaAs quantum wire fabricated
through epitaxial growth on a masked GaAs substrate
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terned planar substrate. In both of these techniques, it
is relatively easy to create quantum wells. However, in
order to create quantum wires and dots one still needs
e-beam lithography to pattern the groove and window
templates.

Quantum Structure Nanofabrication
Using Strain-Induced Self-Assembly

A more recent technique for fabricating quantum wires
and dots involves strain-induced self-assembly [5.62,
65]. The term self-assembly represents a process
whereby a strained 2-D system reduces its energy by
a transition into a 3-D morphology. The most com-
monly used material combination for this technique is
the InxGa1−xAs/GaAs system, which offers a large lat-
tice mismatch (7.2% between InAs and GaAs) [5.66,67],
although recently Ge dots on Si substrate have also
attracted considerable attention [5.68]. This method re-
lies on lattice mismatch between an epitaxial grown
layer and its substrate to form an array of quantum
dots or wires. Figure 5.49 shows a schematic of the
strain-induced self-assembly process. When the lattice
constants of the substrate and the epitaxial layer differ
considerably, only the first few deposited monolayers
crystallize in the form of an epitaxial strained layer in

a)

b)

c) h

W

Fig. 5.49a–c Stranski-Krastanow growth mode, (a) 2-D
wetting layer, (b) growth front roughening and breakup,
and (c) coherent 3-D self-assembly

which the lattice constants are equal. When a critical
thickness is exceeded, a significant strain in the layer
leads to the breakdown of this ordered structure and the
spontaneous formation of randomly distributed islets of
regular shape and similar size (usually < 30 nm in diam-
eter). This mode of growth is usually referred to as the
Stranski-Krastanow mode. The quantum dot size, sepa-
ration, and height depend on the deposition parameters
(i. e., total deposited material, growth rate, and temper-
ature) and material combinations. As can be seen, this
is a very convenient method to grow perfect crystalline
nanostructures over a large area without any lithography
and etching. One major drawback of this technique is the
randomness of the quantum dot distribution. It should be
mentioned that this technique can also be used to fabri-
cate quantum wires by strain relaxation bunching at the
step edges.

5.3.3 Scanned Probe Techniques

The invention of scanned probe microscopes in the
1980s revolutionized atomic-scale imaging and spec-
troscopy. In particular, scanning tunneling and atomic
force microscopes (STM and AFM) have found
widespread applications in physics, chemistry, material
science, and biology. The possibility of atomic-scale ma-
nipulation, lithography, and nanomachining using such
probes was considered from the beginning and has ma-
tured considerably over the past decade. In this section,
after a brief introduction to scanned probe microscopes,
we will discuss several important nano-lithography and
machining techniques that have been used to create
nanometer-sized structures.

The scanning probe microscopy (SPM) systems are
capable of controlling the movement of an atomically
sharp tip in close proximity to or in contact with a surface
with subnanometer accuracy. Piezoelectric positioners
are typically used to achieve such accuracy. High res-
olution images can be acquired by raster scanning the
tips over a surface while simultaneously monitoring the
interaction of the tip with the surface. In scanning tunnel-
ing microscope systems, a bias voltage is applied to the
sample and the tip is positioned close enough to the sur-
face, so that a tunneling current develops through the gap
(Fig. 5.50a). Because this current is extremely sensitive
to the distance between the tip and the surface, scan-
ning the tip in the x-y plane while recording the tunnel
current permits the mapping of the surface topography
with resolution on the atomic scale. In a more com-
mon mode of operation, the amplified current signal is
connected to the z-axis piezoelectric positioner through
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a)

b)
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I

Fig. 5.50a,b Scanning probe systems: (a) STM and
(b) AFM

a feedback loop, so that the current and, therefore, the
distance are kept constant throughout the scanning. In
this configuration the picture of the surface topography
is obtained by recording the vertical position of the tip
at each x-y position.

The STM system only works for conductive surfaces
because of the need to establish a tunneling current. The
atomic force microscopy was developed as an alternative
for imaging either conducting or nonconducting sur-
faces. In AFM, the tip is attached to a flexible cantilever
and is brought in contact with the surface (Fig. 5.50b).
The force between the tip and the surface is detected
by sensing the cantilever deflection. A topographic im-
age of the surface is obtained by plotting the deflection
as a function of the x-y position. In a more common
mode of operation, a feedback loop is used to maintain
a constant deflection, while the topographic information
is obtained from the cantilever vertical displacement.
Some scanning probe systems use a combination of the
AFM and STM modes, i. e., the tip is mounted in a can-

tilever with an electrical connection, so both the surface
forces and the tunneling currents can be controlled or
monitored. STM systems can be operated in ultrahigh
vacuum (UHV STM) or in air, whereas AFM systems are
typically operated in air. When a scanning probe system
is operated in air, water adsorbed onto the sample sur-
face accumulates underneath the tip, forming a meniscus
between the tip and the surface. This water meniscus
plays an important role in some of the scanning probe
techniques described below.

Scanning Probe Induced Oxidation
Nanometer-scale local oxidation of various materials
can be achieved using scanning probes operated in air
and biased at a sufficiently high voltage, Fig. 5.51. Tip
bias of −2 to −10 V is normally used with writing
speeds of 0.1–100 µm/s in an ambient humidity of
20–40 %. It is believed that the water meniscus formed
at the contact point serves as an electrolyte such that
the biased tip anodically oxidizes a small region of
the surface [5.70]. The most common application of
this principle is the oxidation of hydrogen-passivated
silicon. A dip in HF solution is typically used to passi-
vate the silicon surfaces with hydrogen atoms. Patterns
of oxide “written” on a silicon surface can be used
as a mask for wet or dry etching. Ten-nm line width
patterns have been successfully transferred to a silicon
substrate in this fashion [5.71]. Various metals have also
been locally anodized using this approach such as alu-

1µm

Fig. 5.51 SEM image of an inverted, truncated pyramid
array fabricated on a silicon SOI wafer by SPM oxidation
and subsequent etch in TMAH (pitch is 500 nm) [5.69]
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minum or titanium [5.72]. An interesting variation of
this process is the anodization of deposited amorphous
silicon [5.73]. Amorphous silicon can be deposited at
low temperature on top of many materials. The de-
posited silicon layer can be patterned and used as, for
example, the gate of a 0.1 µm CMOS transistor [5.74],
or it can be used as a mask to pattern an underlying
film. The major drawback of this technique is poor re-
producibility due to tip wear during the anodization.
However, using AFM in noncontact mode has overcome
this problem [5.70].

Scanning Probe Resist Exposure
and Lithography

Electrons emitted from a biased SPM tip can be used to
expose a resist the same way e-beam lithography does
(Fig. 5.52) [5.74]. Various systems have been used for
this lithographic technique. These include constant cur-
rent STM, noncontact AFM, and AFM with constant
tip-resist force and constant current. The systems us-
ing AFM cantilevers have the advantage of performing
imaging and alignment tasks without exposing the re-
sist. Resists well characterized for e-beam lithography
(e.g., PMMA or SAL601) have been used with scan-
ning probe lithography to achieve reliable sub-100-nm
lithography. The procedure for this process is as fol-
lows. The wafers are cleaned and the native oxide (in
the case of silicon or poly) is removed with a HF dip.
Subsequently, 35–100 nm-thick resist is spin-coated on
top of the surface. The exposure is done by moving the
SPM tip over the surface while applying a bias voltage
high enough to produce an emission of electrons from
the tip (a few tens of volts). Development of the resist is

I

VOrganic resist

Conducting substrate

Exposure

Development

Fig. 5.52 Scanning probe lithography with organic resist

Molecular transport

AFM tip

Writing direction

Water meniscus

Substrate

Fig. 5.53 Schematic representation of the dip-pen nanolithography
working principle

performed in standard solutions following the exposure.
Features below 50 nm in width have been achieved with
this procedure.

Dip-Pen Nanolithography
In dip-pen nanolithography (DPN), the tip of an AFM
operated in air is “inked” with a chemical of interest and
brought into contact with a surface. The ink molecules
flow from the tip onto the surface as with a fountain
pen. The water meniscus that naturally forms between
the tip and the surface enables the diffusion and trans-
port of the molecules, as shown in Fig. 5.53. Inking
can be done by dipping the tip in a solution contain-
ing a small concentration of the molecules followed by
a drying step (e.g., blowing dry with compressed di-
fluoroethane). Line widths down to 12 nm with spatial
resolution of 5 nm have been demonstrated with this
technique [5.75]. Species patterned with DPN include
conducting polymers, gold, dendrimers, DNA, organic
dyes, antibodies, and alkanethiols. Alkanethiols have
also been used as an organic monolayer mask to etch
a gold layer and subsequently etch the exposed silicon
substrate.

Other Scanning Probe Nanofabrication
Techniques

A great variety of nanofabrication techniques using
scanning probe systems have been demonstrated. Some
of these are proof of concept demonstrations, and their
utility as a viable and repeatable fabrication process
has yet to be evaluated. For example, a substrate can
be mechanically machined using STM/AFM tips act-
ing as plows or engraving tools [5.76]. This can be
used to directly create structures in the substrate, al-
though it is more commonly used to pattern a resist
for a subsequent etch, liftoff, or electro-deposition step.
Mechanical nanomachining with SPM probes can be fa-
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cilitated by heating the tip above the glass transition
of a polymeric substrate material. This approach has
been applied to SPM-based high-density data storage in
polycarbonate substrates [5.77].

Electric fields strong enough to induce the emission
of atoms from the tip can be easily generated by ap-
plying voltage pulses above 3 V. This phenomenon has
been used to transfer material from the tip to the surface
and vice versa. Ten- to 20-nm mounds of metals such
as Au, Ag, or Pt have been deposited or removed from
a surface in this fashion [5.78]. The same approach has
been used to extract single atoms from a semiconductor
surface and re-deposit them elsewhere [5.79]. Manipu-
lation of nanoparticles, molecules, and single atoms on
top of a surface has also been achieved by simply push-
ing or sliding them with the SPM tip [5.80]. Metals can
also be locally deposited by the STM chemical vapor de-
position technique [5.81]. In this technique, a precursor
organometallic gas is introduced in the STM chamber.
A voltage pulse applied between the tip and the sur-
face dissociates the precursor gas into a thin layer of
metal. Local electro-chemical etch [5.82] and electro-
deposition [5.83] are also possible using SPM systems.
A droplet of suitable solution is first placed on the sub-
strate. Then the STM tip is immersed into the droplet
and a voltage is applied. In order to reduce Faradaic cur-
rents the tip is coated with wax such that only the very
end is exposed to the solution. Sub-100-nm feature size
has been achieved using this technique.

Using a single tip to serially produce the desired
modification in a surface leads to very slow fabrica-
tion processes that are impractical for mass production.
Many of the scanning probe techniques developed thus
far, however, could also be performed by an array of tips,
which would increase their throughput and make them
more competitive compared with other parallel nanofab-
rication processes. This approach has been demonstrated
for imaging, lithography [5.84], and data storage [5.85]
using both 1-D and 2-D arrays of scanning probes. With
the development of larger arrays with individual con-
trol of force, vertical position, and current advances, we
might see these techniques become standard fabrication
processes in the industry.

5.3.4 Self-Assembly
and Template Manufacturing

Self-assembly is a nanofabrication technique that in-
volves aggregation of colloidal nano-particles into the
final desired structure [5.86]. This aggregation can be
either spontaneous (entropic) and due to the thermo-

dynamic minima (energy minimization) constraints, or
chemical and due to the complementary binding of
organic molecules and supramolecules (molecular self-
assembly) [5.87]. Molecular self-assembly is one of the
most important techniques used in biology for the de-
velopment of complex functional structures. Since these
techniques require that the target structures be thermo-
dynamically stable, they tend to produce structures that
are relatively defect-free and self-healing. Self-assembly
is by no means limited to molecules or the nano-domain
and can be carried out on just about any scale, making
it a powerful bottom-up assembly and manufacturing
method (multiscale ordering). Another attractive feature
of this technique relates to the possibility of combining
self-assembly properties of organic molecules with the
electronic, magnetic, and photonic properties of inor-
ganic components. Template manufacturing is another
bottom-up technique that utilizes material deposition
(electroplating, CVD, etc.) in nano-templates in order
to fabricate nanostructures. The nano-templates used in
this technique are usually prepared using self-assembly
techniques. In the following sections, we will discuss
various important self-assembly and template manufac-
turing techniques currently under heavy investigation.

Physical and Chemical Self-Assembly
The central theme behind the self-assembly process is
spontaneous (physical) or chemical aggregation of col-
loidal nano-particles [5.88]. Spontaneous self-assembly
exploits the tendency of mono-dispersed nano- or sub-
micro colloidal spheres to organize into a face-centered
cubic (FCC) lattice. The force driving this process is
the desire of the system to achieve a thermodynami-
cally stable state (minimum free energy). In addition to
spontaneous thermal self-assembly, gravitational, con-
vective, and electrohydrodynamic forces can also be
used to induce aggregation into complex 3-D structures.
Chemical self-assembly requires the attachment of a sin-
gle molecular organic layer (self-assembled monolayer,
or SAM) to the colloidal particles (organic or inorganic)
and subsequent self-assembly of these components into
a complex structure using molecular recognition and
binding.

Physical Self-Assembly. This is an entropic-driven
method that relies on the spontaneous organization
of colloidal particles into a relatively stable structure
through non-covalent interactions. For example, col-
loidal polystyrene spheres can be assembled into a
3-D structure on a substrate that is held vertically in
the colloidal solution, Fig. 5.54 [5.89, 90]. Upon the
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Silicon
wafer

Meniscus

Nano-particles

Fig. 5.54 Colloidal particle self-assembly onto solid sub-
strates upon drying in vertical position

evaporation of the solvent, the spheres aggregate into
a hexagonal close packed (HCP) structure. The intersti-
tial pore size and density are determined by the polymer
sphere size. The polymer spheres can be etched into
smaller sizes after forming the HCP arrays, thereby
altering the template pore separations [5.91]. This tech-
nique can fabricate large patterned areas in a quick,
simple, and cost-effective way. A classic example is the
natural assembly of on-chip silicon photonic bandgap
crystals [5.89], which are capable of reflecting the light
arriving from any direction in a certain wavelength
range [5.92]. In this method, a thin layer of silica col-
loidal spheres is assembled on a silicon substrate. This
is achieved by placing a silicon wafer vertically in a vial
containing an ethanolic suspension of silica spheres.
A temperature gradient across the vial aids the flow
of silica spheres. Figure 5.55 shows the cross-sectional
SEM image of a thin planar opal template assembled
directly on a Si wafer from 855 nm spheres. Once such
a template is prepared, LPCVD can be used to fill the in-
terstitial spaces with Si, so that the high refractive index
of silicon provides the necessary bandgap.

One can also deposit colloidal particles into
a patterned substrate (template-assisted self-assembly,
TASA) [5.93, 94]. This method is based on the princi-
ple that when aqueous dispersion of colloidal particles
is allowed to dewet from a solid surface that is already
patterned, the colloidal particles are trapped by the re-
cessed regions and assembled into aggregates of shapes
and sizes determined by the geometric confinement pro-
vided by the template. The patterned arrays of templates
can be fabricated using conventional contact-mode pho-
tolithography, which gives control over the shape and

5µm

Fig. 5.55 Cross-sectional SEM image of a thin planar opal
silica template (spheres 855 nm in diameter) assembled
directly on a Si wafer [5.89]

dimensions of the templates, thereby allowing the as-
sembly of complex structures from colloidal particles.
The cross-sectional view of a fluidic cell used in TASA
is shown in Fig. 5.56. The fluidic cell has two parallel
glass substrates to confine the aqueous dispersion of the
colloidal particles. The surface of the bottom substrate is
patterned with a 2-D array of templates. When the aque-
ous dispersion is allowed to slowly dewet across the cell,
the capillary force exerted on the liquid pushes the col-
loidal spheres across the surface of the bottom substrate
until they are physically trapped by the templates. If the
concentration of the colloidal dispersion is high enough,
the template will be filled by the maximum number of
colloidal particles determined by the geometrical con-
finement. This method can be used to fabricate a variety
of polygonal and polyhedral aggregates that are difficult
to generate [5.95].

Colloidal particles
Flow

Template Substrate

Fig. 5.56 A cross-sectional view of the fluidic cell used for
template-assisted self-assembly
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Chemical Self-Assembly. Organic and supramolecular
SAMs play a critical role in colloidal particle self-
assembly. SAMs are robust organic molecules that are
chemically adsorbed onto solid substrates [5.96]. Most
often, they have a hydrophilic (polar) head that can be
bonded to various solid surfaces and a long, hydrophobic
(nonpolar) tail that extends outward. SAMs are formed
by the immersion of a substrate in a dilute solution of
the molecule in an organic solvent. The resulting film
is a dense organization of molecules arranged to ex-
pose the end group. The durability of a SAM is highly
dependent on the effectiveness of the anchoring to the
surface of the substrate. SAMs have been widely studied,
because the end group can be functionalized to form pre-
cisely arranged molecular arrays for various applications
ranging from simple, ultrathin insulators and lubricants
to complex biological sensors. Chemical self-assembly
uses organic or supramolecular SAMs as the binding and
recognition sites for fabricating complex 3-D structures
from colloidal nano-particles. Most commonly used or-
ganic monolayers include: 1) organosilicon compounds
on glass and native surface oxide layer of silicon, 2) alka-
nethiols, dialkyl disulfides, and dialkyl sulfides on gold,
3) fatty acids on alumina and other metal oxides, and
4) DNA.

Octadecyltrichlorosilane (OTS) is the most com-
mon organosilane used in the formation of SAMs,
mainly because of the fact that it is simple, read-
ily available, and forms good, dense layers [5.97, 98].
Alkyltrichlorosilane monolayers can be prepared on
clean silicon wafers whose surface is SiO2 (with al-
most 5 × 1014 SiOHgroups/cm2). Figure 5.57 shows the
schematic representation of the formation of alkylsilox-
ane monolayers by adsorption of alkyltrichlorosilanes

a)

b)

Si

SiO2

Si

SiO2

(CH2)n

R

SiO3

Fig. 5.57 (a) Alkylsiloxane formed from the adsorption of
alkyltrichlorosilane on Si/SiO2 substrates. (b) Schematic
representation of the process

from solution onto Si/SiO2 substrates. Since the silicon-
chloride bond is susceptible to hydrolysis, a limited
amount of water has to be present in the system in order
to obtain good quality monolayers. Monolayers made
of methyl- and vinyl-terminated alkylsilanes are auto-
phobic to the hydrocarbon solution and hence emerge
uniformly dry from the solution, whereas monolayers
made of ester-terminated alkylsilanes emerge wet from
the solution used in their formation. The disadvantage
of this method is that if the alkyltrichlorosilane in the
solvent adhering to the substrate is exposed to water,
a cloudy film is deposited on the surface due to formation
of a gel of polymeric siloxane.

Another important organic SAM system is the alka-
nethiols (X(CH2)nSH, where X is the endgroup) on
gold [5.96, 99–101]. A major advantage of using gold
as the substrate material is that it does not have a stable
oxide, and thus it can be handled in ambient condi-
tions. When a fresh, clean, hydrophilic gold substrate is
immersed (several minutes to several hours) into a di-
lute solution (10−3 M) of the organic sulfur compound
(alkanethiols) in an inorganic solvent, a close-packed,
oriented monolayer can be obtained. Sulfur is used as
the head group, because of its strong interaction with
gold substrate (44 kcal/mol), resulting in the formation
of a close-packed, ordered monolayer. The end group
of alkanethiol can be modified to render hydropho-
bic or hydrophilic properties to the adsorbed layer.
Another method for depositing alkanethiol SAM is soft-
lithography. This technique is based on inking a PDMS
stamp with alkanethiol and its subsequent transfer to
planar and nonplanar substrates. Alkanethiol function-
alized surfaces (planar, nonplanar, spherical) can also
be used to self-assemble a variety of intricate 3-D struc-
tures [5.102].

Carboxylic acid derivatives self-assemble on sur-
faces (e.g., glass, Al2O3, and Ag2O) through an
acid-base reaction, giving rise to monolayers of fatty
acids [5.103]. The time required for the formation of
a complete monolayer increases with decreased con-
centration. A higher concentration of carboxylic acid
is required to form a monolayer on gold compared to
Al2O3. This is due to differences in the affinity of the
COOH groups (more affinity to Al2O3 and glass than
gold) and also the surface concentration of the salt-
forming oxides in the two substrates. In the case of
amorphous metal oxide surfaces, the chemisorption of
alkanoic acids is not unique. For example, on Ag2O the
carboxylate two oxygen atoms bind to the substrate in
a nearly symmetrical manner, resulting in ordered mono-
layers with a chain tilt angle from the surface normally
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of 15◦ to 25◦. But on CuO and Al2O3, the oxygen atoms
bind themselves symmetrically and the chain tilt angle
is close to 0◦. The structure of the monolayers is thus
a balance of the various interactions taking place in the
polymer chains.

Deoxyribonucleic acid (DNA), the framework on
which all life is built, can be used to self-assemble
nanomaterials into useful macroscopic aggregates that
display a number of desired physical properties [5.104].
DNA consists of two strands, which are coiled around
each other to form a double helix. When the two strands
are uncoiled, singular strands of nucleotides are left.
These nucleotides consist of a sugar (pentose ring)
a phosphate (PO4), and a nitrogenous base. The order
and architecture of these components are essential for the
proper structure of a nucleotide. There are typically four
nucleotides found in DNA: Adenine (A), Guanine (G),
Cytosine (C), and Thyamine (T). A key property of
the DNA structure is that the described nucleotides
bind specifically to another nucleotide when arranged
in the two-strand double helix (A to T and C to G).
This specific bonding capability can be used to assem-
ble nanophase material and nano-structures [5.105]. For
example, nucleotide functionalized nano-gold particles
have been assembled into complex 3-D structures by
attaching DNA strands to the gold via an enabler or
linker [5.106]. In a separate work, DNA was used to as-
semble nanoparticles into macroscopic materials. This
method uses alkane dithiol as the linker molecule to
connect the DNA template to the nanoparticle. The
thiol groups at each end of the linker molecule cova-
lently attach themselves to the colloidal particles to form
aggregate structures [5.107].

Template Manufacturing
Template manufacturing refers to a set of techniques
that can be used to fabricate 3-D organic or inorganic
structures from a nano-template. These templates dif-
fer in material, pattern, feature size, overall template
size, and periodicity. Although nano-templates can be
fabricated using e-beam lithography, the serial nature of
this technique prohibits its widespread application. Self-
assembly is the preferred technique that can produce
large-area nano-templates in a massively parallel fash-
ion. Several nano-templates have been investigated for
use in template manufacturing. These include polymer
colloidal spheres, alumina membranes, and nuclear-
track etched membranes. Colloidal spheres can be
deposited in a regular 3-D array using the techniques
described in the previous section (see Figs. 5.54–5.56).
Porous aluminum oxide membranes can be fabricated

by the anodic oxidation of aluminum [5.108]. The ox-
idized film consists of columnar arrays of hexagonal,
close-packed pores with a separation comparable to the
pore size. By controlling the electrolyte species, tem-
perature, anodizing voltage and time, different pore
sizes, density and height can be obtained. The pore
size and depth can further be adjusted by etching the
oxide in an appropriate acid. Templates of porous poly-
carbonate or mica membranes can be fabricated by
nuclear-track etched membranes [5.109]. This technique
is based on the passage of high-energy decay fragments
from a radioactive source through a dielectric material.
The particles leave behind chemically active damaged
tracks that subsequently can be etched to create pores
throughout the thickness of the membrane [5.110, 111].
Unlike the other methods, the pore separation and,
hence, the pore density are independent of the pore size.
The pore density is only determined by the irradiation
process.

Following template fabrication, the interstitial
spaces (in the case of colloidal spheres) or pores (in the
case of alumina and polycarbonate membranes) in the
template are filled with the desired material [5.91, 112].
This can be done using a variety of deposition techniques
such as electroplating and CVD. The final structure can
be a composite of nano-template and deposited mater-

A12O3
membrane
after Ag

evaporation
and initial
Ag electro-
deposition

1. Au++ e– → Au � Coulomb (C)
2. Ag++ e– → Ag � C
3. Au++ e– → Au   2� C
4. Ag++ e– → Ag � C
5. Au++ e– → Au � C

1. Au++ e– → Au � C
2. Ag++ e– → Ag   2� C
3. Au++ e– → Au � C

1. Ag film dissolution
with HNO3

2. A12O3 dissolution
with NaOH

Fig. 5.58 Synthesis of nano-bar-code particles
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Fig. 5.59 (a) Optical and (b) FE-SEM images of Au-Ag multistripe
particle 5.116

ial, or the template can be selectively etched, resulting
in an air-filled 3-D complex structure. For example,
nickel [5.111], iron [5.113], and cobalt [5.114] nano-
wires have been electrochemically grown into porous
template matrices. Three-dimensional photonic crystals
have been fabricated by electrochemical deposition of

CdSe and silicon into polystyrene and silica colloidal
assembly templates [5.89, 115]. An interesting example
of template-assisted manufacturing is the synthesis of
nanometer metallic bar codes [5.116]. These nano-bar
codes are prepared by the electrochemical reduction of
metallic ions into the pores of an aluminum oxide mem-
brane followed by their release through etching of the
template [5.117–119]. This procedure is schematically
illustrated in Fig. 5.58. A back-side silver film is used
as the working electrode for the reduction of metallic
ions (silver and gold in this case) from solution. Up to
seven different metallic segments as short as 10 nm and
as long as several micrometers with 13 distinguishable
stripes have been fabricated using this technique. Op-
tical reflectivity is used to read out the striping pattern
encoded in the metal particles [5.116]. Figure 5.59 shows
optical and field emission scanning electron micro-
scope images of a Au-Ag multistripe nano-bar code (Ag
stripes ranging in length from 60 to 240 nm separated
by Au segments of 550 nm). These coded nano-particles
can be used in fluorescence and mass-spectrometry-
based assays, enabling a wide variety of bioanalytical
measurements.
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Stamping Tec6. Stamping Techniques for Micro
and Nanofabrication: Methods and Applications

This chapter highlights some recent advances
in high resolution printing methods, in which
a “stamp” forms a pattern of “ink” on the
surface it contacts. It focuses on two approaches
whose capabilities, level of development, and
demonstrated applications indicate a strong
potential for widespread use, especially in areas
where conventional methods are unsuitable. The
first of these, known as microcontact printing,
uses a high resolution rubber stamp to print
patterns of chemical inks, mainly those that
lead to the formation of organic self-assembled
monolayers (SAMs). These printed SAMs can be
used either as resists in selective wet etching,
or as templates in selective deposition to form
structures of a variety of materials. The other
approach, referred to as nanotransfer printing,
uses similar high resolution stamps, but ones
inked with solid thin film materials. In this case,
SAMs, or other types of surface chemistries, bond
these films to a substrate that the stamp contacts.
The material transfer that results upon removal
of the stamp forms a pattern in the geometry of
the relief features, in a purely additive fashion.
In addition to providing detailed descriptions of
these micro/nanoprinting techniques, this chapter
illustrates their use in some areas where these
methods may provide attractive alternatives to
more established lithographic methods.
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The demonstrator applications span fields as di-
verse as biotechnology (intravascular stents),
fiber optics (tunable fiber devices), nanoanalyt-
ical chemistry (high resolution nuclear magnetic
resonance), plastic electronics (paper-like dis-
plays), and integrated optics (distributed feedback
lasers). The growing interest in nanoscience and
nanotechnology motivates research and the de-
velopment of new methods that can be used for
nanofabricating the relevant test structures or de-
vices. The attractive capabilities of the techniques
described here, together with the interesting and
subtle materials science, chemistry, and physics
associated with them, make this a promising area
for basic and applied study.

There is considerable interest in methods for building
structures that have micron or nanometer dimensions.
Historically, research and development in this area has
been driven mainly by the needs of the microelectron-
ics industry. The spectacularly successful techniques
that have emerged from those efforts – photolithogra-
phy, electron beam lithography, etc. – are extremely
well suited to the tasks for which they were princi-
pally designed: forming structures of radiation sensitive
materials (e.g., photoresists or electron beam resists)
on ultra-flat glass or semiconductor surfaces. Signifi-
cant challenges exist in adapting these methods for new

emerging applications and areas of research that require
patterning of unusual systems and materials (e.g., those
in biotechnology, plastic electronics, etc.), structures
with nanometer dimensions (i. e., below 50–100 nm),
large areas in a single step (i. e., larger than a few square
centimeters), or non-planar (i. e., rough or curved)
surfaces. These established techniques also have the
disadvantage of high capital and operational costs. As
a result, some of the oldest and conceptually simplest
forms of lithography – embossing, molding, stamp-
ing, writing, etc. – are now being re-examined for
their potential to serve as the basis for nanofabrica-
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tion techniques that can avoid these limitations [6.1].
Considerable progress has been made in the last few
years, mainly by combining these approaches or vari-
ants of them with new materials, chemistries, and
processing techniques. This chapter highlights some re-
cent advances in high resolution printing methods, in
which a “stamp” forms a pattern of “ink” on a sur-
face that it contacts. It focuses on approaches whose
capabilities, level of development, and demonstrated
applications indicate a strong potential for widespread
use, especially in areas where conventional methods are
unsuitable.

Contact printing involves the use of an element with
surface relief (i. e., the stamp) for transferring mater-
ial applied to its surface (i. e. the ink) to locations on
a substrate that it contacts. The printing press, one of
the earliest manufacturable implementations of this ap-
proach, was introduced by Gutenberg in the fifteenth

century. The general approach has since been used al-
most exclusively for producing printed text or images
with features that are one hundred microns or larger in
their minimum dimension. The resolution is determined
by the nature of the ink and its interaction with the
stamp and/or substrate, the resolution of the stamp, and
the processing conditions that are used for printing or
converting the pattern of ink into a pattern of functional
material. This chapter focuses on (1) printing techniques
that are capable of micron and nanometer resolution, and
(2) their use for fabricating key elements of active elec-
tronic or optical devices and subsystems. It begins with
an overview of some methods for fabricating high reso-
lution stamps and then illustrates two different ways that
these stamps can be used to print patterns of functional
materials. Applications that highlight the capabilities of
these techniques and the performance of systems that
are constructed with them are also presented.

6.1 High Resolution Stamps

The printing process can be separated into two parts:
fabrication of the stamp and the use of this stamp to pat-
tern features defined by the relief on its surface. These
two processes are typically quite different, although it
is possible in some cases to use patterns generated by
a stamp to produce a replica of that stamp. The struc-
ture from which the stamp is derived, which is known as
the “master”, can be fabricated with any technique that
is capable of producing well-defined structures of relief
on a surface. This master can then be used directly as
the stamp, or to produce stamps via molding or printing
procedures. It is important to note that the technique for
producing the master does not need to be fast or low in
cost. It also does not need to possess many other char-
acteristics that might be desirable for a given patterning
task: It is used just once to produce a master, which is di-
rectly or indirectly used to fabricate stamps. Each one of
these stamps can then be used many times for printing.

In a common approach for the high resolution tech-
niques that are the focus of this chapter, an established
lithographic technique, such as one of those developed
for the microelectronics industry, defines the master. Fig-
ure 6.1 schematically illustrates typical processes. Here,
photolithography patterns a thin layer of resist on a sil-
icon wafer. Stamps are generated from this structure
in one of two ways: By casting against this master,
or by etching the substrate with the patterned resist

as a mask. In the first approach, the master itself can
be used multiple times to produce many stamps, typ-
ically using a light or heat-curable prepolymer. In the
second, the etched substrate serves as the stamp. Addi-
tional stamps can be generated either by repeating the
lithography and etching, or by using the original stamp
to print replica stamps. For minimum lateral feature
sizes greater than ∼ 1–2 microns, contact or proxim-
ity mode photolithography with a mask produced by
direct write photolithography represents a convenient
method to fabricate the master. For features smaller
than ∼ 2 microns, several different techniques can be
used [6.2], including: (1) projection mode photolithog-
raphy [6.3], (2) direct write electron beam (or focused
ion beam) lithography [6.4, 5], (3) scanning probe
lithography [6.6–9] or (4) laser interference lithogra-
phy [6.10]. The first approach requires a photomask
generated by some other method, such as direct write
photolithography or electron beam lithography. The re-
duction (typically 4×) provided by the projection optics
relaxes the resolution requirements on the mask and
enables features as small as ∼ 90 nm when deep ul-
traviolet radiation and phase shifting masks are used.
The costs for these systems are, however, very high and
their availability for general research purposes is lim-
ited. The second method is flexible in the geometry
of patterns that can be produced, and the writing sys-
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Photolithography

Resist

Cast, cure elastomer Etch substrate

Remove

Elastomer

Remove resist

Surface
relief

tems are highly developed: 30–50 nm features can be
achieved with commercial systems [6.11], and < 10 nm
features are possible with research tools, as first demon-
strated more than 25 years ago by Broers [6.12]. The
main drawbacks of this method are that it is relatively
slow and it is difficult to pattern large areas. Like pro-
jection mode photolithography, it can be expensive.
The third method, scanning probe lithography, is quite
powerful in principle, but the tools are not as well es-

Fig. 6.1 Schematic illustration of two methods for produc-
ing high resolution stamps. The first step involves patterning
a thin layer of some radiation sensitive material, known
as the resist, on a flat substrate, such as a silicon wafer.
It is convenient to use an established technique, such as
photolithography or electron beam lithography, for this pur-
pose. This structure, known as the master, is converted to
a stamp either by etching or molding. In the first case, the
resist acts as a mask for etching the underlying substrate.
Removing the resist yields a stamp. This structure can be
used directly as a stamp to print patterns, or to produce ad-
ditional stamps. In the molding approach, a prepolymer is
cast against the relief structure formed by the patterned re-
sist on the substrate. Curing (thermally or optically) and
then peeling the resulting polymer away from the substrate
yields a stamp. In this approach, many stamps can be made
with a single master, and each stamp can be used many
times

tablished as those for other approaches. This technique
has atomic resolution, but its writing speed can be lower
and the areas that can be patterned are smaller than elec-
tron beam systems. Interference lithography provides
a powerful, low cost tool for generating periodic ar-
rays of features with dimensions down to 100–200 nm;
smaller sizes demand ultraviolet lasers, and patterns
with aperiodic or non-regular features are difficult to
produce.

6.2 Microcontact Printing

Microcontact printing (µCP) [6.13] is one of several
soft lithographic techniques – replica molding, micro-
molding in capillaries, microtransfer molding, near-field
conformal photolithography using an elastomeric phase-
shifting mask, etc. – that have been developed as
alternatives to established methods for micro- and
nanofabrication [6.14–18]. µCP uses an elastomeric ele-
ment (usually polydimethylsiloxane – PDMS) with high
resolution features of relief as a stamp to print patterns
of chemical inks. It was mainly developed for use with
inks that form self-assembled monolayers (SAMs) of
alkanethiolates on gold and silver. The procedure for
carrying out µCP in these systems is remarkably sim-
ple: A stamp, inked with a solution of alkanethiol, is
brought into contact with the surface of a substrate to
transfer ink molecules to regions where the stamp and
substrate contact. The resolution and effectiveness of
µCP rely on conformal contact between the stamp and

the surface of the substrate, rapid formation of highly
ordered monolayers [6.19], and autophobicity of the
SAM, which effectively blocks the reactive spreading
of the ink across the surface [6.20]. It can pattern SAMs
over relatively large areas (∼ up to 0.25 ft2 have been
demonstrated in prototype electronic devices) in a single
impression [6.21]. The edge resolution of SAMs printed
onto thermally evaporated gold films is on the order of
50 nm, as determined by lateral force microscopy [6.22].
Microcontact printing has been used with a range of
different SAMs on various substrates [6.14]. Of these,
alkanethiolates on gold, silver, and palladium [6.23]
presently give the highest resolution. In many cases,
the mechanical properties of the stamp limit the sizes of
the smallest features that can be achieved: The most
commonly used elastomer (Sylgard 184, Dow Corn-
ing) has a low modulus, which can lead to mechanical
collapse or sagging for features of relief with aspect
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Fig. 6.2 Schematic illustration of microcontact printing.
The first step involves inking a stamp with a solution of
a material that is capable of forming a self-assembled mono-
layer (SAM) on a substrate that will be printed. In the case
illustrated here, the ink is a millimolar concentration of
hexadecanethiol (HDT) in ethanol. Directly applying the
ink to the surface of the stamp with a pipette prepares the
stamp for printing. Blowing the surface of the stamp dry
and placing it on a substrate delivers the ink to areas where
the stamp contacts the substrate. The substrate consists of
a thin layer of Au on a flat support. Removing the stamp
after a few seconds of contact leaves a patterned SAM of
HDT on the surface of the Au film. The printed SAM can
act as a resist for the aqueous-based wet etching of the ex-
posed regions of the Au. The resulting pattern of conducting
gold can be used to build devices of various types

ratios greater than ∼ 2 or less than ∼ 0.05. Stamps fab-
ricated with high modulus elastomers avoid some of
these problems [6.24,25]. Conventional stamps are also
susceptible to in-plane mechanical strains that can cause
distortions in the printed patterns. Composite stamps that
use thin elastomer layers on stiff supports are effective
at minimizing this source of distortion [6.26]. Methods
for printing that avoid direct mechanical manipulation
of the stamp can reduce distortions with conventional
and composite stamps [6.21]. This approach has proven
effective in large area flexible circuit applications that
require accurate multilevel registration.

The patterned SAM can be used either as a resist in
selective wet etching or as a template in selective depo-
sition to form structures of a variety of materials: metals,
silicon, liquids, organic polymers, and even biological
species. Figure 6.2 schematically illustrates the use of
µCP and wet etching to pattern a thin film of Au. Fig-
ure 6.3 shows SEM images of nanostructures of gold
(20 nm thick, thermally evaporated with a 2.5 nm layer
of Ti as an adhesion promoter) and silver (∼ 100 nm
thick formed by electroless deposition using commer-
cially available plating baths) [6.27] that were fabricated
using this approach. In the first and second examples, the
masters for the stamps consisted of photoresist patterned
on silicon wafers with projection and contact mode
photolithography, respectively. Placing these masters in
a desiccator for ∼ 1 h with a few drops of tridecafluoro-
1,1,2,2-tetrahydrooctyl-1-trichlorosilane forms a silane
monolayer on the exposed native oxide of the sili-
con. This monolayer prevents adhesion of the master
to PDMS (Sylgard 184), which is cast and cured from
a 10:1 mixture of prepolymer and curing agent. Placing
a few drops of a ∼ 1 mM solution of hexadecanethiol
(HDT) in ethanol on the surface of the stamps, and
then blowing them dry with a stream of nitrogen pre-
pares them for printing. Contacting the metal film for
a few seconds with the stamp produces a patterned
self-assembled monolayer (SAM) of HDT. An aque-
ous etchant (1 mM K4Fe(CN)6, 10 mM K3Fe(CN)6,
and 0.1 M Na2S2O3) removes the unprinted regions of
the silver [6.28]. A similar solution (1 mM K4Fe(CN)6,
10 mM K3Fe(CN)6, 1.0 M KOH, and 0.1 M Na2S2O3)

2 µm 10 µm

Fig. 6.3 Scanning electron micrographs of typical struc-
tures formed by microcontact printing a self-assembled
monolayer ink of hexadecanethiol onto a thin metal film
followed by etching of the unprinted areas of the film. The
left frame shows an array of Au (20 nm-thick) dots with
∼ 500 nm diameters. The right frame shows a printed struc-
ture of Ag (100 nm thick) in the geometry of interdigitated
source/drain electrodes for a transistor in a simple inverter
circuit. The edge resolution of patterns that can be easily
achieved with microcontact printing is ∼ 50–100 nm
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Stamp Roll fiber
over inked stamp

StripesBands

Micro-
coils

Roll fiber over inked stamp

Fig. 6.4 Schematic illustration of a simple method to print
lines on the surfaces of optical fibers. Rolling a fiber over
the inked stamp prints a pattern onto the fiber surface. De-
pending on the orientation of the fiber axis with the line
stamp illustrated here, it is possible in a single rotation of
the fiber to produce a continuous microcoil, or arrays of
bands or stripes

can be used for etching the bare gold [6.29]. The results
of Fig. 6.3 show that the roughness on the edges of the
patterns is ∼ 50–100 nm. The resolution is determined
by the grain size of the metal films, the isotropic etching
process, slight reactive spreading of the inks, and edge
disorder in the patterned SAMs.

The structures of Fig. 6.3 were formed on the flat
surfaces of silicon wafers (left image) and glass slides
(right image). An attractive feature of µCP and cer-
tain other contact printing techniques is their ability to
pattern features with high resolution on highly curved
or rough surfaces [6.18, 30, 31]. This type of pattern-
ing task is difficult or impossible to accomplish with
photolithography due to its limited depth of focus
and the difficulty of casting uniform films of pho-
toresist on non-flat surfaces. Figure 6.4 shows, as an
example, a straightforward approach for high resolu-
tion printing on the highly curved surfaces of optical
fibers. Here, simply rolling the fiber over an inked
stamp prints a pattern on the entire outer surface of
the fiber. Simple staging systems allow alignment of
features to the fiber axis; they also ensure registra-
tion of the pattern from one side of the fiber to the
other [6.16]. Figure 6.5 shows 3 micron-wide lines and

100 µm

500 µm

Fig. 6.5 Optical micrographs of some three-dimensional
microstructures formed by microcontact printing on curved
surfaces. The top frame shows an array of 3-micron lines
of Au (20 nm)/Ti (1.5 nm) printed onto the surface of an
optical fiber. This type of structure can be used as an inte-
grated photomask for producing mode-coupling gratings in
the core of the fiber. The bottom frames show a freestanding
metallic microstructure formed by (1) microcontact print-
ing and etching a thin (100 nm-thick) film of Ag on the
surface of a glass microcapillary tube, (2) electroplating
the Ag to increase its thickness (to tens of microns) and
(3) etching away the glass microcapillary with concentrated
hydrofluoric acid. The structure shown here has the geom-
etry and mechanical properties of an intravascular stent,
which is a biomedical device commonly used in balloon
angioplasty

spaces printed onto the surface of a single mode opti-
cal fiber (diameter 125 µm). The bottom frame shows
a freestanding metallic structure with the geometry and
mechanical properties of an intravascular stent, which
is a biomedical device that is commonly used in bal-
loon angioplasty procedures. In this latter case µCP
followed by electroplating generated the Ag microstruc-
ture on a sacrificial glass cylinder that was subsequently
etched away with concentrated hydrofluoric acid [6.32].
Other examples of microcontact printing on non-flat sur-
faces (i. e., low cost plastic sheets and optical ridge
waveguides) appear in the applications section of this
chapter.
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6.3 Nanotransfer Printing

Nanotransfer printing (nTP) is a more recent high resolu-
tion printing technique, which uses surface chemistries
as interfacial “glues” and “release” layers (rather than
“inks”, as in µCP) to control the transfer of solid
material layers from relief features on a stamp to a sub-
strate [6.33–35]. This approach is purely additive (i. e.,
material is only deposited in locations where it is
needed), and it can generate complex patterns of single
or multiple layers of materials with nanometer resolu-
tion over large areas in a single process step. It does
not suffer from surface diffusion or edge disorder in
the patterned inks of µCP, nor does it require post-
printing etching or deposition steps to produce structures
of functional materials. The method involves four com-
ponents: (1) a stamp (rigid, flexible, or elastomeric) with
relief features in the geometry of the desired pattern,
(2) a method for depositing a thin layer of solid mater-
ial onto the raised features of this stamp, (3) a means
of bringing the stamp into intimate physical contact
with a substrate, and (4) surface chemistries that prevent
adhesion of the deposited material to the stamp and pro-
mote its strong adhesion to the substrate. nTP has been
demonstrated with SAMs and other surface chemistries
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for printing onto flexible and rigid substrates with hard
inorganic and soft polymer stamps. Figure 6.6 presents
a set of procedures for using nTP to pattern a thin metal
bilayer of Au/Ti with a surface transfer chemistry that re-
lies on a dehydration reaction [6.33]. The process begins
with fabrication of a suitable stamp. Elastomeric stamps
can be built using the same casting and curing procedures
described for µCP. Rigid stamps can be fabricated by
(1) patterning resist (e.g., electron beam resist or pho-
toresist) on a substrate (e.g., Si or GaAs), (2) etching the
exposed regions of the substrate with an anisotropic re-
active ion etch, and (3) removing the resist, as illustrated
in Fig. 6.1. For both types of stamps, careful control of
the lithography and the etching steps yields features of
relief with nearly vertical or slightly re-entrant sidewalls.
The stamps typically have depths of relief > 0.2 µm for
patterning metal films with thicknesses < 50 nm.

Electron beam evaporation of Au (20 nm; 1 nm/s)
and Ti (5 nm; 0.3 nm/s) generates uniform metal bilay-
ers on the surfaces of the stamp. A vertical, collimated
flux of metal from the source ensures uniform deposi-
tion only on the raised and recessed regions of relief.
The gold adheres poorly to the surfaces of stamps made
of GaAs, PDMS, glass, or Si. In the process of Fig. 6.6,
a fluorinated silane monolayer acts to reduce further the
adhesion when a Si stamp (with native oxide) is used.
The Ti layer serves two purposes: (1) it promotes adhe-
sion between the Au layer and the substrate after pattern

Fig. 6.6 Schematic illustration of nanotransfer printing
procedures. Here, interfacial dehydration chemistries con-
trol the transfer of a thin metal film from a hard inorganic
stamp to a conformable elastomeric substrate (thin film
of polydimethylsiloxane (PDMS) on a plastic sheet). The
process begins with the fabrication of a silicon stamp (by
conventional lithography and etching) followed by sur-
face functionalization of the native oxide with a fluorinated
silane monolayer. This layer ensures poor adhesion between
the stamp and a bilayer metal film (Au and Ti) deposited
by electron beam evaporation. A collimated flux of metal
oriented perpendicular to the surface of the stamp avoids
deposition on the sidewalls of relief. Exposing the sur-
face Ti layer to an oxygen plasma produces titanol groups.
A similar exposure for the PDMS produces silanol groups.
Contacting the metal-coated stamp to the PDMS results in
a dehydration reaction that links the metal to the PDMS. Re-
moving the stamp leaves a pattern of metal in the geometry
of the relief features
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transfer, and (2) it readily forms a ∼ 3 nm oxide layer at
ambient conditions, which provides a surface where the
dehydration reaction can take place. Exposing the tita-
nium oxide (TiOx) surface to an oxygen plasma breaks
bridging oxygen bonds, thus creating defect sites where
water molecules can adsorb. The result is a titanium ox-
ide surface with some fractional coverage of hydroxyl
(−OH) groups (titanol).

In the case of Fig. 6.6, the substrate is a thin
film of PDMS (10–50 µm thick) cast onto a sheet of
poly(ethylene terephthalate) (PET; 175 µm thick). Ex-
posing the PDMS to an oxygen plasma produces surface
(−OH) groups (silanol). Placing the plasma oxidized,
Au/Ti-coated stamp on top of these substrates leads to
intimate, conformal contact between the raised regions
of the stamp and the substrate, without the application
of any external pressure. (The soft, conformable PDMS
is important in this regard.) It is likely that a dehydration
reaction takes place at the (−OH)-bearing interfaces dur-
ing contact; this reaction results in permanent Ti−O−Si
bonds that produce strong adhesion between the two
surfaces. Peeling the substrate and stamp apart transfers
the Au/Ti bilayer from the raised regions of the stamp
(to which the metal has extremely poor adhesion) to the
substrate. Complete pattern transfer from an elastomeric
stamp to a thin elastomeric substrate occurs readily at
room temperature in open air with contact times of less
than 15 seconds. When a rigid stamp is employed, slight
heating is needed to induce transfer. While the origin
of this difference is unclear, it may reflect the compara-
tively poor contact when rigid stamps are used; similar
differences are also observed in cold welding of gold
films [6.36].

Figure 6.7 shows scanning electron micrographs of
a pattern produced using a GaAs stamp generated by
electron beam lithography and etching. The frames on
the right show images of the metal-coated stamp before
printing (top) and the transferred pattern (bottom). The
resolution appears to be limited only by the resolution
of the stamp itself, and perhaps by the grain size of
the metal films. Although the accuracy in multilevel
registration that is possible with nTP has not yet been
quantified, its performance is likely similar to that of
embossing techniques when rigid stamps are used [6.37].

A wide range of surface chemistries can be used
for the transfer. SAMs are particularly attractive due to
their chemical flexibility. Figure 6.8 illustrates the use
of a thiol terminated SAM and nTP for forming patterns
of Au on a silicon wafer [6.34]. Here, the vapor phase
co-condensation of the methoxy groups of molecules of
3-mercaptopropyltrimethoxysilane (MPTMS) with the

1 µm

Stamp

Printed pattern

100 nm

100 nm

Fig. 6.7 Scanning electron micrograph (SEM) of a pattern
produced by nanotransfer printing. The structure consists
of a bilayer of Au (20 nm)/Ti (1 nm) (white) in the geom-
etry of a photonic bandgap waveguide printed onto a thin
layer of polydimethylsiloxane on a sheet of plastic (black).
Electron beam lithography and etching of a GaAs wafer
produced the stamp that was used in this case. The transfer
chemistry relied on condensation reactions between titanol
groups on the surface of the Ti and silanol groups on the
surface of the PDMS. The frames on the right show SEMs
of the Au/Ti-coated stamp (top) before printing and on the
substrate (bottom) after printing. The electron beam lithog-
raphy and etching used to fabricate the stamp limit the
minimum feature size (∼ 70 nm) and the edge resolution
(∼ 5–10 nm) of this pattern

−OH terminated surface of the wafer produces a SAM
of MPTMS with exposed thiol (−SH) groups. PDMS
stamps can be prepared for printing on this surface by
coating them with a thin film (∼ 15 nm) of Au using
conditions (thermal evaporation 1.0 nm/s; ∼ 10−7 torr
base pressure) that yield optically smooth, uniform films
without the buckling that has been observed in the past
with similar systems [6.38]. Nanocracking that some-
times occurs in the films deposited in this way can be
reduced or eliminated by evaporating a small amount of
Ti onto the PDMS before Au deposition and/or by ex-
posing the PDMS surface briefly to an oxygen plasma.
Bringing this coated stamp into contact with the MPTMS
SAM leads to the formation of sulfur–gold bonds in
the regions of contact. Removing the stamp after a few
seconds efficiently transfers the gold from the raised re-
gions of the stamp (Au does not adhere to the PDMS)
to the substrate. Covalent bonding of the SAM glue
to both the substrate and the gold leads to good adhe-
sion of the printed patterns: They easily pass Scotch
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Fig. 6.8 Schematic illustration of steps for nanotransfer
printing a pattern of a thin layer of Au onto a silicon wafer
using a self-assembled monolayer (SAM) surface chem-
istry. Plasma oxidizing the surface of the wafer generates
−OH groups. Solution or vapor phase exposure of the wafer
to 3-mercaptopropyl-trimethoxysilane yields a SAM with
exposed thiol groups. Contacting an Au-coated stamp to
this surface produces thiol linkages that bond the gold to
the substrate. Removing the stamp completes the transfer
printing process

tape adhesion tests. Similar results can be obtained with
other substrates containing surface −OH groups. For
example, Au patterns can be printed onto ∼ 250 µm-
thick sheets of poly(ethylene terephthalate) (PET) by
first spin casting and curing (130 ◦C for 24 h) a thin film
of an organosilsesquioxane on the PET. Exposing the
cured film (∼ 1 µm thick) to an oxygen plasma and then
to air produces the necessary surface (−OH) groups.
Figure 6.9 shows some optical micrographs of typical
printed patterns in this case [6.34].

Similar surface chemistries can guide transfer to
other substrates. Alkanedithiols, for example, are useful

100 µm50 µm

Fig. 6.9 Optical micrographs of patterns of Au (15 nm
thick) formed on plastic (left frame) and silicon (right
frame) substrates with nanotransfer printing. The transfer
chemistries in both cases rely on self-assembled monolay-
ers with exposed thiol groups. The minimum feature sizes
and the edge resolution are both limited by the photolithog-
raphy used to fabricate the stamps

for printing Au onto GaAs wafers [6.35]. Immers-
ing these substrates (freshly etched with 37% HCl for
∼ 2 min to remove the surface oxide) in a 0.05 M so-
lution of 1,8-octanedithiol in ethanol for 3 h produces
a monolayer of dithiol on the surface. Although the
chemistry of this system is not completely clear, it is gen-
erally believed that the thiol end groups bond chemically
to the surface. Surface spectroscopy suggests the forma-
tion of Ga−S and As−S bonds. Contacting an Au-coated
PDMS stamp with the treated substrate causes the ex-
posed thiol endgroups to react with Au in the regions of
contact. This reaction produces permanent Au−S bonds
at the stamp/substrate interface (see insets in Fig. 6.2
for idealized chemical reaction schemes). Figure 6.10
illustrates a representative optical micrograph of an Au
pattern generated by nTP on GaAs.

2 µm

5 µm

Fig. 6.10 Optical micrograph of a pattern of Au (15 nm
thick) formed on a GaAs substrate using nanotransfer print-
ing. The transfer chemistry in this case relies on a dithiol
layer formed on the substrate. The minimum feature sizes
and the edge resolution are both limited by the photolithog-
raphy used to fabricate the stamps
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6.4 Applications

Promising potential applications for the types of print-
ing techniques described in the previous sections include
those where the patterning requirements cannot be met
with existing tools or those where the costs of these
conventional methods are prohibitively high.We have
focused our efforts partly on unusual electronic systems
such as flexible plastic circuits and devices that rely
on electrodes patterned on curved objects such as mi-
crocapillaries and optical fibers. We have also explored
photonic systems such as distributed feedback structures
for lasers and other integrated optical elements that de-
mand sub-micron features.The sections below highlight
several examples in each of these areas.

6.4.1 Unconventional Electronic Systems

A relatively new direction in electronics research seeks
to establish low cost plastic materials, substrates, and
printing techniques for large area flexible electronic de-
vices, such as paper-like displays. These types of novel
devices can complement those (e.g., high density mem-
ories, high speed microprocessors, etc.) that are well
suited to existing inorganic (e.g., silicon) electronics
technologies. High resolution patterning methods for
defining the separation between the source and drain
electrodes (i. e., channel length) of transistors in these
plastic circuits are particularly important because this di-
mension determines current output and other important
characteristics [6.39].

Although conventional patterning techniques, such
as photolithography or electron beam lithography, have
the required resolution, they are not appropriate be-
cause they are expensive and generally require multiple
processing steps with resists, solvents, and developers,
which can be difficult to use with organic active materials
and plastic substrates. Microcontact and nanotransfer
printing are both particularly well suited for this appli-
cation. They can be combined and matched with other
techniques, such as ink jet or screen printing, to form
a complete system for patterning all layers in practical
plastic electronic devices [6.40].

Figure 6.11 illustrates schematically a cross-
sectional view of a typical organic transistor. The frame
on the right shows the electrical switching charac-
teristics of a device that uses source/drain electrodes
of Au patterned by µCP, a dielectric layer of an
organosilsesquioxane, a gate of indium tin oxide (ITO),
and a PET substrate. The effective semiconductor mo-
bility extracted from these data is comparable to those
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Fig. 6.11 Schematic cross-sectional view (top) and electri-
cal performance (bottom) of an organic thin film transistor
with microcontact printed source and drain electrodes. The
structure consists of a substrate (PET), a gate electrode
(indium tin oxide), a gate dielectric (spin cast layer of
organosilsesquioxane), source and drain electrodes (20 nm
Au and 1.5 nm Ti), and a layer of the organic semiconduc-
tor pentacene. The electrical properties of this device are
comparable to or better than those that use pentacene with
photolithographically defined source/drain electrodes and
inorganic dielectrics, gates, and substrates

measured in devices that use the same semiconductor
(pentacene in this case) with inorganic substrates and
dielectrics, and gold source/drain electrodes defined by
photolithography. Our recent work [6.1,27,41]with µCP
in the area of plastic electronics demonstrates: (1) meth-
ods for using cylindrical “roller” stamps mounted on
fixed axles for printing in a continuous reel-to-reel fash-
ion, high resolution source/drain electrodes in ultrathin
gold and silver deposited from solution at room tem-
perature using electroless deposition, (2) techniques for
performing registration and alignment of the printed fea-
tures with other elements of a circuit over large areas,
(3) strategies for achieving densities of defects that are as
good as those observed with photolithography when the
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25 µm

Fig. 6.12 Image of a flexible plastic active matrix back-
plane circuit whose finest features (transistor source/drain
electrodes, and related interconnects) are patterned by
microcontact printing. The circuit rests partly on the
elastomeric stamp that was used for printing. The circuit
consists of a square array of interconnected organic tran-
sistors, each of which acts locally as a voltage-controlled
switch to control the color of an element in the display.
The inset shows an optical micrograph of one of the
transistors

a) Clean stamp Stamp

b) Ink, align Plastic sheet

Au/Ti

c) Initiate contact

d) Peel sheet away

patterning is performed outside of clean room facilities,
(4) methods for removing the printed SAMs to allow
good electrical contact of the electrodes with organic
semiconductors deposited on top of them, and (5) mater-
ials and fabrication sequences that can efficiently exploit
these printed electrodes for working organic TFTs in
large scale circuits.

Figure 6.12 provides an image of a large area plastic
circuit with critical features defined by µCP. This cir-
cuit is a flexible active matrix backplane for a display.
It consists of a square array of interconnected transis-
tors, each of which serves as a switching element that
controls the color of a display pixel [6.21,42]. The tran-
sistors themselves have the layout illustrated in Fig. 6.11,
and they use similar materials. The semiconductor in
this image is blue (pentacene), the source/drain level is
Au, the ITO appears green in the optical micrograph
in the inset. Part of the circuit rests on the stamp that
was used for µCP. The smallest features are the source
and drain electrodes (∼ 15 µm lines), the interconnect-
ing lines (∼ 15 µm lines), and the channel length of the
transistor (∼ 15 µm). This circuit incorporates five lay-
ers of material patterned with good registration of the
source/drain, gate, and semiconductor levels. The sim-
ple printing approach is illustrated in Fig. 6.13 [6.21].
Just before use, the surface of the stamp is cleaned using
a conventional adhesive roller lint remover; this proce-
dure removes dust from the stamp in a manner that does

Fig. 6.13 Schematic illustration of fabrication steps for mi-
crocontact printing onto large areas of plastic sheets. The
process begins with cleaning the stamp using a conventional
adhesive roller lint remover. This procedure effectively re-
moves dust particles. To minimize distortions, the stamp
rests face up on a flat surface and is not manipulated di-
rectly during the printing. Alignment and registration are
achieved with alignment marks on one side of the sub-
strate and the stamp. By bending the plastic sheet, contact
is initiated on one side of the stamp. The contact line is
then allowed to progress gradually across the stamp. This
approach avoids the formation of air bubbles that can frus-
trate good contact. After the substrate is in contact with
the stamp for a few seconds, the plastic substrate is sep-
arated from the stamp by peeling it away, beginning in
one corner. Good registration (maximum cumulative dis-
tortions less than 50 microns over an area of 0.25 square
feet) and low density of defects can be achieved with this
simple approach. It is also well suited for use with rigid
composite stamps designed to even further reduce the level
of distortion
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not contaminate or damage its surface. Inking the stamp
and placing it face up on a flat surface prepares it for
printing. Matching the cross hair alignment marks on
the corners of one edge of the stamp with those pat-
terned in the ITO brings the substrate into registration
with the stamp. During this alignment, features on the
stamp are viewed directly through the semitransparent
substrate. By bending the PET sheet, contact with the
stamp is initiated on the edge of the substrate that con-
tains the cross hair marks. Gradually unbending the sheet
allows contact to progress across the rest of the surface.
This printing procedure is attractive because it avoids
distortions that can arise when directly manipulating the
flexible rubber stamp. It also minimizes the number and
size of trapped air pockets that can form between the
stamp and substrate. Careful measurements performed
after etching the unprinted areas of the gold show that
over the entire 6" × 6" area of the circuit, (1) the over-
all alignment accuracy for positioning the stamp relative
to the substrate (i. e., the offset of the center of the dis-
tribution of registration errors) is ∼ 50–100 µm, even
with the simple approach used here, and (2) the dis-
tortion in the positions of features in the source/drain
level, when referenced to the gate level, can be as small
as ∼ 50 µm (i. e., the full width at half maximum of
the distribution of registration errors). These distortions
represent the cumulative effects of deformations in the
stamp and distortions in the gate and column electrodes
that may arise during the patterning and processing of
the flexible PET sheet. The density of defects in the
printed patterns is comparable to (or smaller than) that
in resist patterned by contact mode photolithography
when both procedures are performed outside of a clean-
room facility (i. e., when dust is the dominant source of
defects).

Figure 6.14 shows an “exploded” view of a paper-
like display that consists of a printed flexible plastic
backplane circuit, like the one illustrated in Fig. 6.13,
laminated against a thin layer of “electronic ink” [6.21,
43]. The electronic ink is composed of a monolayer of
transparent polymer microcapsules that contain a sus-
pension of charged white pigment particles suspended
in a black liquid. The printed transistors in the back-
plane circuit act as local switches, which control electric
fields that drive the pigments to the front or back of the
display. When the particles flow to the front of a micro-
capsule, it appears white; when they flow to the back,
it appears black. Figure 6.15 shows a working sheet
of active matrix electronic paper that uses this design.
This prototype display has several hundred pixels and
an optical contrast that is both independent of the view-

E

+

–

Fig. 6.14 Schematic exploded view of the components of a pixel in
an electronic paper-like display (bottom frame) that uses a microcon-
tact printed flexible active matrix backplane circuit (illustration near
the bottom frame). The circuit is laminated against an unpatterned
thin sheet of electronic ink (top frame) that consists of a monolayer
of transparent polymer microcapsules (diameter ∼ 100 microns).
These capsules contain a heavily dyed black fluid and a suspension
of charged white pigment particles (see right inset). When one of the
transistors turns on, electric fields develop between an unpatterned
transparent frontplane electrode (indium tin oxide) and a backplane
electrode that connects to the transistor. Electrophoretic flow drives
the pigment particles to the front or the back of the display, depend-
ing on the polarity of the field. This flow changes the color of the
pixel, as viewed from the front of the display, from black to white
or vice versa

ing angle and significantly better than newsprint. The
device is ∼ 1 mm thick, is mechanically flexible, and
weighs ∼ 80% less than a conventional liquid crystal
display of similar size. Although these displays have
only a relatively coarse resolution, all of the process-
ing techniques, the µCP method, the materials, and the
electronic inks are suitable for the large numbers of
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Fig. 6.15 Electronic paper-like display showing two differ-
ent images. The device consists of several hundred pixels
controlled by a flexible active matrix backplane circuit
formed by microcontact printing. The relatively coarse res-
olution of the display is not limited by material properties
or by the printing techniques. Instead, it is set by practical
considerations for achieving high pixel yields in the rela-
tively uncontrolled environment of the chemistry laboratory
in which the circuits were fabricated

pixels required for high information content electronic
newspapers and other systems.

Like µCP, nTP is well suited to forming high res-
olution source/drain electrodes for plastic electronics.
nTP of Au/Ti features in the geometry of the drain and
source level of organic transistors and with appropriate
interconnects on a thin layer of PDMS on PET yields
a substrate that can be used in an unusual but power-
ful way for building circuits: Soft, room temperature
lamination of such a structure against a plastic sub-
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Fig. 6.16 The top frame shows current-voltage character-
istics of an n-channel transistor formed with electrodes
patterned by nanotransfer printing that are laminated
against a substrate that supports an organic semiconductor,
a gate dielectric, and a gate. The inset shows an optical mi-
crograph of the interdigitated electrodes. The bottom frame
on the right shows the transfer characteristics of a simple
CMOS inverter circuit that uses this device and a similar
one for the p-channel transistor

strate that supports the semiconductor, gate dielectric,
and gate levels yields a high performance circuit em-
bedded between two plastic sheets [6.33,44]. (Details of
this lamination procedure are presented elsewhere.) The
left frame of Fig. 6.16 shows the current-voltage charac-
teristics of a laminated n-channel transistor that uses the
organic semiconductor copper hexadecafluorophthalo-
cyanine (n-type) and source/drain electrodes patterned
with nTP. The inset shows an optical micrograph of the
printed interdigitated source/drain electrodes of this de-
vice. The bottom frame of Fig. 6.16 shows the transfer
characteristics of a laminated complementary organic in-
verter circuit whose electrodes and connecting lines are
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defined by nTP. The p-channel transistor in this circuit
used pentacene for the semiconductor [6.33].

In addition to high resolution source/drain elec-
trodes, it is possible to use nTP to form complex
multilayer devices with electrical functionality on plastic
substrates [6.34]. Figure 6.17 shows a metal/insulator/
metal (MIM) structure of Au (50 nm), SiNx (100 nm; by
plasma enhanced vapor deposition, PECVD), Ti (5 nm),
and Au (50 nm) formed by transfer printing with a silicon
stamp that is coated sequentially with these layers. In this
case, a short reactive ion etch (with CF4), after the sec-
ond Au deposition, removes the SiNx from the sidewalls
of the stamp. nTP transfers these layers in a patterned
geometry to a substrate of Au(15 nm)/Ti(1 nm)-coated
PDMS(50 µm)/PET(250 µm). Interfacial cold welding
between the Au on the surfaces of the stamp and
substrate bonds the multilayers to the substrate. Fig-
ure 6.3 illustrates the procedures, the structures (lateral
dimensions of 250 µm × 250 µm, for ease of electri-
cal probing), and their electrical characteristics. These
MIM capacitors have performance similar to devices
fabricated on silicon wafers by photolithography and
lift-off. This example illustrates the ability of nTP to
print patterns of materials whose growth conditions
(high temperature SiNx by PECVD, in this case) pre-
vent their direct deposition or processing on the substrate
of interest (PET, in this case). The cold welding trans-
fer approach has also been exploited in other ways for
patterning components for plastic electronics [6.45,46].

Another class of unusual electronic/optoelectronic
devices relies on circuits or circuit elements on curved
surfaces. This emerging area of research was stimu-
lated primarily by the ability of µCP to print high
resolution features on fibers and cylinders. Figure 6.18
shows a conducting microcoil printed with µCP on
a microcapillary tube using the approach illustrated in
Fig. 6.4. The coil serves as the excitation and detection
element for high resolution proton nuclear magnetic res-
onance of nanoliter volumes of fluid that are housed in
the bore of the microcapillary [6.47]. The high fill factor
and other considerations lead to extremely high sen-
sitivity with such printed coils. The bottom frame of
Fig. 6.18 shows the spectrum of an ∼ 8 nL volume of
ethylbenzene. The narrow lines demonstrate the high
resolution that is possible with this approach. Similar
coils can be used as magnets [6.48], springs [6.32],
and electrical transformers [6.49]. Figure 6.19 shows
an optical micrograph and the electrical measurements
from a concentric cylindrical microtransformer that uses
a microcoil printed on a microcapillary tube with a fer-
romagnetic wire threaded through its core. Inserting this
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Fig. 6.17 Multilayer thin film capacitor structure printed in a sin-
gle step onto a plastic substrate using the nanotransfer printing
technique. A multilayer of Au/SiNx /Ti/Au was first deposited onto
a silicon stamp formed by photolithography and etching. Contacting
this stamp to a substrate of Au/PDMS/PET forms a cold weld that
bonds the exposed Au on the stamp to the Au coating on the substrate.
Removing the stamp produces arrays of square (250 µm × 250 µm)
metal/insulator/metal capacitors on the plastic support. The black
line shows the measured current–voltage characteristics of one of
these printed capacitors. The brown line corresponds to a similar
structure formed on a rigid glass substrate using conventional pho-
tolithographic procedures. The characteristics are the same for these
two cases. The slightly higher level of noise in the printed devices
results, at least partly, from the difficulty in making good electrical
contacts to structures on the flexible plastic substrate

2.5 2.0 1.5 1.0 ppm

Ethylbenzene

100µm

Fig. 6.18 The top frame shows an optical micrograph of
a continuous conducting microcoil formed by microcon-
tact printing onto a microcapillary tube. This type of printed
microcoil is well suited for excitation and detection of nu-
clear magnetic resonance spectra from nanoliter volumes
of fluid housed in the bore of the microcapillary. The bot-
tom frame shows a spectra trace collected from an ∼ 8 nL
volume of ethyl benzene using a structure similar to the one
shown in the top frame
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Fig. 6.19 The inset shows a concentric microtransformer
formed using microcoils printed onto two different micro-
capillary tubes. The smaller of the tubes (outer diameter
135 microns) has a ferromagnetic wire threaded through
its core. The larger one (outer diameter 350 microns) has
the smaller tube threaded through its core. The resulting
structure is a microtransformer that shows good coupling
coefficients at frequencies up to ∼ 1 MHz. The graph shows
its performance

structure into the core of a larger microcapillary that
also supports a printed microcoil completes the trans-
former [6.49]. This type of device shows good coupling
coefficients up to relatively high frequencies. Examples
of other optoelectronic components appear in fiber op-
tics where microfabricated on-fiber structures serve as
integrated photomasks [6.16] and distributed thermal
actuators [6.18].

6.4.2 Lasers and Waveguide Structures

In addition to integral components of unconventional
electronic systems, useful structures for integrated optics
can be built by using µCP and nTP to print sacrifi-
cial resist layers for etching glass waveguides. These
printing techniques offer the most significant potential
value for this area when they are used to pattern fea-

Fig. 6.20 I Schematic illustration of the use of micro-
contact printing (µCP) for fabricating high resolution
gratings that can be incorporated into distributed planar
laser structures or other components for integrated optics.
The geometries illustrated here are suitable for 3rd order
distributed feedback (DFB) lasers that operate in the red

Fig. 6.21 I Schematic illustrations and lasing spectra of
plastic lasers that use microcontact printed resonators based
on surface relief distributed Bragg reflectors (DBRs) and
distributed feedback gratings (DFBs) on glass substrates.
The grating periods are ∼ 600 nm in both cases. The lasers
use thin film plastic gain media deposited onto the printed
gratings. The laser shows emission in a narrow wavelength
range, with a width that is limited by the resolution of the
spectrometer used to characterize the output. In both cases,
the emission profiles, the lasing thresholds and other char-
acteristics of the devices are comparable to similar lasers
that use resonators formed by high resolution projection
mode photolithography

Photolithography,
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on gold, etch gold
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tures that are smaller than those that can be achieved
with contact mode photolithography. Mode coupling
gratings and distributed laser resonators are two such
classes of structures. We have demonstrated µCP for
forming distributed feedback (DFB) and distributed
Bragg reflector (DBR) lasers that have narrow emis-
sion line widths [6.50]. This challenging fabrication

Fig. 6.22 The top frames gives a schematic illustration
of steps for microcontact printing high resolution grat-
ings directly onto the top surfaces of ridge waveguides.
The printing defines a sacrificial etch mask of gold that
is subsequently removed. Producing this type of structure
with photolithography is difficult because of severe thick-
ness nonuniformities that appear in photoresist spin cast on
this type of non-planar substrate. The upper bottom frame
shows a top view optical micrograph of printed gold lines
on the ridge waveguides. The lower bottom frame shows the
emission output of a plastic photopumped laser that uses
the printed structure and a thin evaporated layer of gain
media
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demonstrates the suitability of µCP for building struc-
tures that have (1) feature sizes significantly less than
one micron (∼ 300 nm), and (2) long-range spatial co-
herence (∼ 1 mm). The lasers employ optically pumped
gain material deposited onto DFB or DBR resonators
formed from periodic relief on a transparent substrate.
The gain media confines light to the surface of the struc-
ture; its thickness is chosen to support a single transverse
mode. To generate the required relief, lines of gold
formed by µCP on a glass slide act as resists for reactive
ion etching of the glass. Removing the gold leaves a pe-
riodic pattern of relief (600 nm period, 50 nm depth) on
the surface of the glass (see Fig. 6.20). Figure 6.21 shows
the performance of plastic lasers that use printed DFB
and DBR resonators with gain media consisting of thin
films of PBD doped with 1% by weight of coumarin
490 and DCMII, photopumped with 2 ns pulses from
a nitrogen laser with intensities > 5 kW/cm2 [6.50].
Multimode lasing at resolution-limited line widths was
observed at wavelengths corresponding to the third har-
monic of the gratings. These characteristics are similar
to those observed in lasers that use resonators gener-
ated with photolithography and better than those that
use imprinted polymers [6.51].

Contact printing not only provides a route to low cost
equivalents of gratings fabricated with other approaches,
but also allows the fabrication of structures that would
be difficult or impossible to generate with photolithog-
raphy. For example, µCP can be used to form DFB
resonators directly on the top surfaces of ridge wave-
guides [6.52]. Figure 6.22 illustrates the procedures.
The bottom left frame shows an optical micrograph of
the printed gold lines. Sublimation of a ∼ 200 nm film
of tris(8-hydroxyquinoline) aluminum (Alq) doped with
0.5–5.0 weight percent of the laser dye DCMII onto the
resonators produces waveguide DFB lasers. The layer of
gain material itself provides a planar waveguide with air
and polymer as the cladding layers. The relief waveguide
provides lateral confinement of the light. Photopumping
these devices with the output of a pulsed nitrogen laser
(∼ 2 ns, 337 nm) causes lasing due to Bragg reflections
induced by the DFB structures on the top surfaces of the
ridge waveguides. Some of the laser emission scatters
out of the plane of the waveguide at an angle allowed by
phase matching conditions. In this way, the grating also
functions as an output coupler and offers a convenient
way to characterize the laser emission. The bottom right
frame of Fig. 6.22 shows the emission profile.

6.5 Conclusions

This chapter provides an overview of two contact
printing techniques that are capable of micron and sub-
micron resolution. It also illustrates some applications
of these methods that may provide attractive alternatives
to more established lithographic methods. The growing
interest in nanoscience and technology makes crucial

the development of new methods for fabricating the rel-
evant test structures and devices. The simplicity of the
techniques described here, together with the interesting
and subtle materials science, chemistry, and physics as-
sociated with them, make this a promising area for basic
and applied study.
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Materials Asp7. Materials Aspects of Micro-
and Nanoelectromechanical Systems

Two of the more significant technological achieve-
ments during the last 20 years have been
the development of MEMS and its new off-
shoot, NEMS. These developments were made
possible in large measure by significant ad-
vancements in the materials and processes
used in the fabrication of MEMS and NEMS de-
vices. And while initial developments capitalized
on a mature Si infrastructure, recent advances
have used materials and processes not as-
sociated with IC fabrication, a trend that is
likely to continue as new application areas are
identified.

A well-rounded understanding of MEMS and
NEMS requires a basic knowledge of the materials
used to construct the devices, since material
properties often govern device performance. An
understanding of the materials used in MEMS
and NEMS is really an understanding of material
systems. Devices are rarely constructed of a single
material, but rather a collection of materials,
each providing a critical function and often
working in conjunction with each other. It is
from this perspective that the following chapter is
constructed. A preview of the materials selected
for inclusion is presented in Table 7.1. From this
table it is easy to see that this chapter is not
a summary of all materials used in MEMS and
NEMS, as such a work would itself constitute a text
of significant size. It does,
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however, present a selection of some of the more
important material systems, including examples
that illustrate the importance of viewing MEMS
and NEMS in terms of material systems.

7.1 Silicon

Use of silicon (Si) as a material for microfabricated sen-
sors dates back to the 1950s when C. S. Smith published
a paper describing the piezoresistive effect in germanium
(Ge) and Si [7.1]. Smith found that the piezoresistive
coefficients of Si were significantly higher than those
associated with conventional metal strain gauges, a find-
ing that led to the development of Si strain gauges in the
early 1960s. Throughout the 1960s and early 1970s,

various Si bulk micromachining techniques were devel-
oped, which ultimately led to the commercial production
of piezoresistive Si pressure sensors during this period.
The subsequent development of surface micromachin-
ing techniques for Si, along with the recognition that
micromachined Si structures could potentially be inte-
grated with Si IC devices, marked the advent of MEMS
and positioned Si as the primary MEMS material.
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Table 7.1 Distinguishing characteristics and application examples of selected materials for MEMS and NEMS

Material Distinguishing Characteristics Application Examples

Single crystal Silicon (Si) High quality electronic material,
selective anisotropic etching

Bulk micromachining,
piezoresistive sensing

Polycrystalline Si (polysilicon) Doped Si films on sacrificial
layers

Surface micromachining,
electrostatic actuation

Silicon Dioxide (SiO2) Insulating, etched by HF,
compatible with polysilicon

Sacrificial layer in polysilicon
surface micromachining,
passivation layer for devices

Silicon Nitride (Si3N4, SixNy) Insulating, chemically resistant,
mechanically durable

Isolation layer for electrostatic
devices, membrane and
bridge material

Polycrystalline Germanium (poly Ge),
Polycrystalline Silicon-Germanium
(poly Si-Ge)

Deposited at low temperatures Integrated surface
micromachined MEMS

Gold (Au), Aluminum (Al) Conductive thin films, flexible
deposition techniques

Innerconnect layers, masking
layers, electromechanical switches

Nickel-Iron (NiFe) Magnetic alloy Magnetic actuation

Titanium-Nickel (TiNi) Shape-memory alloy Thermal actuation

Silicon Carbide (SiC)
Diamond

Electrically and mechanically stable at
high temperatures, chemically inert, high
Young’s modulus to density ratio

Harsh environment MEMS,
high frequency MEMS/NEMS

Gallium Arsenide (GaAs), Indium
Phosphide (InP), Indium Arsenide
(InAs), and related materials

Wide bandgap, epitaxial growth on related
ternary compounds

RF MEMS, optoelectronic
devices, single crystal bulk and
surface micromachining

Lead Zirconate Titanate (PZT) Piezoelectric material Mechanical sensors and actuators

Polyimide Chemically resistant, high temperature
polymer

Mechanically flexible
MEMS, bioMEMS

SU-8 Thick, photo-definable resist Micromolding, high-aspect-ratio
structures

Parylene Biocompatible polymer, deposited at room
temperature by CVD

Protective coatings, molded
polymer structures

7.1.1 Single Crystal Silicon

For MEMS applications, single crystal Si serves sev-
eral key functions. It is one of the most versatile
materials for bulk micromachining, due to the avail-
ability of anisotropic etching processes in conjunction
with good mechanical properties. Having a Young’s
modulus of about 190 GPa, Si compares favorably,
from a mechanical perspective, with steel, which has
a Young’s modulus of about 210 GPa. Favorable me-
chanical properties enable Si to be used as a material
for membranes, beams, and other such structures. For
surface micromachining applications, single crystal Si
substrates are used primarily as mechanical platforms
on which Si and non-Si device structures can be fabri-
cated. Use of high-quality single crystal wafers enables
the fabrication of integrated MEMS devices, at least

for materials and processes that are compatible with
Si ICs.

Bulk micromachining is a process whereby etch-
ing techniques are used in conjunction with etch masks
and etch stops to selectively sculpt micromechanical
structures from a bulk substrate. From the materials
perspective, single crystal Si is a relatively easy ma-
terial to bulk micromachine, due to the availability
of anisotropic etchants, such as potassium hydroxide
(KOH) and tetramethyl-aluminum hydroxide (TMAH),
that attack the (100) and (110) Si crystal planes signifi-
cantly faster than the (111) crystal planes. For example,
the etching rate ratio of (100) to (111) planes in Si is
about 400:1 for a typical KOH/water etch solution. Sil-
icon dioxide (SiO2), silicon nitride (Si3N4), and some
metallic thin films (e.g., Cr, Au, etc.) provide good etch
masks for most Si anisotropic etchants.
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In contrast to anisotropic etching, isotropic etch-
ing exhibits no selectivity to the various crystal planes.
From a processing perspective, isotropic etching of Si is
commonly used for removal of work-damaged surfaces,
creation of structures in single-crystal slices, and pat-
terning single-crystal or polycrystalline films. The most
commonly used isotropic Si etchants are mixtures of hy-
drofluoric (HF) and nitric (HNO3) acid in water or acetic
acid (CH3COOH), with the etch rate dependent on the
ratio of HF to HNO3.

In terms of etch stops, boron-doped Si is effective
for some liquid reagents. Boron-doped etch stops are of-
ten less than 10 µm thick, since the boron concentration
in Si must exceed 7 × 1019 cm3 for the etch stop to be
effective, and the doping is done by diffusion. It is possi-
ble to create a boron-doped etch stop below an undoped
Si layer using ion implantation; however, the practical
implant depth is limited to a few microns.

Well-established dry etching processes are available
to pattern single crystal Si. The process spectrum ranges
from physical mechanisms such as sputtering and ion
milling to chemical mechanisms such as plasma etch-
ing. Reactive ion etching (RIE) is the most commonly
used dry etching technique to etch Si. By combining both
physical and chemical processes, RIE is a highly effec-
tive anisotropic Si etching technique that is independent
of crystalline orientation. Fluorinated compounds such
as CF4, SF6, and NF3, or chlorinated compounds such as
CCl4 or Cl2, sometimes mixed with He, O2, or H2, are
commonly used in Si RIE. The RIE process is highly
directional, which enables direct pattern transfer from
an overlying masking material to the etched Si surface.
SiO2 thin films are often used as a masking material,
owing to its chemical durability and ease in pattern-
ing. Process limitations (i. e., etch rates) restrict the
etch depths of Si RIE to less than 10 microns. How-
ever, a process called deep reactive ion etching (DRIE)
has extended the use of anisotropic dry etching to depths
well beyond several hundred microns.

Using the aforementioned processes and tech-
niques, a wide variety of microfabricated devices
have been made from single crystal Si, such as
piezoresistive pressure sensors, accelerometers, and me-
chanical resonators, to name a few. Using nearly the
same approaches but on a smaller scale, top-down
nanomachining techniques have been used to fabricate
nanoelectromechanical devices from single crystal Si.
Single crystal Si is particularly well-suited for nanofab-
rication, because high crystal quality substrates with
very smooth surfaces are readily available. By cou-
pling electron-beam (e-beam) lithographic techniques

Fig. 7.1 A collection of Si nanoelectromechanical beam resonators
fabricated from a single-crystal Si substrate (courtesy M. Roukes,
Caltech)

with conventional Si etching, device structures with sub-
micron dimensions have been fabricated. Submicron,
single crystal Si nanomechanical structures have been
successfully micromachined from bulk Si wafers [7.2]
and silicon-on-insulator (SOI) wafers [7.3]. In the for-
mer case, an isotropic Si etch was performed to release
the device structures, whereas in the latter, the 50 nm
to 200 nm structures were released by dissolving the
underlying oxide layer in HF. An example of nanoelec-
tromechanical beam structures fabricated from a single
crystal Si substrate is shown in Fig. 7.1.

7.1.2 Polysilicon

Surface micromachining is a process whereby a se-
quence of thin films, often of different materials, is
deposited and selectively etched to form the desired mi-
cromechanical (or microelectromechanical) structure. In
contrast to bulk micromachining, the substrate serves
primarily as a platform to support the device. For Si-
based surface micromachined MEMS, polycrystalline
Si (polysilicon) is most often used as the structural ma-
terial, silicon dioxide (SiO2) as the sacrificial material,
silicon nitride (Si3N4) for electrical isolation of device
structures, and single crystal Si as the substrate. Like
single crystal Si, polysilicon can be doped during or
after film deposition. SiO2 can be thermally grown or
deposited on Si over a broad temperature range (e.g.,
200 ◦C to 1,150 ◦C) to meet various process and material
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150µm

Fig. 7.2 SEM micrograph of a surface-micromachined polysilicon
micromotor fabricated using a SiO2 sacrificial layer

requirements. SiO2 is readily dissolvable in hydrofluoric
acid (HF), which does not etch polysilicon and, thus, can
be used to dissolve SiO2 sacrificial layers. Si3N4 is an
insulating film that is highly resistant to oxide etchants.
The polysilicon micromotor shown in Fig. 7.2 was sur-
face micromachined using a process that included these
materials.

For MEMS and IC applications, polysilicon films
are commonly deposited using a process known as
low-pressure chemical vapor deposition (LPCVD). The
typical polysilicon LPCVD reactor is based on a hot
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Fig. 7.3 Deposition rate versus substrate temperature for in situ
boron-doped ( ) and undoped ( ) polysilicon films grown by at-
mospheric pressure chemical vapor deposition [7.4]

wall, resistance-heated furnace. Typical processes are
performed at temperatures ranging from 580 ◦C to
650 ◦C and pressures from 100 to 400 mtorr. The most
commonly used source gas is silane (SiH4).

Polysilicon thin films consist of a collection of small
single crystal grains whose microstructure and orien-
tation is a function of the deposition conditions [7.5].
For typical LPCVD processes (e.g., 200 mtorr), the
amorphous-to-polycrystalline transition temperature is
about 570 ◦C, with amorphous films deposited below the
transition temperature. At 600 ◦C, the grains are small
and equiaxed, while at 625 ◦C, the grains are large and
columnar [7.5]. The crystal orientation is predominantly
(110) Si for temperatures between 600 ◦C and 650 ◦C,
while the (100) orientation is dominant for temperatures
between 650 ◦C and 700 ◦C.

In terms of chemical resistance, polysilicon is very
much like single crystal Si. The oxidation rate of un-
doped polysilicon is typically between that of (100)-
and (111)-oriented single crystal Si. For temperatures
below 1,000 ◦C, heavily phosphorus-doped polysilicon
oxidizes at a rate significantly higher than undoped
polysilicon.

The resistivity of polysilicon can be modified us-
ing the doping methods developed for single crystal Si.
Diffusion is an effective method for doping polysil-
icon films, especially for heavy doping of thick films.
Phosphorous, which is the most commonly used dopant
in polysilicon MEMS, diffuses significantly faster in
polysilicon than in single crystal Si, due primarily to
enhanced diffusion rates along grain boundaries. The
diffusivity in polysilicon thin films (i. e., small equiaxed
grains) is about 1 × 1012 cm2/s.

Ion implantation is also used to dope polysilicon
films. A high-temperature annealing step is usually re-
quired to electrically activate the implanted dopants, as
well as to repair implant-related damage in the polysil-
icon films. In general, the conductivity of implanted
polysilicon films is not as high as films doped by
diffusion.

In situ doping of polysilicon is performed by sim-
ply including a dopant gas, usually diborane (B2H6) or
phosphine (PH3), in the CVD process. The addition of
dopants during the deposition process not only modi-
fies the conductivity, but also affects the deposition rate
of the polysilicon films. As shown in Fig. 7.3, the inclu-
sion of boron generally increases the deposition rate of
polysilicon relative to undoped films [7.4], while phos-
phorus (not shown) reduces the rate. In situ doping can
be used to produce conductive films with uniform dop-
ing profiles without requiring the high-temperature steps
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usually associated with diffusion or ion implantation.
Although commonly used to produce doped polysilicon
for electrostatic devices, Cao et al. [7.6] have used in
situ phosphorus-doped polysilicon films in piezoresis-
tive strain gauges, achieving gauge factors as high as 15
for a single strip sensor.

The thermal conductivity of polysilicon is a strong
function of its microstructure and, therefore, the con-
ditions used during deposition [7.5]. For fine-grained
films, the thermal conductivity is about 25% of the value
of single crystal Si. For thick films with large grains, the
thermal conductivity ranges between 50% and 85% of
the single crystal value.

Like the electrical and thermal properties of poly-
silicon, the as-deposited residual stress in polysilicon
films depends on microstructure. For films deposited
under typical conditions (200 mtorr, 625 ◦C), the as-
deposited polysilicon films have compressive residual
stresses. The highest compressive stresses are found in
amorphous Si films and polysilicon films with a strong,
columnar (110) texture. For films with fine-grained
microstructures, the stress tends to be tensile. Annealing
can be used to reduce the compressive stress in as-
deposited polysilicon films. For instance, compressive
residual stresses on the order of 500 MPa can be reduced
to less than 10 MPa by annealing the as-deposited films
at 1,000 ◦C in a N2 ambient [7.7, 8]. Recent advances
in the area of rapid thermal annealing (RTA) indicate
that RTA provides an effective method of stress reduc-
tion in polysilicon films. Zhang et al. [7.9] reported that
a 10 s anneal at 1,100 ◦C was sufficient to completely re-
lieve the stress in films that originally had a compressive
stress of about 340 MPa. RTA is particularly attractive
in situations where the process parameters require a low
thermal budget.

As an alternative to high-temperature annealing,
Yang et al. [7.10] have developed an approach that actu-
ally utilizes the residual stress characteristics of polysil-
icon deposited under various conditions to construct
polysilicon multilayers that have the desired thickness
and stress values. The multilayers are comprised of al-
ternating tensile and compressive polysilicon layers that
are deposited in a sequential manner. The tensile layers
consist of fine-grained polysilicon grown at a tempera-
ture of 570 ◦C, while the compressive layers are made up
of columnar polysilicon deposited at 615 ◦C. The overall
stress in the composite film depends on the number of al-
ternating layers and the thickness of each layer. With the
proper set of parameters, a composite polysilicon multi-
layer can be deposited with near zero residual stress and
no stress gradient. The process achieves stress reduc-

tion without high-temperature annealing, a considerable
advantage for integrated MEMS processes.

Many device designs require thick polysilicon struc-
tural layers that are not readily achievable using
conventional LPCVD polysilicon, due to process-related
limitations. For these designs, epitaxial Si reactors can
be used to grow polysilicon films. Unlike conventional
LPCVD processes with deposition rates of less than
100 Å/min, epitaxial processes have deposition rates
on the order of 1 micron/min [7.11]. The high de-
position rates result from the much higher substrate
temperatures (> 1,000 ◦C) and deposition pressures
(> 50 torr) used in these processes. The polysilicon
films are usually deposited on SiO2 sacrificial layers
to enable surface micromachining. An LPCVD polysil-
icon seed layer is sometimes used to control nucleation,
grain size, and surface roughness. As with conven-
tional polysilicon, the microstructure and residual stress
of the epi-poly films, as they are known, is related
to deposition conditions. Compressive films generally
have a mixture of [110] and [311] grains [7.12, 13],
while tensile films have a random mix of [110], [100],
[111], and [311] grains [7.12]. The Young’s modu-
lus of epi-poly measured from micromachined test
structures is comparable to LPCVD polysilicon [7.13].
Mechanical properties test structures [7.11–13], thermal
actuators [7.11], electrostatically actuated accelerome-
ters [7.11], and gryoscopes [7.14] have been fabricated
from these films.

All of the aforementioned polysilicon deposition
processes utilize substrate temperatures in excess of
570 ◦C either during film deposition, or in post-
deposition processing steps. As a low temperature
alternative to LPCVD polysilicon, Abe et al. [7.15] and
Honer et al. [7.16] have developed sputtering processes
for polysilicon. Early work [7.15] emphasized the abil-
ity to deposit very smooth (25 Å) polysilicon films on
thermally oxidized wafers at reasonable deposition rates
(191 Å/min) and with low residual compressive stresses.
The process involved DC magnitron sputtering from
a Si target using an Ar sputtering gas, a chamber pres-
sure of 5 mtorr, and a power of 100 W. The authors
reported that a post-deposition anneal at 700 ◦C in N2
for two hours was needed to crystallize the deposited
film and perhaps lower the stress. Honer et al. [7.16]
sought to develop a polymer-friendly, Si-based surface
micromachining process based on polysilicon sputtered
onto polyimide and PSG sacrificial layers. To improve
the conductivity of the micromachined Si structures,
the sputtered Si films were sandwiched between two
TiW cladding layers. The device structures on poly-

Part
A

7
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



208 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

imide were released using oxygen plasma etching. The
processing step with the highest temperature was, in
fact, the polyimide cure at 350 ◦C. To test the robust-
ness of the process, sputter-deposited Si microstructures
were fabricated on substrates containing CMOS devices.
As expected from thermal budget considerations, the
authors reported no measurable degradation of device
performance.

7.1.3 Porous Silicon

Porous Si is produced by room temperature electrochem-
ical etching of Si in HF. If configured as an electrode
in an HF-based electrochemical circuit, positive charge
carriers (holes) at the Si surface facilitate the exchange
of F atoms with H atoms, that terminate the Si surface.
The exchange continues in the subsurface region, lead-
ing to the eventual removal of the fluorinated Si. The
quality of the etched surface is related to the density of
holes at the surface, which is controlled by the applied
current density. For high current densities, the density
of holes is high and the etched surface is smooth. For
low current densities, the hole density is low and clus-
tered in highly localized regions associated with surface
defects. Surface defects become enlarged by etching,
which leads to the formation of pores. Pore size and
density are related to the type of Si used and the condi-
tions of the electrochemical cell. Both single crystal and
polycrystalline Si can be converted to porous Si.

The large surface-to-volume ratios make porous Si
attractive for gaseous and liquid applications, includ-
ing filter membranes and absorbing layers for chemical
and mass sensing [7.17]. When single crystal substrates
are used, the unetched porous layer remains single crys-
talline and is suitable for epitaxial Si growth. It has
been shown that CVD coatings do not generally pene-
trate the porous regions, but rather overcoat the pores
at the surface of the substrate [7.18]. The formation of
localized Si-on-insulator structures is, therefore, possi-
ble by simply combining pore formation with epitaxial
growth, followed by dry etching to create access holes
to the porous region, and thermal oxidation of the un-
derlying porous region. A third application uses porous
Si as a sacrificial layer for polysilicon and single crys-
talline Si surface micromachining. As shown by Lang
et al. [7.18], the process involves the electrical isola-
tion of the solid structural Si layer by either pn-junction
formation through selective doping, or use of electri-
cally insulating thin films, since the formation of pores
only occurs on electrically charged surfaces. A weak Si
etchant will aggressively attack the porous regions with

little damage to the structural Si layers and can be used
to release the devices.

7.1.4 Silicon Dioxide

Silicon dioxide (SiO2) is one of the most widely used
materials in the fabrication of MEMS. In polysilicon
surface micromachining, SiO2 is used as a sacrificial
material, since it can be easily dissolved using etchants
that do not attack polysilicon. SiO2 is widely used as etch
mask for dry etching of thick polysilicon films, since it is
chemically resistant to dry etching processes for polysil-
icon. SiO2 films are also used as passivation layers on
the surfaces of environmentally sensitive devices.

The most common processes used to produce SiO2
films for polysilicon surface micromachining are ther-
mal oxidation and LPCVD. Thermal oxidation of Si is
performed at temperatures of 900 ◦C to 1,200 ◦C in the
presence of oxygen or steam. Since thermal oxidation
is a self-limiting process, the maximum practical film
thickness that can be obtained is about 2 µm, which is
sufficient for many sacrificial applications. As noted by
its name, thermal oxidation of Si can only be performed
on Si surfaces.

SiO2 films can be deposited on a wide variety of sub-
strate materials by LPCVD. In general, LPCVD provides
a means for depositing thick (> 2 µm) SiO2 films at tem-
peratures much lower than thermal oxidation. Known as
low-temperature oxides, or LTO for short, these films
have a higher etch rate in HF than thermal oxides, which
translates to significantly faster release times when LTO
films are used as sacrificial layers. Phosphosilicate glass
(PSG) can be formed using nearly the same deposition
process as LTO by adding a phosphorus-containing gas
to the precursor flows. PSG films are useful as sacrificial
layers, since they generally have higher etching rates in
HF than LTO films.

PSG and LTO films are deposited in hot-wall, low-
pressure, fused silica furnaces in systems similar to those
described previously for polysilicon. Precursor gases in-
clude SiH4 as a Si source, O2 as an oxygen source, and,
in the case of PSG, PH3 as a source of phosphorus. LTO
and PSG films are typically deposited at temperatures of
425 ◦C to 450 ◦C and pressures ranging from 200 mtorr
to 400 mtorr. The low deposition temperatures result in
LTO and PSG films that are slightly less dense than ther-
mal oxides, due to the incorporation of hydrogen in the
films. LTO films can, however, be densified by an an-
nealing step at high temperature (1,000 ◦C). The low
density of LTO and PSG films is partially responsible
for the increased etch rate in HF.
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Thermal SiO2 and LTO are electrical insulators
used in numerous MEMS applications. The dielectric
constants of thermal oxide and LTO are 3.9 and 4.3,
respectively. The dielectric strength of thermal SiO2 is
1.1 × 106 V/cm, and for LTO it is about 80% of that
value [7.19]. The stress in thermal SiO2 is compres-
sive with a magnitude of about 300 MPa [7.19]. For
LTO, however, the as-deposited residual stress is tensile,
with a magnitude of about 100 MPa to 400 MPa [7.19].
The addition of phosphorous to LTO decreases the ten-
sile residual stress to about 10 MPa for phosphorus
concentrations of 8% [7.20]. As with polysilicon, the
properties of LTO and PSG are dependent on processing
conditions.

Plasma-enhanced chemical vapor deposition (PECVD)
is another common method to produce oxides of silicon.
Using a plasma to dissociate the gaseous precursors, the
deposition temperatures needed to deposit PECVD ox-
ide films is lower than for LPCVD films. For this reason,
PECVD oxides are quite commonly used as masking,
passivation, and protective layers, especially on devices
that have been coated with metals.

Quartz is the crystalline form of SiO2 and has
interesting properties for MEMS. Quartz is optically
transparent, piezoelectric, and electrically insulating.
Like single crystal Si, quartz substrates are available
as high quality, large area wafers that can be bulk mi-
cromachined using anisotropic etchants. A short review
of the basics of quartz etching by Danel et al. [7.21] is
recommended for those interested in the subject. Quartz
has recently become a popular substrate material for
microfluidic devices due to its optical, electronic, and
chemical properties.

Another SiO2-related material that has recently
found uses in MEMS is spin-on-glass (SOG). SOG is
a polymeric material with a viscosity suitable for spin
coating. Two recent publications illustrate the poten-
tial for SOG in MEMS fabrication. In the first example,
Yasseen et al. [7.22] detailed the development of SOG as
a thick-film sacrificial molding material for thick polysil-
icon films. The authors reported a process to deposit,
polish, and etch SOG films that were 20 microns thick.
The thick SOG films were patterned into molds and filled
with 10 micron-thick LPCVD polysilicon films, pla-
narized by selective CMP, and subsequently dissolved in
a wet etchant containing HCl, HF, and H2O to reveal the
patterned polysilicon structures. The cured SOG films
were completely compatible with the polysilicon depo-
sition process. In the second example, Liu et al. [7.23]
fabricated high-aspect ratio channel plate microstruc-
tures from SOG. Electroplated nickel (Ni) was used

as a molding material, with Ni channel plate molds
fabricated using a conventional LIGA process. The Ni
molds were then filled with SOG, and the sacrificial
Ni molds were removed in a reverse electroplating pro-
cess. In this case, the fabricated SOG structures (over
100 microns tall) were micromachined glass structures
fabricated using a molding material more commonly
used for structural components.

7.1.5 Silicon Nitride

Silicon nitride (Si3N4) is widely used in MEMS for elec-
trical isolation, surface passivation, etch masking, and
as a mechanical material. Two deposition methods are
commonly used to deposit Si3N4 thin films: LPCVD
and PECVD. PECVD silicon nitride is generally non-
stoichiometric (sometimes denoted as SixNy : H) and
may contain significant concentrations of hydrogen. Use
of PECVD silicon nitride in micromachining applica-
tions is somewhat limited because it has a high etch
rate in HF (e.g., often higher than that of thermally
grown SiO2). However, PECVD offers the ability to de-
posit nearly stress-free silicon nitride films, an attractive
property for encapsulation and packaging.

Unlike its PECVD counterpart, LPCVD Si3N4 is
extremely resistant to chemical attack, making it the
material of choice for many Si bulk and surface micro-
machining applications. LPCVD Si3N4 is commonly
used as an insulating layer because it has a resistivity
of 1016 Ω× cm and field breakdown limit of 107 V/cm.
LPCVD Si3N4 films are deposited in horizontal furnaces
similar to those used for polysilicon deposition. Typical
deposition temperatures and pressures range between
700 ◦C to 900 ◦C and 200 mtorr to 500 mtorr, respec-
tively. The standard source gases are dichlorosilane
(SiH2Cl2) and ammonia (NH3). To produce stoichiomet-
ric Si3N4, a NH3 to SiH2Cl2 ratio of 10:1 is commonly
used. The microstructure of films deposited under these
conditions is amorphous.

The residual stress in stoichiometric Si3N4 is large
and tensile, with a magnitude of about 1 GPa. Such
a large residual stress causes films thicker than a few
thousand angstroms to crack. Nonetheless, thin stoi-
chiometric Si3N4 films have been used as mechanical
support structures and electrical insulating layers in
piezoresistive pressure sensors [7.24]. To enable the
use of Si3N4 films for applications that require micron-
thick, durable, and chemically resistant membranes,
SixNy films can be deposited by LPCVD. These films,
often referred to as Si-rich or low-stress nitride, are in-
tentionally deposited with an excess of Si by simply
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decreasing the ratio of NH3 to SiH2Cl2 during depo-
sition. Nearly stress-free films can be deposited using
a NH3 to SiH2Cl2 ratio of 1 : 6, a deposition temper-
ature of 850 ◦C, and a pressure of 500 mtorr [7.25].
The increase in Si content not only leads to a reduc-
tion in tensile stress, but also a decrease in the etch rate
in HF. Such properties have enabled the development
of fabrication techniques that would otherwise not be

feasible with stoichiometric Si3N4. For example, low
stress silicon nitride has been bulk micromachined us-
ing silicon as the sacrificial material. In this case, an
anisotropic Si etchant (TMAH) was used to dissolve
the sacrificial silicon. French et al. [7.26] used PSG as
a sacrificial layer to surface micromachine low-stress
nitride, capitalizing on the HF resistance of the nitride
films.

7.2 Germanium-Based Materials

Like Si, Ge has a long history as a semiconductor de-
vice material, dating back to the development of the
earliest transistors and semiconductor strain gauges. Is-
sues related to the water solubility of germanium oxide,
however, stymied the development of Ge for microelec-
tronic devices. Nonetheless, there is a renewed interest
in using Ge in micromachined devices due to the rela-
tively low processing temperatures required to deposit
the material.

7.2.1 Polycrystalline Ge

Thin polycrystalline Ge (poly-Ge) films can be deposited
by LPCVD at temperatures as low as 325 ◦C on Si, Ge,
and SiGe substrates [7.27]. Ge does not nucleate on
SiO2 surfaces, which prohibits the use of thermal ox-
ides and LTO films as sacrificial layers, but enables
the use of these films as sacrificial molds. Residual
stress in poly-Ge films deposited on Si substrates can
be reduced to nearly zero after short anneals at mod-
est temperatures (30 s at 600 ◦C). Poly-Ge is essentially
impervious to KOH, TMAH, and BOE, enabling the
fabrication of Ge membranes on Si substrates [7.27].
The mechanical properties of poly-Ge are comparable to
polysilicon, having a Young’s modulus of 132 GPa and
a fracture stress between 1.5 GPa and 3.0 GPa [7.28].
Mixtures of HNO3, H2O, and HCl and H2O, H2O2,
and HCl, as well as the RCA SC-1 cleaning solution
isotropically etch Ge. Since these mixtures do not etch
Si, SiO2, Si3N4, and SiN, poly-Ge can be used as
a sacrificial substrate layer in polysilicon surface mi-
cromachining. Using these techniques, devices such as
poly-Ge-based thermistors and Si3N4 membrane-based
pressure sensors, made using poly-Ge sacrificial layers,
have been fabricated [7.27]. Franke et al. [7.28] found no
performance degradation in Si CMOS devices follow-
ing the fabrication of surface micromachined poly-Ge
structures, thus demonstrating the potential for on-chip

integration of Ge electromechanical devices with Si
circuitry.

7.2.2 Polycrystalline SiGe

Like poly-Ge, polycrystalline SiGe (poly-SiGe) is a ma-
terial that can be deposited at temperatures lower than
those required for polysilicon. Deposition processes in-
clude LPCVD, APCVD, and RTCVD (rapid thermal
CVD) using SiH4 and GeH4 as precursor gases. Deposi-
tion temperatures range from 450 ◦C for LPCVD [7.29]
to 625 ◦C by rapid thermal CVD (RTCVD) [7.30]. In
general, the deposition temperature is related to the
concentration of Ge in the films, with higher Ge con-
centrations resulting in lower deposition temperatures.
Like polysilicon, poly-SiGe can be doped with boron
and phosphorus to modify its conductivity. In situ boron
doping can be performed at temperatures as low as
450 ◦C [7.29]. Sedky et al. [7.30] showed that the depo-
sition temperature of conductive films doped with boron
could be further reduced to 400 ◦C if the Ge content was
kept at or above 70%.

Unlike poly-Ge, poly-SiGe can be deposited on
a number of sacrificial substrates, including SiO2 [7.30],
PSG [7.28], and poly-Ge [7.28]. For Ge rich films,
a thin polysilicon seed layer is sometimes used on SiO2
surfaces since Ge does not readily nucleate on oxide
surfaces. Like many compound materials, variations
in film composition can change the physical proper-
ties of the material. For instance, etching of poly-SiGe
by H2O2 becomes significant for Ge concentrations
over 70%. Sedky et al. [7.31] have shown that the
microstructure, film conductivity, residual-stress, and
residual stress gradient are related to the concentra-
tion of Ge in the material. With respect to residual
stress, Franke et al. [7.29] produced in situ boron-
doped films with residual compressive stresses as low as
10 MPa.
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The poly-SiGe, poly-Ge material system is particu-
larly attractive for surface micromachining since H2O2
can be used as a release agent. It has been reported
that poly-Ge etches at a rate of 0.4 microns/min in
H2O2, while poly-SiGe with Ge concentrations below
80% have no observable etch rate after 40 hrs [7.32].
The ability to use H2O2 as a sacrificial etchant makes
the combination of poly-SiGe and poly-Ge extremely
attractive for surface micromachining from the process-
ing, safety, and materials compatibility points of view.
Due to the conformal nature of LPCVD processing,
poly-SiGe structural elements, such as gimbal-based mi-
croactuator structures, have been made by high-aspect
ratio micromolding [7.32]. Capitalizing on the low de-
position temperatures, an integrated MEMS fabrication
process with Si ICs has been demonstrated [7.29].

In this process, CMOS structures are first fabricated
on Si wafers. Poly-SiGe mechanical structures are
then surface micromachined using a poly-Ge sacri-
ficial layer. A significant advantage of this design
is that the MEMS structure is positioned directly
above the CMOS structure, thus reducing the para-
sitic capacitance and contact resistance characteristic
of interconnects associated with side-by-side integra-
tion schemes. Use of H2O2 as the sacrificial etchant
means that no special protective layers are required
to protect the underlying CMOS layer during release.
In addition to its utility as a material for integrated
MEMS devices, poly-SiGe has been identified as a ma-
terial well suited for micromachined thermopiles [7.33]
due to its lower thermal conductivity relative
to Si.

7.3 Metals

It can be argued that of all the material categories as-
sociated with MEMS, metals may be among the most
enabling, since metallic thin films are used in many
different capacities ranging from etch masks used in
device fabrication to interconnects and structural ele-
ments in microsensors and microactuators. Metallic thin
films can be deposited using a wide range of techniques,
including evaporation, sputtering, CVD, and electro-
plating. Since a complete review of the metals used in
MEMS is far beyond the scope of this chapter, the exam-
ples presented in this section were selected to represent
a broad cross section of where metals have found uses
in MEMS.

Aluminum (Al) and gold (Au) are among the most
widely employed metals in microfabricated electronic
and electromechanical devices, as a result of their use
as innerconnect and packaging materials. In addition to
these critical electrical functions, Al and Au are also
desirable as electromechanical materials. One such ex-
ample is the use of Au micromechanical switches for RF
MEMS. For conventional RF applications, chip level
switching is currently performed using FET- and PIN
diode-based solid state devices fabricated from gal-
lium arsenide (GaAs) substrates. Unfortunately, these
devices suffer from insertion losses and poor electri-
cal isolation. In an effort to develop replacements for
GaAs-based solid state switches, Hyman et al. [7.34] re-
ported the development of an electrostatically actuated,
cantilever-based micromechanical switch fabricated on
GaAs substrates. The device consisted of a silicon

nitride-encased Au cantilever constructed on a sacrifi-
cial silicon dioxide layer. The silicon nitride and silicon
dioxide layers were deposited by PECVD, and the Au
beam was electroplated from a sodium sulfite solution
inside a photoresist mold. A thin multilayer of Ti and Au
was sputter deposited in the mold prior to electroplating.
The trilayer cantilever structure was chosen to minimize
the deleterious effects of thermal and process-related
stress gradients in order to produce unbent and ther-
mally stable beams. After deposition and pattering, the
cantilevers were released in HF. The processing steps
proved to be completely compatible with GaAs sub-
strates. The released cantilevers demonstrated switching
speeds better than 50 µs at 25 V with contact lifetimes
exceeding 109 cycles.

In a second example from RF MEMS, Chang
et al. [7.35] reported the fabrication of an Al-based mi-
cromachined switch as an alternative to GaAs FETs
and PIN diodes. In contrast to the work by Hyman
et al. [7.34], this switch utilizes the differences in the
residual stresses in Al and Cr thin films to create bent
cantilever switches that capitalize on the stress differ-
ences in the materials. Each switch is comprised of
a series of linked bimorph cantilevers designed in such
a way that the resulting structure bends significantly out
of the plane of the wafer due to the stress differences in
the bimorph. The switch is drawn closed by electrostatic
attraction. The bimorph consists of metals that can easily
be processed with GaAs wafers, thus making integration
with GaAs devices possible. The released switches were
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relatively slow, at 10 ms, but an actuation voltage of only
26 V was needed to close the switch.

Thin-film metallic alloys that exhibit the shape-
memory effect are of particular interest to the MEMS
community for their potential in microactuators. The
shape-memory effect relies on the reversible transforma-
tion from a ductile martensite phase to a stiff austenite
phase in the material with the application of heat. The
reversible phase change allows the shape-memory ef-
fect to be used as an actuation mechanism, since the
material changes shape during the transition. It has been
found that high forces and strains can be generated from
shape-memory thin films at reasonable power inputs,
thus enabling shape-memory actuation to be used in
MEMS-based microfluidic devices, such as microvalves
and micropumps. Titanium-nickel (TiNi) is among the
most popular of the shape-memory alloys, owing to
its high actuation work density (50 MJ/m3) and large
bandwidth (up to 0.1 kHz) [7.36]. TiNi is also attrac-
tive because conventional sputtering techniques can be
employed to deposit thin films, as detailed in a recent
report by Shih et al. [7.36]. In this study, TiNi films
were deposited by co-sputtering elemental Ti and Ni
targets, and a co-sputtering TiNi alloy and elemental Ti
targets. It was reported that co-sputtering from TiNi and
Ti targets produced better films due to process variations
related to the roughening of the Ni target in the case of
Ti and Ni co-sputtering. The TiNi/Ti co-sputtering pro-
cess has been used to produce shape-memory material
for a silicon spring-based microvalve [7.37].

Use of thin-film metal alloys in magnetic actuator
systems is another example of the versatility of metallic
materials in MEMS. Magnetic actuation in microdevices
generally requires the magnetic layers to be relatively
thick (tens to hundreds of microns) to generate mag-
netic fields of sufficient strength to generate the desired
actuation. To this end, magnetic materials are often de-
posited by thick film methods, such as electroplating.

The thickness of these layers exceeds what can feasibly
be patterned by etching, so plating is often performed
in microfabricated molds made from materials such as
polymethylmethacrylate (PMMA). The PMMA mold
thickness can exceed several hundred microns, so X-rays
are used as the exposure source during the patterning
steps. When necessary, a metallic thin film seed layer is
deposited prior to plating. After plating, the mold is dis-
solved, which frees the metallic component. Known as
LIGA (short for Lithography, Galvanoforming and Ab-
formung), this process has been used to produce a wide
variety of high-aspect ratio structures from plateable ma-
terials, such as nickel-iron (NiFe) magnetic alloys [7.38]
and Ni [7.39].

In addition to elemental metals and simple com-
pound alloys, more complex metallic alloys commonly
used in commerical macroscopic applications are find-
ing their way into MEMS applications. One such
example is an alloy of titanium known as Ti-6Al-4V.
Composed of 88% titanium, 6% aluminum and 4%
vanadium, this alloy is widely used in commercial
aviation due to its weight, strength, and temperature
tolerance. Pornsin-sirirak et al. [7.40] have explored
the use of this alloy in the manufacture of MEMS-
based winged structures for micro aerial vehicles. The
authors considered this alloy not only because of its
weight and strength, but also because of its ductility
and its etching rate at room temperature. The designs
for the wing prototype were modelled after the wings
of bats and various flying insects. For this application,
Ti-alloy structures patterned from bulk (250 µm-thick)
material by an HF/HNO3/H2O etching solution were
used, rather than thin films. Parylene-C (detailed in
Sect. 7.7.3) was deposited on the patterned alloy to
serve as the wing membrane. The miniature micro-
machined wings were integrated into a test setup, and
several prototypes actually demonstrated short duration
flight.

7.4 Harsh Environment Semiconductors

Silicon Carbide (SiC) has long been recognized as the
leading semiconductor for use in high temperature and
high power electronics and is currently receiving atten-
tion as a material for harsh environment MEMS.

7.4.1 Silicon Carbide

SiC is a polymorphic material that exists in cubic, hexag-
onal, and rhombehedral polytypes. The cubic polytype,

called 3C-SiC, has an electronic bandgap of 2.3 eV,
which is over twice that of Si. Numerous hexagonal and
rhombehedral polytypes have been identified, the two
most common being 4H-SiC and 6H-SiC. The electronic
bandgap of 4H- and 6H-SiC is even higher than 3C-SiC
– 2.9 and 3.2 eV, respectively. SiC films can be doped to
create n-type and p-type material. The stiffness of SiC is
quite large relative to Si, with a Young’s modulus ranging
from 300 GPa to 450 GPa, depending on the microstruc-
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ture. SiC is not etched in any wet Si etchants or by XeF2,
a popular dry Si etchant used for releasing device struc-
tures [7.41]. SiC is a material that does not melt, but
rather sublimes at temperatures in excess of 1,800 ◦C.
Single crystal 4H- and 6H-SiC wafers are commercially
available, but smaller in diameter (3 inches) and much
more expensive than Si.

SiC thin films can be grown or deposited using
a number of different techniques. For high-quality sin-
gle crystal films, APCVD and LPCVD processes are
most commonly employed. Homoepitaxial growth of
4H- and 6H-SiC yields high quality films suitable for
microelectronic applications, but only on substrates of
the same polytype. These processes usually employ dual
precursors, such as SiH4 and C3H8, and are performed at
temperatures ranging from 1,500 ◦C to 1,700 ◦C. Epi-
taxial films with p-type or n-type conductivity can be
grown using aluminum and boron for p-type films and
nitrogen and phosphorus for n-type films. Nitrogen is
so effective at modifying the conductivity of SiC that
growth of undoped SiC is extremely challenging, be-
cause the concentrations of residual nitrogen in typical
deposition systems are sufficient for n-type doping.

APCVD and LPCVD can also be used to deposit
3C-SiC on Si substrates. Heteroepitaxy is possible, de-
spite a 20% lattice mismatch, because 3C-SiC and Si
have similar lattice structures. The growth process in-
volves two key steps. The first step, called carbonization,
converts the near surface region of the Si substrate to 3C-
SiC by simply exposing it to a hydrocarbon/hydrogen
mixture at high substrate temperatures (> 1,200 ◦C).
The carbonized layer forms a crystalline template on
which a 3C-SiC film can be grown by adding a silicon-
containing gas to the hydrogen/hydrocarbon mix. The
lattice mismatch between Si and 3C-SiC results in the
formation of crystalline defects in the 3C-SiC film, with
the density being highest in the carbonization layer
and decreasing with increasing thickness. The crystal
quality of 3C-SiC films is nowhere near that of epi-
taxially grown 4H- and 6H-SiC films; however, the
fact that 3C-SiC can be grown on Si substrates en-
ables the use of Si bulk micromachining techniques to
fabricate a host of 3C-SiC-based mechanical devices.
These include microfabricated pressure sensors [7.42]
and nanoelectromechanical resonant structures [7.43].

Polycrystalline SiC (poly-SiC) has proven to be
a very versatile material for SiC MEMS. Unlike sin-
gle crystal versions of SiC, poly-SiC can be deposited
on a variety of substrate types, including such common
surface micromachining materials as polysilicon, SiO2,
and Si3N4, using a much wider range of processes than

epitaxial films. Commonly used deposition techniques
include LPCVD [7.41, 44, 45] and APCVD [7.46, 47].
The deposition of poly-SiC requires much lower sub-
strate temperatures than epitaxial films, ranging from
roughly 700 ◦C to 1,200 ◦C. Amorphous SiC can be de-
posited at even lower temperatures (25 ◦C to 400 ◦C) by
PECVD [7.48] and sputtering [7.49]. The microstruc-
ture of poly-SiC films is temperature, substrate, and
process dependent. For amorphous substrates, such as
SiO2 and Si3N4, APCVD poly-SiC films deposited from
silane and propane are oriented randomly with equiaxed
grains [7.47], whereas for oriented substrates, such as
polysilicon, the texture of the poly-SiC film matches that
of the substrate [7.46]. By comparison, poly-SiC films
deposited by LPCVD from dichlorosilane and acety-
lene are highly textured (111) films with a columnar
microstructure [7.44], while films deposited from disil-
abutane have a distribution of orientations [7.41]. This
variation suggests that device performance can be tai-
lored by selecting the proper substrate and deposition
conditions.

Direct bulk micromachining of SiC is very difficult
due to its chemical inertness. Although conventional
wet chemical techniques are not effective, several elec-
trochemical etch processes have been demonstrated
and used in the fabrication of 6H-SiC pressure sen-
sors [7.50]. The etching processes are selective to the
conductivity of the material, so dimensional control of
the etched structures depends on the ability to form
doped layers, which can only be formed by in situ or
ion implantation processes, since solid source diffusion
is not possible at reasonable processing temperatures.
This constraint somewhat limits the geometrical com-
plexity of the patterned structures, as compared with
conventional plasma-based etching. To fabricate thick
(hundreds of microns), 3-D, high-aspect ratio SiC struc-
tures, a molding technique has been developed [7.39].
The molds are fabricated from Si substrates using deep
reactive ion etching and then filled with SiC using a com-
bination of thin epitaxial and thick polycrystalline film
CVD processes. The thin film process is used to protect
the mold from pitting during the more aggressive mold
filling SiC growth step. The mold filling process coats
all surfaces of the mold with a SiC film as thick as the
mold is deep. To release the SiC structure, the substrate
is first mechanically polished to expose sections of the
Si mold, then the substrate is immersed in a Si etchant
to completely dissolve the mold. This process has been
used to fabricate solid SiC fuel atomizers [7.39], and
a variant has been used to fabricate SiC structures for
micropower systems [7.51].
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In addition to CVD processes, bulk micromachined
SiC structures can be fabricated using sintered SiC pow-
ders. Tanaka et al. [7.52] describe a process in which SiC
components, such as micro gas turbine engine rotors, can
be fabricated from SiC powders using a micro-reaction-
sintering process. The molds are microfabricated from
Si using DRIE and filled with SiC and graphite pow-
ders mixed with a phenol resin. The molds are then
reaction-sintered using a hot isostatic pressing tech-
nique. The SiC components are then released from the
Si mold by wet chemical etching. The authors reported
that the component shrinkage was less than 3%. The
bending strength and Vickers hardness of the micro-
reaction-sintered material was roughly 70 to 80% of
commercially available reaction-sintered SiC, the dif-
ference being attributed to the presence of unreacted Si
in the micro-scale components.

In a related process, Liew et al. [7.54] detail a tech-
nique to create silicon carbon nitride (SiCN) MEMS
structures by molding injectable polymer precursors.
Unlike the aforementioned processes, this technique
uses SU-8 photoresists for the molds. SU-8, detailed
later in this chapter, is a versatile photo-definable poly-
mer in which thick films (hundreds of microns) can
be patterned using conventional UV photolithographic
techniques. After patterning, the molds are filled with
the SiCN-containing polymer precursor, lightly pol-
ished, and then subjected to a multistep heat-treating
process. During the thermal processing steps, the SU-8

150µm

Fig. 7.4 SEM micrograph of a poly-SiC lateral resonant structure
fabricated using a multilayer, micromolding-based micromachining
process [7.53]

mold decomposes, and the SiCN structure is released.
The resulting SiCN structures retain many of the same
properties of stoichiometric SiC.

Although SiC cannot be etched using conventional
wet etch techniques, thin SiC films can be patterned us-
ing conventional dry etching techniques. RIE processes
using fluorinated compounds, such as CHF3 and SF6
combined with O2, an inert gas, or H2. The high oxygen
content in these plasmas generally prohibits the use of
photoresist as a masking material, therefore, hard masks
made of Al, Ni, and ITO are often used. RIE-based SiC
surface micromachining processes with polysilicon and
SiO2 sacrificial layers have been developed for single
layer devices [7.55,56]. Multilayered structures are very
difficult to fabricate by direct RIE because the etch rates
of the sacrificial layers are much higher than the SiC
structural layers, making critical dimensional control
very difficult and RIE-based SiC multilayer processes
impractical.

To address the issues related to RIE of multilayer
SiC structures, a micromolding process for pattern-
ing SiC films on sacrificial layer substrates has been
developed [7.57]. In essence, the micromolding tech-
nique is the thin film analog to the molding-based, bulk
micromachining technique presented earlier. The micro-
molding process utilizes polysilicon and SiO2 films as
both molds and sacrificial substrate layers, with SiO2
molds used with polysilicon sacrificial layers and vica
versa. These films are deposited and patterned using
conventional methods, thus leveraging the well char-
acterized and highly selective processes developed for
polysilicon MEMS. Poly-SiC films are simply deposited
into the micromolds, and mechanical polishing is used
to remove poly-SiC from the top of the molds. Appro-
priate etchants are then used to dissolve the molds and
sacrificial layers. The micromolding method utilizes the
differences in chemical properties of the three materials
in this system in a way that bypasses the difficulties as-
sociated with chemical etching of SiC. This technique
has been extended to multilayer processes that have been
used to fabricate SiC micromotors [7.57] and the lateral
resonant structure shown in Fig. 7.4 [7.53].

Yang et al. [7.43] have recently shown that the chem-
ical inertness of SiC facilitates the fabrication of NEMS
devices. In this work, the authors present a fabrication
method to realize SiC mechanical resonators with sub-
micron thickness and width dimensions. The resonators
were fabricated from ∼ 260 nm-thick 3C-SiC films epi-
taxially grown on (100) Si wafers. The films were
patterned into 150 nm-wide beams ranging in length
from 2 to 8 µm. The beams were etched in a NF3/O2/Ar
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1µm

Fig. 7.5 SEM micrograph of a 3C-SiC nanomechanical
beam resonator fabricated by electron-beam lithography
and dry etching processes (courtesy M. Roukes, Caltech)

plasma using an evaporated Cr etch mask. After pattern-
ing, the beams were released by etching isotropically
the underlying Si using a NF3/Ar plasma. The inertness
of the SiC film to the Si etchant enables the dry release
of the nanomechanical beams. An example of a 3C-SiC
nanomechanical beam is shown in Fig. 7.5.

7.4.2 Diamond

Diamond is commonly known as nature’s hardest ma-
terial, making it ideal for high wear environments.
Diamond has a very large electronic bandgap (5.5 eV),
which makes it attractive for high temperature electron-
ics. Undoped diamond is a high quality insulator with
a dielectric constant of 5.5; however it can be relatively
easily doped with boron to create p-type conductivity.
Diamond has a very high Young’s modulus (1,035 GPa),
making it suitable for high frequency micromachined
resonators, and it is among nature’s most chemically in-
ert materials, making it well suited for harsh chemical
environments.

Unlike SiC, fabrication of diamond MEMS is
currently restricted to polycrystalline and amorphous
material, since epitaxial-quality single-crystal diamond
wafers are not yet commercially available. Polycrys-
talline diamond films can be deposited on Si and SiO2
substrates, but the surfaces often must be seeded by di-
amond powders, or biased with a negative charge to
initiate growth. In general, diamond nucleates much
more readily on Si surfaces than on SiO2 surfaces, an

effect that has been used to selectively pattern diamond
films into micromachined AFM cantilever probes using
SiO2 molding masks [7.58].

Bulk micromachining of diamond is very diffi-
cult given its extreme chemical inertness. Diamond
structures have nevertheless been fabricated using bulk
micromachined Si molds to pattern the structures [7.59].
The Si molds were fabricated using conventional mi-
cromachining techniques and filled with polycrystalline
diamond deposited by hot filament chemical vapor depo-
sition (HFCVD). The HFCVD process uses hydrogen as
a carrier gas and methane as the carbon source. The pro-
cess was performed at a substrate temperature of 850 ◦C
to 900 ◦C and a pressure of 50 mtorr. The Si substrate
was seeded prior to deposition using a diamond par-
ticle/ethanol solution. After deposition, the top surface
of the structure was polished using a hot iron plate. After
polishing, the Si mold was removed in a Si etchant, leav-
ing behind the micromachined diamond structure. This
process was used to produce high-aspect-ratio capillary
channels for microfluidic applications [7.60] and com-
ponents for diffractive optics, laser-to-fiber alignment,
and power device cooling structures [7.61].

Due to the nucleation processes associated with
diamond film growth, surface micromachining of poly-
crystalline diamond thin films requires modifications to
conventional micromachining to facilitate film growth
on sacrificial substrates. Conventional RIE methods
are generally ineffective, so initial work focused on
developing selective deposition techniques. One early
method used selective seeding to form patterned tem-
plates for diamond nucleation. The selective seeding
process employed the lithographic patterning of pho-
toresist that contained diamond powders [7.62]. The
diamond-loaded photoresist was deposited and pat-
terned onto a Cr-coated Si wafer. During the onset of
diamond growth, the patterned photoresist rapidly evap-
orates, leaving behind the diamond seed particles in
the desired locations. A patterned diamond film is then
selectively grown on these locations.

A second process utilizes selective deposition di-
rectly on sacrificial substrate layers. This process
combines conventional diamond seeding with pho-
tolithographic patterning and etching to fabricate
micromachined diamond structures on SiO2 sacrificial
layers [7.63]. The process can be performed in one of
two ways. The first approach begins with the seeding
of an oxidized Si wafer. The wafer is coated with pho-
toresist and photolithographically patterned. Unmasked
regions of the seeded SiO2 film are then partially etched,
forming a surface unfavorable for diamond growth. The
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photoresist is then removed, and a diamond film is de-
posited on the seeded regions. The second approach also
begins with an oxidized Si wafer. The wafer is coated
with photoresist, photolithographically patterned, and
then seeded with diamond particles. The photoresist is
removed, leaving behind a patterned seed layer suitable
for selective growth. These techniques have been suc-
cessfully used to fabricate cantilever beams and bridge
structures.

A third method to surface micromachine polycrys-
talline diamond films follows the conventional approach
of film deposition, dry etching, and release. The chem-
ical inertness of diamond renders most conventional
plasma chemistries useless; however, oxygen-based
ion beam plasmas can be used to etch diamond thin
films [7.64]. A simple surface micromachining process
begins with the deposition of a polysilicon sacrificial
layer on a Si3N4-coated Si wafer. The polysilicon layer
is seeded using diamond slurry, and a diamond film is
deposited by HFCVD. Since photoresist is not resistant
to O2 plasmas, an Al masking film is deposited and pat-
terned. The diamond films are then etched in the O2 ion
beam plasma, and the structures are released by etch-
ing the polysilicon with KOH. This process has been
used to create lateral resonant structures, but a signif-
icant stress gradient in the films rendered the devices
nonoperational.

60µm

Fig. 7.6 SEM micrograph of the folded beam truss of a diamond
lateral resonator. The diamond film was deposited using a seeding-
based hot filament CVD process. The micrograph illustrates the
challenges currently facing diamond MEMS, namely, roughened
surfaces and residual stress gradients

In general, conventional HFCVD requires that the
substrate be pretreated with a seeding layer prior to di-
amond film growth. However, a method called biased
enhanced nucleation (BEN) has been developed that en-
ables the growth of diamond on unseeded Si surfaces.
Wang et al. [7.65] have shown that if Si substrates are
masked with patterned SiO2 films, selective diamond
growth will occur primarily on the exposed Si surfaces,
and a slight HF etch is sufficient to remove the adventi-
tious diamond from the SiO2 mask. This group was able
to use this method to fabricate diamond micromotor
rotors and stators on Si surfaces.

Diamond is a difficult but not impossible mater-
ial to etch using RIE techniques. It is well-known
that diamond will be etched in oxygen plasmas, but
these plasmas are not generally well suited for device
fabrication, because the etches tend to be isotropic.
A recent development, however, suggests that RIE pro-
cesses for diamond are close at hand. Wang et al. [7.65]
describe a process to fabricate a vertically actuated,
doubly clamped micromechanical diamond beam res-
onator using RIE. The process outlined here addresses
two key issues related to diamond surface micro-
machining, namely, residual stress gradients in the
diamond films and diamond patterning techniques.
A microwave plasma CVD reactor was used to grow the
diamond films on sacrificial SiO2 layers pretreated with
a nanocrystalline diamond powder, resulting in a uni-
form nucleation density at the diamond/SiO2 interface.
The diamond films were etched in a CF4/O2 plasma us-
ing Al as a hard mask. Reasonably straight sidewalls
were created, with roughness attributable to the surface
roughness of the faceted diamond film. An Au/Cr drive
electrode beneath the sacrificial oxide remained covered
throughout the diamond patterning steps and, thus, was
undamaged during the diamond etching process.

In conjunction with recent advances in RIE and
micromachining techniques, work is being performed to
develop diamond deposition processes specifically for
MEMS applications. Diamond films grown using con-
ventional techniques, especially processes that require
pre-growth seeding, tend to have high residual stress gra-
dients and roughened surface morphologies as a result of
the highly faceted, large grain polycrystalline films that
are produced by these methods (see Fig. 7.6). The rough
surface morphology degrades the patterning process, re-
sulting in roughened sidewalls in etched structures and
roughened surfaces of films deposited over these layers.
Unlike polysilicon and SiC, a post-deposition polishing
process is not technically feasible for diamond due to
its extreme hardness. For the fabrication of multilayer
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diamond devices, methods to reduce the surface rough-
ness of the as-deposited films are highly desirable. Along
these lines, Krauss et al. [7.66] reported the development
of an ultrananocrystalline diamond film that exhibits
a much smoother surface morphology than comparable
diamond films grown using conventional methods. Un-
like conventional CVD diamond films that are grown

using a mixture of H2 and CH4, the ultrananocrystalline
diamond films are grown from mixtures of Ar, H2, and
C60 or Ar, H2, and CH4. Although the processes are still
under development, Krauss et al. [7.66] have demon-
strated the viability of the ultrananocrystalline diamond
films as conformal coatings on Si surfaces, as well as
their utility in several micromachining processes.

7.5 GaAs, InP, and Related III-V Materials

Gallium Arsenide (GaAs), Indium Phosphide (InP), and
related III-V compounds have favorable piezoelectric
and optoelectric properties, high piezoresistive con-
stants, and wide electronic bandgaps relative to Si,
making them attractive for various sensor and opto-
electronic applications. Like Si, significant research in
bulk crystal growth has led to the development of GaAs
and InP substrates, which are commercially available as
high quality, single crystal wafers. Unlike compound
semiconductors, such as SiC, III-V materials can be
deposited as ternary and quaternary alloys with lattice
constants that closely match the binary compounds from
which they are derived (i. e., AlxGa1−xAs and GaAs),
thus permitting the fabrication of a wide variety of
heterostructures that facilitate device performance.

Crystalline GaAs has a zinc blend crystal structure
with an electronic bandgap of 1.4 eV, enabling GaAs
electronic devices to function at temperatures as high
as 350 ◦C [7.67]. High quality, single crystal wafers
are commercially available, as are well developed met-
alorganic chemical vapor deposition (MOCVD) and
molecular beam epitaxy (MBE) growth processes for
epitaxial layers of GaAs and its alloys. GaAs does not
outperform Si in terms of mechanical properties, how-
ever, its stiffness and fracture toughness are still suitable
for micromechanical devices.

Micromachining of GaAs is relatively straightfor-
ward, since many of its lattice-matched ternary and
quaternary alloys have sufficiently different chemical
properties to allow their use as sacrificial layers [7.68].
For example, the most common ternary alloy for GaAs
is AlxGa1−xAs. For values of x less than or equal
to 0.5, etchants containing mixtures of HF and H2O
will etch AlxGa1−xAs without attacking GaAs, while
etchants containing NH4OH and H2O2 attack GaAs
isotropically, but do not etch AlxGa1−xAs. Such se-
lectivity enables the micromachining of GaAs wafers
using lattice-matched etch stops and sacrificial lay-

ers. Devices fabricated using these methods include
comb drive lateral resonant structures [7.68], pressure
sensors [7.69, 70], thermopile sensors [7.71], Fabry–
Perot detectors [7.72], and cantilever-based sensors
and actuators [7.73, 74]. In addition, nanoelectrome-
chanical devices, such as suspended micromechanical
resonators [7.75] and tethered membranes [7.76], have
been fabricated using these techniques. An example of
a nanoelectromechanical beam structure fabricated from
GaAs is shown in Fig. 7.7.

In addition to using epitaxial layers as etch stops,
ion implantation methods can also be used to produce
etch stops in GaAs layers. Miao et al. [7.77] describe
a process that uses electrochemical etching to selec-
tively remove n-type GaAs layers. The process relies
on the creation of a highly resistive near surface GaAs
layer on an n-type GaAs substrate by low dose nitrogen
implantation in the MeV energy range. A pulsed electro-
chemical etch method using a H2PtCl6, H3PO4, H2SO4
platinum electrolytic solution at 40 ◦C with 17 V, 100 ms
pulses is sufficient to selectively remove n-type GaAs at
about 3 µm/min. Using this method, stress-free, tethered
membranes could readily be fabricated from the high re-
sistive GaAs layer. The high implant energies enable the
fabrication of membranes several microns in thickness.
Moreover, the authors demonstrated that if the GaAs
wafer were etched in such a way as to create an undulat-
ing surface prior to ion implantation, corrugated mem-
branes could be fabricated. These structures can sustain
much higher deflection amplitudes than flat structures.

Micromachining of InP closely resembles the tech-
niques used for GaAs. Many of the properties of
InP are similar to GaAs in terms of crystal structure,
mechanical stiffness, and hardness. However, the op-
tical properties of InP make it particularly attractive
for micro-optomechanical devices to be used in the
1.3 to 1.55 µm wavelength range [7.78]. Like GaAs,
single crystal wafers of InP are readily available, and
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1µm

Fig. 7.7 SEM micrograph of a GaAs nanomechanical beam res-
onator fabricated by epitaxial growth, electron-beam lithography,
and selective etching (courtesy of M. Roukes, Caltech)

ternary and quaternary lattice-matched alloys, such
as InGaAs, InAlAs, InGaAsP, and InGaAlAs, can be
used as either etch stop and/or sacrificial layers, de-

pending on the etch chemistry [7.68]. For instance,
InP structural layers deposited on In0.53Al0.47As sac-
rificial layers can be released using etchants containing
C6H8O7, H2O2, and H2O. In addition, InP films and
substrates can be etched in solutions containing HCl
and H2O using In0.53Ga0.47As films as etch stops. Us-
ing InP-based micromachining techniques, multi-air gap
filters [7.79], bridge structures [7.78], and torsional
membranes [7.72] have been fabricated from InP and
its related alloys.

In addition to GaAs and InP, materials such as in-
dium arsenide (InAs) can be micromachined into device
structures. Despite a 7% lattice mismatch between InAs
and (111) GaAs, high quality epitaxial layers can be
grown on GaAs substrates. As described by Yamaguchi
et al. [7.80], the surface Fermi level of InAs/GaAs
structures is pinned in the conduction band, enabling
the fabrication of very thin conductive membranes. In
fact, the authors have successfully fabricated freestand-
ing InAs structures that range in thickness from 30 to
300 nm. The thin InAs films were grown directly on
GaAs substrates by MBE and etched using a solution
containing H2O, H2O2, and H2SO4. The structures,
mainly doubly clamped cantilevers, were released by
etching the GaAs substrate using a H2O/H2O2/NH4OH
solution.

7.6 Ferroelectric Materials

Piezoelectric materials play an important role in MEMS
technology for sensing and mechanical actuation appli-
cations. In a piezoelectric material, mechanical stress
produces a polarization, and, conversely, a voltage-
induced polarization produces a mechanical stress.
Many asymmetric materials, such as quartz, GaAs,
and zinc oxide (ZnO), exhibit some piezoelectric be-
havior. Recent work in MEMS has focussed on the
development of ferroelectric compounds, such as lead
zirconate titanate, Pb(ZrxTi1−x)O3, or PZT for short,
because such compounds have high piezoelectric con-
stants that result in high mechanical transduction.
It is relatively straightforward to fabricate a PZT
structure on top of a thin freestanding structural
layer (i. e., cantilever, diaphragm). Such a capabil-
ity enables the piezoelectric material to be used in
sensor applications or actuator applications for which
piezoelectric materials are particularly well suited.
Like Si, PZT films can be patterned using dry etch

techniques based on chlorine chemistries, such as
Cl2/CCl4, as well as ion beam milling using inert gases
like Ar.

PZT has been successfully deposited in thin film
form using co-sputtering, CVD, and sol-gel processing.
Sol-gel processing is particularly attractive because the
composition and homogeneity of the deposited mater-
ial over large surface areas can be readily controlled.
The sol-gel process outlined by Lee et al. [7.81] uses
PZT solutions made from liquid precursors contain-
ing Pb, Ti, Zr, and O. The solution is deposited by
spin coating on a Si wafer that has been coated with
a Pt/Ti/SiO2 thin film multilayer. The process is exe-
cuted to produce a PZT film in layers, with each layer
consisting of a spin-coated layer that is dried at 110 ◦C
for 5 min and then heat treated at 600 ◦C for 20 min.
After building up the PZT layer to the desired thick-
ness, the multilayer was heated at 600 ◦C for up to 6 hrs.
Prior to this anneal, a PbO top layer was deposited on
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the PZT surface. An Au/Cr electrode was then sputter-
deposited on the surface of the piezoelectric stack. This
process was used to fabricate a PZT-based force sensor.
Xu et al. [7.82] describe a similar sol-gel process to pro-
duce 12 µm-thick, crack-free PZT films on Pt-coated Si
wafers and 5 µm-thick films on insulating ZrO2 layers to
produce micromachined MHz-range, two-dimensional
transducer arrays for acoustic imaging.

Thick film printing techniques for PZT have been
developed to produce thick films in excess of 100 µm.
Such thicknesses are desired for applications that re-
quire actuation forces that cannot be achieved with the
much thinner sol-gel films. Beeby et al. [7.83] describe

a thick film printing process whereby a PZT paste is
made from a mixture of 95% PZT powder, 5% lead
borosilicate powder, and an organic carrier. The paste
was then printed through a stainless steel screen using
a thick film printer. Printing was performed on an oxi-
dized Si substrate that is capped with a Pt electrode. After
printing, the paste was dried and then fired at 850 ◦C to
950 ◦C. Printing could be repeated to achieve the desired
thickness. The top electrode consisted of an evaporated
Al film. The authors found that it was possible to per-
form plasma-based processing on the printed substrates,
but that the porous nature of the printed PZT films made
them unsuitable for wet chemical processing.

7.7 Polymer Materials

Polyimides comprise an important class of durable poly-
mers that are well suited for many of the techniques used
in conventional MEMS processing. In general, poly-
imides can be acquired in bulk, or deposited as thin
films by spin coating. Polyimides can be patterned us-
ing conventional dry etching techniques and processed
at relatively high temperatures. These attributes make
polyimides an attractive group of polymers for MEMS
that require polymer structural and/or substrate lay-
ers, such as microfabricated biomedical devices, for
which inertness and flexibility are important parame-
ters.

7.7.1 Polyimide

Shearwood et al. [7.84] explored the use of polyimide
as a robust mechanical material for microfabricated
audio membranes. The authors fabricated 7 µm-thick,
8 mm-diameter membranes on GaAs substrates by bulk
micromachining the GaAs substrate using a NH3/H2O2
solution. They realized 100% yield and, despite a low
Young’s modulus (∼ 3 GPa), observed flat membranes
to within 1 nm after fabrication.

Jiang et al. [7.85] capitalized on the strength and
flexibility of polyimide to fabricate a flexible sheer-
stress sensor array based on Si sensors. The sensor array
consisted of a collection of Si islands linked by two poly-
imide layers. Each Si sensor island was 250 × 250 µm2

in area and 80 µm in thickness. Al was used as an
electrical innerconnect layer. The two polyimide lay-
ers served as highly flexible hinges, giving the sensor
array the ability to be mounted on curved surfaces. The
sensor array was successful in profiling the shear-stress

distribution along the leading edge of a rounded delta
wing.

The chemical and temperature durability of poly-
imides enables their use as a sacrificial layer for a number
of commonly used materials, such as evaporated or
sputter-deposited metals. Memmi et al. [7.86] developed
a fabrication process for capacitive micromechanical ul-
transonic transducers using polyimide as a sacrificial
layer. The authors showed that the polyimide could with-
stand the conditions used to deposit silicon monoxide
by evaporation and silicon nitride by PECVD at 400 ◦C.
Recent work by Bagolini et al. [7.87] has shown that
polyimides can even be used as sacrificial layers for
PECVD SiC.

In the area of microfabricated biomedical devices,
polyimide is receiving attention as a substrate material
for implantable devices, owing to its potential bio-
compatiblity and mechanical flexibility. Stieglitz [7.88]
reported on the fabrication of multichannel micro-
electrodes on polyimide substrates. Instead of using
polyimide sheets as starting substrates, Si carrier wafers
coated with a 5 µm-thick polyimide film were used. Pt
microelectrodes were then fabricated on these substrates
using conventional techniques. Thin polyimide layers
were deposited between various metal layers to serve as
insulating layers. A capping polyimide layer was then
deposited on the top of the substrates, and the entire
polyimide/metal structure was peeled off the Si carrier
wafers. Backside processing was then performed on the
freestanding polyimide structures to create devices that
have exposed electrodes on both surfaces. In a later pa-
per, Stieglitz et al. [7.89] describe a variation of this
process for neural prostheses.
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7.7.2 SU-8

SU-8 is a negative-tone, epoxy-like photoresist that is
receiving much attention for its versatility in MEMS
processing. It is a high-aspect-ratio, UV-sensitive resist
designed for applications requiring single-coat resists
with thicknesses on the order of 500 microns [7.90].
SU-8 has favorable chemical properties that enable it
to be used as a molding material for high-aspect-ratio
electroplated structures (as an alternative to LIGA), and
as a structural material for microfluidics [7.90]. In terms
of mechanical properties, Lorenz et al. [7.91] reported
that SU-8 has a modulus of elasticity of 4.02 GPa, which
compares favorably with a commonly used polyamid
(3.4 GPa).

In addition to the aforementioned conventional uses
for SU-8, several interesting alternative uses are begin-
ning to appear in the literature. Conradie et al. [7.92]
have used SU-8 to trim the mass of silicon paddle os-
cillators as a means to adjust the resonant frequency of
the beams. The trimming process involves the pattern-
ing of SU-8 posts on Si paddles. The process capitalizes
on the relative chemical stability of the SU-8 resin, in
conjunction with the relatively large masses that can be
patterned using standard UV exposure processes.

SU-8 is also of interest as a bonding layer material for
wafer bonding processes using patterned bonding layers.
Pan et al. [7.93] compared several UV photo-definable
polymeric materials and found that SU-8 exhibited the
highest bonding strength (20.6 MPa) for layer thick-
nesses up to 100 µm.

7.7.3 Parylene

Parylene (poly-paraxylylene) is another emerging poly-
meric MEMS material due in large part to its

biocompatibility. It is particularly attractive from the
fabrication perspective, because it can be deposited by
CVD at room temperature. Moreover, the deposition
process is conformal, which enables parylene coatings
to be applied to prefabricated structures, such as Si mi-
croneedles [7.94], low stress silicon nitride membrane
particle filters [7.95], and micromachined polyimide/Au
optical scanners [7.96]. In the first two cases, the pary-
lene coating served to strengthen the microfabricated
structures, while in the last case, it served to protect the
structure from condensing water vapor.

In addition to its function as a protective coat-
ing, parylene can actually be micromachined into
freestanding components. Noh et al. [7.97] demon-
strated a method to create bulk micromachined parylene
microcolumns for miniature gas chromatographs. The
structure is fabricated using a micromolding technique
by which Si molds are fabricated by DRIE and coated
with parylene to form three sides of the microcol-
umn. A second wafer is coated with parylene, and
the two are bonded together via a fusion bonding pro-
cess. After bonding, the structure is released from the
Si mold by KOH etching. In a second example, Yao
et al. [7.98] describe a dry release process for pary-
lene surface micromachining. In this process, sputtered
Si is used as a sacrificial layer onto which a thick
sacrificial photoresist is deposited. Parylene is then
deposited on the photoresist and patterned into the de-
sired structural shape. The release procedure is a two
step process. First, the photoresist is dissolved in ace-
tone. This results in the parylene structure sticking
to the sputtered Si. Next, a dry BrF3 etch is per-
formed, which dissolves the Si and releases the parylene
structures. Parylene beams that were 1 mm long and
4.5 µm thick were successfully fabricated using this
technique.

7.8 Future Trends

The rapid expansion of MEMS in recent years is due
in large part to the inclusion of new materials that have
expanded the functionality of microfabricated devices
beyond what is achievable in silicon. This trend will
certainly continue as new application areas for micro-
and nanofabricated devices are identified. Many of these
applications will likely require both new materials and
new processes to fabricate the micro- and nanomachined
devices for these yet to be identified applications. Cur-

rently, conventional micromachining techniques employ
a top-down approach that begins with either bulk sub-
strates or thin films. Future MEMS and NEMS will likely
incorporate materials that are created using a bottom-up
approach. A significant challenge facing device design
and fabrication engineers alike will be how to marry
top-down and bottom-up approaches to create devices
and systems that cannot be made using either process
alone.
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MEMS/NEMS D8. MEMS/NEMS Devices and Applications

Microelectromechanical Systems (MEMS) have
played key roles in many important areas,
for example transportation, communication,
automated manufacturing, environmental
monitoring, health care, defense systems, and
a wide range of consumer products. MEMS
are inherently small, thus offering attractive
characteristics such as reduced size, weight,
and power dissipation and improved speed
and precision compared to their macroscopic
counterparts. Integrated circuits (IC) fabrication
technology has been the primary enabling
technology for MEMS besides a few special
etching, bonding and assembly techniques.
Microfabrication provides a powerful tool for batch
processing and miniaturization of electromech-
anical devices and systems into a dimensional
scale, which is not achievable by conventional
machining techniques. As IC fabrication technology
continues to scale toward deep sub-micron
and nano-meter feature sizes, a variety of
nanoelectromechanical systems (NEMS) can be
envisioned in the foreseeable future. Nano-scale
mechanical devices and systems integrated with
nanoelectronics will open a vast number of
new exploratory research areas in science and
engineering. NEMS will most likely serve as an
enabling technology merging engineering with the
life sciences in ways that are not currently feasible
with the micro-scale tools and technologies. MEMS
has been applied to a wide range of fields. Over
hundreds of micro-devices have been developed
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for specific applications. It is thus difficult
to provide an overview covering every aspect
of the topic. In this chapter, key aspects of
MEMS technology and application impacts are
illustrated through selecting a few demonstrative
device examples, which consist of pressure
sensors, inertial sensors, optical and wireless
communication devices. Microstructure examples
with dimensions on the order of sub-micron
are presented with fabrication technologies for
future NEMS applications. Although MEMS has
experienced significant growth over the past
decade, many challenges still remain. In broad
terms, these challenges can be grouped into three
general categories; (1) fabrication challenges,
(2) packaging challenges, and (3) application
challenges. Challenges in these areas will, in large
measure, determine the commercial success of
a particular MEMS device both in technical and
economic terms. This chapter presents a brief
discussion of some of these challenges as well as
possible approaches to address them.

Microelectromechanical systems, generally referred to
as MEMS, has had a history of research and develop-
ment spanning a few decades. Besides the traditional
microfabricated sensors and actuators, the field covers
micromechanical components and systems integrated or
micro-assembled with electronics on the same substrate
or package, achieving high performance functional sys-
tems. These devices and systems have played key roles
in many important areas, such as transportation, com-

munication, automated manufacturing, environmental
monitoring, health care, defense systems, and a wide
range of consumer products. MEMS are inherently
small, thus offering such attractive characteristics as
reduced size, weight, and power dissipation, as well
as improved speed and precision compared to their
macroscopic counterparts. The development of MEMS
requires appropriate fabrication technologies that enable
the definition of small geometries, precise dimension
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Fig. 8.1 SEM micrograph of a polysilicon microelectro-
mechanical motor [8.1]

control, design flexibility, interfacing with microelec-
tronics, repeatability, reliability, high yield, and low cost.
Integrated circuits (IC) fabrication technology meets all
of the above criteria and has been the primary enabling
fabrication technology for MEMS, besides a few special
etching, bonding and assembly techniques. Microfabri-
cation provides a powerful tool for batch processing and
miniaturization of electromechanical devices and sys-
tems into a dimensional scale, which is not achievable
by conventional machining techniques. Most MEMS de-
vices exhibit a length or width ranging from micrometers
to several hundreds of micrometers with a thickness from
submicrometer up to tens of micrometers, depending
upon the fabrication technique employed. A physical
displacement of a sensor or an actuator is typically
on the same order of magnitude. Figure 8.1 shows
an SEM micrograph of a microelectromechanical mo-
tor developed in the late 1980s [8.1]. Polycrystalline
silicon (polysilicon) surface micromachining technol-
ogy was used to fabricate the micromotor, achieving
a diameter of 150 µm and a minimum vertical feature
size on the order of a micrometer. A probe tip is also
shown in the micrograph for a size comparison. This
device example, and similar others [8.2], demonstrated
what MEMS technology could accomplish in microscale

machining at the time and served as a strong tech-
nology indicator for continued MEMS development.
The field has expanded greatly in recent years along
with rapid technology advances. Figure 8.2, for ex-
ample, shows a photo of micro-gears fabricated in the
mid-1990s using a five-level polysilicon surface micro-
machining technology [8.3]. This device represents one
of the most advanced surface micromachining fabrica-
tion processes developed to date. One can imagine that
a wide range of sophisticated microelectromechanical
devices and systems can be realized through applying
such technology in the future. As IC fabrication tech-
nology continues to scale toward deep submicron and
nanometer feature sizes, a variety of nanoelectrome-
chanical systems (NEMS) can be envisioned in the near
future. Nanoscale mechanical devices and systems in-
tegrated with nanoelectronics will open a vast number
of new exploratory research areas in science and engi-
neering. NEMS will most likely serve as an enabling
technology, merging engineering with the life sciences
in ways that are not currently feasible with microscale
tools and technologies.

This chapter will provide a general overview of
MEMS and NEMS devices and their applications.
MEMS technology has been applied to a wide range
of fields. Over hundreds of micro-devices have been
developed for specific applications. Therefore, it is dif-
ficult to provide an overview that covers every aspect
of the topic. It is the authors’ intent to illustrate key as-
pects of MEMS technology, and its impact on specific
applications by selecting a few demonstrative device
examples. For a wide-ranging discussion of nearly all
types of micromachined sensors and actuators, books
by Kovacs [8.4] and Senturia [8.5] are recommended.

Travel direction

Fig. 8.2 SEM micrograph of polysilicon micro-gears [8.5]
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8.1 MEMS Devices and Applications

MEMS devices have played key roles in many areas
of development. Microfabricated sensors, actuators, and
electronics are the most critical components in im-
plementing a complete system for a specific function.
Microsensors and actuators can be fabricated by var-
ious micromachining processing technologies. In this
section, a number of selected MEMS devices are pre-
sented to illustrate the basic device operating principles,
as well as demonstrate key aspects of microfabrication
technology and its application impact.

8.1.1 Pressure Sensor

Pressure sensors are one of the early devices realized
by silicon micromachining technologies and have be-
come successful commercial products. The devices have
been widely used in various industrial and biomedical
applications. The sensors can be based on piezoelec-
tric, piezoresistive, capacitive, and resonant sensing
mechanisms. Silicon bulk and surface micromachining
techniques have been used for sensor batch fabri-
cation, thus achieving size miniaturization and low
cost. Two types of pressure sensors – piezoresistive
and capacitive – are described here for illustration
purposes.

Piezoresistive Sensor
The piezoresistive effect in silicon has been widely
used for implementing pressure sensors. A pressure-
induced strain deforms the silicon band structure, thus
changing the resistivity of the material. The piezoresis-
tive effect is typically crystal-orientation dependent and
is also affected by doping and temperature. A practi-
cal piezoresistive pressure sensor can be implemented
by fabricating four sensing resistors along the edges of
a thin silicon diaphragm, which acts as a mechanical
amplifier to increase the stress and strain at the sensor
site. The four sensing elements are connected in a bridge
configuration with push-pull signals to increase the sen-
sitivity. The measurable pressure range for such a sensor
can be from 10−3 to 106 torr, depending on the design.
An example of a piezoresistive pressure sensor is shown
in Fig. 8.3. The device consists of a silicon diaphragm
suspended over a reference vacuum cavity to form an
absolute pressure sensor. An external pressure applied
over the diaphragm introduces a stress on the sensing
resistors, resulting in a resistance value change corre-
sponding to the pressure. The fabrication sequence is
outlined as follows. The piezoresistors are typically first

formed through a boron diffusion process, followed by
a high temperature annealing step in order to achieve
a resistance value on the order of a few kilo-ohms. The
wafer is then passivated with a silicon dioxide layer, and
contact windows are opened for metallization. At this
point, the wafer is patterned on the backside, followed by
a timed silicon wet etch to form the diaphragm, typically
having a thickness around a few tens of micrometers. The
diaphragm can have a length of several hundreds of mi-
crometers. A second silicon wafer is then bonded to the
device wafer in a vacuum to form a reference vacuum
cavity, thus completing the fabrication process. The sec-
ond wafer can also be further etched through to form an
inlet port, implementing a gauge pressure sensor [8.6].
The piezoresistive sensors are simple to fabricate and can
be readily interfaced with electronic systems. However,
the resistors are temperature dependent and consume
DC power. Long-term characteristic drift and resistor
thermal noise ultimately limit the sensor resolution.

Capacitive Sensor
Capacitive pressure sensors are attractive because they
are virtually temperature independent and consume zero
DC power. The devices do not exhibit initial turn-on drift
and are stable over time. Furthermore, CMOS micro-
electronic circuits can be readily interfaced with the
sensors to provide advanced signal conditioning and
processing, thus improving overall system performance.
An example of a capacitive pressure sensor is shown in
Fig. 8.4. The device consists of an edge-clamped sil-
icon diaphragm suspended over a vacuum cavity. The
diaphragm can be square or circular with a typical thick-
ness of a few micrometers and a length or radius of
a few hundred micrometers, respectively. The vacuum

Diffused resistor MetallizationOxide passivation

Silicon wafer

Silicon wafer

Vacuum cavity

Fig. 8.3 Cross-sectional schematic of a piezoresistive pres-
sure sensor
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Silicon wafer

Vacuum cavity

Silicon diaphragmMetallization Oxide

Fig. 8.4 Cross-sectional schematic of a capacitive pressure
sensor

cavity typically has a depth of a few micrometers. The
diaphragm and substrate form a pressure dependent air-
gap variable capacitor. An increased external pressure
causes the diaphragm to deflect towards the substrate,
resulting in an increase in the capacitance value. A sim-
plified fabrication process can be outlined as follows.
A silicon wafer is first patterned and etched to form
the cavity. The wafer is then oxidized and bonded to
a second silicon wafer with a heavily doped boron layer,
which defines the diaphragm thickness, at the surface.
The bonding process can be performed in a vacuum to
realize the vacuum cavity. If the vacuum bonding is not
performed at this stage, a low-pressure sealing process
can be used to form the vacuum cavity after patterning
the sensor diaphragm, provided that sealing channels
are available. The silicon substrate above the boron
layer is then removed through a wet etching process,
followed by patterning to form the sensor diaphragm,
which serves as the device top electrode. Contact pads
are formed by metallization and patterning. This type of
pressure sensor exhibits a nonlinear characteristic and
a limited dynamic range. These phenomena, however,
can be alleviated by applying an electrostatic-force-
balanced feedback architecture. A common practice is
to introduce another electrode above the sensing di-
aphragm through wafer bonding [8.7], forming two
capacitors in series, with the diaphragm being the middle
electrode. The capacitors are interfaced with electronic
circuits, that convert the sensor capacitance value to
an output voltage corresponding to the diaphragm po-
sition. This voltage is further processed to generate
a feedback signal to the top electrode, thereby intro-
ducing an electrostatic pull up force to maintain the
deflectable diaphragm at its nominal position. This neg-
ative feedback loop would substantially minimize the
device nonlinearity and also extend the sensor dynamic
range.

A capacitive pressure sensor achieving an inherent
linear characteristic response and a wide dynamic range

Silicon wafer

Silicon diaphragmMetallization

OxideVacuum cavity

Fig. 8.5 Cross-sectional schematic of a touch-mode cap-
acitive pressure sensor

can be implemented by employing a touch mode ar-
chitecture [8.8]. Figure 8.5 shows the cross-sectional
view of a touch-mode pressure sensor. The device con-
sists of an edge-clamped silicon diaphragm suspended
over a vacuum cavity. The diaphragm deflects under an
increasing external pressure and touches the substrate,
causing a linear increase in the sensor capacitance value
beyond the touch point pressure. Figure 8.6 shows a typ-
ical device characteristic curve. The touch point pressure
can be designed by engineering the sensor geometric
parameters, such as diaphragm size, thickness, cavity
depth, etc., for various application requirements. The
device can be fabricated using a process flow similar to
the flow outlined for the basic capacitive pressure sensor.
Figure 8.7 presents a photo of a fabricated touch-mode
sensor employing a circular diaphragm with a diam-
eter of 800 µm and a thickness of 5 µm suspended over
a 2.5 µm vacuum cavity. The device achieves a touch
point pressure of 8 psi and exhibits a linear capacitance
range of 33 pF at 10 psi to 40 pF at 32 psi (absolute
pressures).

The above processes use bulk silicon materials
for machining and are usually referred to as bulk

Capacitance (pF)

Pressure (psi)Touch point pressure

Fig. 8.6 Characteristic response of a touch-mode capaci-
tive pressure
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Suspended diaphragm (0.8 mm diameter)

Diaphragm bond pad Substrate contact pad

Fig. 8.7 Photo of a touch-mode capacitive pressure sen-
sor [8.12]

micromachining. The same devices can also be fabri-
cated using so-called surface micromachining. Surface
micromachining technology is attractive for integrat-
ing MEMS sensors with on-chip electronic circuits.
As a result, advanced signal processing capabilities,
such as data conversion, offset and noise cancella-
tion, digital calibration, temperature compensation, etc.,
can be implemented adjacent to microsensors on the
same substrate, providing a complete, high performance
microsystem solution. The single chip approach also
eliminates external wiring, which is critical for minimiz-
ing noise pickup and enhancing system performance.
Surface micromachining, simply stated, is a method
of fabricating MEMS through depositing, patterning,
and etching a sequence of thin films with thicknesses
on the order of a micrometer. Figure 8.8 illustrates
a typical surface micromachining process flow [8.9].
The process starts by depositing a layer of sacrificial
material, such as silicon dioxide, over a wafer, fol-
lowed by anchor formation. A structural layer, typically
a polysilicon film, is deposited and patterned. The un-

Substrate

Substrate

Substrate

Air gap

Anchor Sacrificial layer

Structural layer

Fig. 8.8 Simplified fabrication sequence of surface micro-
machining technology

derlying sacrificial layer is then removed to release the
suspended microstructure and complete the fabrication
sequence. The processing materials and steps are com-
patible with the standard integrated circuit process and,
thus, can be readily incorporated as an add-on module
to an IC process [8.9–11]. A similar surface micro-
machining technology has been developed to produce
monolithic pressure sensor systems [8.12]. Figure 8.9
shows an SEM micrograph of an array of MEMS
capacitive pressure sensors fabricated with BiCMOS
electronics on the same substrate. Each sensor con-
sists of a 0.8 µm-thick circular polysilicon membrane
with a diameter on the order of 20 µm suspended over
a 0.3 µm-deep vacuum cavity. The devices operate us-
ing the same principle as the sensor shown in Fig. 8.4.
A close view of the sensor cross section is shown in
Fig. 8.10, which shows the suspended membrane and
underneath air gap. These sensors have demonstrated
operations in pressure ranges up to 400 bar with an
accuracy of 1.5%.

8.1.2 Inertial Sensor

Micromachined inertial sensors consist of accelerom-
eters and gyroscopes. These devices are one of the
important types of silicon-based MEMS sensors that
have been successfully commercialized. MEMS ac-
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6.67 µm

Fig. 8.9 SEM micrograph of polysilicon surface-microma-
chined capacitive pressure sensors [8.12]

3.75 µm

Fig. 8.10 SEM micrograph of a close-up view of
a polysilicon surface-micromachined capacitive pressure
sensor [8.12]

celerometers alone have the second largest sales volume
after pressure sensors. Gyroscopes are expected to
reach a comparable sales volume in the foreseeable fu-
ture. Accelerometers have been used in a wide range
of applications, including automotive application for
safety systems, active suspension and stability con-
trol, biomedical application for activity monitoring, and
numerous consumer products, such as head-mount dis-
plays, camcorders, three-dimensional mouse, etc. High
sensitivity accelerometers are crucial for implementing

self-contained navigation and guidance systems. A gy-
roscope is another type of inertial sensor that measures
rate or angle of rotation. The devices can be used along
with accelerometers to provide heading information in
an inertial navigation system. Gyroscopes are also useful
in such applications as automotive ride stabilization and
rollover detection, camcorder stabilization, virtual real-
ity, etc. Inertial sensors fabricated by micromachining
technology can achieve reduced size, weight, and cost,
all which are critical for consumer applications. More
importantly, these sensors can be integrated with micro-
electronic circuits to achieve a functional microsystem
with high performance.

Accelerometer
An accelerometer generally consists of a proof mass sus-
pended by compliant mechanical suspensions anchored
to a fixed frame. An external acceleration displaces
the support frame relative to the proof mass. The dis-
placement can result in an internal stress change in
the suspension, which can be detected by piezoresis-
tive sensors as a measure of the external acceleration.
The displacement can also be detected as a capacitance
change in capacitive accelerometers. Capacitive sensors
are attractive for various applications because they ex-
hibit high sensitivity and low temperature dependence,
turn-on drift, power dissipation, and noise. The sensors
can also be readily integrated with CMOS electronics
to perform advanced signal processing for high system
performance. Capacitive accelerometers may be divided
into two categories: vertical and lateral sensors. Fig-
ure 8.11 shows sensor structures for the two versions.
In a vertical device, the proof mass is suspended above
the substrate electrode by a small gap typically on the
order of a micrometer, forming a parallel-plate sense
capacitance. The proof mass moves in the direction per-
pendicular to the substrate (z-axis) upon a vertical input
acceleration, thus changing the gap and the capacitance
value. The lateral accelerometer consists of a number
of movable fingers attached to the proof mass, forming
a sense capacitance with an array of fixed parallel fin-
gers. The sensor proof mass moves in a plane parallel
to the substrate when subjected to a lateral input accel-
eration, thus changing the overlap area of these fingers
and, hence, the capacitance value. Figure 8.12 shows
an SEM top view of a surface micromachined polysil-
icon z-axis accelerometer [8.13]. The device consists of
a 400 µm × 400 µm proof mass with a thickness of 2 µm
suspended above the substrate electrode by four folded
beam suspensions with an air gap around 2 µm, thus
achieving a sense capacitance of approximately 500 fF.
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The visible holes are used to ensure complete removal
of the sacrificial oxide underneath the proof mass at
the end of the fabrication process. The sensor can be
interfaced with a microelectronic charge amplifier, con-
verting the capacitance value to an output voltage for
further signal processing and analysis. Force feedback
architecture can be applied to stabilize the proof mass
position. The combs around the periphery of the proof
mass can exert an electrostatic levitation force on the
proof mass to achieve the position control, thus im-
proving the system frequency response and linearity
performance [8.13].

Surface micromachined accelerometers typically
suffer from severe mechanical thermal vibration, com-
monly referred to as Brownian motion [8.14], due to the
small proof mass, resulting in a high mechanical noise
floor that ultimately limits the sensor resolution. Vacuum
packaging can be employed to minimize this adverse ef-
fect, but with a penalty of increasing system complexity
and cost. Accelerometers using large proof masses fab-
ricated by bulk micromachining, or a combination of
surface and bulk micromachining techniques are attrac-
tive for circumventing this problem. Figure 8.13 shows
an SEM micrograph of an all-silicon z-axis accelerom-
eter fabricated through a single silicon wafer by using
a combined surface and bulk micromachining process
to obtain a large proof mass with dimensions of ap-
proximately 2 mm × 1 mm × 450 µm [8.15]. The large
mass suppresses the Brownian motion effect, achiev-
ing a high performance with a resolution on the order of
several µg.

A surface micromachined lateral accelerometer de-
veloped by Analog Devices Inc. is shown in Fig. 8.14.
The sensor consists of a center proof mass supported by
folded beam suspensions with arrays of attached mov-
able fingers, forming a sense capacitance with the fixed
parallel fingers. The device is fabricated using a 6 µm-
thick polysilicon structural layer with a small air gap on
the order of a micrometer to increase the sensor cap-
acitance value, thus improving the device resolution.
Figure 8.15 shows a close-up view of the finger structure
for a typical lateral accelerometer. Each movable finger
forms differential capacitances with two adjacent fixed
fingers. This sensing capacitance configuration is attrac-
tive for interfacing with differential electronic detection
circuits to suppress common-mode noise and other unde-
sirable signal coupling. Monolithic accelerometers with
a three-axis sensing capability integrated with on-chip
electronic detection circuits have been realized using
surfacing micromachining and CMOS microelectron-
ics fabrication technologies [8.16]. Figure 8.16 shows

a)

Anchor Suspension Proof mass
Z-axis
acceleration

Substrate electrode

Substrate

Vertical accelerometer schematic

b) Lateral accelerometer schematic

Anchors

Lateral
acceleration

Sense fingers

Anchor

Suspensions

Substrate

Proof mass

Fig. 8.11a,b Schematics of vertical (a) and lateral (b) accelerometers

Fig. 8.12 SEM micrograph of a polysilicon surface-micro-
machined z-axis accelerometer [8.13]
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Silicon
frame

Top and
bottom
stiffener
supports

Silicon
proof
mass

Metal pads

1 mm

Top and bottom
support beams

Fig. 8.13 SEM micrograph of a MEMS z-axis accelerom-
eter fabricated using a combined surface and bulk
micromachining technology [8.15]

a photo of one of these microsystem chips, which has
an area of 4 mm × 4 mm. One vertical accelerometer
and two lateral accelerometers are placed at the chip
center with corresponding detection electronics along
the periphery. A z-axis reference device, which is not
movable, is used with the vertical sensor for electronic
interfacing. The prototype system achieves a sensing res-

100 µm

Fig. 8.14 SEM micrograph of a polysilicon surface-micromachined
lateral accelerometer (courtesy of Analog Devices Inc.)

10 µm

Fixed
fingers

Fig. 8.15 SEM micrograph of a capacitive sensing finger
structure

olution on the order of 1 mG with a 100 Hz bandwidth
along each axis. The level of performance is adequate
for automobile safety activation systems, vehicle sta-
bility, active suspension control, and various consumer
products.

Gyroscope
Most micromachined gyroscopes employ vibrating me-
chanical elements to sense rotations. The sensors rely
on the energy transfer between two vibration modes
of a structure caused by Coriolis acceleration. Fig-
ure 8.17 presents a schematic of a z-axis vibratory
rate gyroscope. The device consists of an oscillat-
ing mass electrostatically driven into resonance along
the drive-mode axis using comb fingers. An angu-
lar rotation along the vertical axis (z-axis) introduces
a Coriolis acceleration, which results in a structure
deflection along the sense-mode axis, shown in the
figure. The deflection changes the differential sense
capacitance value, which can be detected as a mea-
sure of input angular rotation. A z-axis vibratory rate
gyroscope operating on this principle is fabricated us-
ing surface micromachining technology and integrated

Part
A

8
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



MEMS/NEMS Devices and Applications 8.1 MEMS Devices and Applications 233

together with electronic detection circuits, as illus-
trated in Fig. 8.18 [8.17]. The micromachined sensor
is fabricated using polysilicon structural material with
a thickness around 2 µm and occupies an area of
1 mm × 1 mm. The sensor achieves a resolution of ap-
proximately 1◦/s/

√
Hz under a vacuum pressure around

50 mtorr.
A dual-axis gyroscope based on a rotational disk

at its resonance can be used to sense angular ro-
tation along two lateral axes (x-axis and y-axis).
Figure 8.19 shows a device schematic demonstrating
the operating principle. A rotor disk supported by four
mechanical suspensions can be driven into angular res-
onance along the z-axis. An input angular rotation
along the x-axis will generate a Coriolis accelera-
tion, causing the disk to rotate along the y-axis and
vice versa. This Coriolis acceleration-induced rotation
will change the sensor capacitance values between the
disk and the different sensing electrodes underneath.
The capacitance change can be detected and pro-
cessed by electronic interface circuits. Angular rotations
along the two lateral axes can be measured simul-
taneously using this device architecture. Figure 8.20
shows a photo of a dual-axis gyroscope fabricated
using a 2 µm-thick polysilicon surface micromachin-
ing technology [8.18]. As shown in the figure, curved
electrostatic drive combs are positioned along the cir-
cumference of the rotor dick to drive it into resonance
along the vertical axis. The gyroscope exhibits a low
random walk of 1◦/

√
h under a vacuum pressure around

60 mtorr. With accelerometers and gyroscopes, each
capable of three-axis sensing, a micromachine-based
inertial measurement system providing a six-degree-of-
freedom sensing capability can be realized. Figure 8.21
presents a photo of such a system containing a dual-
axis gyroscope, a z-axis gyroscope, and a three-axis
accelerometer chip integrated with microelectronic cir-
cuitry. Due to the precision in device layout and
fabrication, the system can measure angular rotation
and acceleration without the need to align individual
sensors.

8.1.3 Optical MEMS

Surface micromachining has served as a key enabling
technology to realize microeletromechanical optical de-
vices for various applications ranging from sophisticated
visual information displays and fiber-optic telecom-
munication to bar-code reading. Most of the existing
optical systems are implemented using conventional
optical components, which suffer from bulky size, high

y

xz

x-axis CircuitryΣ∆

y-axis Master clockCircuitry

Circuitryz-axis

500µm

y-axis

x-axis

z-axis

z-axis ref.

Σ∆

Σ∆
4 mm

Fig. 8.16 Photo of a monolithic three-axis polysilicon surface-
micromachined accelerometer with integrated interface and control
electronics [8.16]

Structural anchor to substrate

Interdigitated comb finger
deflection sense capacitors

Comb drives to
sustain oscillation

Input rotation

z–axis

Sense mode

Driven mode

Fig. 8.17 Schematic of a vibratory rate gyroscope

cost, large power consumption, and poor efficiency
and reliability issues. MEMS technology is promis-
ing for producing miniaturized, reliable, inexpensive
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4 mm

Fig. 8.18 Photo of a monolithic polysilicon surface-micromachined
z-axis vibratory gyroscope with integrated interface and control
electronics [8.17]

z-axis drive

x-axis
coriolis
output
oscillations

y-axis coriolis
output
oscillations

Input rate Ω x Input rate Ω y

Fig. 8.19 Schematic of a dual-axis gyroscope

z-axis
gyro

x,y-axis
gyro

x,y,z-axis accelerometer

Rotor Electrostatic drive combs
600 µm

Fig. 8.20 Photo of a polysilicon surface-micromachined
dual-axis gyroscope [8.18]

Fig. 8.21H Photo of a surface-micromachined inertial mea-
surement system with a six-degree sensing capability
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optical components to revolutionize conventional op-
tical systems [8.19]. In this section of the chapter, a few
selected MEMS optical devices will be presented to
illustrate their impact on the fields of visual display, pre-
cision optical platform, and data switching for optical
communication.

Visual Display
An early MEMS device successfully used for various
display applications is the Texas Instruments Digital
Micromirror Device (DMD). The DMD technology
can achieve higher performance in terms of resolution,
brightness, contrast ratio, and convergence than the con-
ventional cathode ray tube and is critical for digital high
definition television applications. A DMD consists of
a large array of small mirrors with a typical area of
16 µm × 16 µm, as illustrated in Fig. 8.22. A probe tip is
shown in the figure for a size comparison. Figure 8.23
shows an SEM micrograph of a close-up view of a DMD
pixel array [8.20]. Each mirror is capable of rotating by
±10 degrees, corresponding to either the “on” or “off”
position, due to an electrostatic actuation force. Light
reflected from any on-mirrors passes through a projec-
tion lens and creates images on a large screen. Light
from the remaining off-mirrors is reflected away from
the projection lens to an absorber. The amount of time
during each video frame that a mirror remains in the
on-state determines shades of gray, from black for zero
on-time to white for a hundred percent on-time. Color

Fig. 8.22 Photo of a digital micromirror device (DMD)
array (courtesy of Texas Instruments)

Fig. 8.23 SEM micrograph of a close-up view of a DMD
pixel array [8.20]

can be added by a color wheel or a three-DMD chip
setup. The three-DMD chips are used for projecting red,
green, and blue colors. Each DMD pixel consists of
a mirror connected by a mirror support post to an under-
lying yoke. The yoke, in turn, is connected by torsion
hinges to the support posts, as shown in Fig. 8.24 [8.21].
The support post and hinges are hidden under the mir-
ror to avoid light diffraction and, thus, improve contrast
ratio and optical efficiency. There are two gaps on the
order of a micrometer, one between the mirror, the un-
derlying hinges and the address electrodes, and a second
between the coplanar address electrodes, the hinges and
an underlying metal layer from the CMOS static random
access memory (SRAM) structure. The yoke is tilted
over the second gap by an electrostatic actuation force,
thereby rotating the mirror plate. The SRAM determines
which angle the mirror needs to be tilted by applying
proper actuation voltages to the mirror and address elec-
trodes. The DMD is fabricated using an aluminum-based
surface micromachining technology. Three layers of alu-
minum thin film are deposited and patterned to form
the mirror and its suspension system. Polymer mater-
ial is used as the sacrificial layer and is removed by
a plasma etch at the end of the process to freely release
the micromirror structure. The micromachining process
is compatible with standard CMOS fabrication, allowing
the DMD to be monolithically integrated with a mature
CMOS address circuit technology, thus achieving high
yield and low cost. Figure 8.25 shows an SEM micro-
graph of a fabricated DMD pixel revealing its cross
section after an ion milling. A close-up view of the
yoke and hinge support under the mirror is shown in
Fig. 8.26.
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Fig. 8.24 Detailed structure layout of a DMD pixel [8.21]

Precision Optical Platform
The growing optical communication and measurement
industry requires low cost, high performance optoelec-
tronic modules, such as laser-to-fiber couplers, scanners,
interferometers, etc. A precision alignment and the abil-
ity to actuate optical components, such as mirrors,
gratings, and lenses, with sufficient accuracy are critical
for high performance optical applications. Conventional
hybrid optical integration approaches, such as the sil-
icon optical bench, suffers from a limited alignment
tolerance of ±1 µm and also lacks component actuation
capability [8.22, 23]. As a result, only simple optical
systems can be constructed with no more than a few
components, thus severely limiting the performance.
Micromachining, however, provides a critical enabling
technology, allowing movable optical components to be
fabricated on a silicon substrate. High-precision com-
ponent movement can be achieved through electrostatic
actuation. By combining micromachined movable op-

Fig. 8.25 SEM
micrograph of
a DMD pixel
after removing
half of the mirror
plate using ion
milling (cour-
tesy of Texas
Instruments)

2.5 nm

Fig. 8.26 SEM micrograph of a close view of a DMD yoke
and hinges [8.21]

tical components with lasers, lenses, and fibers on the
same substrate, an on-chip, complex, self-aligning optic-
al system can be realized. Figure 8.27a shows an SEM
micrograph of a surface micromachined, electrostatic-
ally actuated microreflector for laser-to-fiber coupling
and external cavity laser applications [8.24]. The device
consists of a polysilicon mirror plate hinged to a support
beam. The mirror and the support, in turn, are hinged to
a vibromotor-actuator slider. The micro-hinge technol-
ogy [8.25] allows the joints to rotate out of the substrate
plane to achieve large aspect ratios. Common-mode ac-
tuation of the sliders results in a translational motion,
while differential slider motion produces an out-of-plane
mirror rotation. These motions permit the microreflec-
tor to redirect an optical beam in a desirable location.
Each of the two slides is actuated with an integrated
microvibromotor, shown in Fig. 8.27b. The vibromo-
tor consists of four electrostatic comb resonators with
attached impact arms driving a slider through oblique
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Impact arms Slider

Support beam MirrorComb resonator Slider

Fig. 8.27 (a) SEM micrograph of a surface-micromachined,
electrostatically actuated microreflector; (b) SEM micro-
graph of a surface-micromachined vibromotor [8.24]

impact. The two opposing impacters are used for each
travel direction to balance the forces. The resonator is
a capacitively driven mass anchored to the substrate
through a folded beam flexure. The flexure compliance

determines the resonant frequency and travel range of the
resonator. When the comb structures are driven at their
resonant frequency (around 8 KHz), the slider exhibits
a maximum velocity of over 1 mm/s. Characterization
of the vibromotor also shows that a slider step resolu-
tion of less than 0.3 µm can be achieved [8.26], making
it attractive for precision alignment of various optical
components. The prototype microreflector can obtain
an angular travel range over 90 degrees and a transla-
tional travel range of 60 µm. By using this device, beam
steering, fiber coupling, and optical scanning have been
demonstrated.

Optical Data Switching
High-speed communication infrastructures are highly
desirable for transferring and processing real-time voice
and video information. Optical fiber communication
technology has been identified as the critical backbone
to support such systems. A high performance optical
data switching network, which routes various optical
signals from sources to destinations, is one of the key
building blocks for system implementation. At present,
optical signal switching is performed by using hybrid
optical-electronic-optical (O-E-O) switches. These de-
vices first convert incoming light from input fibers to
electrical signals and then route the electrical signals
to the proper output ports after signal analyses. At
the output ports, the electrical signals are converted
back to streams of photons or optical signals for fur-
ther transmission over the fibers. The O-E-O switches
are expensive to build, integrate, and maintain. Further-
more, they consume a substantial amount of power and
introduce additional latency. It is, therefore, highly de-
sirable to develop an all-optical switching network in
which optical signals can be routed without interme-
diate conversion into electrical form, thus minimizing
power dissipation and system delay. While a number of
approaches are being considered for building all-optical
switches, MEMS technology is attractive because it can
provide arrays of tiny movable mirrors that can redi-
rect incoming beams from input fibers to corresponding
output fibers. As described in the previous sections,
these micromirrors can be batch fabricated using silicon
micromachining technologies, achieving an integrated
solution with the potential for low cost. A significant
reduction in power dissipation is also expected.

Figure 8.28 shows an architecture of a two-dimen-
sional micromirror array forming a switching matrix
with rows of input fibers and columns of output fibers
(or vice versa). An optical beam from an input fiber
can be directed to an output fiber by activating the cor-
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Activated
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fiber arrays

Inputs

Unactivated
mirror

Focusing
optics

Fig. 8.28 Schematic of a two-dimensional micromirror-based fiber
optic switching matrix

responding reflecting micromirror. Switches with eight
inputs and eight outputs can be readily implemented
using this technique, which can be further extended
to a 64 × 64 matrix. The micromirrors are moved be-
tween two fixed stops by digital control, eliminating the
need for precision motion control. Figure 8.29 presents
an SEM micrograph of a simple 2 × 2 MEMS fiber
optic switching network prototype for an illustration
purpose [8.27]. The network includes a mirror chip
passively integrated with a silicon submount, which
contains optical fibers and ball lenses. The mirror chip
consists of four surface-micromachined vertical torsion

Vertical torsion mirror devices

Mirror chip

1 mm

Ball lenses (D = 300 µm)

Silicon sub-mount Optical fibers

Fig. 8.29 SEM micrograph of a 2 × 2 MEMS fiber optic
switching network [8.27]

mirrors. The four mirrors are arranged so that in the “re-
flection” mode, the input beams are reflected by two
45-degree vertical torsion mirrors and coupled with the
output fibers located on the same side of the chip. In
the “transmission” mode, the vertical torsion mirrors
are rotated out of the optical paths, allowing the input
beams to be coupled with the opposing output fibers.
Figure 8.30 shows an SEM micrograph of a polysilicon
vertical torsion mirror. The device consists of a mirror
plate attached to a vertical supporting frame by torsion
beams and a vertical back electrode plate. The mirror
plate is approximately 200 µm wide, 160 µm long, and
1.5 µm thick. The mirror surface is coated with a thin
layer of gold to improve the optical reflectivity. The
back plate is used to electrostatically actuate the mir-
ror plate, so that the mirror can be rotated out of the
optical path in the “transmission” mode. Surface mi-
cromachining with micro-hinge technology is used to
realize the overall structure. The back electrode plate
is integrated with a scratch drive actuator array [8.28]
for self-assembly. The self-assembly approach is criti-
cal when multiple vertical torsion mirrors are used to
implement more advanced functions.

A more sophisticated optical switching network with
a large scaling potential can be implemented by us-
ing a three-dimensional (3-D) switching architecture,
as shown in Fig. 8.31. The network consists of arrays of
two-axis mirrors to steer optical beams from input fibers
to output fibers. A precision analog closed-loop mirror
position control is required to accurately direct a beam
along two angles, so that one input fiber can be optically

100 µm

Torsion mirror Back electrode

Fig. 8.30 SEM micrograph of a polysilicon surface-
micromachined vertical torsion mirror [8.27]
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connected to any output fiber. The optical length depends
little on which sets of fibers are connected, thus achiev-
ing a more uniform switching characteristic, which is
critical for implementing large scale networks. Two-axis
mirrors are the crucial components for implementing the
3-D architecture. Figure 8.32 shows an SEM micrograph
of a surface micromachined two-axis beam-steering mir-
ror positioned by using self-assembly technique [8.29].
The self-assembly is accomplished during the final re-
lease step of the mirror processing sequence. Mechanical
energy is stored in a special high-stress layer during the
deposition, which is put on top of the four assembly
arms. Immediately after the assembly arms are released,
the tensile stress in this layer causes the arms to bend
upward, pushing the mirror frame and lifting it above
the silicon substrate. All mirrors used in the switching
network can be fabricated simultaneously without any
human intervention or external power supply.

8.1.4 RF MEMS

The increasing demand for wireless communication
applications, such as cellular and cordless telephony,
wireless data networks, two-way paging, global posi-
tioning systems, etc., feeds a growing interest in building
miniaturized wireless transceivers with multi-standard
capabilities. Such transceivers will greatly enhance
the convenience and accessibility of various wireless
services independent of geographic location. Miniatur-
izing current single-standard transceivers through a high
level of integration is a critical step toward building
transceivers that are compatible with multiple standards.
Highly integrated transceivers will also result in reduced
package complexity, power consumption, and cost. At
present, most radio transceivers rely on a large number of
discrete frequency-selection components, such as radio
frequency (RF) and intermediate frequency (IF) band-
pass filters, RF voltage-controlled oscillators (VCOs),
quartz crystal oscillators, solid-state switches, etc., to
perform the necessary analog signal processing. Fig-
ure 8.33 shows a schematic of a super-heterodyne radio
architecture, in which discrete components are shaded.
These off-chip devices occupy the majority of the system
area, thus severely hindering transceiver miniaturiza-
tion. MEMS technology, however, offers a potential
solution to integrate these discrete components onto sil-
icon substrates with microelectronics, achieving a size
reduction of a few orders of magnitude. It is, therefore,
expected to become a technology that will ultimately en-
able the miniaturization of radio transceivers for future
wireless communications.

Input /output fibers Focusing optics Fixed mirror

Two-axis gimbaled mirror array

Fig. 8.31 Schematic of a three-dimensional micromirror-based fiber
optic switching matrix

Fig. 8.32 SEM micrograph of a surface micromachined two-axis
beam-steering micromirror positioned using self-assembly tech-
nique [8.29]

Part
A

8
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



240 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

Image rejection
filter (ceramic)LNA Mixer

IF channel selection
filter (SAW) IF amp Mixer

RF
VCO

PLL PLL IF
VCO

To
base
band

Crystal

PLLRF
VCO

Power amplifier

Mixer Low-pass filter

From base band

RF filter
(ceramic)

RF
switch

Fig. 8.33 Schematic of a super-heterodyne radio architecture

MEMS Variable Capacitors
Integrated high performance variable capacitors are
critical for low noise VCOs, antenna tuning, tunable
matching networks, etc. Capacitors with high quality
factors (Q), large tuning range, and linear character-
istics are crucial for achieving system performance
requirements. On-chip silicon PN junction and MOS-
based variable capacitors suffer from low quality factors
(below 10 at 1 GHz), limited tuning range, and poor
linearity, and are, therefore, inadequate for building
high performance transceivers. MEMS technology has
demonstrated monolithic variable capacitors, achieving
stringent performance requirements. These devices typ-
ically rely on an electrostatic actuation method to vary
the air gap between a set of parallel plates [8.30–33],
or vary the capacitance area between a set of con-
ductors [8.34], or mechanically displace a dielectric
layer in an air-gap capacitor [8.35]. Improved tuning
ranges have been achieved with various device config-
urations. Figure 8.34 shows SEM micrographs of an
aluminum micromachined variable capacitor fabricated
on a silicon substrate [8.30]. The device consists of
a 200 µm × 200 µm aluminum plate with a thickness of

Fig. 8.34 (a) SEM micrograph of a top view of an alu-
minum surface-micromachined variable capacitor; (b) SEM
micrograph of a cross-sectional view of the variable
capacitor [8.30]

a)

b)
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1 µm suspended above the bottom electrode by an air
gap of 1.5 µm. Aluminum is selected as the structural
material due to its low resistivity, which is critical for
achieving a high quality factor at high frequencies. A DC
voltage applied across the top and bottom electrodes in-
troduces an electrostatic pull-down force, which pulls
the top plate towards the bottom electrode, thus changing
the device capacitance value. The capacitors are fabri-
cated using aluminum-based surface micromachining
technology. Sputtered aluminum is used for building the
capacitor top and bottom electrodes. Photoresist serves
as the sacrificial layer, which is then removed through
an oxygen-based plasma dry etch to release the micro-
structure. The processing technology requires a low
thermal budget, allowing the variable capacitors to be
fabricated on top of wafers with completed electronic
circuits without degrading the performance of active de-
vices. Figure 8.35 presents an SEM micrograph of four
MEMS tunable capacitors connected in parallel. This
device achieves a nominal capacitance value of 2 pF
and a tuning range of 15% with 3 V. A quality factor
of 62 has been demonstrated at 1 GHz, which matches
or exceeds that of discrete varactor diodes and is at
least an order of magnitude larger than that of a typ-
ical junction capacitor implemented in a standard IC
process.

MEMS tunable capacitors, based on the varying cap-
acitance area between a set of conductors, have been
demonstrated. Figure 8.36 shows an SEM micrograph
of such a device [8.34]. The capacitor is composed of
arrays of interdigitated electrodes, which can be elec-
trostatically actuated to vary the electrode overlap area.
A close-up view of the electrodes is shown in Fig. 8.37.
The capacitor is fabricated using a silicon-on-insulator
(SOI) substrate with a top silicon layer thickness of about
20 µm to obtain a high-aspect ratio for the electrodes,
which is critical for achieving a large capacitance den-
sity and reduced tuning voltage. The silicon layer is
etched to form the device structure, followed by the re-
moval of the oxide underneath to release the capacitor.
A thin aluminum layer is then sputtered over the capaci-
tor to reduce the series resistive loss. The device exhibits
a quality factor of 34 at 500 MHz and can be tuned be-
tween 2.48 pF and 5.19 pF with an actuation voltage
under 5 V, corresponding to a tuning range of 100%.
Figure 8.38 shows the variation of electrode overlap
under different tuning voltages.

Tunable capacitors relying on a movable dielectric
layer have been fabricated using MEMS technology.
Figure 8.39 presents an SEM micrograph of a copper-
based micromachined tunable capacitor [8.35]. The

Fig. 8.35 SEM micrograph of four MEMS aluminum variable cap-
acitors connected in parallel [8.30]

device consists of an array of copper top electrodes sus-
pended above a bottom copper plate with an air gap of
approximately 1 µm. A thin nitride layer is deposited,
patterned, and suspended between the two copper layers
by lateral mechanical spring suspensions after sacrifi-
cial release. A DC voltage applied across the copper
layers introduces a lateral electrostatic pull-in force on
the nitride, resulting in a movement that changes the
overlapping area between each copper electrode and the
bottom plate and, hence, the device capacitance. The

500µm

Fig. 8.36 SEM micrograph of a silicon tunable capacitor
using a comb drive actuator [8.34]
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5µm

Fig. 8.37 SEM micrograph of a close view of tunable
capacitor comb fingers [8.34]

16µm

0 V

2 V

4 V

5 V

RF Tuning

Fig. 8.38 Photos of comb fingers at different actuation volt-
ages [8.34]

tunable capacitor achieves a quality factor of over 200
at 1 GHz with 1 pF capacitance, due to the highly con-
ductive copper layers, and a tuning range around 8%
with 10 V.

Micromachined Inductors
Integrated inductors with high quality factors are as crit-
ical as the tunable capacitors for high performance RF
system implementation. They are the key components

Cu top elelctrode GSG pads Cu bottom
GNDLateral

spring

200µm

Fig. 8.39 SEM micrograph of a copper surface-micro-
machined tunable capacitor with a movable dielectric
layer [8.35]

for building low noise oscillators, low loss matching net-
works, etc. Conventional on-chip spiral inductors suffer
from limited quality factors of around 5 at 1 GHz, an or-
der of magnitude lower than the required values from
discrete counterparts. The poor performance is mainly
due to substrate loss and metal resistive loss at high
frequencies. Micromachining technology provides an at-
tractive solution to minimizing these loss contributions,
hence, enhancing the device quality factors. Figure 8.40
shows an SEM micrograph of a 3-D coil inductor fabri-
cated on a silicon substrate [8.36]. The device consists of
four-turn 5 µm-thick copper traces electroplated around
an insulating Alumina core with a 650 µm × 500 µm
cross section. Compared to spiral inductors, this geome-
try minimizes the coil area, which is in close proximity to
the substrate, and, hence, the eddy-current loss, result-
ing in a maximized Q-factor and device self-resonant
frequency. Copper is selected as the interconnect metal
because of its low sheet resistance, critical for achieving
a high Q-factor. The inductor achieves a 14 nH induc-
tance value with a quality factor of 16 at 1 GHz. A single-
turn 3-D device exhibits a Q-factor of 30 at 1 GHz,
which matches the performance of discrete counterparts.
The high-Q 3-D inductor and MEMS tunable capacitors,
shown in Fig. 8.35, have been employed to implement
a RF CMOS VCO achieving a low phase noise per-
formance suitable for typical wireless communication
applications, such as GMS cellular telephony [8.37].

Other 3-D inductor structures, such as the levitated
spiral inductors, have been demonstrated using micro-
machining fabrication technology. Figure 8.41 shows
an SEM micrograph of a levitated copper inductor,
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650µm

Cu trace Alumina core

500µm

Fig. 8.40 SEM micrograph of a 3-D coil inductor fabri-
cated on a silicon substrate [8.36]

500µm

50µm gap

Fig. 8.41 SEM micrograph of a levitated spiral inductor
fabricated on a glass substrate [8.38]

which is suspended above the substrate by supporting
posts [8.38]. The levitated geometry can minimize the
substrate loss, thus achieving an improved quality fac-
tor. The inductor shown in the figure achieves a 14 nH
inductance value with a Q-factor of 38 at 1.8 GHz using
a glass substrate.

A self-assembled out-of-plane coil has been fabri-
cated using micromachining technology. The inductor

winding traces are made of refractory metals with con-
trolled built-in stress such that the traces can curl out
of the substrate surface upon release and interlock into
each other to form coil windings. Figure 8.42 shows
an SEM micrograph of a self-assembled out-of-plane
coil inductor [8.39]. A close-up view of an interlock-
ing trace is shown in Fig. 8.43. Copper is plated on
the interlocked traces to form highly conductive wind-
ings at the end of the processing sequence. The inductor
shown in Fig. 8.42 achieves a quality factor around 40
at 1 GHz.

1 mm

Fig. 8.42 SEM micrograph of a self-assembled out-of-
plane coil inductor [8.39]

100 µm

Fig. 8.43 SEM micrograph of an interlocking trace from
a self-assembled out-of-plane oil inductor [8.39]
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MEMS Switches
The microelectromechanical switch is another poten-
tially attractive miniaturized component enabled by
micromachining technologies. These switches offer su-
perior electrical performance in terms of insertion loss,
isolation, linearity, etc. and are intended to replace off-
chip solid state counterparts, which provide switching
between the receiver and transmitter signal paths. They
are also critical for building phase shifters, tunable
antennas, and filters. The MEMS switches can be bro-
ken into two categories: capacitive and metal-to-metal
contact types. Figure 8.44 presents a cross-sectional
schematic of a RF MEMS capacitive switch. The de-
vice consists of a conductive membrane, typically made
of aluminum or gold alloy, suspended above a coplanar
electrode by an air gap of a few micrometers. For RF or
microwave applications, actual metal-to-metal contact is
not necessary; rather, a step change in the plate-to-plate
capacitance realizes the switching function. A thin sil-
icon nitride layer with a thickness on the order of 1,000 Å
is typically deposited above the bottom electrode. When
the switch is in the on-state, the membrane is high, re-
sulting in a small plate-to-plate capacitance and, hence,
a minimum high-frequency signal coupling (high isola-
tion) between the two electrodes. In the off-state (with
a large enough applied DC voltage), the switch provides
a large capacitance due to the thin dielectric layer, thus
causing a strong signal coupling (low insertion loss). The
capacitive switch consumes near zero power, which is at-
tractive for low power portable applications. Switching
cycles numbering in the millions for this type of device
have been demonstrated. Figure 8.45 shows a top view
photo of a fabricated MEMS capacitive switch [8.40].
Surface micromachining technology, using metal for the

a)

b)

Suspended
membrane

Switch up

Silicon nitride

Input Output

Post

Input Output
Switch down

Post

Fig. 8.44 Cross-sectional schematics of an RF MEMS cap-
acitive switch

Ground Membrane Undercut access holes

Lower electrodeDielectric

Signal path

Ground

Fig. 8.45 Top view photo of a fabricated RF MEMS cap-
acitive switch [8.40]

electrodes and polymer as the sacrificial layer, is used
to fabricate the device. The switch can be actuated with
a DC voltage on the order of 50 V and exhibits a low in-
sertion loss of approximately −0.28 dB at 35 GHz and
a high isolation of −35 dB at the same frequency.

Metal-to-metal contact switches are important for
interfacing large bandwidth signals, including DC. This
type of device typically consists of a cantilever beam,
or clamped-clamped bridge with a metallic contact pad
positioned at the beam tip or underneath the bridge cen-
ter. Through an electrostatic actuation, a contact can be
formed between the suspended contact pad and an under-
lying electrode on the substrate [8.41–43]. Figure 8.46
shows a cross-sectional schematic of a metal-to-metal
contact switch [8.43]. The top view of the fabricated
device is presented in Fig. 8.47. The switch exhibits an
actuation voltage of 30 V, a response time of 20 µs, and
the mechanical strength to withstand 109 actuations. An
isolation greater than 50 dB below 2 GHz and insertion
loss less than 0.2 dB from DC through 40 GHz have been
demonstrated.

MEMS Resonators
Microelectromechanical resonators based on polysilicon
comb-drive structures, suspended beams, and center-
pivoted disk configurations have been demonstrated for
performing analog signal processing [8.44–48]. These
micro-resonators can be excited into mechanical reso-
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Up state

Down state

Fig. 8.46 Cross-sectional schematic of a metal-to-metal
contact switch [8.43]

Fig. 8.47 Top view photo of a fabricated metal-to-metal
contact switch [8.43]

nance through an electrostatic drive. The mechanical
motion causes a change of device capacitance, resulting
in an output electrical current when a proper DC bias
voltage is used. The output current exhibits the same fre-
quency as the mechanical resonance, thus achieving an
electrical filtering function through the electro mechani-
cal coupling. Micromachined polysilicon flexural-mode
mechanical resonators have demonstrated a quality fac-
tor greater than 80,000 in a 50 µtorr vacuum [8.49].
This level of performance is comparable to a typical
quartz crystal and is, therefore, attractive for implement-
ing monolithic low noise and low drift reference signal
sources. Figure 8.48 shows an SEM micrograph of a sur-
face micromachined comb-drive resonator integrated
with CMOS sustaining electronics on the same substrate
to form a monolithic high-Q MEMS resonator-based
oscillator [8.44]. The oscillator achieves an operating
frequency of 16.5 KHz with a clean spectral purity.

Sustaining CMOS circuitry Micromechanical resonator

Fig. 8.48 SEM micrograph of a surface micromachined
comb drive resonator integrated with CMOS sustaining
electronics [8.44]

A chip area of approximately 420 µm × 230 µm is con-
sumed for fabricating the overall system, representing
a size reduction by orders of magnitude compared to
conventional quartz crystal oscillators.

Micromachined high-Q resonators can be coupled
to implement low-loss frequency selection filters. Fig-
ure 8.49 shows an SEM micrograph of a surface micro-
machined polysilicon two-resonator, spring-coupled
bandpass micromechanical filter [8.46]. The filter con-
sists of two silicon micromechanical clamped-clamped
beam resonators, coupled mechanically by a soft spring,
all suspended 0.1 µm above the substrate. Polysilicon
strip lines underlie the central regions of each resonator
and serve as capacitive transducer electrodes positioned

Spring coupler

Electrode

Anchor µResonators

20µm

Electrode

Electrode

Fig. 8.49 SEM micrograph of a polysilicon surface micro-
machined two-resonator spring-coupled bandpass micro-
mechanical filter [8.46]
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to induce resonator vibration in a direction perpendicu-
lar to the substrate. Under normal operation, the device
is excited capacitively by a signal voltage applied to the
input electrode. The output is taken at the other end of
the structure, also by capacitive transduction. The filter
achieves a center frequency of 7.81 MHz, a bandwidth of
0.23%, and an insertion loss less than 2 dB. The achieved
performance is attractive for implementing filters in the
low MHz range.

To obtain a higher mechanical resonant frequency
with low losses, a surface micromachined contour-
mode disk resonator has been proposed, as shown in
Fig. 8.50 [8.48]. The resonator consists of a polysilicon
disk suspended 5,000 Å above the substrate with a single
anchor at its center. Plated metal input electrodes sur-
round the perimeter of the disk with a narrow separation
of around 1,000 Å, which defines the capacitive, elec-
tromechanical transducer of the device. To operate the
device, a DC bias voltage is applied to the structure with
an AC input signal applied to the electrodes, resulting in
a time varying electrostatic force acting radially on the
disk. When the input signal matches the device resonant
frequency, the resulting electrostatic force is amplified
by the Q factor of the resonator, resulting in the ex-
pansion and contraction of the disk along its radius.
This motion, in turn, produces a time varying output
current at the same frequency, thus achieving the de-
sirable filtering. The prototype resonator demonstrates
an operating frequency of 156 MHz with a Q factor of

Anchor
Output electrode Transducer gap Plated input

electrodes

R = 17µm

Fig. 8.50 SEM micrograph of a polysilicon surface-micro-
machined contour-mode disk resonator [8.48]

9,400 in vacuum. The increased resonant frequency is
comparable to the first intermediate frequency used in
a typical wireless transceiver design and is thus suitable
for implementing IF bandpass filters. A higher operating
frequency is needed in order to potentially replace the RF
frequency selection filters with microelectromechanical
resonators.

8.2 NEMS Devices and Applications

Unlike their microscale counterparts, nanoelectromech-
anical systems (NEMS) are made of electromechanical
devices that have critical structural dimensions on the
submicron scale. These devices are attractive for ap-
plications where structures of very small mass provide
essential functionality, such as force sensors, chemical
sensors, biological sensors, and ultrahigh frequency res-
onators, to name a few. NEMS fabrication processes can
be categorized according to the two approaches used
to create the structures. Top-down approaches utilize
submicron lithographic techniques to fabricate device
structures from bulk material, either thin films or thick
substrates. Bottom-up approaches involve the fabrica-
tion of nanoscale devices in much the same way that
nature constructs objects, by sequential assembly us-
ing atomic and molecular building blocks. While many

contend that bottom-up approaches will eventually dom-
inate the fabrication of NEMS, most of the functional
NEMS devices are currently created utilizing top-down
techniques that combine existing process technologies,
such as submicron electron-beam lithography, conven-
tional film growth, and chemical etching. Top-down
approaches make integration with microscale packag-
ing relatively straightforward since the only significant
difference between the nanoscale and microscale pro-
cessing steps is the method used to pattern the various
features.

In large measure, NEMS has followed a develop-
mental path similar to that of MEMS in that both have
leveraged existing processing techniques. For instance,
the electron-beam lithographic techniques used in top-
down NEMS fabrication are the same techniques that
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have become standard in the fabrication of submicron
ICs. Furthermore, the materials used in many of the first
generation, top-down NEMS devices (Si, GaAs, Si3N4,
SiC) were first used in ICs and then in MEMS. Like the
first MEMS devices, the first generation NEMS struc-
tures consist of freestanding nanomechanical beams,
paddle oscillators, and tethered plates made using sim-
ple bulk and single layer surface “nano” machining
processes. As an introduction to this new and excit-
ing class of devices, the following section reviews the
development of some of these first generation NEMS
devices.

Like Si MEMS, Si NEMS capitalizes on well devel-
oped processing techniques for Si and the availability
of high quality substrates. Cleland et al. [8.50] reported
a relatively simple process to fabricate nanomechanic-
al clamped-clamped beams directly from single crystal
(100) Si substrates. As illustrated in Fig. 8.51, the pro-
cess begins with the thermal oxidation of a Si substrate
(Fig. 8.51a). Large Ni contact pads were then fabricated
using optical lithography and lift-off. A polymethyl
methacrylate (PMMA) lift-off mold was then deposited
and patterned, using electron-beam lithography, into the

a)

b)

c)

d)

e)

f)

g)

Si
SiO2

Ni

PMMA

Fig. 8.51a–g Cross-sectional schematics of a process to
fabricate nanomechanical beams directly from a silicon
substrate: (a) after thermal oxidation; (b) after PMMA coat-
ing and electron beam lithography; (c) after Ni deposition
and lift-off; (d) after anisotropic SiO2 and Si etching; (e) af-
ter Ni etching, thermal oxidation, and anisotropic SiO2

etching; (f) after release by isotropic Si etching; (g) after
oxide removal

shape of nanomechanical beams (Fig. 8.51b). Ni was
then deposited and patterned by lifting off the PMMA
(Fig. 8.51c). Next, the underlying oxide film was pat-
terned by RIE using the Ni film as an etch mask. After
oxide etching, nanomechanical beams were patterned
by etching the Si substrate using RIE, as shown in
Fig. 8.51d. Following Si RIE, the Ni etch mask was
removed, and the sidewalls of the Si nanomechanical
beams were lightly oxidized in order to protect them
during the release step (Fig. 8.51e). After performing an
anisotropic SiO2 etch to clear any oxide from the field
areas, the Si beams were released using an isotropic Si
RIE step, as shown in Fig. 8.51f. After release, the pro-
tective SiO2 film was removed by wet etching in HF
(Fig. 8.51g). Using this process, the authors reported the
successful fabrication of nanomechanical Si beams with
micron-scale lengths (∼ 8 µm) and submicron widths
(330 nm) and heights (800 nm).

The advent of silicon-on-insulator (SOI) substrates
with high quality, submicron-thick silicon top layers
enables the fabrication of nanomechanical Si beams
with fewer processing steps than the aforementioned
technique, since the buried oxide layer makes these de-
vice structures relatively easy to pattern and release.
Additionally, the buried SiO2 layer electrically iso-
lates the beams from the substrate. Carr et al. [8.51]
detail a process that uses SOI substrates to fabricate
submicron clamped-clamped mechanical beams and

a)

Si

SiO2

Al
PMMA

b)

c)

d)

e)

Fig. 8.52a–e Cross-sectional schematics of a process
to fabricate nanomechanical structures using silicon-on-
insulator substrates: (a) starting SOI substrate; (b) after
coating with PMMA and electron beam lithography; (c) af-
ter Al deposition and lift-off; (d) after anisotropic Si
etching; (e) after release by SiO2 etching
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suspended plates with submicron tethers. The process,
presented in Fig. 8.52, begins with the deposition of
PMMA on an SOI substrate. The SOI substrate has a top
Si layer that is either 50 nm or 200 nm in thickness.
The PMMA is patterned into a metal lift-off mask by
electron beam lithography (Fig. 8.52b). An aluminum
film is then deposited and patterned by lift-off into a Si
etch mask, as shown in Fig. 8.52c. The nanomechanic-
al beams are then patterned by Si RIE and released by
etching the underlying SiO2 in a buffered hydrofluoric
acid solution, as shown in Fig. 8.52d and Fig. 8.52e, re-
spectively. Using this process, nanomechanical beams
that were 7 to 16 µm in length, 120 to 200 nm in
width, and 50 or 200 nm in thickness were successfully
fabricated.

Fabrication of NEMS structures is not limited to
Si. In fact, III-V compounds, such as gallium arsenide
(GaAs), make particularly good NEMS materials from
a fabrication perspective because thin epitaxial GaAs
films can be grown on lattice-matched materials that
can be used as sacrificial release layers. A collec-
tion of clamped-clamped nanomechanical GaAs beams
fabricated on lattice-matched sacrificial layers hav-
ing micron-scale lengths and submicron widths and
thicknesses is shown in Fig. 8.53. Tighe et al. [8.52]
reported on the fabrication of GaAs plates suspended
with nanomechanical tethers. The structures were made
from single crystal GaAs films that were epitaxially
grown on aluminum arsenide (AlAs) sacrificial lay-
ers. Ni etch masks were fabricated using electron beam
lithography and lift-off, as described previously. The
GaAs films were patterned into beams using a chem-
ically assisted ion beam etching process and released
using a highly selective AlAs etchant. In a second
example, Tang et al. [8.53] capitalized on the ability
to grow high quality GaAs layers on ternary com-
pounds, such as AlxGa1−xAs, to fabricate complex
GaAs-based structures, such as submicron clamped-
clamped beams from GaAs/AlGaAs quantum well
heterostructures. As with the process described by Tighe
et al. [8.52], this process exploits a lattice matched
sacrificial layer, in this case Al0.8Ga0.2As, which can
be selectively etched to release the heterostructure
layers.

Several unique approaches have been developed to
actuate and sense the motion of NEMS devices. Elec-
trostatic actuation can be used to actuate beams [8.54],
tethered meshes [8.55], and paddle oscillators [8.56].
Sekaric et al. [8.57] have recently shown that low power
lasers can be used to drive paddle oscillators into self-
oscillation by induced thermal effects on the structures.

Fig. 8.53 SEM micrograph of a set of nanomechanic-
al GaAs clamped-clamped beam resonators (courtesy of
M. Roukes, Caltech)

In these examples, an optical detection scheme based
on the modulation of incident laser light by a vibrat-
ing beam is used to detect the motion of the beams.
Cleland et al. [8.50] describe a magnetomotive transduc-
tion technique that capitalizes on a time-varying Lorentz
force created by an alternating current in the presence
of a strong magnetic field. In this case, the nanomech-
anical beam is positioned in the magnetic field so that
an AC current passing through the beam is transverse
to the field lines. The resulting Lorentz force causes
the beam to oscillate, which creates an electromotive
force along the beam that can be detected as a voltage.
Thus, in this method, the excitation and detection are per-
formed electrically. In all of the above-mentioned cases,
the measurements were performed in vacuum, presum-
ably to minimize the effects of squeeze-film damping,
as well as mass loading due to adsorbates from the
environment.

For the most part, NEMS technology is still in the
initial stage of development. Technological challenges
related to fabrication and packaging will require inno-
vative solutions before such devices make a significant
commercial impact. Nevertheless, NEMS devices have
already been used for precision measurements [8.58],
enabling researchers to probe the properties of mat-
ter [8.59, 60] on a nanoscopic level. Whether or not
NEMS makes an impact in the commercial sector, they
will undoubtedly prove to be useful platforms for a host
of experiments and scientific discoveries in fields rang-
ing from physics to biology.
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8.3 Current Challenges and Future Trends

Although the field of MEMS has experienced signifi-
cant growth over the past decade, many challenges still
remain. In broad terms, these challenges can be grouped
into three general categories: (1) fabrication, (2) pack-
aging, and (3) application. Challenges in these areas
will, in large measure, determine the commercial suc-
cess of a particular MEMS device, both in technical and
economic terms. The following presents a brief discus-
sion of some of these challenges, as well as possible
approaches to address them.

In terms of fabrication, MEMS is currently domi-
nated by planar processing techniques, which find their
roots in silicon IC fabrication. The planar approach and
the strong dependence on silicon worked well in the early
years, since many of the processing tools and method-
ologies that are commonplace in IC fabrication could
be directly utilized in the fabrication of MEMS devices.
This approach lends itself to the integration of MEMS
with silicon ICs. Therefore, it is still popular for vari-
ous applications. However, modular process integration
of micromachining with standard IC fabrication is not
straightforward and represents a great challenge in terms
of processing material compatibility, thermal budget re-
quirements, etc. Furthermore, planar processing places
significant geometric restrictions on device designs, es-
pecially for complex mechanical components requiring
high-aspect ratio three-dimensional geometries, which
are certain to increase as the application areas for MEMS
continue to grow. Along the same lines, new applica-
tions will likely demand materials other than silicon that
may not be compatible with the conventional micro-
fabrication approach, posing a significant challenge if
integration with silicon microelectronics is required.
Micro-assembly technique can become an attractive
solution to alleviate these issues. Multifunctional micro-
systems can be implemented by assembling various
MEMS devices and electronic building blocks fabricated
through disparate processing technologies. Microsystem
on a common substrate will likely become the ultimate
solution. Development of sophisticated modeling pro-
grams for device design and performance will become
increasingly important as fabrication processes and de-
vice designs become more complex. In terms of NEMS,
the most significant challenge is likely the integration
of nano- and microfabrication techniques into a uni-
fied process, since NEMS devices are likely to consist

of both nanoscale and microscale structures. Integration
will be particularly challenging for nanoscale devices
fabricated using a bottom-up approach, since no ana-
log is found in microfabrication. Nevertheless, hybrid
systems consisting of nanoscale and microscale com-
ponents will become increasingly common as the field
continues to expand.

Fabrication issues notwithstanding, packaging is and
will continue to be a significant challenge to the imple-
mentation of MEMS. MEMS is unlike IC packaging,
which benefits from a high degree of standardization.
MEMS devices inherently require interaction with the
environment, and since each application has in some way
a unique environment, standardization of packaging be-
comes extremely difficult. This lack of standardization
tends to drive up the costs associated with packaging,
making MEMS less competitive with alternative ap-
proaches. In addition, packaging tends to negate the
effects of miniaturization based upon microfabrication,
especially for MEMS devices requiring protection from
certain environmental conditions. Moreover, packaging
can cause performance degradation of MEMS devices,
especially in situations where the environment exerts
mechanical stresses on the package, which, in turn,
results in a long-term device performance drift. To
address many of these issues, wafer-level packaging
schemes that are customized to the device of interest
will likely become more common. In essence, packag-
ing of MEMS will move away from the conventional
IC methods, which utilize independently manufactured
packages, toward custom packages, which are created
specifically for the device as part of the batch fabrication
process.

Without question, the advancement of MEMS will
open many new potential application areas to the tech-
nology. In most cases, MEMS will be one of several
alternatives available for implementation. For cost-
sensitive applications, the trade off between technical
capabilities and cost will challenge those who desire to
commercialize the technology. The biggest challenge to
the field will be to identify application areas that are
well suited for MEMS/NEMS technology and have no
serious challengers. As MEMS technology moves away
from the component level and towards microsystems so-
lutions, it is likely that such application areas will come
to the fore.
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Microfluidics9. Microfluidics and Their Applications
to Lab-on-a-Chip

Various microfluidic components and their
characteristics, along with the demonstration
of two recent achievements of lab-on-a-chip
systems have been reviewed and discussed.
Many microfluidic devices and components have
been developed during the past few decades, as
introduced earlier for various applications. The
design and development of microfluidic devices
still depend on the specific purposes of the devices
(actuation or sensing) due to a wide variety of
application areas, which encourages researchers
to develop novel, purpose-specific microfluidic
devices and systems. Microfluidics is the real
multidisciplinary research field that requires
basic knowledge in fluidics, micromachining,
electromagnetics, materials, and chemistry for
better applications.

Among the various application areas of mi-
crofluidics, one of the most important application
areas is the lab-on-a-chip system. Lab-on-a-chip
is becoming a revolutionary tool for many dif-
ferent applications in chemical and biological
analyses due to its fascinating advantages (fast
and low cost) over conventional chemical or bi-
ological laboratories. Furthermore, the simplicity
of lab-on-a-chip systems will enable self-testing
capability for patients or health consumers
overcoming space limitation.
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Microfluidics covers the science of fluidic behaviors on
the micro/nanoscales and the engineering of design, sim-
ulation, and fabrication of the fluidic devices for the
transport, delivery, and handling of fluids on the order of
microliters or smaller volumes. It is the backbone of the
BioMEMS (Biological or Biomedical Microelectrome-
chanical Systems) and lab-on-a-chip concept, as most
biological analyses involve fluid transport and reaction.
Biological or chemical reactions on the micro/nanoscale
are usually rapid since small amounts of samples and
reagents are used, which offers a quick and low cost
analysis.

A fluidic volume of 1 nanoliter (1 nl) can be under-
stood as the volume in a cube surrounded by 100 µm in

each direction. It is much smaller than the size of a grain
of table salt! Microfluidic devices and systems han-
dle sample fluids in this range for various applications,
including inkjet printing, blood analysis, biochemical
detection, chemical synthesis, drug screening/delivery,
protein analysis, DNA sequencing, and so on.

Microfluidic systems consist of microfluidic plat-
forms or devices for fluidic sampling, control,
monitoring, transport, mixing, reaction, incubation, and
analysis. To construct microfluidic systems, or lab-
on-a-chips, microfluidic devices must be functionally
integrated on a microfluidic platform using proper mi-
cro/nano fabrication techniques. In this chapter, the
basics of microfluidicdevices and their applications to
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lab-on-a-chip are briefly reviewed and summarized.
Basic materials and fabrication techniques for microflu-
idic devices will be introducedfirst and various active

and passive microfluidic components will be described.
Then, their applications to lab-on-a-chip, or biochemical
analysis, will be discussed.

9.1 Materials for Microfluidic Devices
and Micro/Nano Fabrication Techniques

Various materials are being used for the fabrication of
microfluidic devices and systems. Silicon is one of the
most popular materials in micro/nano fabrication be-
cause its micromachining has been well established over
decades. In general, the advantages to using silicon as
a substrate or structural material include good mech-
anical properties, excellent chemical resistance, well
characterized processing techniques, and the capability
for integration of control/sensing circuitry as a semicon-
ductor. Other materials such as glass, quartz, ceramics,
metals, and polymers are also being used for substrates
and structures in micro/nano fabrication, depending on
the application. Among these materials, polymers or
plastics have recently become one of the more promis-
ing materials for lab-on-a-chip applications, due to their
excellent material properties for biochemical fluids and
their low cost manufacturability. Main issues in the fab-
rication techniques of microfluidic devices and systems
usually lie in forming microfluidic channels, key mi-
cro/nano structures of lab-on-a-chip. In this section,
the basic micro/nano fabrication techniques for silicon,
glass, and polymers are described.

9.1.1 Silicon

Microfluidic channels on silicon substrates are usu-
ally formed either by wet (chemical) etching or by dry
(plasma) etching. Crystalline silicon has a preferential

a)

b)

c)

Fig. 9.1a–c Wet etching of silicon
substrate for anisotropic and isotropic
etching: (a) isotropic etching profile,
(b) anisotropic etching profile (long
term), and (c) anisotropic etching
profile (short term)

etch direction, depending on which crystalline plane is
exposed to an etchant. Etch rate is slowest in 〈111〉
crystalline direction – approximately 100:1 etch rate
anisotropy compared with 〈100〉:〈111〉 or 〈110〉:〈111〉.
Potassium hydroxide (KOH), tetra-methyl ammonium
hydroxide (TMAH), and ethylene diamine pyrocatechol
(EDP) are commonly used silicon anisotropic etchants.
In most cases, silicon dioxide (SiO2) or silicon ni-
tride (Si3N4) is used as a masking material during
the etching process. Anisotropic etchants and basic
etching mechanisms are summarized by Ristic et al.
[9.1]. There is also an isotropic wet etching process
available using a mixture of fluoric acid (HF), nitric
acid (HNO3), and acetic acid (CH3COOH), so-called
“HNA”. HNA etches in all directions with almost the
same etch rate regardless of crystalline directions. Fig-
ure 9.1 illustrates wet anisotropic and isotropic etching
profiles.

Reactive ion etching (RIE) is also one of the
most commonly used dry etching processes to gen-
erate microfluidic channels or deep trench structures
on silicon substrate. In this dry etching technique, ra-
dio frequency (RF) energy is used to excite ions in
a gas to an energetic state. The energized ions supply
the necessary energy to generate physical and chem-
ical reactions on the exposed area of the substrate,
which starts the etching process. RIE can generate
strong anisotropic, as well as isotropic profiles, de-
pending on the gases used, the condition of plasma,
and the applied power. Further information on reactive
ion etching process, including deep reactive ion etch-
ing (DRIE), on silicon substrate can be found in the
literature [9.2–5].

Many microfluidic devices were realized using sil-
icon as a substrate material, including microvalves and
micropumps, which are covered in the next section.

9.1.2 Glass

Glass substrate has been widely used for the fabrication
of microfluidic systems and lab-on-a-chip due to its ex-

Part
A

9
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Microfluidics and Their Applications to Lab-on-a-Chip 9.1 Materials for Microfluidic Devices 255

cellent optical transparency and ease of electro-osmotic
flow (EOF). Chemical wet etching and thermal fusion
bonding are the common fabrication techniques for glass
substrate. Chemical wet etching and the bonding tech-
nique have also been widely reported [9.6, 7]. Most
commonly used etchants are hydrofluoric acid (HF),
buffered hydrofluoric acid, and a mixture of hydroflu-
oric acid, nitric acid, and deionized water (HF, HNO3,
H2O). Gold with an adhesion layer of chrome is most of-
ten used as etch mask for wet etching of glass substrate.
Since glass has no crystalline structure, only isotropic
etch profiles are obtained as forming a hemispherical-
shaped channel. Often the problem is that stresses within
the surface layers of the glass cause preferential etch-
ing, and scratches created by polishing or handling errors
cause spikes etched in the channels. Pre-etching is one
method to release stress, which causes defects in chan-
nels after etching. Another way to improve the channel
etching process is to anneal the glass wafers before etch-
ing. Annealing can be done nearly at glass transition
temperature for at least a couple of hours. Figure 9.2
shows two examples of poorly etched channels without
the pre-etching and annealing steps compared with an
etched channel without defects. Other fabrication tech-
niques for glass substrate include photoimageable glass,
as Dietrich et al. [9.8] reported. Anisotropy is intro-
duced in glass by making the glass photosensitive using
lithium/aluminium/silicates composition.

One of the most successful examples of using glass
as a substrate material in lab-on-a-chip applications is
the capillary electrophoresis (CE) chip, fabricated using
the glass etching and fusion bonding technique, since
the most advantageous property of glass is an excel-
lent optical transparency that is required for the most
lab-on-a-chip using optical detection including capillary
electrophoresis microchips [9.6, 7, 9].

a) b) c)

Fig. 9.2a–c Isotropically etched microfluidic channels on glass substrate: (a) poorly etched channel with large under
etching, (b) poorly etched channel with spikes, and (c) well etched channel without any defects

9.1.3 Polymer

Among several substrates available for lab-on-a-chip,
polymers, or plastics, have recently become one
of the most popular and promising substrates due
to their low cost, ease-of-fabrication, and favor-
able biochemical reliability and compatibility. Plastic
substrates, such as polyimide, PMMA, PDMS, poly-
ethylene or polycarbonate, offer a wide range of
physical and chemical material parameters for the
applications of lab-on-a-chip, generally at low cost
using replication approaches. Polymers and plastics
are promising materials in microfluidic and lab-on-
a-chip applications because they can be used for
mass production using casting, hot embossing, and
injection molding techniques. This mass production
capability allows the successful commercialization of
lab-on-a-chip technology, including disposable lab-
on-a-chip. While several fabrication methods have
recently been developed, three fabrication techniques
– casting, hot embossing, and injection molding –
are major techniques of great interest. Figure 9.3
shows schematic illustrations of these polymer micro-
fabrication techniques.

For polymer or plastic micro/nano fabrication,
a mold master is essential for replication. Mold mas-
ters are fabricated using photolithography, silicon/glass
bulk etching, and metal electroplating, depending on the
application. Figure 9.4 summarizes mold masters from
different fabrication techniques.

Photolithography, including UV-LIGA [9.10, 11]
and LIGA [9.12], is used to fabricate mold masters for
casting or soft lithography replication, while silicon-
based and electroplated mold masters are used for hot
embossing replication. For injection molding, electro-
plated metallic mold masters are preferable.

Part
A

9
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



256 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices
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Fig. 9.3a–c Concept of polymer micro/nano fabrication techniques: (a) casting, (b) hot embossing, and (c) injection
molding
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Strip
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b) c)

Fig. 9.4a–c Mold masters in polymer/plastic fabrication: (a) photolithography-based mold master, (b) silicon-based mold
master, and (c) mold master by electroplating

Casting or soft lithography [9.13, 14] usually of-
fers flexible access to microfluidic structures using
mostly poly(dimethylsiloxane) (PDMS) as a cast-
ing material. A mixture of the elastomer precur-
sor and curing agent is poured over a master
mold structure. After curing, the replicated elas-
tomer is released from the mold master, having
transferred a reverse structure of the mold master.

Patterns of a few nm can be achieved using this
technique.

While casting can be carried out in room tem-
perature, hot embossing requires a slightly higher
temperature – up to glass transition temperature of the
plastic substrate to be replicated. The hot embossing
technique has been developed by several research groups
[9.15–17]. A mold master is placed in the chamber
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Table 9.1 Overview of the different polymer micro/nano fabrication techniques

Fabrication type Casting Hot embossing Injection molding

Investment Low Moderate High

Manufacturability Low Moderate High

Cycle time 8–10 hrs 1 hr 1 min

Polymer choices Low Moderate Moderate

Mold replication Good Good Good

Reusability of mold No (photolithography- Yes Yes

based molds)

of a hot embossing system with the plastic substrate,
then heated plates press both the plastic substrate and
the mold master, as illustrated in Fig. 9.3b. After a cer-
tain amount of time (typically 5–20 minutes, depending
on the plastic substrate), the plates are cooled down to
release the replicated plastic substrate. Hot embossing
offers mass production of polymer microstructures, as
its cycle time is less than an hour.

Injection molding is a technique to fabricate poly-
mer microstructures at low cost and high volumes [9.18].
A micromachined mold master is placed in the molding
block of the injection molding machine, as illustrated
in Fig. 9.3c. The plastic in granular form is melted and
then injected into the cavity of a closed mold block,
where the mold master is located. The molten plastic
continues to flow into and fill the mold cavity un-
til the plastic cools down to a highly viscous melt,
and a cooled plastic part is ejected. In order to ensure
good flow properties during the injection molding pro-

cess, thermoplastics with low or medium viscosity are
desirable. So the filling of the mold cavity, and, sub-
sequently, the microstructures depend on the viscosity
of the plastic melt, injection speed, molding block tem-
perature, and nozzle temperature of the injection unit.
This technique allows very rapid replication and high
volume mass production. Typical cycle time is several
seconds for most applications. However, due to high
shear force on the mold master inside of the mold
cavity during injection molding, metallic mold mas-
ters are highly recommended. Polymethylmethacrylate
(PMMA), polyethylene (PE), polystyrene (PS), poly-
carbonate (PC), and cyclic olefin copolymers (COC) are
common polymer/plastic materials for both hot emboss-
ing and injection mold replication.

All of these polymer/plastic replication techniques
are summarized in Table 9.1. Since each technique dif-
fers from the others, fabrication techniques and materials
have to be selected according to the application.

9.2 Active Microfluidic Devices

Microfluidics devices are essential for the develop-
ment of lab-on-a-chip or µTAS (Micro-Total Analysis
Systems). A number of different microfluidic devices
have been developed with basic structures analogous
to the macroscale fluidic devices. Such devices include
microfluidic valves, microfluidic pumps, microfluidic
mixers, etc. The devices listed above have been devel-
oped both as active and passive devices. While passive
microfluidic devices are generally easy to fabricate, they
do not offer the same functional diversity that the ac-
tive microfluidic devices provide. For example, passive

microvalves based on surface tension effect [9.19] can
operate a few times to hold the liquid, which is accept-
able for a disposable format. Once the air-liquid interface
passes over the valve mechanism, the operation char-
acteristics of the valve will differ, due to the change
of surface energy over the channel. Similarly, passive
check valves [9.20–22] are dependent on the pressure
of the fluid for operation. Since the active microvalves
can be triggered on/off depending on an external sig-
nal regardless of the fluid system status, there have
been considerable research efforts to develop active mi-
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crofluidic devices. However, the active devices usually
require its expense as desired functional and fabrication
complexity.

This section reviews some of the active microflu-
idic devices, such as microvalves, micropumps, and
active microfluidic mixers. Passive counterparts of these
microfluidic devices will be discussed in the next
section.

9.2.1 Microvalves

Active microvalves have been an area of intense research
over the past decade, and a number of novel design
and actuation schemes have been developed. This makes
the categorization of active microvalves a confusing en-
terprise. Classification schemes for active microvalves
include:

1. Fluidics handled – liquid/gas/liquid and gas
2. Materials used for the structure – silicon/poly-

silicon/glass/polymer
3. Actuation mechanisms – electrostatic/pneumatic/

thermopneumatic, etc.
4. Physical actuating microstructures – membrane

type, flap type, ball valve, etc.

All of the classification schemes listed above are
valid, but the most commonly used method [9.23,24] is
the classification based on the actuation mechanisms.

In this section, the various microvalves are discussed
in terms of their actuation mechanisms and their rele-
vance to the valve mechanism, as well as fluid handled
and special design criteria.

Pneumatically/Thermopneumatically Actuated
Microvalves

Pneumatic actuation uses an external air line (or pneu-
matic source) to actuate a flexible diaphragm. Pneumatic
actuation offers such attractive features as high force,
high displacement, and rapid response time. Figure 9.5
illustrates a schematic concept of pneumatically actu-
ated microvalves. Schomburg et al. [9.25] demonstrated
pneumatically actuated microvalves.

Pneumatically actuated microvalves have also been
demonstrated using polymeric substrate. Hosokawa et al.
[9.26] demonstrated a pneumatically actuated three-way
microvalve system using a PDMS platform. The mi-
crofluidic lines and the pneumatic lines are fabricated
on separate layers.

Thermopneumatic actuation is typically performed
by heating a fluid (usually gas) in a confined cavity,
as illustrated in Fig. 9.6. The increase in temperature

Outlet InletInlet

Valve diaphragm
Orifice

Valve seat

Actuator chamber

Fig. 9.5 Schematic concept of pneumatically actuated mi-
crovalve

Outlet InletInlet

Valve
diaphragm

Resistive
heater

Valve seat

Fig. 9.6 Schematic concept of thermopneumatically actu-
ated microvalve

leads to a rise in pressure of the gas, and this pressure
is used for deflecting a membrane for valve operation.
Thermopneumatic actuation is an inherently slow tech-
nique but offers very high forces when compared to other
techniques [9.23]. Thermopneumatically actuated mi-
crovalves have been realized by many researchers using
various substrates and diaphragm materials [9.27–29].

Electrostatically Actuated Microvalves
Electrostatic actuation has been widely explored for
a number of applications, including pressure sensors,
comb drives, active mirror arrays, etc. Electrostatically
actuated devices typically have a fairly simple structure
and are easy to fabricate. A number of fabrication issues,
such as stiction and release problems of membranes and
valve flaps, need to be addressed for realizing practical
electrostatic microvalves. Sato et al. [9.30] have devel-
oped a novel membrane design in which the deflection
“propagates” through the membrane, rather than de-
forming it entirely. Figure 9.7 shows a schematic sketch
of the actuation mechanism and valve design. The use
of this “S-shaped” design allows them to have relatively
large gaps across the two surfaces, as the electrostatic
force must only be concentrated at the edges of the S-
shape where the membrane is deflected. Robertson et al.
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a)

b)

Fig. 9.7a,b Electrostatically actuated microvalve with S-
Shaped film element: propagation of bend in the film as
(a) open and (b) closed (adapted from [9.30]). Reproduced
by permission of IOP Publishing Limited

[9.31] have developed an array of electrostatically actu-
ated valves using a flap design (rather than a membrane)
for sealing fluid flow. The demonstrated system is suit-
able for very low pressure gas control systems such as
the ones needed in a clean room environment.

Wijngaart et al. [9.33] have developed a high-stroke,
high pressure electrostatic actuator for valve applica-
tions. This reference provides a good overview of the
theoretical design parameters used to design and analyze
an electrostatically actuated microvalve.

Piezoelectrically Actuated Microvalve
Piezoelectric actuation schemes offer a significant ad-
vantage in terms of operating speed; they are typically
the fastest actuation scheme at the expense of a reduced
actuator stroke. Also, piezoelectric materials are more
challenging to incorporate into fully integrated MEMS
devices. Watanabe et al. [9.34] and Stehr et al. [9.35]
demonstrated piezoelectric actuators for valve applica-
tions. A film of piezoelectric material is deposited on the
movable membrane, and upon application of an electric
potential, a small deformation occurs in the piezo film
that is transmitted to the valve membrane.

Electromagnetically Actuated Microvalves
Electromagnetic actuators are typically capable of de-
livering high force and range of motion. A significant

advantage of electromagnetic microvalves is that they
are relatively insensitive to external interference. How-
ever, electromagnetic actuators involve a fairly complex
fabrication process. Usually, a soft electromagnetic ma-
terial like Ni-Fe (nickel-iron permalloy) is used as
a membrane layer, and an external electromagnet is used
to actuate this layer. Sadler et al. [9.32] have devel-
oped a microvalve using the electromagnetic actuation
scheme shown in Fig. 9.8.

They have demonstrated a fully integrated magnetic
actuator with magnetic interconnection vias to guide
the magnetic flux. The valve seat design, also shown in
Fig. 9.8, allows for very intimate contact between the Ni-
Fe valve membrane and the valve seat, hence, achieving
an ultralow leak rate when the valve is closed.

Jackson et al. [9.36] demonstrate an electromagnetic
microvalve using “magnetic” PDMS as the membrane
material. For this application, the PDMS pre-polymer
is loaded with soft magnetic particles and then cured
to form the valve membrane. The PDMS membrane

a)

b)

Bonding wireInductor

Si

Ni/Fe

OutletInlet

Glass motherboard

Valve seats Glass

Si membrane

Inlet
Flow channel

Outlet

Trace

Glass

Fig. 9.8a,b Electromagnetically actuated microvalves:
(a) schematic illustration and (b) photograph of the electro-
magnetically actuated microvalve as a part of lab-on-a-chip
(after [9.32])
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is then assembled over the valve body, and miniature
electromagnets are used to actuate the membrane.

Other Microvalve Actuation Schemes
Microvalves have most commonly been implemented
with one of the actuation schemes listed above. How-
ever, these are not the only actuation schemes that are
used for microvalves. Some others include the use of
SMA (shape memory alloys) [9.37], electrochemical
actuation [9.38], etc. SMA actuation schemes offer the
advantage of generating very large forces when the SMA
material is heated to its original state. Neagu et al. [9.38]
present an electrochemically actuated microvalve. In
their device, an electrolysis reaction is used to gen-
erate oxygen in a confined chamber. This chamber is
sealed by a deformable membrane that deflects due to
increased pressure. The reported microvalve has rela-
tively fast actuation time and can generate very high
pressures. Yoshida et al. [9.39] present a novel approach
to the microvalve design: a micro-electro-rheological
valve (ER valve). An electro-rheological fluid is loaded
into the microchannel, and, depending on the strength
of an applied electric field, the viscosity of the ER fluid
changes considerably. A higher viscosity is achieved
when an electric field is applied perpendicular to the
flow direction. This increased viscosity leads to a drop
in the flow rate, allowing the ER fluid to act as a valve.
Of course, this technique is limited to fluids that can ex-
hibit such properties; nevertheless, it provides a novel
idea to generate on-chip microvalves.

The ideal characteristics for a microvalve are listed
by Kovacs [9.24]. However, of all the microvalves
listed above, none can satisfy all the criteria. Thus,
microvalve design, fabrication, and utility are highly
application-specific and most microvalves try to gener-
ate the performance characteristics that are most useful
for the intended application.

9.2.2 Micropumps

One of the most challenging tasks in developing a fully
integrated microfluidic system has been the development
of efficient and reliable micropumps. In macroscale,
a number of pumping techniques exist such as peristaltic
pumps, vacuum-driven pumps, venturi-effect pumps,
etc. However, in microscale, most mechanical pumps
rely on pressurizing the working fluid and forcing it to
flow through the system. Practical vacuum pumps are not
available in microscale. There are also some effects such
as electro-osmotic pumping, that are only possible on the
microscale. Consequently, electrokinetic driving mech-

anisms have also been widely studied for microfluidic
pumping applications.

In the previous section, various microvalves that are
used for microfluidic control were discussed. They were
presented based on the actuation schemes that they em-
ploy. A similar classification can also be adopted for
micropumps. However, rather than using the same clas-
sification scheme, the micropumps are categorized based
on the type of microvalve mechanism used as part of
the pumping mechanism. Broadly, the mechanical mi-
cropumps can be classified as check-valve controlled
microvalves or diffuser pumps. Either mechanism can
use various actuation schemes such as electrostatic, elec-
tromagnetic, piezoelectric, etc. Micropumps driven by
direct electrical control form separate category and are
discussed following the mechanical micropumps.

Micropumps Using Check Valve Design
Figure 9.9 shows a typical mechanical micropump with
check valves. This pump consists of an inlet and an out-
let check valve with a pumping chamber in between.
A membrane is deflected upwards, and a low pressure
zone is created in the pumping chamber. This forces
the inlet check valve open, and fluid is sucked into the
pumping chamber. As the membrane returns to its orig-
inal state and continues to travel downwards, a positive
pressure builds up, which seals the inlet valve while si-
multaneously opening the outlet valve. The fluid is then
ejected and the pump is ready for another cycle.

A number of other techniques have been used to
realize mechanical micropumps with check valves and
a pumping chamber. Jeon et al. [9.40] present a micro-
pump that uses PDMS flap valves to control the pumping
mechanism, Koch et al. [9.41], Cao et al. [9.42], Park
et al. [9.43], and Koch et al. [9.44] present piezoelectri-
cally driven micropumps. Xu et al. [9.45] and Makino

Inlet Outlet

Inlet Outlet

a)

b)

Fig. 9.9a,b Op-
eration of
micropump us-
ing check valve
design: (a) check
valves are closed
and (b) check
valves are open
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et al. [9.46] present SMA driven micropumps. Chou
et al. [9.47] present a novel rotary pump using a soft
lithography approach. As explained in the active valve
section, valves can be created on a PDMS layer using
separate liquid and air layers. When a pressure is ap-
plied to the air lines, the membranes deflect to seal the
fluidic path. Chou et al. [9.47] have implemented a se-
ries of such valves in a loop. When they are deflected in
a set sequence, the liquid within the ring is pumped by
peristaltic motion.

An interesting approach toward the development of
a bidirectional micropump has been used by Zengerle
et al. [9.48]. Their design has two flap valves at the inlet
and outlet of the micropump, which work in the forward
mode at low actuation frequencies and in the reverse
direction at higher frequencies. Zengerle et al. [9.48]
attribute the change in pumping direction to the phase
shift between the response of the valves and the pressure
difference that drives the fluid. Carrozza et al. [9.49]
use a different approach to generate the check valves.
Rather than using the conventional membrane or flap
type valves, they use ball valves by employing a stereo-
lithographic approach. The developed pump is actuated
using a piezoelectric actuation scheme.

Diffuser Micropumps
The use of nozzle-diffuser sections, or pumps with fixed
valves, or pumps with dynamic valves has been exten-
sively researched. The basic principle of these pumps is
based on the idea that the geometrical structure used as
an inlet valve has a preferential flow direction toward
the pumping chamber, and the outlet valve structure
has a preferential flow direction away from the pump-
ing chamber. An illustrative example of this concept is
shown in Fig. 9.10. As can be readily seen, these pumps
are designed to work with liquids only. When the pump
is in suction mode, the flow in the inlet diffuser structure
is primarily directed toward the pump, and a slight back-
flow occurs from the outlet diffuser (acting as a nozzle)
section. When the pump is in pressure mode, the outlet
diffuser section allows most of the flow out of the pump,
whereas the inlet diffuser section allows a slight back-
flow. The net effect is that liquid pumping occurs from
left to right.

Diffuser micropumps are simple and valveless struc-
tures that improve pumping reliability [9.50], but they
cannot eliminate backflow problems.

These micropumps can also be described as flow
rectifiers, analogous to diodes in electrical systems.
Forster et al. [9.51] have used the Tesla valve geom-
etry, instead of the diffuser section, and the reference

Increasing
chamber
volume

Diffuser
action

Nozzle
action

OutletInlet

Nozzle
action

Nozzle
action

OutletInlet

Decreasing
chamber volume

a)

b)

Fig. 9.10a,b
Operating
principle of
a diffuser
micropump:
(a) suction mode
and (b) pumping
mode

presents a detailed discussion of the design parame-
ters and operational characteristics of their fixed-valve
micropumps.

Electric/Magnetic Field Driven Micropumps
An electric field can be used to directly pump liquids in
microchannels using such techniques as electro-omosis
(EO), electrohydrodynamic (EHD) pumping, magneto-
hydrodynamic (MHD) pumping, etc. These pumping
techniques rely on creating an attractive force for some
of the ions in the liquid, and the remaining liquid is
dragged along to form a bulk flow.

When a liquid is introduced into a microchannel,
a double-layer charge exists at the interface of the liquid
and the microchannel wall. The magnitude of this charge
is governed by the zeta potential of the channel-liquid
pair. Figure 9.11 shows a schematic view of the electro-
osmotic transport phenomenon.

As shown in Fig. 9.11, the channel wall is negatively
charged, which attracts the positive ions in solution.
When a strong electric field is applied along the length
of the microchannel, the ions at the interface experience
an attractive force toward the cathode. As the positive
ions move toward the cathode, they exert a drag force on
the bulk fluid, and net fluid transport occurs from the an-
ode to the cathode. It is interesting to note that the flow
profile of the liquid plug is significantly different from
the pressure-driven flow. Unlike the parabolic flow pro-
file of pressure-driven flow, electro-osmotic transport
leads to an almost vertical flow profile. The electro-
osmotic transport phenomenon is only effective across
very narrow channels.
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Fig. 9.11 Schematic sketch explaining the principle of electro-
osmotic fluid transport

EHD can be broadly broken down into two sub-
categories: injection type and induction type. In injection
type EHD, a strong electric field (∼ 100 kV/cm) is ap-
plied across a dielectric liquid. This induces charge
formation in the liquid, and these induced (or injected)

charges are then acted upon by the electrical field
for pumping. Induction type EHD relies on generat-
ing a gradient/discontinuity in the conductivity and/or
permitivity of the liquid. Fuhr et al. [9.52] explain var-
ious techniques that can be used to generate gradients
for non-injection type EHD pumping.

MHD pumps rely on creating a Lorentz force on
the liquid particles in the presence of an externally ap-
plied electric field. MHD has been demonstrated using
both DC [9.53] and AC [9.54] excitations. MHD, EHD,
and electro-osmotic transport share one feature in com-
mon that makes them very appealing for microfluidic
systems; namely, none requires microvalves to regulate
the flow. This makes these pumping techniques very re-
liable, as there is no concern of wear and tear of the
microvalves, or any other moving parts of the microp-
ump. However, it has been difficult to implement these
actuation schemes on a complete microscale, owing to
the high voltages/electromagnets, etc. required for these
actuation schemes.

9.3 Smart Passive Microfluidic Devices

Passive microfluidics is a powerful technique for the
rapidly evolving discipline of BioMEMS. It is a fluid
control topology in which the physical configuration
of the microfabricated system primarily determines the
functional characteristics of the device/system. Typi-
cally, passive microfluidic devices do not require an
external power source, and the control exerted by the de-
vices is based, in part, on energy drawn from the working
fluid, or based purely on surface effects, such as surface
tension, selective hydrophobic/hydrophilic control, etc.
Most passive microfluidic devices exploit various phys-
ical properties such as shape, contact angle, and flow
characteristics to achieve the desired function. Passive
microfluidic systems are usually easier to implement and
allow for a simple microfluidic system with little or no
control circuitry. A further list of advantages and disad-
vantages of passive microfluidic systems (or devices) is
considered toward the end of this section.

Passive microfluidic devices can be categorized
based on:

• Function – microvalves, micromixers, filters, reac-
tors, etc.• Fluidic medium – gas or liquid• Application – biological, chemical, or other• Substrate material – silicon, glass, polysilicon, poly-
mer, or others

In this section, we will study various passive mi-
crofluidic devices that are categorized based on their
function. Passive microfluidic devices include, but are
not limited to, microvalves, micromixers, filters, dis-
pensers, etc. [9.24].

9.3.1 Passive Microvalves

Passive microvalves have been a subject of great inter-
est ever since the inception of the lab-on-a-chip concept.
Microvalves are a key component of any microfluidic
system and are essential for fluidic sequencing opera-
tions. Since most chemical and biochemical reactions
require about five to six reaction steps, passive mi-
crovalves with limited functionality are ideally suited for
such simple tasks. Passive microvalves can be broadly
categorized as follows:

• Silicon/polysilicon or polymer-based check valves• Passive valves based on surface tension effects• Hydrogel-based biomimetic valves

Passive Check Valves
Shoji et al. [9.23] provide an excellent review of check-
type passive microvalves. Some of the valves, shown in
Fig. 9.12, illustrate the various techniques that can be
used to fabricate check valves.
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Figure 9.12a shows a microvalve fabricated using
silicon bulk etching techniques. A through hole (pyra-
midal cavity) is etched through a silicon wafer that is
sandwiched between two glass wafers. The normally
closed valve is held in position by the spring effect of
the silicon membrane. Upon applying pressure at the
lower fluidic port, the membrane deflects upwards, al-
lowing fluid flow through the check valve. The same
working principle is employed by the microvalve shown
in Fig. 9.12b. However, instead of using a membrane
supported on all sides, a cantilever structure is used
for the flap. This reduces the burst pressure, i.e., the
minimum pressure required to open the microvalve.
Figure 9.12c shows that the membrane structure can
also be realized using a polysilicon layer deposited
on a bulk-etched silicon wafer. Poly-silicon processes
typically allow tighter control over dimensions and,
consequently, offer more repeatable operating char-
acteristics. Figure 9.12d shows the simplest type of
check valve where the V-groove etched in a bulk sil-
icon substrate acts as a check valve. However, the
low contact area between the flaps of the microvalve
leads to nontrivial leakage rates in the forward direc-
tion. Figures 9.12e and f show check valve designs
that are realized using polymer/metal films, in ad-
dition to the traditional glass/silicon platform. This
technique offers a significant advantage in terms of bio-
compatibility characteristic and controllable operating
characteristics. The surface properties of polymers can
be easily tailored using a wide variety of techniques
such as plasma treatment and surface adsorption [9.55].
Thus, in applications for which the biocompatibil-
ity requirements are very stringent, it is preferable to
have polymers as the fluid contacting material. Fur-
thermore, polymer properties such as stiffness, can also
be controlled in some cases based on the composition
and/or processing conditions. Thus, it may be possible
to fabricate microvalves with different burst pressures
by using different processing conditions for the same
polymer.

In addition to the passive check valves reviewed
by Shoji et al. [9.23], other designs include check
valves using composite titanium/polyimide membranes
[9.20,21], polymeric membranes such as Mylar or KAP-
TON [9.56], or PDMS [9.40], and metallic membranes
such as [9.22].

Terray et al. [9.57] present an interesting approach
to fabricating ultra-small passive valve structures. They
have demonstrated a technique to polymerize colloidal
particles into linear structures using an optical trap to
form microscale particulate valves.

a)

b)

c)

Polyimide

Silicone

Membrane type with MESA structure 7 mm ø

Cantilever or flap valve

Poly-silicon membrane

V-groove typed)

e) Titanium/polyimide membrane

f) Silicone float valve

1 mm × 1mm

1.2 mm

80 µm × 100 µm

1.0 mm

1.2 mm × 1.2 mm

Glass

Si

Glass

Si

Si

Si

Si

Si

Poly-silicon

Fig. 9.12a–f Various types of passive microvalve designs: (a) mem-
brane type with MESA structure; (b) cantilever or flap valve; (c) poly-
silicon membrane; (d) V-groove type; (e) titanium/polyimide
membrane; and (f) silicone float valve. Adapted from [9.23]. Re-
produced by permissions of IOP Publishing Limited

Passive Valves Based on Surface Tension Effects
The passive valves listed in the previous section use
the forced motion of the membrane or flap to control
the flow of fluids. These valves are prone to such prob-
lems as clogging and mechanical wear and tear. Passive
valves based on surface tension effects, on the other
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hand, have no moving parts and control the fluid mo-
tion based on their physical structure and the surface
property of the substrate. Figure 9.13 shows a schematic
sketch of a passive microvalve on a hydrophobic sub-
strate [9.19].

The Hagen–Poiseuille equation for laminar flow
governs the pressure drops in microfluidic systems with
laminar flow. For a rectangular channel with a high width
to height ratio, the pressure drop is governed by the
equation

∆P = 12Lµ.Q

wh3
, (9.1)

where L is the length of the microchannel, µ is the
dynamic viscosity of the fluid, Q is the flow rate, and
w and h are the width and height of the microchannel,
respectively. Varying L or Q can control the pressure
drop for a given set of w and h.

An abrupt change in the width of the channel
causes a pressure drop at the point of restriction. For
a hydrophobic channel material, an abrupt decrease in
channel width causes a positive pressure drop:

∆P2 = 2σl cos(θc)

[(
1

w1
+ 1

h1

)
−
(

1

w2
+ 1

h2

)]
,

(9.2)

where σl is the surface tension of the liquid, θc is the
contact angle, and w1, h1 and w2, h2 are the width
and height of the two sections before and during the
restriction, respectively. Setting h as constant through
the system, ∆P2 can be varied by adjusting the ratio of
w1 and w2. Ahn et al. [9.19] have proposed and imple-
mented a novel structurally programmable microfluidic
system (sPROMs) based on the passive microfluidic
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Valve 3
Valve 4

30° taper
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without
restrictor
channel

round
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Valve 1

Valve 2

Valve 3

Valve 4 Fig. 9.14 Analysis of dif-
ferent geometries of passive
valves. After [9.58], repro-
duced by permission of The
Royal Society of Chemistry

Flow

w1

L1
d1

d2

w2

Fig. 9.13 Structure of a passive microvalve based on sur-
face tension effects (adapted from [9.19])

approach. In short, the sPROMs system consists of
a network of microchannels with passive valves of the
type shown in the passive valve section. If the pres-
sure drop of the passive valves is set to be significantly
higher than the pressure drop of the microchannel net-
work, then the position of the liquid in the microchannel
network can be controlled accurately. By applying se-
quentially higher pressure pulses, the liquid is forced
to move from one passive valve to another. Thus, the
movement of the fluid within the microfluidic channels
is “programmed” using the physical structure of the mi-
crofluidic system, and this forms the basic idea behind
sPROMs.

The abrupt transition from a wide channel to a nar-
row channel can also be affected along the height of the
microchannel. Furthermore, the passive valve geometry
shown in Fig. 9.13 is not exclusive. Puntambekar et al.
[9.58] have demonstrated different geometries of passive
valves, as shown in Fig. 9.14a. As shown in Fig. 9.14b,
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the various geometries of the passive valves in Fig. 9.14a
can act as effective passive valves without having an
abrupt transition. This is important in order to avoid the
dead volume that is commonly encountered across an
abrupt step junction.

The use of surface tension to control the operation of
passive valves is not limited to hydrophobic substrates.
Madou et al. [9.59] demonstrate a capillarity-driven stop
valve on a hydrophilic substrate. On a hydrophilic sub-
strate, the fluid can easily “wick through” in the narrow
region. However, at the abrupt transition to a larger chan-
nel section, the surface tension effects will not allow the
fluid to leave the narrow channel. Thus, in this case, the
fluid is held at the transition from the narrow capillary
to the wide outlet channel.

Another mechanism to implement passive valves
is the use of hydrophobic patches on a normally hy-
drophilic channel. Handique et al. [9.60] demonstrate
the use of this technique to implement passive valves
for a DNA analysis system. The fluid is sucked into the
microfluidic channels via capillary suction force. The
hydrophobic patch exerts a negative capillary pressure
that stops the further flow of fluid. The use of hydropho-
bic patches as passive valves is reported by Andersson
et al. [9.61].

Other Passive Microvalves
A novel approach to realizing passive valves that are
responsive to their surrounding environment is demon-
strated by Low et al. [9.62] and Yu et al. [9.63]. Yu
et al. [9.63] have developed customized polymer “cock-
tails” that are polymerized in situ around prefabricated
posts. The specialized polymer is selectively responsive
to stimuli such as pH, temperature, electric fields, light,
carbohydrates, and antigens.

Another interesting approach in developing passive
valves has been adopted by Foster et al. [9.51]. They
have developed the so-called no moving part (NMP)
valves, which are based on a physical configuration that
allows a higher flow rate along a direction compared to
the reverse direction.

9.3.2 Passive Micromixers

The successful implementation of microfluidic systems
for many lab-on-a-chip systems is partly owing to the
significant reduction in volumes handled by such sys-
tems. This reduction in volume is made possible by the
use of microfabricated features and channel dimensions
ranging from a few µm to several hundred µm. Despite
the advantage offered by the micron-sized channels, one

of the significant challenges has been the implementa-
tion of effective microfluidic mixers on the microscale.
Mixing on a macroscale is a turbulent flow regime pro-
cess. However, on the microscale, because of the low
Reynolds numbers as a result of the small channel
dimensions, most flow streams are laminar in nature,
which does not allow for efficient mixing. On the other
hand, diffusion is an important factor in mixing because
of the short diffusion lengths.

There have been numerous attempts to realize micro-
mixers using both active and passive techniques. Active
micromixers rely on creating localized turbulence to
enhance the mixing process, whereas passive micromix-
ers usually enhance the diffusion process. The diffusion
process can be modeled by the following equation:

τ = d2

D
, (9.3)

where τ is the mixing time, d is the distance, and D is
the diffusion coefficient. Equation (9.3) illustrates the
diffusion-dominated mixing at the microscale. Because
of the small diffusion lengths (d), the mixing times can
be made very short. The simplest category of micromix-
ers is illustrated in Fig. 9.15. In these mixers, creating
a convoluted path increases the path length that the two
fluids share, leading to higher diffusion and more com-
plete mixing. However, these mixers only exhibit good
mixing performance at low flow rates, in the range of
a few µl/min.

Mitchell et al. [9.64] have demonstrated three-
dimensional micromixers that can achieve better

Outlet

Outlet

Fig. 9.15 Diffusion-enhanced mixers based on long, con-
voluted flow path
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performance by alternately laminating the two fluid
streams to be mixed. Beebe et al. [9.65] have created
a chaotic mixer that has the convoluted channel along
three dimensions. This micromixer works on the prin-
ciple of forced advection resulting from repeated turns
in three dimensions. Furthermore, at each turn, eddies
are generated because of the difference in flow veloci-
ties along the inner and outer radii, which enhances the
mixing.

Stroock et al. [9.68] demonstrate a passive mi-
cromixer that uses chaotic mixing by superimposing
a transverse flow component on the axial flow. Ridges
are fabricated at the bottom of microchannels. The flow
resistance is lower along the ridges (peak/valley) and
higher in the axial direction. This generates a helical flow
pattern that is superimposed on the laminar flow. The
demonstrated mixer shows good mixing performance
over a wide range of flow velocities.

Hong et al. [9.66] have demonstrated a passive
micromixer based on the Koanda effect. Their design
uses the effects of diffusion mixing at low flow veloci-
ties; at high flow velocities, a convective component is
added perpendicular to the flow direction, allowing for
rapid mixing. This mixer shows excellent mixing per-
formances across a wide range of flow rates because of
the dual mixing effects. Figure 9.16 shows a schematic
sketch of the mixer structure.

The mixer works on the principle of superimposing
a parabolic flow profile in a direction perpendicular to

Fluid 1 Fluid 2

Diffuser

Coanda
effect

Coanda
effect

“Wing”
structure

Mixed fluid

Fig. 9.16 Mixing unit design for the Coanda effect mixer.
The actual mixer has mixing unit pairs in series (af-
ter [9.66])

Mixture of
low/high
diffusivity
molecules

Mostly low
diffusivity
molecules

Mostly high
diffusivity
moleculesDiluent

Fig. 9.17 Conceptual illustration of the H-Sensor. Adapted
from [9.67]

the flow direction. The parabolic profile creates a Taylor
dispersion pattern across the cross section of the flow
path. The dispersion is directly proportional to the flow
velocity, and higher flow rates generate more dispersion
mixing.

Brody et al. [9.67] have used the laminar flow charac-
teristics in a microchannel to develop a diffusion-based
extractor. When two fluid streams, where fluid 1 is
loaded with particles of different diffusivity and fluid 2 is
a diluent, are forced to flow together in a microchannel,
they form two laminar streams with little mixing. If the
length that the two streams are in contact is carefully ad-
justed, only particles with high diffusivity (usually small
molecules) can diffuse across into the diluent stream, as
shown in Fig. 9.17. The same idea can be extended to
a T-filter. Weigl et al. [9.69] have demonstrated a rapid
diffusion immunoassay using the T-filter.

9.3.3 Passive Microdispensers

The principle of the structurally programmable mi-
crofluidic systems (sPROMs) was introduced earlier in
the passive valve section. One of the key components
of the sPROMs system is the microdispenser, which is
designed to accurately and repeatedly dispense fluidic
volumes in the micro- to nanoliter range. This would al-
low the dispensing of a controlled amount of the analyte
into the system that could be used for further biochem-
ical analysis. Figure 9.18 shows a schematic sketch of
the microdispenser design [9.58].

The microdispenser works on the principle of grad-
uated volume measurement. The fluid fills up the exact
fixed volume of the reservoir, and the second passive
valve at the other end of the microdispenser stops further
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Passive
valve 1
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On-chip scaleGraduating reservoirAir inlet

Fluid
inlet A

Passive valve 3

Passive
valve 2

W2

W1

Measurement channel

Fig. 9.18 Schematic sketch of the microdispenser.
Adapted from [9.58], reproduced by permission
of The Royal Society of Chemistry

motion. When the reservoir is filled with fluid, the fluidic
actuation is stopped, and, simultaneously, pneumatic ac-
tuation from the air line causes a split in the fluid column
at point A (Fig. 9.18). Thus, the accuracy of the reser-
voir decides the accuracy of the dispensed volume. Since
the device is manufactured using UV-LIGA lithography
techniques, highly accurate and reproducible volumes
can be defined. The precisely measured volume of fluid
is expelled to the right from the reservoir. The expelled
fluid then starts to fill up the measuring channel. When
the fluid reaches point B (Fig. 9.18), the third microvalve
holds the fluid column.

Figure 9.19 shows an actual operation sequence of
the microdispenser. Figure 9.19f shows that the dis-

a) b) c)

d) e) f)

Measurement
channel

Graduated
reservoir

Fig. 9.19a–f Microphotographs of microdispenser sequence: (a) fabricated device; (b) fluid at reservoir inlet; (c) reservoir
filling; (d) reservoir filled; (e) split in liquid column due to pneumatic actuation; and (f) fluid ejected to measurement
channel and locked in by passive valve. After [9.58], reproduced by permission of The Royal Society of Chemistry

pensed volume is held by passive valve 3, and at this
stage, the length (and hence volume) can be calculated
using the on-chip scale. In experiments only, the region
in the immediate vicinity of the scale was viewed us-
ing a stereomicroscope for measuring the length of the
fluid column. The microdispenser demonstrated above
is reported to have dispensing variation of less than 1%
between multiple dispensing cycles.

9.3.4 Microfluidic Multiplexer Integrated
with Passive Microdispenser

Ahn et al. [9.19] have demonstrated the sPROMs tech-
nology to be an innovative method of controlling liquid
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Fig. 9.20a,b Microfluidic multiplexer with integrated dispenser: (a) schematic sketch and (b) fabricated device filled with dye
(after [9.58])

movement in a programmed fashion in a microfluidic
network. By integrating this technique with the mi-
crodispensers, a more functionally useful microfluidic
system can be realized. Figure 9.20a shows a schematic
illustration of the microfluidic multiplexer with the inte-

a)

b)

c)

d)

Fig. 9.21a–d Microphotographs showing operation of sequential
multiplexer: (a) first level division; (b) second level division; (c) con-
tinued multiplexing; and (d) end of sequential multiplexing sequence
(after [9.58])

grated dispenser, and Fig. 9.20b shows an actual device
fabricated using rapid prototyping techniques [9.70].

The operation of the microdispenser has been ex-
plained earlier in this section. Briefly, the fluid is loaded
in the fixed-volume metering reservoir via a syringe
pump. The fluid is locked in the reservoir by the pas-
sive valve at the outlet of the reservoir. When a higher
pressure is applied via the air inlet line, the liquid col-
umn is split and the fluid is dispensed into the graduating
channel.

The microfluidic multiplexer is designed to have
a programmed delivery sequence, as shown in Fig. 9.20a,
where the numbers on each branch of the multiplexer
indicates the filling sequence. This sequential filling is
achieved by using different ratios of passive valves along
the multiplexer section. For instance, at the first branch-
ing point, the passive valve at the upper branch offers
less resistance than the passive valve at the beginning of
the lower branch. Thus, the dispensed fluid will first fill
the top branch. After filling the top branch, the liquid
encounters another passive valve at the end of the top
branch. The pressure needed to push beyond this valve
is higher than the pressure needed to push liquid into
the lower branch of the first split. The liquid will then
fill the lower branch. This sequence of nonsymmetrical
passive valves continues along all the branches of the
multiplexer, as shown in Fig. 9.21.

The ability to sequentially divide and deliver liquid
volumes was demonstrated for the first time using a pas-
sive microfluidic system. This approach has the potential
to deliver very simple microfluidic control systems that
are capable of a number of sequential microfluidic
manipulation steps required in a biochemical analysis
system.
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9.3.5 Passive Micropumps

A passive system is defined inherently as one that
does not require an external energy source. Thus, the
term passive micropump might seem misnomer upon
initial inspection. However, there have been some ef-
forts dedicated to realizing a passive micropump that
essentially does not draw energy from an external
source, but stores the required actuation energy in
some form and converts it to mechanical energy on
demand.

Passive Micropump Based on Osmotic Pressure
Nagakura et al. [9.71] have demonstrated a meso-
scale osmotic actuator that converts chemical energy
to mechanical displacement. Osmosis is a well-known
phenomenon by which liquid is transported across
a semipermeable membrane to achieve a uniform con-
centration distribution across the membrane. If the
membrane is flexible, such as the one used by Na-
gakura et al. [9.71], then the transfer of liquid would
cause the membrane to deform and act as an actu-
ator. The inherent drawback of using osmosis as an
actuation mechanism is that it is a very slow pro-
cess: Typical response times (on a macroscale) are on
the order of several hours. However, osmotic transport
scales favorably to the microscale, and it is expected
that these devices will have response times on the or-
der of several minutes, rather than hours. Based on this
idea, Nagakura et al. [9.71] are developing a miniature
insulin pump. Su et al. [9.72] have demonstrated a mi-
croscale osmotic actuator that is capable of developing
pressures as high as 35 MPa. This is still a relatively
unexplored realm in BioMEMS actuation, and it has
good potential for applications such as sustained drug
delivery.

Passive Pumping Based on Surface Tension
Glenn et al. have demonstrated pumping action using
the difference between the surface tension pressure at
the inlet and outlet of a microfluidic channel. In the sim-
plest case, a small drop of a fluid is placed at one end
of a straight microchannel, and a much larger drop of
fluid is placed at the opposite end of the microchan-
nel. The pressure within the small drop is significantly
higher than the pressure within the large drop, due the
difference in the surface tension effects across the two
drops. Consequently, the liquid will flow from the small
drop and add to the larger drop. The flow rate can be
varied by changing various parameters such as the vol-

ume of the pumping drop, the surface free energy of the
liquid, or the resistance of the microchannel, etc. This
pumping scheme is very easy to realize and can be used
for a wide variety of fluids.

Evaporation-Based Continuous Micropump
Effenhauser et al. [9.73] have demonstrated a continu-
ous flow micropump based on a controlled evaporation
approach. Their concept is based on the controlled evap-
oration of a liquid through a membrane into a gas
reservoir. The reservoir contains a suitable adsorption
agent that draws out the liquid vapors and maintains
a low vapor pressure conducive to further evapora-
tion. If the liquid being pumped is replenished from
a reservoir, capillary forces will ensure that the fluid
is continuously pumped through the microchannels as it
evaporates on the other end into the adsorption reservoir.
Though the pump suffers from inherent disadvantages
such as strong temperature dependence and operation
only in suction mode, it offers a very simple technique
for fluidic transport.

9.3.6 Advantages and Disadvantages
of the Passive Microfluidic Approach

This chapter has covered a number of different
passive microfluidic devices and systems. Passive
microfluidic devices have only recently been a sub-
ject of considerable research effort. One of the
reasons for this interest is the long list of advan-
tages that passive microfluidic devices offer. However,
since most microfluidic devices are very application-
specific (and even more so for passive microfluidic
devices), the advantages are not to be considered
universally applicable for all the devices/systems.
Some of the advantages that are commonly found
are:

• avoid the need for an “active” control system;• usually very easy to fabricate;• the passive microfluidic systems with no moving
parts are inherently more reliable because of the lack
of mechanical wear and tear;• offer very repeatable performance once the un-
derlying phenomena are well understood and
characterized;• highly suited for BioMEMS applications – can easily
handle a limited number of microfluidic manipula-
tion sequences;• well suited for low cost, mass production approach;
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• low cost offers the possibility of having disposable
microfluidic systems for specific applications, such
as working with blood;• can offer other interesting possibilities, such as
biomimetic response.

However, like all MEMS devices, passive microflu-
idic devices or systems are not the solution to the
microfluidic handling problem. Usually they are very
application-specific – they cannot be reconfigured for

another application easily. Other disadvantages are listed
below:

• suited for well understood, niche applications
for which the fluidic sequencing steps are well
decided,• strongly dependent on variances in the fabrication
process,• usually not very suitable for a wide range of fluidic
mediums.

9.4 Lab-on-a-Chip for Biochemical Analysis

Recent development in MEMS (microelectromechani-
cal systems) has brought a new and revolutionary tool
in biological or chemical applications: “lab-on-a-chip”.
New terminology, such as micro total analysis systems
and lab-on-a-chip, was introduced in the last decade, and
several prototype systems have been reported.

The idea of lab-on-a-chip is basically to reduce bio-
logical or chemical laboratories to a microscale system,
hand-held size or smaller. Lab-on-a-chip systems can be
made out of silicon, glass, and polymeric materials, and
the typical microfluidic channel dimensions are in the
range of several tens to hundreds of µm. Liquid samples
or reagents can be transported through the microchan-
nels from reservoirs to reactors using electrokinetic,
magnetic, or hydrodynamic pumping methods. Fluidic
motions or biochemical reactions can also be moni-
tored using various sensors, which are often used for
biochemical detection of products.

There are many advantages to using lab-on-a-chip
over conventional chemical or biological laboratories.
One of the important advantages lies in its low cost.
Many reagents and chemicals used in biological and
chemical reactions are expensive, so the prospect of us-
ing very small amounts (in micro- to nanoliter range)
of reagents and chemicals for an application is very
appealing. Another advantage is that lab-on-a-chip re-
quires very small amounts of reagents/chemicals (which
enables rapid mixing and reaction) because biochemi-
cal reaction is mainly involved in the diffusion of two
chemical or biological reagents, and microscale fluidics
reduces diffusion time as it increases reaction prob-
abilities. In practical terms, reaction products can be
produced in a matter of seconds/minutes, whereas lab-
oratory scale can take hours, or even days. In addition,
lab-on-a-chip systems minimize harmful by-products
since their volume is so small. Complex reactions

of many reagents could happen on lab-on-a-chip that
have ultimate potential in DNA analysis, biochemi-
cal warfare agent detection, biological cell/molecule
sorting, blood analysis, drug screening/development,
combinatorial chemistry, and protein analysis. In this
section, two recent developments of microfluidic sys-
tems for lab-on-a-chip applications will be introduced:
(a) magnetic micro/nano bead-based biochemical detec-
tion system and (b) disposable smart lab-on-a-chip for
blood analysis.

9.4.1 Magnetic Micro/Nano Bead-Based
Biochemical Detection System

In the past few years, a large number of microfluidic
prototype devices and systems have been developed,
specifically for biochemical warfare detection systems
and portable diagnostic applications. The BioMEMS
team at the University of Cincinnati has been work-
ing on the development of a remotely accessible
generic microfluidic system for biochemical detec-
tion and biomedical analysis, based on the concepts
of surface-mountable microfluidic motherboards, sand-
wich immunoassays, and electrochemical detection
techniques [9.74, 75]. The limited goal of this work is
to develop a generic MEMS-based microfluidic system
and to apply the fluidic system to detect bio-molecules,
such as specific proteins and/or antigens, in liquid sam-
ples. Figure 9.22 illustrates the schematic diagram of
a generic microfluidic system for biochemical detection
using a magnetic bead approach for both sampling and
manipulating the target bio-molecules [9.76, 77].

The analytical concept is based on sandwich im-
munoassay and electrochemical detection [9.78], as
illustrated in Fig. 9.23. Magnetic beads are used as both
substrates of antibodies and carriers of target antigens.
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Biofilter and immunosensor Flow sensorBiofilter

Microvalves

20 mm

50 mm

80 mm

Microfluidic system

Fig. 9.22 Schematic diagram of
a generic microfluidic system for
biochemical detection (after [9.75])

A simple concept of magnetic bead-based bio-sampling
with electromagnet for the case of sandwich immunoas-
say is shown in Fig. 9.24.

Antibody-coated beads are introduced on the elec-
tromagnet and separated by applying magnetic fields.
While holding the antibody-coated beads, antigens are
injected into the channel. Only target antigens are im-
mobilized and, thus, separated on the magnetic bead
surface due to antibody/antigen reaction. Other antigens
get washed out with the flow. Next, enzyme-labeled sec-
ondary antibodies are introduced and incubated, along
with the immobilized antigens. The chamber is then
rinsed to remove all unbound secondary antibodies. Sub-
strate solution, which will react with enzyme, is injected

e– e–

e–

Electro-
chemical
detection

Enzyme
substrate

Enzyme
product

Label
(enzyme)

Target
antigen

Anti-
body

Anti-
body

Fig. 9.23 Analytical concept based on sandwich im-
munoassay and electrochemical detection. After [9.77],
reproduced by permission of The Royal Society of Chem-
istry

into the channel, and the electrochemical detection is
performed. Finally, the magnetic beads are released to
the waste chamber, and the bio-separator is ready for
another immunoassay. Alkaline phosphatase (AP) and p-
aminophenyl phosphate (PAPP) were chosen as enzyme
and electrochemical substrate, respectively. Alkaline
phosphatase makes PAPP turn into its electrochemical
product, p-aminophenol (PAP). By applying potential,
PAP gives electrons and turns into 4-quinoneimine
(4QI), which is the oxidant form of PAP.

For the successful immunoassay, the biofilter [9.76]
and the immunosensor were fabricated separately
and integrated together. The integrated biofilter and
immunosensor were surface-mounted using a fluo-
ropolymer bonding technique [9.79] on a microfluidic
motherboard, which contains microchannels fabricated
by glass etching and glass-to-glass direct bonding
technique. Each inlet and outlet were connected to sam-
ple reservoirs through custom-designed microvalves.
Figure 9.25 shows the integrated microfluidic bio-
chemical detection system for magnetic bead-based
immunoassay.

After a fluidic sequencing test, full immunoassays
were performed in the integrated microfluidic system
to prove magnetic bead-based biochemical detection
and sampling function. Magnetic beads (Dynabeads®

M-280, Dynal Biotech Inc.) coated with biotinylated
sheep anti-mouse immunoglobulin G (IgG) were in-
jected into the reaction chamber and separated on the
surface of the biofilter by applying magnetic fields.
While holding the magnetic beads, antigen (mouse IgG)
was injected into the chamber and incubated. Then

Part
A

9
.4

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



272 Part A Nanostructures, Micro/Nanofabrication, and Micro/Nanodevices

a)

f)

Magnetic bead
with antibody

Target
antigen

Antigens

g)

d)

c)

b)

e)

Biofilter
(planar electromagnet)

Electrochemical immunosensor
Fig. 9.24a–g Conceptual illustration of bio-sampling and
immuno-assay procedure: (a) injection of magnetic beads;
(b) separation and holding of beads; (c) flowing samples;
(d) immobilization of target antigen; (e) flowing labeled an-
tibody; (f) electrochemical detection; and (g) washing out
magnetic beads and ready for another immunoassay (af-
ter [9.77], reproduced by permission of The Royal Society
of Chemistry)

secondary antibody with label (rat anti-mouse IgG
conjugated alkaline phosphatase) and electrochemical
substrate (PAPP) to alkaline phosphatase was sequen-
tially injected and incubated to ensure production of
PAP. Electrochemical detection using an amperometric
time-based detection method was performed during in-
cubation. After detection, magnetic beads with all the
reagents were washed away, and the system was ready
for another immunoassay. This sequence was repeated
for every new immunoassay. The flow rate was set to
20 µl/min in every step. After calibration of the elec-
trochemical immunosensor, full immunoassays were
performed following the sequence stated above for dif-
ferent antigen concentrations: 50, 75, 100, 250, and
500 ng/ml. Concentration of primary antibody-coated
magnetic beads and conjugated secondary antibody was
1.02 × 107 beads/ml and 0.7 µg/ml, respectively. Im-
munoassay results for different antigen concentrations
are shown in Fig. 9.26.

Immunoreactant consumed during one immunoas-
say was 10 µl (20 µl/min × 30 s), and total assay time
was less than 20 min, including all incubation and de-
tection steps.

The integrated microfluidic biochemical detection
system has been successfully developed and fully tested
for fast and low volume immunoassays using magnetic
beads, which are used as both immobilization sur-
faces and bio-molecule carriers. Magnetic bead-based
immunoassay, as a typical example of biochemical
detection and analysis, has been performed on the in-
tegrated microfluidic biochemical analysis system that
includes a surface-mounted biofilter and immunosensor
on a glass microfluidic motherboard. Protein sampling
capability has been demonstrated by capturing target
antigens.

The methodology and system can also be applied
to generic bio-molecule detection and analysis systems
by replacing the antibody/antigen with appropriate bio
receptors/reagents, such as DNA fragments or oligonu-
cleotides, for the application to DNA analysis and/or
high throughput protein analysis.
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MicrovalvesBiofilter with
immunosensor

Biomagnetic nano beads Flow sensorLab-on-a-chip system

Fig. 9.25 Photograph of the fab-
ricated lab-on-a-chip for magnetic
bead-based immunoassay
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Fig. 9.26 Immunoassay results meas-
ured by amperometric time-based
detection method (after [9.77], repro-
duced by permission of The Royal
Society of Chemistry)

9.4.2 Disposable Smart Lab-on-a-Chip
for Blood Analysis

One of several substrates available for bio-fluidic chips,
plastics have recently become one of the most pop-
ular and promising substrates due to their low cost,
ease of fabrication, and favorable biochemical reliability
and compatibility. Plastic substrates, such as polyimide,
PMMA, PDMS, polyethylene, or polycarbonate, offer
a wide range of physical and chemical material parame-
ters for the applications of bio-fluidic chips, generally at
low cost using replication approaches. The disposable
smart plastic biochip is composed of integrated mod-
ules of plastic fluidic chips for fluid regulation, chemical
and biological sensors, and electronic controllers. As
a demonstration vehicle, the biochip has the specific
goal of detecting and identifying three metabolic param-
eters such as PO2 (partial pressure of oxygen), lactate,

and glucose from a blood sample. The schematic con-
cept of the cartridge-type disposable lab-on-a-chip for
blood analysis is illustrated in Fig. 9.27. The dispos-
able lab-on-a-chip cartridge has been fabricated using
plastic micro-injection molding and plastic-to-plastic
direct bonding techniques. The biochip cartridge con-
sists of a fixed volume microdispenser based on the
sPROMs (structurally programmable microfluidic sys-
tem) technique [9.70], an air-bursting, on-chip pressure
source [9.80], and electrochemical biosensors [9.81].

A passive microfluidic dispenser measures exact
amounts of sample to be analyzed, and then the air-
bursting on-chip power source is detonated to push the
graduated sample fluid from the dispenser reservoir.
Upon air bursting, the graduated sample fluid travels
through the microfluidic channel into sensing reservoirs,
under which the biosensor array is located, as shown in
Fig. 9.28.
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Biosensor using
gelbased solid
electrolyte

Screen-printed
conductive
traces

Plastic
substrate

Smart passive
microdispenser

Blood
sample

injection Air-bursting
on-chip
pressure source

Sample fluid
Air
(from on-chip
pressure source)

Fig. 9.27 Schematic illustration of smart and disposable plastic lab-
on-a-chip by Ahn et al. [9.82]

An array of disposable biosensors consisting of an
oxygen sensor and a glucose sensor has been fabricated
using screen-printing technology [9.81]. Measurements
from the developed biosensor array can be done based
on tiny amounts of sample (as low as 100 nl). The glu-
cose sensor is designed by adding two additional layers
above the oxygen sensor (Fig. 9.29), which are glucose
semipermeable membrane and glucose oxidase (GOD)
layers.

The principle of the oxygen sensor is based on am-
perometric detection that when the oxygen diffusion
profile from the sample to electrode surface is saturated,

5 mm
0 s 0.5 s 0.9 s 1.2 s

Air-bursting
on-chip
pressure
source

Biosensor underneath

Fig. 9.28 Upon air-bursting, sample fluid travels through the microchannel into biosensor detection chamber. Biosensor
was detached for clear micro-photographs. Dotted line indicates where biosensor is supposed to be attached (after [9.82])

which means a constant oxygen gradient distribution
profile is generated, the current is proportional only
to the oxygen concentration in the solution. A silicone
layer is spin-coated and utilized as an oxygen semiper-
meable membrane because of its high permeability and
low signal-to-noise ratio. Water molecules pass through
the silicone membrane and reconstitute the gel-based
electrolyte so the Cl− ions can move close to the anode
to coalesce with Ag+. The number of electrons in this
reaction is counted by the measuring system.

For the glucose sensor, the additional layers – glu-
cose semipermeable membrane (polyurethane) and the
immobilized GOD (in a polyacrylamide gel) – allow di-
rect conversion of the oxygen sensor to a glucose sensor.
The glucose molecules will pass through the semiper-
meable layer and be oxidized immediately. The oxygen
sensor will measure hydrogen peroxide, which is a by-
product of glucose oxidation. The level of hydrogen
peroxide is proportional to the glucose level in sample.
The fabricated disposable plastic lab-on-a-chip cartridge
was inserted into a hand-held type biochip analyzer for
analysis of human blood sample, as shown in Fig. 9.30.
The prototype biochip analyzer consists of biosensor
detection circuitry, timing/sequence circuitry for the air-
bursting, on-chip power source, and a display unit. The
battery-operated biochip analyzer initiated the sensing
sequence and displayed readings in one minute. Meas-
ured glucose and PO2 levels in human blood sample are
also shown in Fig. 9.31.

The development of the disposable smart micro-
fluidic-based biochips is of immediate relevance to
several patient-monitoring systems, specifically for
point-of-care health monitors. Since the developed
biochip is a low cost, plastic-based system, we envi-
sion a disposable application for monitoring clinically
significant parameters such as PO2, glucose, lactate,
hematocrit, and pH. These health indicators provide an
early warning system for the detection of patient status
and can also serve as markers for disease and toxicity
monitoring.
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Fig. 9.29 Electrochemical and analytical principle of the
developed disposable biosensor for partial oxygen concen-
tration sensing (after, c© 2002 IEEE [9.81])
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Fig. 9.30 Hand-held type disposable smart lab-on-a-chip
analyzer (after [9.82])
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Therapeutic N10. Therapeutic Nanodevices

Therapeutic nanotechnology offers minimally
invasive therapies with high densities of func-
tion concentrated in small volumes, features
that may reduce patient morbidity and mortal-
ity. Unlike other areas of nanotechnology, novel
physical properties associated with nanoscale
dimensionality are not the raison d’etre of thera-
peutic nanotechnology, whereas the aggregation
of multiple biochemical (or comparably pre-
cise) functions into controlled nanoarchitectures
is. Multifunctionality is a hallmark of emerging
nanotherapeutic devices, and multifunctional-
ity can allow nanotherapeutic devices to perform
multi-step work processes, with each func-
tional component contributing to one or more
nanodevice subroutine such that, in aggregate,
subroutines sum to a cogent work process. Can-
nonical nanotherapeutic subroutines include
tethering (targeting) to sites of disease, dis-
pensing measured doses of drug (or bioactive
compound), detection of residual disease af-
ter therapy and communication with an external
clinician/operator. Emerging nanotherapeutics
thus blur the boundaries between medical de-
vices and traditional pharmaceuticals. Assembly
of therapeutic nanodevices generally exploits ei-
ther (bio)material self assembly properties or
chemoselective bioconjugation techniques, or
both. Given the complexity, composition, and the
necessity for their tight chemical and structural
definition inherent in the nature of nanothera-
peutics, their cost of goods (COGs) might exceed
that of (already expensive) biologics. Early thera-
peutic nanodevices will likely be applied to disease
states which exhibit significant unmet patient
need (cancer and cardiovascular disease), while
application to other disease states well-served
by conventional therapy may await perfec-
tion of nanotherapeutic design and assembly
protocols.
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10.1 Definitions and Scope of Discussion

Nanotechnology is a field in rapid flux and development,
as cursory examination of this volume shows, and defini-
tion of its meets and bounds, as well as identification of
sub-disciplines embraced by it, can be elusive. The word
means many things to many people, and aspects of mul-
tiple disciplines, from physics to information technology
to biotechnology, legitimately fall into the intersection
of the Venn diagram of disciplines that defines nano-
technology. The breadth of the field allows almost any
interested party to contribute to it, but the same am-
biguity can render the field diffuse and amorphous. If
nanotechnology embraces everything, what then is it?
The ambiguity fuels cognitive dissonance that can re-
sult in frustrating interactions between investigators and
funders, authors and editors, and entrepreneurs and in-

N

Antigen binding domains

Common
effector
domains

N
N

LC

HC
C

C C

C

N
N

N
N

LC

HC
C

C C

C

N
N

C

a) b) c)

Fig. 10.1a–c Antibodies resemble purpose-built devices with dis-
tinct functional domains [10.1]. Native antibodies are composed of
four polypeptide chains: two heavy chains (HC) and two light chains
(LC), joined by interchain disulfide linkages (lines between HC and
LC moieties). Amino and carboxy termini of individual polypep-
tide chains are indicated (by N and C). Antigen binding domains
are responsible for specific antigen recognition, vary from antibody
to antibody, and are indicated by the thicker lines. Common effec-
tor functions (FC receptor binding, complement fixation, etc.) are
delimited to domains of the antibodies that are constant from mol-
ecule to molecule. (a) A native IgG antibody is monospecific but
bivalent in its antigen binding capacity. (b) An engineered, bispe-
cific, bivalent antibody capable of recognizing two distinct antigens.
(c) An engineered antibody fragment (single chain Fv or SCFv) that
is monospecific and monovalent can recognize only one antigenic
determinant and is engineered to lack common effector functions.
This construct is translated as a single, continuous polypeptide chain
(hence the name SCFv) because a peptide linker (indicated by the
connecting line in the figure) is incorporated to connect the carboxy
end of the HC fragment and the amino end of the LC fragment

vestors. Some consideration of the scope of the field
therefore is useful.

To frame the discussion, we will define nanotech-
nology as the discipline that aims to satisfy desired
objectives using materials and devices whose valu-
able properties are based on a specific nanometer-scale
element of their structures. The field is unabashedly
application-oriented, so its raison d’être is fulfillment
of tasks of interest: technical information is important
primarily to the extent that it bears on device design,
function, or application.

The meaning of “therapeutic” is largely self-
explanatory and refers here to intervention in human
disease processes (although many of the approaches dis-
cussed are equally applicable to veterinary medicine).
Our discussion will be confined primarily to therapeutics
used in vivo, because such applications clearly benefit
from the low invasiveness that ultra-small, but multipo-
tent, nanotherapeutics potentially offer. It is debatable
whether imaging, diagnostic, or sensing devices can be
considered therapeutic in this context, though, as we
will see, sensing/diagnostic functionalities are often in-
extricable elements of therapeutic nanodevices, and it
is difficult to consider so-called smart nanotherapeutics
without discussion of their sensing capabilities.

Our definition of nanotechnology projects several
corollaries. First, it embraces macroscale structures
whose useful properties derive from their nanoscale
aspects. Second, the modifier “specific” (as in, “spe-
cific nanometer-scale elements”) is intended to exclude
materials whose utility derives solely from properties in-
herent in being finely divided (high surface-to-volume
ratios, for instance), or other bulk chemical and phys-
ical properties. We made the exclusion based on our
assessment that therapeutic nanodevices are more in-
triguing than nanomaterials per se (see below), though
we will engage these attributes where they are germane
to specific devices or therapeutic applications. Third,
our definition implies that limited nanotechnology has
been available since the 1970s in the form of biotech-
nology. Based on their nanoscale structures, individual
biological macromolecules (such as proteins) often ex-
hibit the coordinated, modular multifunctionality that is
characteristic of purpose-built devices (Fig. 10.1). An
analogous, but perhaps less persuasive, argument can
be made that organic chemistry is an early form of
nanotechnology. Compared to organic small molecules,
protein functional capabilities and properties are gen-
erally more complex and extremely dependent on their
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conformation in three-dimensional space at nanometer
scale. The nanotechnology sobriquet, therefore, may
be more appropriate to biotechnology than organic
chemistry.

Biological macromolecules rely on the deployment
of specific chemical functionalities to specific relative
distributions in space with nanometer (and greater) res-
olution for their function, so the inclusion of molecular
engineering aspects of biotechnology practice under the
nanotechnology rubric is legitimate, despite the discom-
fort it may cause traditionally trained engineers. As
we will see, intervention in human disease often re-
quires inclusion of biomolecules in therapeutic devices:
frequently, no functional synthetic analogue of active
proteins and nucleic acids is available.

As described above, this chapter focuses primarily
on nanoscale therapeutic devices as opposed to thera-
peutic nanomaterials. Devices are integrated functional
structures and not mixtures of materials. Devices exhibit
desirable emergent properties inherent in their design:
the properties emerge as the result of the spatial and/or
temporal organization, and coordination and regulation
of action of individual components. The organization of
components in devices allows them to perform multi-
step, cogent work processes that can’t be mimicked by
simple admixtures of individual components. In fact, if
device functions can be mimicked well by simple mix-
tures of components, the labor involved in configuring
and constructing a nanoscale device is not warranted.
Our device definition thus excludes nanomaterials used
as drug formulation excipients (pharmacologically inert
materials included in formulations that improve phar-
macophore uptake, biodistribution, pharmacokinetic,
handling, storage, or other properties), but embraces
those same materials as integral components of drug
delivery or other clinical devices.

10.1.1 Design Issues

The biotechnology industry historically has focused
on production of individual soluble protein and nu-
cleic acid molecules for pharmaceutical use, with only
limited attention paid to functional supramolecular
structures [10.2–7]. This bias toward free molecules
flies in the face of the obvious importance of integrated
supramolecular structures in biology and, to the casual
observer, may seem an odd gap in attention and empha-
sis on the part of practicing biotechnologists. The bias
toward single molecule, protein therapeutics, however,
follows from the fact that biotechnology is an indus-
trial activity, governed by market considerations. Of the

myriad potential therapeutics that might be realized from
biotechnology, single protein therapeutics are among the
easiest to realize from both technical and regulatory per-
spectives and so warrant extensive industrial attention.
This is changing, however, and more complex entities
(actual supramolecular therapeutic devices) have and
will appear with increasing frequency in the twenty-first
century.

New top-down and bottom-up materials derived
from micro/nanotechnology provide the opportunity
to complement the traditional limits of biotechnol-
ogy by providing scaffolds that can support higher
level organization of multiple biomolecules to perform
work activities they could not perform as free, soluble
molecules. Such supramolecular structures have been
called nanobiotechnological devices [10.8], nanobiolog-
ical devices [10.2–7], or semi-synthetic nanodevices and
figure prominently in therapeutic nanotechnology.

Incorporation of / Interaction
with Biomolecules

In general, design of nanodevices is similar to design of
other engineered structures, providing that the special
properties of the materials (relating to their nanoscale as-
pects such as quantum, electrical, mechanical, biological
properties, etc.), as well as their impact in therapy, are
considered. Therapeutics can interact with patients on
multiple levels, ranging from organismal to molecular,
but it is reasonable to expect that most nanotherapeu-
tics will interface with patients at the nanoscale at least
to some extent [10.2–5, 9–14]. Typically, this means
interaction between therapeutics and biological macro-
molecules, supramolecular structures and organelles,
which, in turn, often dictates the incorporation of bio-
logical macromolecules (and other biostructures) into
nanodevices [10.2, 5, 13–15]. Incorporating biological
structures into (nanobiological) devices presents spe-
cial challenges that do not occur in other aspects of
engineering practice.

Unlike fully synthetic devices, semi-biological
nanodevices must incorporate pre-fabricated biolog-

ical components (or derivatives thereof), and therefore
the intact nanodevices are seldom made entirely de novo.
As a corollary, knowledge of properties of biological
device components is often incomplete (as they were
not made by human design), and therefore the range
of activities inherent in any nanobiological device de-
sign may be much less obvious and less well-defined
than it is for fully synthetic devices. Further compli-
cating the issue, the activities of biological molecules
are often multifaceted (many genes and proteins exhibit
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plieotropic activities), and the full range of function-
ality of individual biological molecules in interactions
with other biological systems (as in nanotherapeutics)
is often not known. This makes design and prototyp-
ing of biological nanodevices an empirically intensive,
iterative process [10.3–5, 14].

Biological macromolecules have properties, partic-
ularly those relating to their stability, that can limit their
use in device contexts. In general, proteins, nucleic acids,
lipids, and other biomolecules are more labile to physic-
al insult than are synthetic materials. With the possible
exceptions of topical agents or oral delivery and endoso-
mal uptake of nanotherapeutics (both involving exposure
to low pH), patients can tolerate conditions encoun-
tered by nanobiological therapeutics in vivo, and device
lability in the face of physical insult is generally a ma-
jor consideration only in ex vivo settings (relating to
storage, sterilization, ex vivo cell culture, etc.). Living
organisms remodel themselves constantly in response
to stress, development, pathology, and external stimuli.
For instance, epithelial tissues and blood components
are constantly eliminated and regenerated, and bone and
vasculature are continuously remodeled. The metabolic
facilities responsible (circulating and tissue-bound pro-
teases and other enzymes, various clearance organs, the
immune system, etc.) can potentially process biologic-
al components of nanobiological therapeutic devices as
well as endogenous materials, leading to partial or com-
plete degradation of nanotherapeutic structure, function,
or both. Furthermore, the host immune and wound re-

Table 10.1 Some ideal characteristics of nanodevices. (A) Characteristics of all nanobiological devices [10.2, 5, 13–15].
(B) Desirable characteristics of therapeutic platforms [10.2, 5, 13–15]

A

Biological molecules must retain function.
Device function is the result of the summed activities of device components.
The relative organization of device components drives device function.
Device functions can be unprecedented in the biological world.

B

Therapeutics should be minimally invasive.
Therapeutics should have the capacity to target sites of disease.
Therapeutics should be able to sense disease states in order to:

– report conditions at the disease site to clinicians.
– administer metered therapeutic interventions.

Therapeutic functions should be segregated into standardized modules.
Modules should be interchangeable to tune therapeutic function.

sponses protect the host against pathogenic organism
incursions by mechanisms that involve sequestering and
degrading the pathogens. Nanobiological therapeutics
are subject to the actions of these host defense systems
and to normal remodeling processes. As we will dis-
cuss, various strategies to stabilize biomolecules and
structures in heterologous in vivo environments are ap-
plicable to nanobiological therapeutics [10.3, 16–20].
Conversely, instability of active biocomponents can of-
fer a valuable and simple way to delimit the activity of
nanotherapeutics containing biomolecules.

Nanotherapeutic Design Paradigms
Several early attempts to codify the canonical properties
of ideal nanobiological devices, and therapeutic nano-
devices in particular, have been made [10.5, 13, 15, 21]
and are summarized in Table 10.1. In general, nano-
biological devices contain biological components that
retain their function in new (device) contexts. In other
words, one must abstract enough of a functional bio-
logical unit from its native context to allow it to perform
the function for which it was selected. If one wishes,
for example, to appropriate the specific antigen recogni-
tion property of an antibody for a device function (say,
in targeting, discussed later), it is not necessary to in-
corporate the entire 150,000 atomic mass unit (AMU)
antibody, the bulk of which is devoted to functions other
than antigen recognition (see Fig. 10.1 [10.1]), but it is
critical to incorporate the approximately 20,000 AMU
of the antibody essential for specific antibody–antigen
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binding. Device function is the result of the summed
and various activities of biological and synthetic device
components, as well, though functional biological com-
ponents generally exist in the context of higher order
systems that support the organisms of which they are
a part by the control the nanobiological device designer
can exert on the relative organization of biological de-
vice components allows biomolecules abstracted from
their native context and incorporated in nanobiotech-
nological devices to contribute to functions entirely
different from those they performed in their organis-
mal contexts. All of these features are illustrated in
the bacmid, or Bac-to-Bac, system, a commercially
available molecular cloning device ([10.22–24] and
Fig. 10.2). This system configures prokaryotic genetic
elements from multiple sources into a device for pro-
ducing recombinant eukaryotic viruses, a function that
is unprecedented in nature. The system is feasible be-
cause of the modularity of the genetic elements involved
and because of the strict control of the relative ar-
rangement of genetic elements allowed by recombinant
DNA technology. Analogous devices based on bacte-
rial and eukaryotic regulatory elements to pre-program
the micro- and nanoscale architectural properties and
physiological behavior of living things are now being
realized [10.25, 26].

Bacmid provides an example of a nontherapeutic
nanobiological device and illustrates some specific de-

Fig. 10.2 The bacmid molecular cloning system is a mo-
lecular device designed to allow efficient production of
recombinant insect viruses (baculovirus) in Escherichia
coli [10.22–24]. Baculovirus is replicated in E. coli by
the F plasmid origin of replication (F ori), and as such,
is called a bacmid. The bacmid also includes an engineered
transposable DNA element 7 (Tn7) attachment site iso-
lated from the chromosome of an enteric bacteria (AttTn7).
AttTn7 can receive Tn7 elements transposed from other
cellular locations. A donor plasmid (donor) is replicated
by a temperature-sensitive plasmid pSC101 origin of repli-
cation (ts ori). The donor also incorporates an expression
cassette containing both the gene of interest for ultimate
expression in insect cells and a selectable genetic marker
operable in E. coli. The expression cassette is flanked by
DNA sequences (attL and attR) that are recognized by the
Tn7 transposition machinery. Tn7 transposition machinery
resides elsewhere in the same E. coli cell. When donor
plasmid is introduced into E. coli containing bacmid, Tn7
transposition machinery causes the physical relocation of
expression cassettes from donor plasmid to bacmid. Unre-
acted donor plasmid is conveniently removed by elevating
the incubation temperature, causing the ts pSC101 replicon
to cease to function, in turn, causing the donor to be lost. If
selection for the genetic markers within the expression cas-
sette is applied at this point, the only E. coli that survive are
those containing recombinant bacmid (i. e., those that have
received the gene for insect cell expression by transposition
from the donor). Recombinant bacmid are conveniently iso-
lated from E. coli and introduced into insect cell culture,
where expression of the gene of interest occurs

sign approaches for building functional devices with
biocomponents. Hypothetical properties of nanoscale
devices specifically for therapeutic purposes have been
codified (Table 10.1) and bear examination [10.13, 15].

In nanotherapeutic applications, devices should be
noninvasive and target therapeutic payloads to sites of
disease to maximize therapeutic benefit while mini-
mizing undesired side effects. This of course implies
the existence of therapeutic effector functions in these
nanodevices, to give devices the ability to remediate
a physiologically undesirable condition. Beyond that,
several attributes relate to sensing of biomolecules, cells,
or physical conditions (sensing disease itself, identi-
fication of residual disease, and, potentially, targeting
capacity, responding to intrinsic or externally supplied
triggers for payload release). Other properties relate to
communication between device subunits (for instance,
between sensor and effector domains of the device)
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Fig. 10.3 A hypothetical, modular nanotherapeutic patterned after the dendrimer-based cluster agent for oncology of
Baker [10.15]. As described in the text, each dendrimer subunit is grown from an initiator core (C), and the tunable
surface groups of the dendrimers are represented by Z. Each dendrimer subunit has a specific, dedicated function in
the device: the central dendrimer encapsulates small molecule therapeutics (E), whereas other functional components
are segregated to other dendrimer components. These include biochemical targeting/tethering functions (Ta), therapeutic
triggering functions to allow activation of prodrug portions of the device by an external operator (Tr), metal or other
constituents for imaging (I), and sensing functions (S) to mediate intrinsically controlled activation/release of therapeutic.
This design constitutes a therapeutic platform [10.13, 15] because of its modular design. The depicted device is only one
possible configuration of an almost infinite number of analogous therapeutics that can be tuned to fit particular therapeutic
needs by interchanging functional modules

or between the device and an external operator (ex-
ternal triggering and data documentation capability).
With appropriate design, device functions can be mod-
ular [10.13, 15]. As discussed below, this approach
allows construction of nanotherapeutic platforms (such
as the dendrimer-based therapeutic of Fig. 10.3, den-
drimer synthesis and assembly are discussed later), as

opposed to single one-off devices that are capable of
only one therapeutic task.

The vision of nanoscale therapeutic platforms arose
from collaboration between the National Cancer In-
stitute (NCI) and the National Aeronautics and Space
Agency (NASA). NASA is concerned with minimal
mass therapeutics: therapeutics, along with almost
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everything else used by astronauts, must be launched
from Earth. NCI is interested in early detection of
disease to improve prognosis. Since this requires screen-
ing a population predominantly of healthy patients, the
screening mode must be minimally invasive. The consid-
erations of both agencies might be met with ultra-small
(micro- or nanoscale) multipotent therapeutic devices.
Furthermore, the proposed therapeutic platforms should
not only remediate undesired physiological conditions
but also have the capacity to recognize them and report
them. Extensive capability for molecular recognition and
communication with external clinicians/operators is in-
tegral to the requirements of NASA and NCI. These
capacities would allow drugs or other therapeutic in-
terventions to be provided in a controlled fashion, to
maximize benefit and minimize side effects, and is the
essence of “smart” therapeutics (see the discussion of
targeting and triggering below).

Though substantial progress has been made in de-
vice design and realization, no fully realized multipotent
nanoscale therapeutic platform has yet been commer-
cialized, but the therapeutic platform paradigm, in which
devices are modular, with functional tasks segregated
into individual modules, has potential to be extremely

powerful. Classes of broadly similar devices could
be tailored to specific disease states by interchanging
modules (targeting modules, drugs dispensers, etc.) as
appropriate to the disease state or therapeutic course.
Thus, the hypothetical device represents a possible thera-
peutic platform composed of functional modules that
could be for use in particular indications or in specific
individuals.

10.1.2 Utility and Scope
of Therapeutic Nanodevices

Therapeutic nanotechnology will be useful, of course,
when the underlying biology of the disease states in-
volved is amenable to intervention at the nanoscale. As
we will discuss, while several disease states and physio-
logical conditions (cancer, vaccination, cardiovascular
disease, etc.) are particularly accessible to nanoscale in-
terventions, some nanotechnological approaches may be
applicable more broadly. Much as was the case with the
introduction of recombinant protein therapeutics over
the last 20 years, nanotherapeutics may present regula-
tory and pharmacoeconomic challenges related to their
novelty and their cost of goods (COGs).

10.2 Synthetic Approaches: “top-down” versus “bottom-up”
Approaches for Nanotherapeutic Device Components

Synthesis of nanomaterials is commonly thought of in
terms of “top-down” or “bottom-up” processes. Top-
down approaches begin with larger starting materials
and, in a more or less controlled fashion (depending
on the technique), remove material until the desired
structure is achieved. Most microfabrication techniques
for inorganic materials (lithography and milling tech-
niques, etc.) fit this description. In contrast, bottom-up
approaches begin with smaller subunits that are assem-
bled, again with varying levels of control, depending
on technique, into the final product. Key examples
of materials made by bottom-up approaches include
some inorganic structures. This includes “handmade”
structures created by using direct atomic or molecu-
lar placement by force microscopy (discussed below),
structures built using various deposition or growth
methods, as well as all polymerization methods of syn-
thesis. Thus, almost all biologic macromolecules and
most biogenic structures, including mineralized bio-
materials, are made by bottom-up methods. To make

the distinction between top-down and bottom-up ap-
proaches more concrete, we will consider an example of
each.

10.2.1 Production
of Nanoporous Membranes
by Microfabrication Methods:
A top-down Approach

Lithography can be summarized by three basic steps:
1) Pattern Design (generation of masks), 2) Pattern
Definition (exposure), and 3) Pattern Transfer (etch-
ing/liftoff). Optical lithography uses masks to form
patterns on resist/substrate surfaces to produce features.
The technique’s power lies in its reproducibility and its
capacity to manufacture via highly parallel processes.
The key limitation of photolithography lies in the fact
that resolution of features is diffraction-limited by the
wavelength of light used. To address this limitation,
short-wave radiation (i. e., X-rays with wavelengths of
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about 1nm wavelength) can be generated by synchrotron
or other sources (from X-ray tubes, discharge plasma, or
laser plasma), controlled, and focused for use in X-ray
lithographic techniques [10.27]. The process is identical
conceptually to optical lithography but requires special
masks and resists amenable to the high-frequency ra-
diation used. Combinations of filters and mirrors can
produce resolutions in feature size of less than 100 nm,
with fabrication throughputs congruent with those of
other optical lithography processes. Limited access to
synchrotron sources in turn limits the wide application
of the method, however. The relatively long wavelengths
used in conventional photolithography are generally un-
suitable for formation of nanoscale features unless some
clever technical expedient, like the use of a sacrifi-
cial layer (described below for generating nanoporous
membranes) is employed.

As we will discuss in consideration of applications
of nanotherapeutic devices, there are numerous potential
applications for tunable nanopore membranes [10.16–
18]. For certain applications, such as immunoisolation
(see below), the distribution of pore sizes must be tight
and nearly perfect. Until the late 1990s, this was an
unattainable objective.

a) c)

b) d)

p+ Si

Si

SiO2

p+ poly-Si

SiO2

Fig. 10.4a–d Nanoporous silicon membranes are fabricated by
a top-down approach [10.16–18]. (a) Pore exit holes are plasma-
etched through p+ silicon (dark brown) and boronated silicon (grey).
(b) Controlled depth silicon oxide (white) layer is grown on the
structure. (c) A thick polysilicon layer (light brown) is deposited
over the oxide, and pore exits are established by back-side plasma
etch. (d) Pores are opened by removal of the sacrificial layer with
hydrofluoric acid. The membranes themselves are macroscale ob-
jects that fit under the nanotechnology rubric because they derive
their useful properties from controlled nanoscale architecture

The key technical innovation facilitating the micro-
fabrication of highly defined nanoporous membranes
was an approach featuring a sacrificial oxide layer
sandwiched between two structural layers that ulti-
mately is etched away to define the pore pathway
and diameter [10.16–18]. The sacrificial layer (SiO2)
is sandwiched between a silicon wafer and a polysil-
icon layer: pore channel diameter is determined by
the SiO2 thickness. In the process (Fig. 10.4), the top
of a silicon wafer is doped with boron to increase
its mechanical robustness, and p+ silicon is overlaid.
Pore exit holes are plasma etched through the p+ and
doped material. In the pore dimension-determining step,
SiO2 is grown on the wafer by dry thermal oxidation,
a process allowing control of oxide layer thickness to
within 1 nm. This oxide constitutes the critical sacrifi-
cial layer. A thick polysilicon layer (again, boron-doped
for mechanical strength) is then deposited over the ox-
ide. Pore entry holes are etched by plasma etch, offset
from the exit pores. Ultimately, the offset will require
the diffusion pathway of the finished structure to pass
through a “bottleneck” whose diameter is determined
by the thickness of the sacrificial layer. The back-
side of the wafer is anisotropically etched to expose
the doped layer of the wafer (now the bottom of the
membrane structure). Pores are opened by removal of
exposed sacrificial layer using concentrated hydrofluoric
acid.

10.2.2 Synthesis of Poly(amido) Amine
(PAMAM) Dendrimers:
A bottom-up Approach

PAMAM dendrimers are remarkably defined synthetic
molecules made using polymer chemistry (Fig. 10.5).
Their unique structural attribute is their fractal geom-
etry, and their unique physical property is their high
monodispersity. Clever use of orthogonal conjugation
strategies in their synthesis drives their monodisper-
sity [10.28–30].

Orthogonal conjugation involves the mutually ex-
clusive reactivity of the chemical specificities present in
the reaction: when the orthogonal reactants are present
in a vessel, and the reaction is carried at appropri-
ate stoichiometry, only a monodisperse single product
is formed. PAMAM dendrimers are among the most
monodisperse synthetic materials available and, within
limits, their sizes, surface chemistries, and shapes can
be controlled at the synthetic level. To a greater or lesser
extent, these desirable material properties of dendrimers
are caused by an orthogonal synthetic strategy.
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Fig. 10.5 PAMAM dendrimers are
grown bottom-up using sequential or-
thogonal synthetic steps [10.28–30].
Dendrimers are grown from amine
cores, in this case ammonia, by se-
quential addition of methyl acrylate,
followed by an independent reaction
addition reaction involving ethy-
lene diamine. Together, these two
half-steps constitute a full genera-
tion of dendrimer growth. PAMAM
dendrimers are classified by their gen-
eration of growth as being G0, G1, G2,
etc., as indicated in the figure

PAMAM dendrimers are usually built from an
initiator core (an amine) in sequential shells, called
generations (i. e., G0, G1, G2, etc.). Each generation
comprises two synthetic half-steps, each of which is
self-limiting in that the reagents performing each ad-
dition step are reactive only with the distinct chemical
functionalities added to the growing dendrimer in the
previous addition reaction. Reagent is added until the
chemical functionalities from the previous step are fully
consumed (Fig. 10.5). In the first synthetic half-step,
methyl acrylate is added to the amine precusor, adding
a carboxy-terminated functionality to all amine branch
points. Polymer intermediates terminating in such car-
boxy functionalities are called “half-generation.” In the
second half-step, the generation is completed. Ethylene
diamine is added, resulting in a branched amine-
terminated adduct for each carboxylate group of the
half-generation precursor. In general, before proceeding
to downstream synthetic operations, products of indi-
vidual reactions are purified so that only functionalities
incorporated into growing dendrimer are available for
subsequent reactions. Under ideal conditions, only a sin-
gle chemical structure can result from each generation
of growth, and with adequate purification between ad-
dition reactions; in the absence of limitations on the
completeness of each reaction (such as steric limitations

which become manifest in dendrimers of generation 6
and above), dendrimers of each generation are perfectly
identical to each other.

10.2.3 The Limits of top-down
and bottom-up Distinctions
with Respect to Nanomaterials
and Nanodevices

Some materials can be produced by alternate means,
some of which are bottom-up, some of which are top-
down approaches. For instance, carbon nanotubes can
be synthesized in an arguably top-down approach from
graphite sheets in an arc oven or can be grown bottom-
up, by a metal-catalyzed polymerization method [10.31].
Additionally, not all finished materials can be classified
as either top-down or bottom-up: synthetic protocols
can contain both steps. For instance, while proteins
are synthesized from lower molecular weight amino
acid precursors by chemically or biologically mediated
polymerization (bottom-up), they are often made as pre-
cursor molecules that are processed to a final product by
chemical or enzymatic cleavage (top-down, see [10.32]
for an overview). While the question of whether any
given material is made top-down or bottom-up can be
ambiguous, the synthetic provenance of multicompo-
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nent nanodevices can be even more so. In analogy
to biogenic materials, synthetic polymers are bottom-
up materials per se, but fabrication of raw polymeric
materials into final device architectures often involves

top-down steps [10.33]. As we will see, therapeutic
nanodevices frequently contain both synthetic and bi-
ologic components, and strict top-down and bottom-up
categorization of these devices is often not applicable.

10.3 Technological and Biological Opportunities

This section considers selected enablers for therapeutic
nanodevices. Some are purely technological: nanomate-
rial self-assembly properties, bioconjugation methods,
engineered polymers for conditional release of therapeu-
tics, external triggering strategies, and so forth. Others
relate to disease-state tissue or cell-specific biology
that can be exploited by nanotherapeutics, such as the
emerging vascular address system and intrinsic trigger-
ing approaches. In association with those applications,
we will consider additional biological opportunities
for nanoscale approaches specific to particular disease
states.

10.3.1 Assembly Approaches

Assembly of components into devices is amenable to
multiple approaches. In the case of devices comprising
a single molecule or processed from a single crys-
tal (some microfabricated structures, single polymers,
or grafted polymeric structures) assembly may not be
an issue. Integration of multiple, separately microfabri-
cated components may sometimes be necessary (as in
the immunoisolation capsule discussed below) and may
sometimes drive the need for assembly, even for silicon
devices. Furthermore, many therapeutic nanodevices
contain multiple, chemically diverse components that
must be assembled precisely to support their harmonious
contribution to device function.

“One off” Nanostructures
and Low Throughput Construction Methods

Direct-write technologies can obtain high (nanome-
ter scale) resolution. For instance, electron-beam
(e-beam) lithography is a technique requiring no
mask, and that can yield resolutions on the order of
tens of nanometers, depending on the resist mater-
ials used [10.34]. Resolution in e-beam lithography
ultimately is limited by electron scattering in the re-
sist and electron optics, and like most direct-write
approaches, e-beam lithography is limited in its through-
put. Parallel approaches involving simultaneous writing
with up to 1,000 shaped e-beams are under de-

velopment [10.34] and may mitigate limitations in
manufacturing rate.

Force microscopy approaches utilize an ultrafine
cantilever tip (typically with point diameters of 50 nm or
less, Fig. 10.6) in contact with, or tapping, a surface or
a stage. The technique can be used to image molecules, to
analyze molecular biochemical properties (like ligand-
receptor affinity [10.35]), or to manipulate materials at
nanoscale. In the latter mode, force microscopy has been
used to manipulate atoms to build individual nanostruc-
tures since the mid-1980s. This has led to construction
of structures that are precise to atomic levels of reso-
lution (Fig. 10.6), though the manufacturing throughput
of “manual” placement of atoms by force microscopy is
limited.

Dip-pen nanolithography (DPN) is a force micro-
scopy methodology that can achieve high resolution
features (features of 100 nm or less) in a single step.
In DPN, the AFM tip is coated with molecules to be de-
ployed on a surface, and the molecules are transferred
from the AFM tip to the surface as the coated tip con-
tacts it. DPN also can be used to functionalize surfaces
with two or more constituents and is well suited for
deployment of functional biomolecules on synthetic sur-
faces with nanoscale precision [10.36, 37]. DPN suffers
the limitations of synthetic throughput typical of AFM
construction strategies.

Much as multibeam strategies might improve
throughput in e-beam lithography [10.34], multiple
tandem probes may increase assembly throughput for
construction methods that depend on force microscopy
significantly, but probably not sufficiently to allow
manufacture of bulk quantities of nanostructures, as
will likely be needed for consumer nanotherapeu-
tic devices. As standard of care evolves increasingly
toward tailored courses of therapy [10.38] and individ-
ual therapeutics become increasingly multicapable and
powerful, however, relatively low throughput synthe-
sis/assembly methods may become more desirable. For
the moment, though, ideal manufacturing approaches for
nanotherapeutic devices resemble either industrial poly-
mer chemistry, occurring in bulk, in convenient buffer
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a)

c)

b)

Fig. 10.6 (a) A schematic depiction of an atomic force mi-
croscope cantilever and tip interacting with materials on
a surface. Tips typically have points of 50 nm or less in
diameter [10.31, 39]. (b) Schematic of multiplexed AFM
tips performing multiple operations in parallel [10.31, 39].
(c) AFM image of a quantum corral, a structure built us-
ing AFM manipulation of individual atoms (from the IBM
Image Gallery)

systems, or in massively parallel industrial microfab-
rication approaches. In any case, therapy for a single
patient may involve billions of billions of individual nan-
otherapeutic units, so each individual nanotherapeutic
structure must require only minimal input from a human
synthesis/manufacturing technician.

Self-Assembly of Nanostructures
Self-assembly has been long recognized as a poten-
tially critical labor-saving approach to construction
of nanostructures [10.40], and many organic and in-
organic materials have self-assembly properties that
can be exploited to build structures with controlled
configurations. Self-assembly processes are driven by
thermodynamic forces and generally result in struc-
tures that are not covalently linked. Intra/intermolecular
forces driving assembly can be electrostatic or hy-
drophobic interactions, hydrogen bonds, and van der
Waals interactions between and within subunits of the
self-assembling structures and the assembly environ-
ment. Thus, final configurations are limited by the ability
to “tune” the properties of the subunits and control the
assembly environment to generate particular structures.

Self-Assembly of Carbon Nanostructures
Carbon nanotubes (Fig. 10.7) spontaneously assemble
into higher order [10.31] structures (nanoropes) as
the result of hydrophobic interactions between indi-
vidual tubes. Multi-wall carbon nanotubes (MWCNT)
are well-known structures that can be viewed as self-
assembled, nested structures of nanotubes with tube
diameters decreasing serially from the outermost to in-
nermost tubes. The striking resemblance that MWCNT
have to macroscale bearings has been noted and ex-
ploited [10.41]. MWCNT linear bearings can be actuated
by application of mechanical force to the inner nano-
tubes of the MWCNT assembly. Actuation causes the
assembly to undergo a reversible telescoping motion.
Interestingly, these linear MWCNT bearings exhibit es-
sentially no wear as the result of friction between bearing
components.

C60 fullerenes and single wall carbon nanotubes
(SWCNT) also spontaneously assemble (Fig. 10.7) into
higher order nanostructures called “peapods” [10.42] in
which fullerene molecules are encapsulated in nano-
tubes. The fullerenes of peapods modulate the local
electronic properties of the SWCNT in which they are
encapsulated and may allow tuning of carbon nano-
tube electrical properties. The potentially fine-level
control of nanotube properties may prove useful in
nanotube-containing electrical devices, particularly in
cases wherein nanotubes are serving as molecular wires.
In this capacity, carbon nanotubes have been incorpo-
rated into FETs (field effect transistors, discussed below
under sensing architectures [10.43]), and other molecu-
lar electronic structures. Ultimately, these architectures
may result in powerful, ultra-small computers to provide
the intelligence of “smart,” indwelling nanotherapeutic
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a) b)

c)

100 nm

AuSiO2

Nanotube

Al

d)

Fig. 10.7a–d (a) Shown to scale are two highly defined
carbon nanostructures: a C60 fullerene and (10, 10) sin-
gle wall carbon nanotube (SWCNT). (b) A self-assembled
nanorope composed of carbon nanotubes that assemble by
virtue of hydrophobic interactions [10.31,39]. (c) Schematic
depiction of another self-assembled carbon nanostruc-
ture (a peapod) consisting of the fullerenes and SWCNT
of 7a, and wherein the fullerenes are encapsulated in the
SWCNT [10.42]. Fullerene encapsulation in the peapods
modulates local electronic properties of the SWCNT.
(d) A nanotube field effect transistor (FET) consisting of
gold source and drain electrodes on an aluminum stage with
a carbon nanotube serving as the FET channel [10.43]

devices. In general, though, fullerenes, nanotubes carbon
nanoropes, nanotube bearings, and peapods have yet to
find extensive biological application, in part because of
their extreme hydrophobicity, presumably poor biocom-
patibility, and high chemical stability [10.31, 39]. But
controlled derivatization of nanotubes may be possible
through a number of approaches [10.31, 39] including
controlled introduction of bond strain to render individ-
ual carbons of the tubes selectively chemically reactive
(so-called mechanosynthesis). Carbon nanotubes and
fullerenes, however, owe many of their remarkable prop-
erties (chemical stability, mechanical robustness, some
electrical properties) to the fact that all the valences of
the constituent carbon atoms (except those at the ends of

nanotubes that are “open”) are satisfied. Thus, to deriva-
tize carbon nanostructures is to degrade them, a fact
one must consider when the design purposes that drove
incorporation of carbon structures into a therapeutic
depends on the chemical perfection of the material.
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Self-Assembly of Materials
Made by Traditional Polymer Chemistry

In the realms of drug delivery and biomedical micro
and nanodevices, the most familiar self-assembled struc-
tures are micelles [10.44–46]. These structures are
formed from the association of block co-polymer sub-
units (Fig. 10.8), each individual subunit containing
hydrophobic and hydrophilic domains. Micelles spon-
taneously form when the concentration of their subunits
exceeds the critical micelle concentration (cmc) in
a solvent in which one of the polymeric domains is
immiscible (Fig. 10.8). The cmc is determined by the
immiscible polymeric domain and can be adjusted by
control of the chemistry and length of the immiscible
domain, as well as by control of solvent conditions.
Micelles formed at low concentrations from low-cmc
polymers are stable at high dilution. Micelles formed
from polymer monomers with high cmcs can dissociate
upon dilution, a phenomenon that might be exploited to
control release of therapeutic cargos. If desired, micelles
can be stabilized by covalent cross-linking to generate
shell-stabilized structures [10.44–47].

The size dispersity and other properties of micelles
can be manipulated by control of solvent conditions,
incorporation of excipients (to modulate polymer pack-
ing properties), temperature, and agitation. From the
standpoint of size, reasonably monodisperse prepara-
tions (polydispersity of 1–5%) of nanoscale micellar
structures can be prepared [10.44–47]. The immense
versatility of industrial polymer chemistry allows mi-
cellar structures to be tuned chemically to suit the task
at hand. They can be modified for targeting or to sup-
port higher order assembly properties. They can be
made to imbibe therapeutic or other molecules for de-
livery and caused to dissociate or disgorge themselves
of payloads at desired times or bodily sites under the
influence of local physical/chemical conditions. The
tunability of these and other properties at the level of
monomeric polymer subunits as well as the level of
assembled higher order structures make micelles po-
tentially powerful nanoscale drug delivery and imaging
vehicles.

Fractal materials, such as dendritic polymers,
whose synthesis and structure were discussed previ-
ously, exhibit packing properties that can be exploited
to assemble higher order aggregate structures called
“tecto(dendrimers)” [10.48]. In fact, these self-assembly
properties are being exploited in oncological nanoth-
erapeutics as Fig. 10.3 shows [10.15, 49]. In principle,
these self-assembling therapeutic complexes need not
be pre-formed prior to administration. Individual func-

tional modules of the therapeutic assembly might
be administered sequentially, potentially to tailor
therapies more precisely to individual patient re-
sponses.

Stoichiometric Control and Self-Assembly
As the preceding examples demonstrate, self-assembly
approaches sometimes do not feature precise control
of subunit identity and stoichiometry in the assembled
complexes. This can be a limitation when the stoichiom-
etry and relative arrangement of differentiable individual
subunits is critical to device function. Stoichiometry is
less an issue when the self-assembling components are
identical and functionally fungible, as in the synthetic,
peptidyl anti-infective illustrated in Fig. 10.9 [10.50,51].

In the anti-infective architecture, individual peptide
components are flat, circular molecules. The planar char-
acter of the toroidal subunits is a consequence of the
alternating chirality of alternating D-L amino acids (aas)
in the primary sequence of the peptide rings. Alter-
nating D and L aas is not possible in proteins made
by ribosomal synthesis [10.32]. Ribosomes recognize
and incorporate into nascent polypeptides only L amino
acids, and so, as the result of aa chirality and bond
strain, peptides made by ribosomes cannot be made flat,
closed toroids like those of the peptidyl anti-infectives.
Much as in α-helical domains of ribosomally synthe-
sized proteins, however, the aa R-groups (which are of
varying hydrophobic or hydrophilic chemical specifici-
ties [10.32]) are arranged in the plane of the closed
D, L rings extending out from the center of the rings.
Hydrogen bonds between individual rings govern self-
assembly of the toroids into rod-like stacks, while the
R-groups dominate interactions between multiple stacks
of toroids and other macromolecules and structures (see
below).

The planar toroidal subunits can be administered as
monomers and self-assemble into multi-toroid rods at
the desired site of action (in biological membranes).
But the peptide toroids R-groups are chemically tuned
so that the rod structures into which they sponta-
neously assemble intercalate preferentially in specific
lipid bilayers (i. e., in pathogen vs. host membranes).
Moreover, the assembled rods may undergo an addi-
tional level of self-assembly into multi-rod structures,
spanning pathogen membranes [10.50, 51]. Whether as
single rod or multiple rod assemblies, membrane in-
tercalation by stacked toroids reduces the integrity of
pathogen membranes selectively, and therefore partic-
ular toroid species exhibit selective toxicity to specific
pathogens.
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Fig. 10.8a–d Micellar drug delivery vehicles and their
self-assembly from block copolymers [10.44–46]. (a) Mor-
phology of a micelle in aqueous buffer. Hydrophobic and
hydrophilic polymer blocks, copolymers containing the
blocks, micelles generated from the block copolymers,
and (hydrophobic) drugs for encapsulation in the micelles
are indicated. (b) Micelle self-assembly and charging with
drug occuring simultaneously when the drug-polymer for-
mulation is transitioned from organic to aqueous solvent
by dialysis. (c) Pre-formed micelles can be passively im-
bibed with drugs in organic solvent. Organic solvent is
then removed by evaporation, resulting in compression of
the (now) drug-bearing hydrophobic core of the micelle.
(d) An illustration of concentration-driven micelle forma-
tion. At and above the critical micelle concentration (cmc),
block copolymer monomers assemble into micelles, rather
than exist as free block copolymer molecules. The arrow
indicates the cmc for this system
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Fig. 10.9 A self-assembling peptide antibiotic nanostructure [10.50, 51]. Peptide linkages and the α-carbons and their
pendant R groups are indicated. The synthetic peptide rings are planar as the result of the alternating chirality (D or L)
of their amino acid (aa) constituents. R groups of aas radiate out from the center of the toroid structure. Individ-
ual toroids self-assemble (stack) as the result of hydrogen bonding interaction between amine and carboxy groups of
the peptide backbones of adjacent toroids. The surface chemistry of multi-toroid stacks is tuned at the level of the
aa sequence and, therefore, R group content of the synthetic peptide rings. The chemical properties of the stacked
toroid surfaces allow them to intercalate into the membranes of pathogenic organisms with lethal consequences.
The specific membrane preferences for intercalation of the compound are tuned by control of R group content of
torroids

These toroidal, synthetic antibiotics, and other
nanoscale antimicrobials represent critically needed,
novel antibacterial agents. Resistance to traditional,
microbially derived antibiotics often is tied to detox-
ifying functions associated with secondary metabolite
synthesis; these detoxifying functions are essential for
the viability of many antibiotic producing organisms
(for instance, see [10.52]). The genes encoding such
detoxifying functions are rapidly disseminated to other
microorganisms, accounting for the rapid evolution of
drug resistant organisms that has bedeviled antimi-
crobial chemotherapy for the last 25 years. Synthetic
nanoscale antibiotics, like the peptide toroids [10.50,51]
and the N8N antimicrobial nanoemulsion [10.53], act
by mechanisms entirely distinct from those of tradi-
tional secondary metabolite antibiotics, and no native
detoxifying gene exists. Therefore, novel nanoscale an-
timicrobials may not be subject to the unfortunately
rapid rise in resistant organisms associated with most
secondary metabolite antibiotics, though this remains to
be seen. As bacterial infection continues to re-emerge
as a major cause of morbidity and mortality in the
developed world, consequence of increasing antibiotic-
resistant pathogens, novel nanoscale antibiotics will
become more important.

Biomolecules in Therapeutic Nanodevices:
Self-Assembly and Orthogonal Conjugation

Biological macromolecules undergo self-assembly at
multiple levels, and like all instances of such construc-
tion, biological self-assembly processes are driven by
thermodynamic forces. Some biomolecules undergo in-
tramolecular self-assembly (as in protein folding from
linear peptide sequences, Fig. 10.10). Higher order
structures are, in turn, built by self-assembly of smaller
self-assembled subunits (for instance, structures as-
sembled by hybridization of multiple oligonucleotides,
enzyme complexes, fluid mosaic membranes, ribo-
somes, organelles, cells, tissues, etc.).

Proteins are nonrandom copolymers of 20 chem-
ically distinct amino acid (aa) subunits [10.32]. The
precise order of aas (i. e., via interactions between aa
side chains) drives the linear polypeptide chains to
form specific secondary structures (the α helices and
β sheet structures seen in Fig. 10.10). The secondary
structures have their own preferences for association,
which, in turn, leads to the formation of the tertiary
and quartenary structures that constitute the folded pro-
tein structures. In its entirety, this process produces
consistent structures that derive their biological func-
tions from strict control of the deployment of chemical
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specificities (the aa side chains) in three-dimensional
space.

Biomolecules can be used to drive assembly of
nanostructures, either as free molecules or conjugated
to heterologous nanomaterials. For instance, three-
dimensional nanostructures can be made by DNA

Fig. 10.10a,b Self-assembly and biological macromol-
ecules (a) Linear peptide chains (with amino and carboxy
ends, as well as sulfhydral groups of cysteine residues in-
dicated) undergoe a multistep folding process that involves
the formation of secondary structures (α-helices, indicated
by heavy helical regions, and β-sheet regions, indicated by
the heavy anti-parallel arrows) that themselves associate
into a tertiary structure. Final conformation is stabilized
by the formation of intrachain disulfide linkages involving
cysteine thiol groups. (b) A fluorescence transfer device
that depends on self-assembly of biomolecules. The de-
vice is composed of donor (D) and acceptor (A) molecules
brought into close proximity (within a few angstroms)
by the base pair hybridization of complementary oligonu-
cleotides. When the structure is assembled, acceptor and
donor are energetically coupled, and fluorescence transfer
can occur [10.54–57]

hybridization [10.54–57]. Such DNA nanostructures can
exhibit tightly controlled topographies but limited in-
tegrity in terms of geometry [10.57], due to the flexibility
of DNA strands. Oligonucleotides, antibodies and other
specific biological affinity reagents can also be used to
assemble nanostructures (Fig. 10.10, see also targeting
and triggering discussions below). Often the domains
of biomolecules responsible for assembly and recogni-
tion are small, continuous, and discrete enough that they
can be abstracted from their native context as modules
and appended to other nanomaterials of interest to di-
rect formation of controlled nanoscale architectures (for
instance, see the SCFv antibody fragement of Fig. 10.1).

Several orthogonal bioconjugate approaches have
arisen from the field of protein semisynthesis [10.20,
58, 59]. These protein synthetic chemistries allow
site-specific conjugation of polypeptides to heterolo-
gous materials in bulk, as the result of conjugation
between exclusively, mutually reactive electrophile-
nucleophile pairs (analogous to dendrimer synthesis
discussed above, see Table 10.2). They have been
applied to the synthesis of multiple therapeutic nano-
devices [10.2–5, 7, 14, 58, 59].

As described above, proteins are profoundly de-
pendent on their three-dimensional shapes: chemical
derivatization at critical aa sites can profoundly im-
pact protein bioactivity. Because conjugation can be
directed to pre-selected sites via orthogonal approaches,
and since the sites of conjugation in the protein can be
chosen because the proteins involved tolerate adducts
at those positions, proteins coupled to nanomaterials
by such orthogonal methodologies often retain their
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Table 10.2 Orthogonal conjugation chem-
istries originally derived for protein
semi-synthesis but applicable to conjugation
of proteins to nanomaterials [10.20, 58, 59]
(R′ = H: Aldehyde, R = alkyl: Ketone)

biological activity. In contrast, protein bioactivity in
conjugates generally is lost or profoundly impaired
when proteins are coupled to nanomaterials using
promiscuous chemistries. For instance, proteins such

as cytokines (and other protein hormones) elicit their
effects by interacting with a receptor, and a large
fraction of their surface (20% or more) is involved
in receptor binding, directly or indirectly. Promis-
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cuous chemistries (1-ethyl-3-(3-diamethylaminopropyl)
carbodiimide or EDC, conjugation, see [10.60]) used
to conjugate cytokines to nanoparticles tend to in-
activate hIL-3 and other cytokines whereas the
same protein/particle bioconjugates retain bioactivity
if judiciously chosen orthogonal conjugation strate-
gies are used (Lee & Parthasarathy, unpublished).
Proteins for which only a small portion of their sur-
faces contribute to the interesting portions of their
bioactivities (from the standpoint of the nanodevice
designer), such as some enzymes or intact antibod-
ies (Fig. 10.1) may be somewhat less sensitive to
promiscuity of the bioconjugate strategy used [10.20,
58, 59], but the benefits of orthogonal conjugation
strategies can also apply to these protein bioconju-
gates [10.20, 58, 59]. The potential utility of orthogonal
conjugation for incorporation of active biological struc-
tures into semi-synthetic nanodevices is becoming
more fully recognized and cannot be overestimated
[10.58, 59].

10.3.2 Targeting:
Delimiting Nanotherapeutic Action
in Three-Dimensional Space

Delivery of therapeutics to sites of action is a key strategy
to enhance clinical benefit, particularly for drugs useful
within only narrow windows of concentration because
of their toxicity (i. e., drugs with narrow therapeutic
windows). Diverse targeting approaches are available,
ranging from methods exploiting differential extravasa-
tion limits of vasculature of different tissues (see the
discussion of oncology below), sizes, and surface chem-
istry preferences for cellular uptake (see discussion of
vaccines below); preferential partition of molecules and
particles into specific tissues by virtue of their charges,
sizes, surface chemistry, or extent of opsonization (see
below); or the affinity of biological molecules decorat-
ing the nanodevice for counter-receptors on the cells or
tissues of interest.

The Reticuloendothelial System
and Clearance of Foreign Materials

Physical properties such as surface chemistry and par-
ticle size can drive targeting of nanomaterials (and
presumably nanodevices containing them) to some
tissues. For instance, the pharmacokinetic (Pk) and
biodistribution (Bd) properties [10.32] of many drugs
and nanomaterials are driven by their clearance in
urine, which is in turn governed by the filtration pref-
erences of the kidney. Most molecules making transit

into urine have masses of less than 25 to 50 kilodal-
tons (kDa; 25–50 kDa particles corresponding loosely
to effective diameters of about 5 nm or less) and are
preferably positively charged; these parameters are
routinely modulated to control clearance rates of ad-
ministered drugs. Clearance of low molecular weight
(nano)materials in urine can be suppressed by tun-
ing their molecular weights and effective diameters,
typically accomplished by chemical conjugation, to
polymers such as poly(ethylene glycol) [10.19]. Poly-
mer conjugation (pegylation) has been applied to many
different materials and may provide some degree of
charge shielding. Pegylation also increases effective mo-
lecular weights of small materials above the kidney
exclusion limit, diverting them from rapid clearance in
urine.

Coating foreign particles with serum proteins (op-
sonization [10.61]) is the first step in the clearance
of foreign materials. Opsonized particles are recog-
nized and taken up by tissue dendritic cells (DCs)
and specific clearance organs. These tissues (thymus,
liver, and spleen, constituting the organs of the retic-
uloendothelial system or RES) extract materials from
circulation by both passive diffusion and active pro-
cesses (receptor-mediated endocytosis). Charge-driven,
receptor-mediated uptake of synthetic nanomaterials
occurs in the RES and can result in partition of
positively charged nanoparticles into the RES. For
instance, PAMAM dendritic polymers exhibit high pos-
itive charge densities related to the large number of
primary amines on their surfaces [10.28–30]. In experi-
mental animals, biodistribution of unmodified PAMAM
dendrimers is limited nearly exclusively to RES or-
gans [10.62]. This unfavorable biodistribution can be
modulated by “capping” the dendrimers (i. e., derivatiz-
ing the dendrimer to another chemical specificity, such
as carboxy or hydroxyl functionalities [10.15, 62]).

Despite legitimate applications of targeting to the
kidney and the RES (for instance in glomerular dis-
ease [10.63]), intrinsic targeting to clearance sites is
of interest primarily as a technical problem that im-
pedes therapeutic delivery to other sites. In such cases,
numerous targeting strategies are available, some of
which depend on synthetic nanomaterial properties (for
instance, see discussion of the enhanced permeability
and retention or EPR effect in the context of oncology,
below) to minimize uptake of nanotherapeutic devices
by clearance systems and maximize delivery to desired
sites. Targeting via biological affinity reagents decorat-
ing the surfaces of therapeutic nanodevices may be the
most direct approach.
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Nanotherapeutic Targeting
Exploiting Biological Affinity Properties

Tissue-specific delivery by biological affinity requires
the presence of tissue-specific surface features, most
commonly proteins or glycoproteins (tissue-specific
antigens). Historically the search for tissue-specific anti-
gens for drug targeting, whether associated with tumors
or other cells, organs or tissues, has been arduous and not
entirely gratifying. The primary problems are specificity
(few antigens are uniquely present in any single tissue),
availability (some tissues may not have their own unique
antigenic signature or marker), and therapeutic extrava-
sation or directed migration in tissue spaces (markers
in tissue may not be accessible from vasculature). An
exciting recent development in biochemical targeting is
the discovery of a vascular address system [10.64–66].

Fig. 10.11 (a) A schematic of a filamentous phage par-
ticle encapsulating DNA encoding a gene of interest (your
favorite gene, or yfg) and presenting the corresponding pro-
tein (your favorite protein or yfp) on its surface. The linkage
between yfp and yfg provided by the phage allows simulta-
neous affinity isolation and recovery of proteins of interest
along with replicable genetic elements encoding them.
When variant protein libraries are built by this method, they
can be sorted for their ability to bind receptors by affinity.
(b) A library of filamentous phage presenting random pep-
tides is shown schematically. The library is injected into
the vasculature of an animal (in this case, a mouse), where
individual phage bind specific receptors present in the vas-
culature of different tissues. The animals are sacrificed, and
organs of interest are harvested. Phage particles bound to
receptors of vasculature of the organ at hand can be eluted
by any of several methods (low pH elution is schematically
shown here). E. coli is infected with the eluted phage par-
ticles and clonally propagated, allowing identification of
the peptides encoded by the eluted phage, which mediated
binding to the vascular receptors. Ultimately, this allows
the identification of consensus peptide sequences that rec-
ognize specific receptors on the vasculature of the organ
or tissue involved. These receptors constitute the molecular
addresses for these organs, and the peptides isolated from
phage eluted from them are biological affinity reagents that
can be used to direct nanotherapeutic devices to vascula-
ture of particular organs. (c) Specific recognition of vascular
beds of two distinct tissues (A and B) via recognition of
organ-specific vascular addresses (the Y and box-shaped
receptors shown on vascular endothelium) by specific pep-
tides (the triangle and the square) presented on the phage
surface is depicted [10.64–66]
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The vascular address system has been character-
ized by administering a peptide phage display to library
animals, resecting individual organs, and extracting
phage from the vasculature of the isolated organs
(Fig. 10.11 [10.64–66]; see [10.67] for a discussion of
display technology). Amazingly, phage isolated from
different organs exhibited distinct consensus presented
peptide sequences, indicating that the vasculature of
individual organs presented unique cognate receptors,
each bound by a different short (ten amino acids or
fewer) consensus peptide sequence that had been affin-
ity selected from the phage display library. Furthermore,
the affinity-selected peptides have the capacity to tether
nano- to microscale particles to the site of their cognate
receptors (as illustrated by the binding phage particles
presenting the peptides to specific vascular locations).
Site-specific drug delivery using the vascular address
system has already been demonstrated [10.68,69]: it has
further been used to target an apoptotic (cytocidal) agent
to the prostate and to direct destruction of the organ in
an animal model [10.68].

Mapping of the vascular address system is cur-
rently underway [10.64] and holds the promise of
specific delivery of therapeutic agents to vasculature
of specific organs. It remains to be seen whether each
organ has a single molecular marker constituting its
address that is amenable to binding a single peptide
sequence; organs may instead have unique constella-
tions of antigenic markers. If so, specific targeting may
be possible using multiple peptides, each peptide bind-
ing its cognate receptor on target organ vasculature
very weakly. Peptides used in such a multivalent tar-
geting strategy would be chosen to reflect the unique
constellation of address markers present in the tar-
get tissue. Affinities of cognates for linear peptides
are often very low [10.67], though their aggregate
affinity may be substantially higher than that of any
peptide-vascular address cognate alone. Under ideal
conditions, the affinity of such a multipeptide, mul-
ticognate complex should be the equivalent of the
products of the affinities of each constituent peptide
for its individual constituent cognate. Such multivalent
interaction avidities can be extremely high (and the cor-
responding effective affinity constants are also high) but
seldom fully realize their theoretical maximums (Lee &
Parthasarathy, unpublished; see [10.32] for a review of
receptor biochemistry).

It should be noted that most of the vascular addresses
identified to date deliver materials to the organ vascula-
ture: extravasation and access of organ tissue spaces by
nanotherapeutics remains a separate issue.

10.3.3 Triggering:
Delimiting Nanotherapeutic Action
in Space and Time

Controlled triggering of therapeutic action is the other
side of the targeting coin. If the site and time of nano-
therapeutic delivery cannot be adequately controlled, the
site of therapeutic action can be delimited by spatially-
or temporally-specific triggering. The triggering event
might drive release of active therapeutic from a reservoir,
or chemical or physical processing of drug materials
from an inert to an active form (inert administrations
that are converted to active form at a specific time or
place drugs which are activated by a chemical reac-
tion occurring their sites of action are called prodrugs,
Fig. 10.12). Three major triggering strategies are widely
used: external stimuli, intrinsic triggering, and sec-
ondary signaling (multicomponent systems). Triggering
strategies require nanotherapeutic delivery devices to
be sensitive to a controlled triggering event, or a spa-
tially/temporally intrinsic triggering event mediated by
the host. Obviously, the triggering event itself must be
tolerable to the patient.

Carrier/
Trigger

Effector

Carrier/
Trigger Effector

Carrier/
Trigger

Effector

+

Fig. 10.12 One possible configuration of a prodrug, in
which carrier/trigger and effector functions are separate
functional domains of the therapeutic. The key feature
of prodrugs is that they are therapeutically inert (as in-
dicated by the colorless effector domain) until an activation
event occurs (mediated here through the carrier/trigger do-
main, with effector activation indicated by its change to
a star shape). Activation events can involve cleavage of
inhibitory carrier/trigger domains from effectors. Other ac-
tivation strategies involve a chemical change or shift in
conformation of the effector, mediated through the car-
rier/trigger domain and in response to an environmental
condition
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Nanotherapeutic Triggering
Using External Stimuli

External stimuli are provided by an external nanodevice
operator/clinician, usually in the form of a site-specific
energy input, typically light, ultrasound, or magnetic or
electrical fields. Organic polymeric structures are very
amenable to interaction with these energy sources. For
instance, micellar structures can be reversibly dissoci-
ated with ultrasound, in which case they disgorge their
contents or expose their internal spaces to the envi-
ronment during ultrasound pulses (20 to 90 kilohertz
range). The process has been used to control release of
cytotoxin (doxorubicin) from micelles (Fig. 10.13), and
short ultrasound transients might be used for pulsatile or
intermittent exposure of patients to therapeutics [10.70].

Light is another popular external triggering modal-
ity. Bioactive materials can be covalently associated
to a nanoscale-delivery vehicle by photo-labile link-
ages [10.15, 71, 72], or micelles can be constructed
so that their permeability is altered as the result of
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Fig. 10.13 Externally applied stimuli can trigger drug release: hydrophobic drug molecules are reversibly deployed
from micelles in response to acoustic stimuli [10.70]. Intact pluoronic micelles maintain the hydrophobic cytotoxin
doxorubicin in a hydrophobic environment (the core of the micelle, as in Fig. 10.4). Doxorubicin fluorescence is quenched
in aqueous environments, and hence changes in integrity of pluoronic micelles carrying doxorubicin can be monitored
by doxorubicin fluorescence. Here, an ultrasound pulse is applied to suspensions of such micelles or to doxorubicin in
solution. Application of ultrasound triggers exposure of micelle-encapsulated doxorubicin to the aqueous solvent (i. e.,
drug release), as demonstrated by the reduction in fluorescence. After cessation of the acoustic pulse, doxorubicin is
repackaged into the micelles, as evidenced by the increase in fluorescence after the ultrasound administration (Line a).
Ultrasound has no impact on fluorescence of doxorubicin in solution, as expected (Line b)

exposure to light [10.72]. In the latter case, light in-
put can cause photopolymerization resulting in micelle
compaction that drives release of therapeutic cargo or
photo-oxidation, which causes loss of micellar integrity
to release encapsulated materials. The ability of light to
penetrate dense tissues is a clear limitation to this ap-
proach. This concern can be accommodated by polymer
systems responsive to wavelengths that penetrate tissue
efficiently (usually in the red-infrared region of the spec-
trum), or by use of systems such as fiber optics to deliver
light to deep tissues [10.15, 71, 72].

Externally applied magnetic fields can also be
used to control nanotherapeutic activity. For instance,
eddy currents induced by alternating magnetic fields
can heat nanometallic particles and their immediate
vicinity, an approach that has been successfully ap-
plied to control the bioactivity of individual biological
macromolecules [10.73]. Colloidal gold particles are co-
valently conjugated to biomolecules (nucleic acid, or
NA, duplexes or proteins), and alternating magnetic
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fields are used to induce heating sufficient to cause dis-
sociation of hybridized NA structures or denaturation
of protein three-dimensional structures. Within certain
parameters, the process is reversible and so allows
the construction of semi-biological assembly or release
switches. The modality has clear application to tempo-
rally specific triggered release, but the current inability
to direct magnetic fields to pre-selected tissue locations
may limit its use for spatially specific triggering.

Nanotherapeutic Triggering
by Intrinsic Physiological Conditions

Intrinsic triggering is a prodrug strategy that depends
on the conditions at the desired site of action to trig-
ger the activity of the nanotherapeutic. Much as the
three-dimensional conformation of, and therefore the ac-
tivity of, proteins can be controlled in external triggering
strategies [10.73], proteins can be engineered to make
their conformations sensitive to intrinsic conditions at
their desired sites of activity (see [10.3] for a discussion
of protein engineering for use in nanobiotechnologi-
cal devices). For instance, noncovalent complexes of
a diphtheria toxin (DT) protein variant and a bispecific
antibody (Fig. 10.1) have been engineered for specific
toxicity to cells that can take up the complexes [10.75].
The bi-specific antibody recognizes both a cell-specific
surface receptor as well as the DT in an inactive (non-
toxic) configuration. Antibody binding to the receptor
results in receptor-mediated endocytosis of the complex
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in target cells. As a result of the lower pH of the endo-
somal compartment (reaching pH 4–5 in endosomes, as
opposed to the constant pH 7–8 in circulation) into which
the bound complex is taken up, the DT variant protein
undergoes a three-dimensional conformational shift to
its toxic form. This conformation of DT is not recognized
by the bispecific antibody, so the toxin dissociates from
the complex and kills the cell. Hypoxia-triggered pro-
drugs have also been developed that are activated either
by chemical reduction or by enzymatic activities induced
in hypoxic tissues. Extreme hypoxia [10.76] is a unique
feature of neoplastic tissue, so these strategies have clear
application in oncology. Clinical manipulation of the
extent of tumor oxygenation is possible [10.77] and
may also be possible in other tissues. If so, redox state-
dependent triggering approaches may have applications
beyond cancer (Fig. 10.14a).

Enzyme-activated delivery (EAD [10.74], Fig.10.14)
is another prodrug-like triggering strategy in which the
properties of a nanoscale drug-delivery vehicle are al-
tered at the site of action by an enzymatic activity
endogenous to that site. Most typically, this involves a li-
posomal or micellar nanostructure from which designed
pendent groups can be cleaved by metabolic enzymes
(alkaline phosphatase, phospholipases, proteases, gly-
cosidic enzymes, etc.) that are highly expressed at
the site of therapy. Nanostructures are designed so
that enzymatic cleavage of the pendent group causes
a conformational or electrostatic change in the poly-
meric components of the delivery device, rendering
the micellar structure fusogenic, leaky, or causing par-
tial or complete dissociation of the structure [10.12]
(Fig. 10.14c). This has the result of delivering or releas-
ing therapeutic payloads at pre-selected sites.

Fig. 10.14 Intrinsic conditions at desired sites of therapeu-
tic action can trigger release of active drug molecules.
Enzyme activated delivery (EAD) is an intrinsic trigger-
ing strategy that depends on chemical cleavage of the
carrier/trigger to induce changes in the properties of the
delivery vehicle to allow delivery of drug [10.74]. Here
a surface functionality is cleaved from a micellar drug de-
livery vehicle, rendering the micelle fusogenic and allowing
it to fuse with the cell membrane. As a result, the therapeu-
tic payload of the micelle is delivered to the cytosol of
target cells. Tuning of micellar surface functionalities and
their linkages to the block copolymers constituting micelles
theoretically can be used as target delivery to a variety of
intracellular compartments
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Fig. 10.15a,b Secondary biochemical signals can trig-
ger release of active therapeutics. (a) Antibody directed
enzyme-prodrug therapy (ADEPT) exploits enxyme-
monoclonal antibody (mAB) bioconjugates to activate
prodrugs [10.78]. Here, a mAB (like the native IgG of
Fig. 10.1) is covalently liked to a catalyst (C in rhombus,
usually an enzyme). The binding specificity of the mono-
clonal antibody causes the bioconjugate to bind to a desired
target site (possibly by recognition of a vascular address,
as shown in Fig. 10.11). The catalyst (enzyme) specificity
of the bioconjugate is capable of triggering activation of
a prodrug, much as in Fig. 10.12. The corresponding pro-
drug is then administered (represented as in Fig. 10.12).
The enzyme localized at the desired target site of thera-
peutic action then activates the prodrug (represented here
by cleavage of carrier/trigger moiety and change in shape
of the effector to a star, as in Fig. 10.12). (b) Another sec-
ondary signaling triggering strategy [10.55]. Here, single
stranded nucleic acid (SSNA) drives assembly of an acti-
vating complex for a prodrug. A catalyst (indicated again
by C) is conjugated to an oligonucleotide that hybridizes to
a single stranded nucleic acid (SSNA). A prodrug, contain-
ing an effector domain (E) and a second oligonucleotide, in
this case homologous to a region of the same SSNA, and
proximal to the site of hybridization of the first oligonu-
cleotide, is also administered. Catalyst specificity is tuned
to correspond to linkage between the prodrug effector and
oligonucleotide. The catalyst in the assembled structure is
sufficiently close to the prodrug to cleave the linkage be-
tween effector and oligonucleotide, releasing active drug
(star). Potentially, prodrug and catalyst oligonucleotides
might dissociate from the SSNA and the cycle could be
repeated. Note the similarity to Fig. 10.10

Nanotherapeutic Triggering
Using Secondary Signaling

Secondary signaling or multicomponent delivery sys-
tems are more complex delivery strategies (Fig. 10.15).
These systems can feature site-specific and systemic de-
livery of one or more components. One class of such
systems is the so-called ADEPTS devices (antibody
directed enzyme-prodrug therapy, Fig. 10.15 [10.78]).
ADEPTS systems feature affinity-based targeting of an
enzymatic prodrug activator to a desired site, followed
by systemic administration of a prodrug. ADEPTS is
used primarily for oncology, and so the prodrug involved
is generally one that can be activated to cytotoxicity.
Since prodrug dosing is systemic, prodrug toxicity must
be de minimus in the inactive form, and the activating
catalyst must not be present at locations where cyto-
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toxicity would be deleterious. To address this issue, the
nanotherapeutic designer can chose to engineer an ac-
tivation mechanism that has no physiological analogue
in the host. In addition, tuned, high lability of the ac-
tive drug can potentially delimit the site and extent of
cytotoxic effect mediated by ADEPTS systems.
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Other secondary signaling systems rely on DNA
hybridization to assemble therapeutic components into
catalytically active complexes at their sites of ac-
tion [10.55]: in this system, the individual components
lack therapeutic activity until they are brought within
a few nanometers of each other by hybridization to
a target single-stranded nucleic acid molecule (SSNA
in Fig. 10.15, potentially a RNA species expressed in
a tissue or cell type of interest). At this point, the cat-
alytic moiety and the prodrug moieties are sufficiently
close in space to allow catalytic cleavage of the active
component from the prodrug. As depicted, this strategy
makes no provision for delivery of drug and catalyst
bioconjugates to the site of interest, nor for their tran-
sit across biological membranes. The system is similar
to the DNA hybridization-driven fluorescence transfer
system of Fig. 10.10.

Alternatively, secondary signaling systems can ex-
ploit competitive displacement of therapeutics from
a carrier structure [10.79]. In this case, a non-covalent
complex of engineered antibody and plasminogen ac-
tivator (PA) is tethered to blood and fibrin clots by
antibody affinity for fibrin. PA is released from the bound
complex (to dissociate the clot) using bolus systemic ad-
ministration of a nontoxic binding competitor for PA to
the antibody complex. The strategy establishes a high
local concentration of PA at clot sites, efficiently dis-
solving clots and potentially minimizing systemic side
effects.

Layering Strategies for Fine Control
of Nanotherapeutic Action

It should be clear that many of these approaches may be
broadly applicable to trigger events other than drug re-
lease or to drive assembly or disassembly of therapeutic
nanostructures in situ. It should also be clear that these
approaches are often complementary, and that multiple
approaches can be used in single nanotherapeutic de-
vices (Fig. 10.3, Table 10.1 [10.11–13, 15, 71, 78, 80]).
Layering targeting and triggering approaches tends to
make devices more complex, but it also allows clini-
cian/operators to intervene at multiple points in therapy,
potentially leading to finer control of the therapeutic
process and better clinical outcomes.

10.3.4 Sensing Modalities

The need for “smart” therapy is a key theme of therapeu-
tic nanotechnology and pharmacology as a whole. Drugs
with narrow therapeutic windows should be delivered
only to their desired site of action and be pharma-

cologically active only when that activity is needed.
These strategies can limit undesired secondary effects
of therapy, some of which can be debilitating or life
threatening, as discussed elsewhere in this chapter. One
possible approach to this issue is the incorporation of
sensing capability (specifically, the capacity to recog-
nize appropriate contexts for therapeutic activity) into
nanotherapeutic devices. Sensing capability may allow
self-regulation of a therapeutic device, reporting to an
external clinician/device operator (though this begins
to touch on imaging applications, see below), or both.
In the context of our discussion of therapeutic nano-
and microscale devices, we will consider primarily elec-
trical and electrochemical sensor systems, particularly
microfabricated (Field Effect Transistor or FET, and
cantilever) and conducting polymer sensors.

Sensor Systems
Sensing is predominantly a higher-order device func-
tionality, depending on multiple device components,
though one could argue that some targeting/triggering
strategies, particularly targeting by bioaffinity and in-
trinsic triggering strategies, must, a priori, incorporate at
least limited sensing capability. But biosensors, as they
are typically considered, are multifunctional, multicom-
ponent devices [10.81]. Usually a biosensor system is
composed of signal transducer, sensor interface, biolog-
ical detection (bioaffinity) agent, and an associated assay
methodology, with each system component governed by
its inherent operational considerations.

The transducer component determines the physi-
cal size and portability of the biosensor system. Signal
transducers are moieties that are sensitive to a physical-
chemical change in their environment and that undergo
some detectable change in chemistry, structure, or state
as the result of analyte (the thing to be sensed) recogni-
tion. Analytes for nanotherapeutic application could be
biomolecules, like proteins, small molecules (organic
or inorganic), ions (salts or hydrogen ions), or physical
conditions (such as redox state, temperature). Interfaces
are the sensor components that interact directly with the
analyte. For sensor use in nanotherapeutic devices, im-
mobilized or otherwise captured biological molecules
(proteins, nucleic acids) often constitute the sensor in-
terface. Whatever the chemical nature of the interface, it
determines the selectivity, sensitivity, and stability of
the sensing system and also is a dominant determi-
nant of sensor operational limits. Assay methodology
determines the need (or lack thereof) for analyte tracers,
the number of analytical reagents, and the complexity
and rapidity of the sensing process. Nanotherapeutics
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are of interest at least in part because they can be
minimally invasive, low complexity, yet robust and ac-
curate; convenient assay methods are therefore highly
desirable.

Cantilever Biosensors
Micromechanical cantilevers (discussed above in con-
junction with force microscopy, Fig. 10.6) transduce
sensed events by mechanical means [10.82]. Both
changes in the resonant frequency and deflection of
cantilevers resulting from analyte binding or disso-
ciation can be conveniently and sensitively detected.
These changes in cantilever state can be conve-
niently detected by optical, capacitive, interferometry, or
piezoresistive/piezoelectric methods, among others. Mi-
crofabricated cantilever dimensions range from micron
to sub-micron range, with potential for further dimen-
sional optimization (by carbon nanotubes appended to
them, for instance [10.82]). They are operationally ver-
satile and can be used in air, vacuum, or liquid, although
they suffer some degradation in performance in liquid
media. Like most micromachined structures, they can
be batch fabricated and conveniently multiplexed.

Cantilevers used in atomic force microscopy (AFM,
see also discussion of one-off nanostructures above)
approaches can be used to study individual biomolec-
ular interactions [10.35,81]. In this approach, cantilever
tips are derivatized with biomolecules (effectively,
one member of a receptor/counter-receptor pair), and
the tip-bound biomolecule is allowed to bind its
counter-receptor (itself bound on a surface). Under non-
equilibrium conditions, (i. e., conditions that result in
thermodynamically irreversible changes in analyte mo-
lecular structures), the force required to disrupt single
molecular interactions can be measured and related to
classical biochemical parameters of receptor binding.
The method has been applied to interactions between
hormones and their receptors, sugars and lectins, as well
as hybridizing DNA strands.

Cantilever systems sensitively detect changes in
mass at their surfaces: changes as small as a mass density
of 0.67 ng/cm−3 are theoretically detectable. This can
allow detection of binding of extremely small objects to
the cantilever and has been applied to detection and enu-
meration of prokaryotic and eukaryotic cells, as well as
small numbers of macromolecules [10.82]. The incor-
poration of biological receptors or affinity reagents on
the cantilever surface can drive specific binding events
for particular sensing tasks. Microcantilevers are also
highly sensitive to temperature, detecting changes as low
as 10−5 K; they can also detect small changes in pH.

Field Effect Transistor Biosensors
Field effect transistor (FET) architectures are another
sensing architecture that can be conveniently produced
by micro-nanofabrication. FETs consist of a current
source, a current drain, a conductive path (sensing chan-
nel) between them, and a sensing gate to which a bias
can be applied. Analyte binding to the sensing channel
induces a charge transfer resulting in a dipole between
the surface and the underlying depletion region of the
semiconductor: current that passes between the source
and drain of a semiconductor FET is quite sensitive
to the charge state and potential of the surface in the
connecting channel region. Moving a standard silicon
FET from depletion to strong inversion (i. e., shift-
ing the surface potential by >∼ 0.5 eV) requires less
than ∼ 10−7 C/cm2 or ∼ 6 × 1012 charges/cm2, corre-
sponding to transfer of 6.25 × 1011 e/cm2. With FETs of
2,000 square micrometers, detection of biological ana-
lytes in sub-nanomolar concentrations is easily feasible.
Specificity for binding of macromolecular analytes of
interest can be provided by deployment of biological
affinity reagents in the FET sensing channel. Submi-
cron FETs are routinely manufactured; use of carbon
nanotubes in FETS will offer still greater miniaturiza-
tion [10.43, 83].

Carbon nanotubes also have excellent mechani-
cal properties and chemical stability in addition to
potentially tunable electrical properties, making them
highly desirable electrode/nanoelectrical materials for
any number of nanoelectrical applications [10.84].
Biomolecules can be bound to carbon nanotubes, par-
ticularly in FET and nanoelectrode applications. Most
biomolecules bound to carbon nanotubes are not cova-
lently bound (as discussed above) and do not exhibit
direct electrical communication with the nanotube,
though redox enzymes bound to nanotubes and other
conductive nanomaterials may [10.84, 85]. Flavin ade-
nine dinucleotide (FAD) and flavoenyzme glucose
oxidase (Gox) both display quasi-reversible one electron
transfer when absorbed onto unannealed carbon nano-
tubes in glassy carbon electrodes. Gox so immobilized
retains its substrate-specific (glucose) oxidative activity,
leading to applications in sensing circulating glucose
for diabetes and, perhaps, to a strategy of harvesting
electrical power from metabolic energy.

Conducting Polymers
and Sensor Biocompatibility

Biocompatibility of most metallic structures (as might
be used in the bioelectrical sensors described) is limited
at best; metal structures rapidly foul with serum pro-
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teins (i. e., become opsonized), undergo electrochemical
degradation, or have other problematic properties. Poly-
mer chemistry, however, has the capacity to tune
composition to enhance biocompatibility properties and
is commonly used to make synthetic surfaces more bio-
logically tolerable. Electrically conductive polymers are
potentially attractive in this context.

Polymeric materials are available with intrinsic
conductivities comparable to that of metals (up to
1.5 × 107 (Ω m)−1, which, by weight, is about twice
that of copper [10.86]). Significant conductivity has
been documented for a dozen or so polymers, includ-
ing polyacetylene, polyparaphenylene, polypyrrole, and
polyaniline, doped with various impurities. Careful con-
trol of doping can tune electrical conductivity properties
over several orders of magnitude [10.87].

Conductive polymeric materials may be extremely
well suited to biosensing applications. The polymeric
materials themselves are often compatible with proteins
and other biomolecules in solution. Furthermore, poly-
mers are amenable to very simple assembly of sensor
transducer-interface components by deposition of the
polymer and trapped protein (sensor interface) directly
on a metallic micro- or nanoelectrode surface [10.87,88].
Combined with a facile nanoelectrode array micro-
fabrication method [10.89], simultaneous conducting
polymer-interface protein deposition may offer an ex-
tremely simple way to fabricate multiplexed sensor
arrays.

These electrochemical and electrophysical sensing
modalities are of little use in and of themselves: they
must communicate with either other device compo-
nents (such as drug-dispensing effector components) or
with external observers or operators. Sensor coupling in
autonomously operating devices produced by microfab-
rication can be done directly, and the coupling linkages
incorporated into the fabrication protocol. Coupling with
biological device components can also be direct, as when
conductive materials are conjugated to biomolecules,
and can directly modulate their activity [10.73].

Sensor-device coupling can also be indirect, through
electrochemically produced mediator molecules [10.85].
Sensors might be independent of nanotherapeutics and
report conditions at the site of therapeutic action to an
external operator, who would use any one of the external
triggering strategies discussed above to engage therapy
when and where appropriate. Communication/sensor
interrogation might be accomplished most crudely by
direct electrical wiring of sensors to an external obser-
vation station. Alternatively, if the event to be detected
is transduced optically, as in colorimetric smart poly-

mers that change optical properties in the presence of
analyte [10.90], sensors might be interrogated by fiber
optics. These modalities are most applicable to sensor
arrays delivered to the site of interest by a catheter. The
use of a catheter may be justified in some therapeutic
applications, but it is an invasive procedure and is not
optimal.

We have already seen multiple examples of prodrugs
that are activated by cleavage of an inhibitory domain
from the complex. One noninvasive approach to com-
munication with external operators could exploit this
phenomenon by detecting the cleaved fragment in bod-
ily fluids. If the cleaved moiety cleared through urine,
the extent of drug activation could be monitored non-
invasively via urinalysis. There is no a priori need to
connect the cleavage event to drug activation. For in-
stance, an operator might administer a catalyst that
cleaves a detectable material from a nanotherapeutic.
If this secondary signaling moeity was independently
targeted to the desired site of therapy, presence of the
detectable cleaved product would provide information
regarding the bodily location of the therapeutic nano-
device. The cleaved product would not be detectable
unless the therapeutic and secondary signaling moi-
ety co-localized at a single site. Other sophisticated
communication involves ultrasound or electro-magnetic
radiation to carry information. Application of these
sorts of modalities currently occurs in in vivo imaging
approaches.

10.3.5 Imaging Using Nanotherapeutic
Contrast Agents

Imaging is a minimally invasive procedure that al-
lows visualization of organs and tissues following
the administration of a detectable moiety (contrast
agent). The contrast agent is then exposed to some
condition that interacts with the contrast agent so
as to produce an emission or response detectable to
an external monitoring device. Nano-sized particles
(5–100 nm in diameter) have found application as
contrast-enhancing agents for medical imaging modal-
ities such as magnetic resonance imaging (MRI, our
primary topic, reviewed in [10.91, 92]). MRI currently
provides cross-sectional and volumetric images with
high spatial resolution (< 1 mm) and is potentially ap-
plicable to many clinical purposes, though enhanced
imaging capabilities are desirable. For instance, blood
flow measurements of healthy and diseased arteries
can be quantified better by the aid of improved con-
trast agents that highlight blood flow at the vessel
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wall. Similarly, some tissues (certain tumors) do not
exhibit strong contrast within the MRI field and can-
not be readily identified or characterized at present.
It is of great interest, therefore, to develop nanoscale
particles that provide enhanced contrast for many
applications.

Magnetic Resonance Imaging (MRI): the Basics
Objects to be imaged are exposed to a strong magnetic
field and a well-defined radio frequency pulse. The exter-
nal magnetic field (B0) serves to loosely align protons
either with (lower energy level) or against (high en-
ergy level) the field, the difference between the two
energy levels being proportional to B0. Once the pro-
tons are separated into these two populations, a short
multi-wavelength burst (or pulse) of radio frequency
energy is applied. Any particular proton will absorb
only the frequency that matches its particular energy
(the Larmor frequency). This resonance absorption is
followed by the excitation of protons from the low to
high energy level and of equivalent protons moving
from high to low energy levels. After the radio fre-
quency pulse, protons rapidly return to their original
equilibrium energy levels. This process is called relax-
ation and involves the release of absorbed energy. Once
equilibrium is again established, another pulse can be
applied.

Data is collected by positioning a receiver perpendic-
ular to the transmitter: relaxation energy release induces
a detectable, quantifiable signal (i. e., in amplitude,
phase, and frequency) at the receiver coil. Since multiple
protons in multiple chemical environments are involved,
the signal at the receiver includes many frequencies. The
received signal consists of multiple, superimposed sig-
nals (called the free induction decay or FID) signal,
resulting from the relaxation of multiple, chemically
distinct protons. FID is converted from the time do-
main to frequency domain (by Fourier transformation),
within which individual proton types can be identified.
Iterations of this procedure in two or three dimensions
can create a high-resolution image of anatomical cross
section or volume.

Intrinsic factors affecting image quality include
the proton density of the tissues, local blood flow,
and two relaxation time constants [10.93]: longitu-
dinal relaxation time (T1) and transverse relaxation
time (T2). Control of T1 and T2 relaxation effects are
most critical for high-resolution MR images. T1 relax-
ation measures energy transfer from an excited proton
to its environment. In tissues, protons of fats and
cholesterol molecules (relatively movement-constrained

macromolecules) relax efficiently after a pulse and ex-
hibit a short T1 time. Water in solutions (a small molecule
tumbling relatively freely in solution) has a much longer
T1 time. T2 relaxation measures the duration of co-
herency between resonating protons after a pulse, prior
to their return to equilibrium. Tightly packed, solid
tissues with closely interacting hydrogen nuclei relax
more quickly than loosely structured liquids, so tis-
sues such as skeletal muscle have a short T2s, while
cerebrospinal fluid has a very long T2. Intrinsic factors
are manipulated through extrinsic factors, such as the
external magnetic field strength, the specific pulse se-
quence, etc., allowing the collection of meaningful MR
images.

Nanoparticle Contrast Agents
Signal intensity in tissue is influenced linearly by
proton density, while changes in T1 or T2 result in
exponential changes in signal intensity. T1 and T2,
therefore, are manipulated to enhance imaging by ad-
ministration of exogenous contrast-enhancing agents.
MRI contrast agents are divided into paramagnetic, fer-
romagnetic, or superparamagnetic materials. Metal ion
toxicity is an unfortunate consequence of physiologic
administration of contrast agents but can be mitigated
somewhat by complexation of the metals with organic
molecules.

Paramagnetic metals used for enhanced MRI con-
trast (gadolinium, Gd, iron, Fe, chromium, Cr, and
manganese, Mn) have permanent magnetic fields,
though the magnetic moments of individual domains are
unaligned [10.94]. Upon exposure to an external mag-
netic field, individual domain moments become aligned,
generating a strong local field (up to 104 gauss [10.95]).
Paramagnetic metal ions interact with water molecules,
causing an enhanced relaxation of the water molecules
via tumbling of the water-metal complex, dramatically
decreasing the T1 value for the water molecules and en-
hancing the proton signal [10.94]. Contrast enhancement
by paramagnetics is thus due to the indirect effect the
contrast agent has on water and its magnetic resonance
properties.

Ferromagnetic and superparamagnetic materials
both contain iron (Fe) clusters, which generate mag-
netic moments 10 to 1,000 times greater than do
individual iron ions. Clusters greater than 30 nm in
diameter are ferromagnetic, whereas smaller particles
are superparamagnetic [10.93]. Ferromagnetic mater-
ials maintain their magnetic moment after the external
field is removed, but superparamagnetic materials lose
their magnetic field after the field is removed, as
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do paramagnetics. Both ferromagnetic and superpara-
magnetic substances minimize the proton signal by
shortening T2 [10.96], resulting in negative contrast (i. e.,
darkening of the image [10.97]).

Nanobiotechnological Contrast Agent Design
First generation contrast agents often contained a single
metal ion/complex, whereas emerging agents incorpo-
rate nanoscale metal clusters, crystals, or aggregates,
sometimes encapsulated within a synthetic or biopoly-
mer matrix or shell [10.98–100]. These metal cluster
agents improve contrast effects and, hence, output
MR images profoundly. Furthermore, surface chemical
groups (from the matrix or shell) can be derivatized to
improve biocompatibility or allow targeting to a tissue
or site of interest.

Typically particles are prepared from colloidal sus-
pension where metallic cores are thoroughly mixed
with the matrix material before being aggregated out
of solution with a non-solvent. Dextran (a polymer
of 1,6-β-D-glucose) is a typical matrix material used
in commercial imaging reagents: Combidex is coated
with 10,000 molecular weight dextran [10.99, 101,
102], Feridex has an incomplete, variable dextran
coating [10.102], and Resovist is coated with carboxy-
dextran [10.97]. Other polymeric materials are also used
(oxidized starch [10.98, 100]), and matrix-less particles
are also produced [10.103].

Nanoparticle contrast agents must be purified under
tightly controlled conditions (generally by centrifuga-
tion or high pressure liquid chromatography [10.104])
and accurately characterized (for size dispersity by
light scattering, chromatography, photon correlation, or
electron microscopy [10.100, 104]) to assure the repro-
ducibility of imaging agent production lots. Elemental
analysis, X-ray powder diffraction, and Mössbauer spec-
troscopy have also been used to characterize metallic
cores [10.103, 105]. Tight definition of the finished par-
ticles ensures accurate correlation between structural
properties of imaged materials and prior in vitro and
in vivo studies, allowing collection and interpretation
of meaningful images. Metallic cores generally range
from 4 to 20 nm in diameter [10.106], while coated par-
ticles can be up to 100 nm or more in diameter [10.105].

Compared to larger cores, however, nanoparticles less
than 20 nm in diameter exhibit considerably longer
blood half-life and improved T1 and T2 relaxivity ef-
fects [10.107].

As previously discussed, clearance of nanoparticles
via the RES is a critical problem usually approached
by surface modifications to mitigate nonspecific ad-
sorption of proteins to the biomaterial surface (i. e.,
the opsonization of synthetic materials). Neutral, hy-
drophilic surfaces tend to adsorb less serum protein than
hydrophobic or charged surfaces. Bisphosphonate and
phosphorylcholine-derived thin film coatings have been
applied to nanoparticles to stabilize iron oxide particles
against pH, opsonization, and aggregation [10.108].
Such thin films do not fully eliminate protein adsorption,
and dense layers or thick brushes of polysaccharides
or hydrophilic polymers may more effectively avoid
opsonization [10.109].

Other, as yet incompletely understood, biological
factors influence the use of nanoparticles in vivo. For
instance, a direct correlation between the circulating
half-life of nanoparticles (i. e., their T1/2s) and age of
animals used has been reported [10.106]. The observed
increase in T1/2 may be correlated to age-related changes
in phagocytic activity [10.106]. Local environments also
influence particle stability: iron oxide particles are de-
graded at a pH of 4.5 or less [10.100], a condition
sometimes attained in some intracellular vesicles.

First generation contrast agents were primarily
blood-pool agents that moved freely through the entire
vasculature. Targeting contrast-enhancing nanoparticles
to sites of interest can reduce heavy metal toxicity
associated with the commonly used agents by dimin-
ishing the dose required to obtain an acceptable image.
Contrast agent targeting can also provide enhanced di-
agnostic information. For instance, nanoparticles that
bind to molecular fibrin at a clot site on a vessel
wall have been developed [10.110], potentially allowing
differentiation between vulnerable and stable atheroscle-
rotic plaques. Similarly prognostically valuable data
regarding disruptions of the blood–brain barrier (BBB)
have been visualized with MRI as the result of deliv-
ery of contrast-enhancing nanoparticles to the affected
site [10.102].
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10.4 Applications for Nanotherapeutic Devices

As discussed above, nanotherapeutic devices are novel,
emerging therapeutics with properties not fully under-
stood or predictable. Nanotherapeutics, therefore, must
be justifiable on at least two levels. As we have seen,
the nature of the therapeutic task and the state of
current nanoscale-materials technology make the incor-
poration of biological macromolecules unavoidable for
many nanotherapeutics. Proteins, for example, typically
are substantially more expensive than small molecule
therapeutics, and precise nanostructures containing pro-
teins will be more costly still. Nanotherapeutics must
justify their high COGs. Secondly, as new therapeu-
tic modalities, nanotherapeutics may carry significantly
larger risks than those associated with more conven-
tional therapies. Expensive, novel moieties, such as
nanobiotechnological therapeutic devices, are therefore
most likely to be accepted for treatment of condi-
tions that not only are accessible to intervention at
the nanoscale but also for which existing therapeutic
modalities have acknowledged shortcomings in patient
morbidity or mortality. We have selected two disease
states sufficiently grave and sufficiently unserved to
warrant nanotherapy: cancer and cardiovascular disease.
Modulation of immune responses and vaccination is our
third application area.

10.4.1 Nanotherapeutic Devices in Oncology

The economic burden imposed by cancer is immense,
measuring in the billions of dollars annually in the
United States alone. Existing therapies such as sur-
gical resection, radiotherapy, and chemotherapy have
profoundly limited efficacy and frequently provide
unfavorable outcomes as the result of catastrophic thera-
peutic side effects. Additionally, the biology, chemistry,
and physics of cancer, in general, and solid tumors in
particular, provide therapeutic avenues accessible only
by nanoscale therapeutics. Oncology is thus an ideal
arena for emerging nanotechnological therapies.

Tumor Architecture and Properties
Tumors as tissues are relatively chaotic structures ex-
hibiting vast structural heterogeneity as a function of
both time and space [10.9, 77, 111, 112]. In healthy tis-
sues, vasculature resembles a regular mesh in which the
mean distance of tissue spaces to the nearest vessel is
tightly controlled and highly uniform. On the other hand,
the vasculature of tumors resembles a percolation net-
work containing regions experiencing vastly different

levels of perfusion. Tumors of 1 mm3 or larger typically
contain measurably hypoxic domains, with pO2 values
as much as two- to threefold lower than in normal tissue.
High levels of hypoxia are characteristic of enhanced
metastatic potential and tumor progression. Also due
to insufficiency of perfusion, tumors frequently contain
necrotic domains.

The average torturosity of vascular flow paths in
tumors is also much greater than in healthy tissue, and
transient thrombotic events lead to enhanced resistance
to flow and ongoing vascular remodeling. Aside from
its plasticity, tumor vasculature itself is highly irregular,
may be incompletely lined with endothelial cells, and
often exhibits significantly higher extravasation limits
(the highest molecular weight of materials that can leave
the vasculature and diffuse into the interstitial spaces)
than normal vasculature. Tumor tissue is also poorly
drained by lymphatics, so extravasated materials tend to
remain in situ in tumors and are not cleared efficiently.

These biological phenomena all differentiate tumor
tissue from normal tissue and can be exploited in therapy.
For instance, the special vascular integrity and lymphatic
drainage properties of tumors constitute the Enhanced
Permeability and Retention effect (EPR) [10.11, 12,
80, 113]. EPR presents an obvious opportunity for
intervention with nanoscale therapeutics (Fig. 10.3). Ex-
travasation limits for normal tissues are variable, but
structures larger than a few nanometers in diameter do
not leave circulation efficiently in most tissues, whereas
tumor vasculature frequently allows egress of materials
in the tens to hundreds of nanometer range. Further,
nanomaterials, once extravasated, are not cleared by
lymphatic drainage. EPR provides tumor targeting that
does not depend on biological affinity reagents: tumor
tissue provides preferential depot sites for extravasated
drug delivery devices. Targeting to a desired site of ac-
tion is highly desirable for cytotoxic therapeutics, and
EPR provides the basis for a growing class of polymer
therapeutics [10.11,12,80,113]. That said, EPR and tar-
geting by biological affinity are not necessarily mutually
exclusive. A number of antigens more or less specifically
related to tumors are known (tumor associated antigens
or TAAs), and as discussed above tumor-/organ-specific
vascular addresses might be exploited for delivery of
therapeutics [10.65,66]. For instance, various biological
reagents that recognize TAAs (i. e., antibody to carci-
noembryonic antigen, transferrin) have been conjugated
to nanoscale contrast agents to enhance contrast agent
localization to tumoral sites [10.104].
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Fig. 10.16a–c Therapeutic nanodevices can be specifically
delivered to tumors by virtue of their size [10.11, 12, 80,
113]. (a) An illustration of the relatively low integrity of
tumor vasculature. Therapeutic nanodevices (in this case,
micelles carrying cytotoxins) cannot leave (i. e., extravasate
from) the vasculature of normal tissue, but the vasculature
of tumors is sufficiently leaky to allow specific delivery
to tumoral interstitial spaces. This is the basis of size-
dependent targeting to tumors by the enhanced permeability
and retention, or EPR effect. (b) A polymer nanothera-
peutic (PK1, [10.80]) that exploits EPR effect to deliver
a cytotoxin (doxorubicin) to tumors. The overall mass of
the complex is tuned by control of the mass of the N-
2-(hydroxypropyl) methacrylimide backbone, so as to be
above extravasation limits for normal tissues but below
both tumor extravasation limits and the size limit for excre-
tion through the kidney. A final feature of the device that
favors delimiting doxorubicin cytotoxicity to tumoral sites
is the fact that the device is a prodrug. The cytotoxicity of
doxorubicin is severely curtailed when the doxorubicin is
covalently linked to the polymer therapeutic, though it man-
ifests its full toxicity when it is released from the complex
by cleavage of the labile (peptidic) linker. The labile linker
contains a cleavage site recognized by a protease known to
be over-expressed in the target tumor type. Thus, the de-
vice produces a depot of inactive doxorubicin in tumors
that is activated preferentially to full toxicity by conditions
prevalent in the tumor. (c) EPR can drive localization of
appropriately sized therapeutics to tumoral sites [10.113].
The polymer therapeutic SMANCS accumulates rapidly in
murine tumors, whereas the NCS, the parent therapeutic
(not engineered for EPR delivery), does not

Tumor (EPR) Properties and Nanotherapeutics
PK1 (Fig. 10.16) is an early example of a growing and
increasingly sophisticated class of polymer therapeu-
tics [10.11, 12, 80, 113]. It is a nanoscale molecular
therapeutic device wherein the therapeutic moiety (dox-
orubicin) is covalently linked to the polymeric backbone.
As we will see, each component of the polymer thera-
peutic fulfills a discrete function, so the device rubric is
warranted [10.6].

PK1 consists of a polymeric backbone (HPMA, hy-
droxyl polymethacrylamide) which, as discussed below,
targets desired sites by virtue of its specific nanoscale
size (by EPR effect) and a cytotoxin (doxorubicin),
covalently linked together by a peptide. PK1 exhibits
multiple design features that allow it to preferentially
deliver doxorubicin to tumors. The size of the complex
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is tuned to be too large to extravasate in healthy tissue
but still small enough for renal clearance. Effectively,
tumors and the excretory system compete for PK1. This
aspect of the relationship between therapeutic size and
systemic tolerability is illustrated in Fig. 10.16. The ther-
apeutic device has to be sufficiently large to have limited
access to healthy tissues but must have relatively unim-
paired access to tumors and the excretory system via the
kidneys.

A second engineered feature of PK1 relates to tumor-
specific release of cytotoxin. Doxorubicin is toxic as
a free molecule but is nontoxic as a part of a polymer
complex. In PK1, doxorubicin is linked covalently to the
polymeric backbone by a peptide chosen specifically be-
cause it is the substrate for a highly expressed protease
in the target tumor. Thus PK1 deposits cytotoxin to tu-
mors in an inactive form that is processed to an active
form preferentially by tumoral metabolic activity. In all,
the design features of PK1 act to minimize systemic
exposure to cytotoxin and augment tumoral exposure,
thereby enhancing therapeutic benefit and diminishing
undesired side effects.

Therapeutics need not be covalently linked com-
plexes to be delivered by EPR. In some cases, bioactives
can be engineered to interact with blood constituents
non-covalently so as to bring the apparent size of the
complex into a range that allows preferential tumor de-
position. This is the mechanism of delivery for the oldest
EPR-exploiting therapeutic in clinical use, SMANCS
(S-Methacryl-neocarzinostatin) [10.113]. Neocarzinos-
tatin (NCS) is a small (12 kDa, a few nm in diameter),
cytotoxic protein that elicits its toxicity by generating in-
tracellular superoxide radicals enzymatically, which in
turn damage DNA. Unmodified NCS is cleared rapidly
and exhibits dose-limiting bone-marrow toxicity. Both
problems are mitigated by the site-specific conjuga-
tion of two small (about 2 kDa and less than 1 nm in
length) styrene-comaleic acid polymer chains, resulting
in SMANCS. The T1/2 of SMANCS is about ten-fold
higher than that of NCS, though SMANCS itself is too
small to accumulate preferentially in tumors by EPR.
This is mitigated by the fact that SMANCS (but not
NCS) is efficiently bound by serum albumin. The re-
sulting non-covalent complex is sufficiently large not to
extravasate into normal tissue, though it still partitions
efficiently into many tumors. The EPR-driven partition-
ing of the non-covalent SMANCS-albumin complexes
into tumors suggests that other non-covalent complexes
(such as the multi-dendrimer device of Fig. 10.3, were it
pre-assembled prior to administration) might also target
to tumors via EPR.

Helper
T-cell cytokines,

other help

B-cell

Hapten
epitope

Helper
epitope

Carrier
protein

Antibody
to hapten

Fig. 10.17 Antibody responses [10.1] are efficiently triggered by
antigens that contain both B-cell epitopes (diamond) and helper T-
cell epitopes (rectangle). The B-cell epitope binds a receptor on
the B-cell surface (the Y shape shown interacting with the B-cell
epitope) that is essentially a membrane-bound form of the anti-
body species that the particular B-cell can produce. The peptidic
T-helper epitope engages another receptor complex on the B-cell
surface (class II MHC, the two part receptor schematically depicted
as interacting with the T-helper epitope, see text). When presented
in the context of the class II MHC complex of the B-cell, the T-
helper epitope can be recognized by a cognate T-cell receptor on
the helper T-cell surface (shown as a receptor on the T-cell sur-
face interacting with the T-helper epitope/class II MHC complex).
In response to recognition of its appropriately presented, cognate
T-helper antigen, the helper T-cell provides multiple stimulatory
signals that cause the B-cell to proliferate, secrete antibody, and
differentiate. This is a classical hapten-carrier configuration of an
immunogen [10.1], in which a synthetic B-cell epitope is the hap-
ten (in our cases, a PAMAM dendrimer or SWCNT epitope), and
the protein covalently linked to the hapten is the carrier, providing
the T-helper epitope. Note that the antibody produced recognizes
only the B-cell epitope and not the T-helper epitope. The T-helper
epitope also need not be present for antibody recognition of car-
rier epitopes, nor is its presence necessary to maintain the ongoing
antibody response once antibody production is triggered. Note that
whether the T-helper epitope remains covalently linked to the B-cell
epitope during antigen presentation (here, the intact carrier protein
is shown linked to the B-cell epitope) is debatable. Proximity of the
B-cell epitope/receptor complex and T-helper epitope/class II MHC
complex on the B-cell surface may be sufficient to trigger a robust
antibody response

Delivery of antitumor agents using EPR can be
highly efficacious. As shown in Fig. 10.17, conjugation
of therapeutics to produce controlled-size delivery com-
plexes can enhance tumoral accumulation by multiple
orders of magnitude relative to free therapeutics [10.11,
12,80,113]. In effect, EPR targeting broadens the thera-
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peutic window (the range of concentration between the
lowest effective and highest tolerable dose), allowing
more intensive therapy. Increased therapeutic intensity
allowed by EPR strategies also produces significantly
enhanced clinical outcomes [10.11, 12, 80, 113]. The
benefits of EPR strategies seem to be general in that
a broad range of materials can be targeted to tumors and
almost any particulate material falling within the appro-
priate size range will partition into tumor tissue via EPR.
This includes not only linear and dendritic polymers
but also higher-order, self-assembled structures such as
micelles or shell cross-linked structures and inorganic
materials such as ferromagnetic particles. In addition to
EPR tumor targeting, each of these structures has in-
trinsic properties that might be exploited in therapeutic
nanodevices (see the discussion of imaging above). Tar-
geted contrast agents may be particularly important for
early tumor detection.

10.4.2 Cardiovascular Applications
of Nanotherapeutics

The cardiovascular system is one of the most dynamic
and vital systems of the body. In principle, every cell in
the body is accessible to the bloodstream via the vascula-
ture. If controlled navigation of, and extravasation from,
the vasculature can be accomplished, therefore, the po-
tential of nanotherapeutic devices is virtually unlimited.
But as mentioned throughout this chapter, opsonization
and immune clearance, as well as targeting and trig-
gering of therapeutics, remain key issues to address in
order to facilitate wide application of nanotherapeu-
tic devices to cardiovascular disease. In this section
we provide a brief overview of categories and exam-
ples of nanotherapeutic devices used in blood-contacting
applications.

Cardiovascular Tissue Engineering
A usable, immunologically compatible artery for coro-
nary bypass is not always available, so synthetic or
semi-synthetic artery substitutes are highly valuable.
Tissue engineering approaches might mitigate the lack
of acceptable homologous artery, as long as an ac-
ceptable artery substitute can be produced. Current
tissue engineering approaches involve synthesis of three-
dimensional, porous scaffolds that allow adhesion,
growth, and proliferation of seeded cells to generate
a functional vessel. Cellular organization and growth in
synthetic scaffolds are often chaotic and random, and
sufficient blood supply is seldom achieved within the
scaffold. These conditions often result in death of the

seeded cells and compromise the integrity of the vascular
prosthesis.

Microfabrication techniques have allowed minia-
turization of the tissue engineering scaffolds. These
techniques allow the molecular-level control of cel-
lular adhesion and propagation by control of surface
topography, surface chemistry, and arrangement of
morphogenic and proliferative signaling ligands and
cytokines. Microfabrication schemes are being devel-
oped for the elucidation of parameters necessary for
cellular attachment and orientation on well-defined
silicon- and polymer-based surfaces. One particularly
powerful application of controlled cellular growth is
for the development of artificial capillaries to remedi-
ate vascular disease [10.114] (Moldovan, unpublished).
Micro-machined silicon or polymer channels of the di-
mensions of capillaries have shown promise as effective
conduits to direct endothelial cells to form tubes through
which a fluid (blood) could eventually flow.

MEMS technology and nanoscale control of mo-
lecular events and interactions has also been applied
to the development of cardiovascular sensors. For in-
stance, blood cell counters have successfully detected
red and white blood cells and show promise for quick,
reliable blood cell analysis [10.115]. Additionally, force
transducers have been developed to measure the con-
tractile force of a single cardiac myocyte [10.116].
Basic research into cellular function and response to
stimuli such as these will eventually support more ef-
ficacious and robust cardiovascular tissue engineering
approaches.

Nanoparticulate Carriers for Therapy
and Imaging

Two major cardiovascular applications of nanoparticles
are targeted contrast agents for imaging (MRI, CT,
X-ray, etc.) and targeted drug delivery vehicles to ad-
dress vascular lesions (atherosclerotic plaques) and other
vascular disease states. In either application, nanopar-
ticle surfaces must be appropriately modified to avoid
RES clearance and to drive interaction with the desired
effector cells. Decades of research in the area of molecu-
lar and cell biology have provided researchers with many
tools to make the appropriate protein component selec-
tion for nanotherapeutic contrast agents. For instance,
knowing that the procoagulant protein tissue factor is
expressed only at the surface of injured endothelial cells
provides a means to differentiate healthy from diseased
vasculature. It also provides a method to target disease
sites. Similar sorts of information regarding disease and
normal vasculature at specific tissue sites can be crit-
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ically important for targeting specialized vascular beds,
such as that which occurs at the BBB. Several groups
have begun efforts to develop nanoparticles that selec-
tively pass across the BBB to deliver chemotherapeutic
or other drugs to the brain [10.117, 118], and this may
improve outcomes from stroke.

With regard to MRI approaches, particles used for
targeted contrast enhancement in specific tissues or
vascular beds may be quite powerful for detection of un-
stable atherosclerotic plaques and quantitative analysis
of blood flow. For instance, nonspecific accumulation
of nanoparticles within human atherosclerotic plaques
has been reported [10.119,120] and may ultimately pro-
vide a way to distinguish vulnerable and stable plaques.
Such data might be used to direct therapy, with the
intent, as always, to improve therapeutic outcome. Fur-
thermore, nanotherapeutic devices have been designed
to include both contrast and drug delivery functions
(Fig. 10.3). Single-platform, multifunctional particles
for cardiovascular therapy represent a cutting edge in the
cardiovascular field. These delivery vehicles are being
designed and improved continual for longer circulation
time, more efficient targeting [10.66,121], degradability,
and biocompatibility [10.122].

10.4.3 Nanotherapeutics
and Specific Host Immune Responses

Immune responses directed to immunogens (molecules
or structures capable of eliciting specific immune re-
sponses, also called antigens) are a pervasive aspect
of the responses of vertebrates to exposure to foreign
macromolecules, proteins, particles, and organisms (for
overviews, see [10.1,123,124]). Undesired antibody re-
sponses, in particular, are the single most important
hurdle for clinical use of recombinant proteins. On
the other hand, undesired cellular immune responses
are key mediators of frequently devastating disorders
for patients, whether the responses are directed to self
(as in autoimmune disease) or to foreign antigens (as
in transplant rejection). As we shall see, host immune
responses to nanotherapeutic devices are a critical de-
terminant of their efficacy. Any strategy (including
the biotechnological strategies) that allows controlled
manipulation of immune responses either to augment
desirable responses, as in vaccines, or to mitigate dele-
terious responses holds substantial potential benefit.

Basic Immunology
Specific immune responses are directed to individual
macromolecules or assemblages of them and can be cat-

egorized into cellular responses, mediated by cytotoxic
T-lymphocytes (CTLs), and humeral responses, medi-
ated by soluble proteins (found in blood serum and other
biological fluids) secreted by B-cells (antibodies). Re-
gardless of the effector (CTLs or antibodies), specific re-
sponses are directed to individual molecular features of
antigens called epitopes. The three types of epitopes are:
cytotoxic T-cell (CTL) epitopes, helper T-cell epitopes,
and B-cell epitopes. The first two types are peptides that
must be presented on cell surfaces in the context of the
class I (in the case of CTL epitopes for CTL responses)
or class II (in the case of T-helper epitomes, involved
in both antibody and CTL responses) major histocom-
patibility complex (MHC) molecules. B-cell epitopes
are a chemically and structurally heterogeneous group
of epitopes and include synthetic molecules as well as
peptides. In addition to CTL and B-cell epitopes, which
are recognized by immune effectors, T-helper epitopes
are recognized by regulatory components of the im-
mune system (helper T-cells). Vibrant CTL and antibody
responses require immunogens containing T-helper epi-
topes along with either B-cell or CTL epitopes.

While epitope-presenting MHC class I and class II
complexes must be present on cell surfaces to trigger
immune responses, the machinery for antigen process-
ing and loading of MHC class I or class II proteins for
antigen presentation reside in distinct membrane-bound
compartments in the cell [10.1]. For instance, processing
for class I presentation (to trigger CTL responses) occurs
through the cytosol, but charging of MHC class I com-
plexes is accomplished in the endoplasmic reticulum.
On the other hand, processing for class II presentation
(to augment antibody and CTL responses), as well as the
loading of class II, occur in endosomal compartments.
Although these are membrane bounded compartments in
the cytosol, topographically the interiors of endosomal
compartments are part of the extracellular environment
and are not inside the cell at all.

In the case of both class I and class II, the anti-
gen presenting complexes are moved to the cell surface
after charging. The moving of molecules between dif-
ferent cellular locations (called trafficking) is tightly
regulated by and driven by specific cellular proteins,
systems, and structures. Proper trafficking is essential to
assure that all cellular components assume their correct
position in the cellular organization, which in this case,
is to assure antigens are directed to the compartments
that will (most often) produce most protective immune
responses. These complex antigen processing and pre-
sentation systems can be perturbed and exploited to offer
novel opportunities in vaccine design.
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Nanotherapeutic Vaccines:
Eliciting Desired Host Immune Responses

Both therapeutic and prophylactic vaccines are naturals
for nanobiological approaches. Therapeutics that mod-
ulate immune responses (antibody, CTL responses, or
both), vaccines typically produce desired immunity to
disease or pathogens. Ideally they are chemically well
defined, safe, and induce long term (preferably, mul-
tiyear) protective immune responses [10.125]. Recent
developments in immunobiology have opened opportu-
nities for nanobiological vaccine design [10.126, 127].

Particulate Vaccines
The immune system, through dendritic cells (DCs), other
antigen presenting cells (APCs), and immune effectors,
performs ongoing surveillance for non-self antigens us-
ing the MHC antigen presentation system described
above [10.1]. It has long been known that APCs sam-
ple serum for antigens that they process and present
using the MHC class II pathway for antibody produc-
tion [10.1]. Research of the last few years has shown that
DCs, macrophages, and other APCs also take up partic-
ulate materials and process and present the constituent
peptide epitopes via the MHC class I pathway to trigger
specific CTL responses. Previous dogma held that only
endogenous antigens (such as those produced in virally
infected cells) could be presented through the class I
MHC pathway. Both soluble and particulate antigens can
be presented via the class I pathway, but particulate anti-
gens are orders of magnitude more potent than the same
immunogens formulated in soluble form [10.125–128].

APCs are not particularly fastidious regarding chem-
ical composition of the particles they take up: latex
beads [10.126, 128] as well as iron beads [10.126]
have been used. Self-assembled nanoparticles made
of lipidated epitope peptides also deliver orders of
magnitude of better immunization than do soluble for-
mulations of the same peptides [10.129]. The specific
size for optimal CTL responses is not fully defined
but clearly is in the nanometer to micrometer size
range [10.125, 126, 128, 129]. One could imagine a sys-
tematic exploration of optimum size and compositional
preferences for uptake by APCs using such chemically
and morphologically tunable polymeric nanomaterials
as dendrimers and tectodendrimers.

Nanobiological Design
of Nanotherapeutic Vaccines

As mentioned earlier, antigen trafficking determines
which specific MHC complex (class I or class II) epi-
topes are presented on and, therefore, which immune

effectors are produced in the subsequent response. The
process, while tightly regulated, is amenable to inter-
vention using nanotherapeutic vaccines. Nanobiological
design strategies (discussed above) can take advantage
of the numerous proteins and peptides now known to
mediate the trafficking of carried materials to specific
sites. In the device context, these trafficking moieties
might assure delivery of antigens to the appropriate
cellular compartments to trigger desired class I- or
class II-mediated responses.

Vaccine polypeptides, for instance, might be fused
or formulated with pathogen polypeptides that will de-
liver them across epithelium from outside the host for
use in mucosal vaccination [10.130]. Still other pep-
tides are known to carry injected materials across the
cell envelope into the cytosol [10.131]. Alternatively,
vaccine entities taken up by receptor-mediated endo-
cytosis (into endosomal vesicles, the traditional site of
uptake for antigens destined for MHC class II presenta-
tion) could be shuttled into the cytosol (and hence to the
class I MHC pathway) by the incorporation of peptide
domains of bacterial toxins that mediate endosomal es-
cape to cytoplasm [10.132]. Potentially, nanobiological
therapeutic design strategies [10.5, 13, 15] can combine
knowledge of polymer chemistry, nanomaterials, chem-
istry, cell, molecular, and immunobiology to generate
highly effective nanotherapeutic vaccines.

Nanotechnology
and Modulation of Immune Responses

On the other hand, protein immunogenicity represents
a critical limitation to the therapeutic use of recom-
binant proteins, particularly when specific antibody
responses to the therapeutics are engendered [10.32].
The consequences of antibody responses to proteins
are variable, ranging from no effect to decidedly nega-
tive consequences to the host. Antibodies can neutralize
therapeutic bioactivity, rendering drug entities inactive
in repeated rounds of therapy, distort drug Pk and Bd
properties, and, in the worst case, trigger autoimmune re-
sponses with cross-reactive host antigens (host antigens
that share some identity with the immunizing epitopes).

Antibody Responses
to Nanotherapeutic Devices

Antibody responses to protein components are a ma-
jor challenge for nanobiological therapeutic devices
in vivo. We, and others [10.6, 14, 21, 133–136], have
demonstrated that protein components of bioconju-
gates to diverse nanomaterials can not only retain their
intrinsic immunogenicity but, worse, can render the
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otherwise non-immunogenic synthetic nanomaterials to
which they are linked capable of inducing antibody re-
sponses [10.6, 7, 14, 21, 126, 133–135]. The mechanism
of immunogenicity seems to be haptenization, a well-
known phenomenon in immunology. Haptenization
occurs when antigens containing only B-cell epitopes
are covalently linked to proteins containing T-helper
epitopes, thereby creating hybrid antigens that are fully
immunogenic with respect to antibody responses. The
process is illustrated in Fig. 10.17.

As a result of the chemically repetitive structure of
many synthetic nanomaterials, the antibodies directed to
them have interesting properties. Most notably, antibod-
ies generated to nanostructures are often cross-reactive
to other chemically similar nanostructures. For example,
antibodies raised using haptenized fullerenes also recog-
nize carbon nanotubes [10.133], and antibodies raised to
haptenized generation 0 (G0) PAMAM dendrimers also
recognize higher generation PAMAM dendrimers (G1,
G2, G3, etc. [10.14, 21, 133–136]. Presumably, cross-
reactivity results from the presence of common B-cell
epitopes in the immunogen used and in structurally sim-
ilar cross-reactive antigens. Thus, patients immunized
with any therapeutic containing one haptenized nano-
structure could potentially raise antibodies that would
recognize any nanotherapeutic containing a material
structurally similar to the haptenized nanomaterial.

This is a potentially serious problem, in light of the
documented ability of antibody responses to interfere
with therapy by neutralizing drug or distorting Pk and
Bd properties. As discussed before, molecular weights
of serum antibodies are around 150,000 AMU with an
effective diameter in excess of 10 nm [10.1, 123, 124].
Many of the desirable properties of nanotherapeu-
tics derive from their precisely controlled sizes, and
size-dependent properties like EPR targeting could be
jeopardized if the therapeutic to be delivered were non-
covalently complexed with antibodies directed to its
synthetic components. Due to long-term persistence of
memory immune responses, exposure to haptenized nan-
otherapeutics could endanger patient responsiveness to
structurally similar materials for the duration of their
lives. Obviously, immunogenicity is a critical challenge
to the nanobiological therapeutic paradigm that has yet
to be satisfactorily addressed.

Polymer Conjugation
to Mitigate Immune Responses

There are multiple approaches to mitigating im-
munogenicity, some of which are applicable to
nanobiotechnological therapeutic devices. Polymer con-

jugation, particularly conjugation of proteins to poly
(ethylene glycol) (PEG, a flexible, biologically well-
tolerated hydrophilic polymer) has been used to control
immunogenicity of a broad class of proteins and syn-
thetic molecules since the mid-1970s [10.19, 137].
Typically, pegylation involves covalent linkage (of-
ten by promiscuous conjugation chemistry) of variable
numbers (usually two to six polymer molecules) of size-
polydisperse (usually 3,000 to 10,000 AMU) linear or
branched PEG chains to the potential immunogen. This
approach results in polydisperse bioconjugates, which
flies in the face of the molecular level-structural preci-
sion often considered essential for nanotechnology. Still,
pegylation may be useful in some limited nanobiological
applications.

The mechanism of molecule-specific immunosup-
pression remains obscure, despite almost 30 years of
research. The flexibility of the PEG strands allows them
to wrap around the molecules they are conjugated to, per-
haps delimiting access of immune effectors and immune
processing machinery to the potential immunogens.
Pegylated molecules exhibit dramatically enhanced ap-
parent diameters and vastly enhanced solubility in
aqueous buffer. Both of these phenomena result in sub-
stantially diminished clearance of pegylated molecules
by the RES and may account for the retention of in vivo
bioactivity despite the apparent steric hindrance that may
result from wrapping PEG moieties around their protein
bioconjugate partners. Pegylation-related, bioconjugate-
specific immunosuppressive phenomena cannot be fully
accounted for by sterics, though. Immunological exper-
iments in syngeneic mice show that the protein-specific
immunosuppression associated with pegylated proteins
is transmissible from one animal to another by surgically
harvested splenocytes. This finding is more consistent
with a mechanism of suppression involving immunolog-
ically induced tolerance of foreign antigens as opposed
to one caused by simple steric considerations [10.137].

Synthetic Nanoporous Membranes
for Immunoisolation

A second approach to avoiding immune responses to
nanodevices or biocomponents is immunoisolation by
encapsulation [10.16, 17]. In this strategy, potentially
immunogenic structures (nanodevices, cells, macro-
molecules) are sequestered from high molecular weight,
large host immune effectors, and immunosurveillance,
while small molecules, such as glucose and small pro-
teins, diffuse freely (Fig. 10.18). While conceptually
simple, immunoisolation is technically challenging in
that the number of pores must be high to maximize
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Encapsulated
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Insulin Nanofabricated
membrane

Small molecules, polypeptidesSpecific immune effectors

550 µm

Fig. 10.18 Biological components can be protected from unfa-
vorable environments by encapsulation [10.16–18]. Shown is an
immunoisolation capsule containing heterologous (immunogenic)
cells producing insulin (a four helical bundle protein, see text).
The cells are protected from immune responses by membranes with
10 nm pores that allow free diffusion of small molecules (oxygen,
nutrients) into the capsule and small proteins (insulin, shown here not
to scale) out of it. However, immune effectors with diameters greater
than pore size (immune cells like CTLs and APCs, antibodies, other
effectors) don’t access the capsule interior, protecting the xenograft
from immune rejection. The structure integrates both micro- and
nanoscale components (including the nanoporous membranes of
Fig. 10.4) into a macroscale construct

flux, and the pores must be highly uniform in dimen-
sion.

Because of the exquisite sensitivity of the immune
system, immunoisolation must be nearly perfect if it is
to work at all. Particularly in the case of immunoisola-
tion of cells for xenografts, if only a tiny fraction (as few
as 1%) of the pores of an immunoisolation capsule are
large enough to admit immune effectors (for instance,
antibodies and complement components, exclusion of
which requires pores of 50 nm or less), or the viabil-
ity of the graft will be compromised [10.16, 17, 138].
Thus, the strategy requires fabrication of membranes
with pores that have very tightly controlled dispersities
in terms of their maximum diameters. Until recently, im-

munoisolation for xenografts has failed for lack of such
membranes.

The technological innovations that made the synthe-
sis of these high-quality nanoporous membranes were
described above and in Fig. 10.4. The nanoporous mem-
branes can be used to form immunoisolation capsules
when either two such membranes are joined so that
they bind an enclosed space or that a nanoporous mem-
brane is used to enclose a compartment of some sort
in a therapeutic structure. The enclosed spaces can be
charges with functional nanodevices or, for that mat-
ter, living cells. Such immunoisolation capsules charged
with heterologous pancreatic islet cells have demon-
strated immense promise for regulating normoglycemia
in diabetic animal models [10.16–18].

Biogenic, Nanoporous, Immunoisolation
Membranes

The novel microfabrication strategy has made it possible
to make these highly defined membranes in an industrial
process, and they are applicable to numerous biomed-
ical applications beyond immunoisolation [10.16, 17].
Still the fabrication process is rigorous, and an alter-
native biogenic method to derive selectively porous
silicon capsules has been proposed [10.139, 140]. Di-
atoms are encapsulated in biogenic amorphous silicon
shells (called frustules), which the living cells secrete.
Frustules must necessarily be porous to allow the cells
to take on nutrients and excrete wastes, and the poros-
ity, pore dimensions, and other micro- and nanoscale
morphological frustule features are tightly controlled at
genetic and physiological levels. Using techniques well
known to microbiologists (manipulation of culture con-
ditions), geneticists (mutagenesis), and cell biologists
(optically driven cell sorting in flow systems), it is theo-
retically possible to select and propagate diatoms whose
frustule morphology, size, and pore characteristics fall
within pre-selected limits [10.139, 140]. Frustules can
be isolated intact from diatom cultures, so biogenic
production of silicon membranes with porosity char-
acteristics similar to the microfabricated membranes
discussed above may be feasible. Though they have yet
to be realized, immunoisolation capsules made from
genetically/physiologically tuned frustules have been
proposed [10.140]: one wonders what other biomin-
eralized structures eventually might also be put to
nanobiotechnological use.
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10.5 Concluding Remarks: Barriers to Practice and Prospects

The effort to produce nanoscale therapeutic devices
is clearly highly interdisciplinary. As we have seen,
it touches on numerous established disciplines, en-
compassing elements of physiology, biotechnology,
bioconjugate chemistry, electrical engineering, and ma-
terials science, to name just a few of the fields involved.
Obviously, this broad sweep of knowledge is difficult for
any one investigator to master fully. The breadth of the
effort constitutes just one of the major barriers to entry
in the field. Other challenges include the raw complex-
ity of biology, the fashion in which biologists hold and
distribute information, and cultural differences between
engineers and biological scientists.

10.5.1 Complexity in Biology

Biology is characterized by particularity: nuances of
biological systems are often unique to the system at
hand and highly idiosyncratic. This follows from the
fact that biological systems are not purpose-built, as
are designed devices (although they can give that ap-
pearance, as seen in Fig. 10.1), but rather arose as the
consequence of evolutionary processes. Evolution is
a highly chaotic business, with the outcome of any
given evolutionary process highly sensitive to initial
conditions (populations of organisms subjected to se-
lection, other organisms in the environment, biology
of all organisms involved, resource availability, other
environmental factors, etc.). Moreover, many of the
variables affecting natural selection processes are non-
static and change, as a function of time or space or
both, while selection is exerted against a population
of organisms. Conditions leading to one evolutionary
adaptation or another are therefore seldom duplicated
exactly, so that individual adaptive features are idiosyn-
cratic, with elements relating not only to their biological
functions but also to their evolutionary history. Indi-
vidual systems and adaptive features thereof can be
almost baroquely complex because the structures them-
selves arose under unique conditions, under unique
selective pressures, and from unique initial biological
systems. The extent of the complexity of biological
systems is apparent even in individual macromolec-
ular constituents of biological systems and can be
made clear by comparison of synthetic nanostructures
to biological nanostructures with similar dimensional
aspects.

SWCNT (single wall carbon nanotubes) have a min-
imal diameter of about 1.3 nm, and many proteins

likewise have diameters of few nms. SWCNTs are reg-
ular and homogeneous polymeric structures composed
entirely of carbon atoms (Fig. 10.6). Proteins, on the
other hand, are not polymers of one repeating subunit,
but rather are nonrandom copolymers of 20 chemically
distinct amino acids (aas). The order of the aas drives
specific folding events that produce three-dimensional
structures that, in turn, present specific aas and their side
chains at specific positions in space (Fig. 10.10). This
control of aa position in space drives protein activity:
small changes in aa sequence can perturb structure and
function profoundly. Therefore, though they fall within
the same broad size regime, proteins are structurally and
functionally much more complex than SWCNTs. The
extent of biological complexity can be glimpsed when
one considers that individual living things are ordered
aggregates of multiple macromolecules and supramolec-
ular structures (potentially, billions and billions of them),
belonging to distinct chemical classes (lipids, proteins,
nucleic acids, etc.), with each individual macromolecule
being at least as complex in structure and function as the
protein of Fig. 10.10. The nearly irreducible complexity
of biological systems is a central fact of practice in the
biological sciences and drives the way biologists gather
and disseminate information. It is the key informant of
the culture of biologists.

10.5.2 Dissemination
of Biological Information

Biologists typically consider themselves primarily as
scientists, as opposed to being engineers or technology
developers. The product biologists generate, then, is in-
formation rather than devices or structures. Their interest
in technological application of the knowledge they pro-
duce is typically secondary to their desire to develop the
information itself. Additionally, as we have just seen,
biology is a ferociously complex discipline.

As a practical matter, biological data itself is often
much more rich (and often more ambiguous) than data
from harder scientific endeavors. The data can be so very
rich that biologists must make choices as to what data is
relevant to a given phenomena and, therefore, what data
they will publish. With absolutely no intent to conceal
or mislead, biologists are often driven to publish only
a small fraction of the data they gather.

Since they see themselves primarily as scientists,
biologists tend to publish data they believe to be of
broad scientific significance. Typically, the chosen in-
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formation does not include data that might be critical
to technology development, frequently making the bio-
logical literature an inadequate resource for engineers.
The omitted information thus becomes lore. That is to
say, the infomation is critical for the practice or develop-
ment of a given technology but usually is not accessible
to persons outside the field (as many nanotherapeutic
device producers may be). This can be illustrated by re-
cent experiences around phage display-mediated affinity
maturation of four helical bundle proteins [10.141–143].

Four helical bundle proteins are loosely related small
proteins consisting of four α helices arranged in a spe-
cific configuration (see the dynamite stick representation
of insulin that occurs in Fig. 10.18). They include in-
sulin, growth hormone, most cytokines, and various
other molecules involved in cell to cell signaling. They
have a wide range of therapeutically valuable properties
that might be made even more desirable if their poten-
cies could be enhanced. There is thus significant interest
in variant four-helical bundle proteins with improved
bioactivities.

Phage display [10.67] is a method that can be used to
sort protein variant libraries for variants with enhanced
affinity for a target receptor. This is usually accom-
plished by iterative rounds of affinity selection on the
receptor followed by propagation of selected phage. As
rounds of selection and propagation proceed, the mean
affinity of the selected variants for the receptor increases
(so-called affinity maturation). A phage display method
is depicted in Fig. 10.11.

Affinity maturation by phage display can be used
to identify variant proteins from libraries that have en-
hanced biological activities, providing that affinity for
receptor is limiting in the overall activity of the parent
protein [10.134]. Phage display affinity maturation has
been successfully used to select some enhanced activity
variants of four helical bundle proteins [10.144, 145]
but is not applicable to engineering increased activ-
ity for all four helical bundle proteins [10.134]. The
reason for the inapplicability of display methods to
engineer high-activity human growth hormone (hGH)
variants became apparent in a recent publication from
Genentech [10.142].

In the case of hGH, the affinity of the parent mol-
ecule for receptor is in excess of that required to drive
maximal biological responses [10.142]. This fact was
inferred after a multiyear effort (beginning in the late
1980s and culminating in 1999) to derive more ac-
tive hGH proteins, involving literally thousands of hGH
variants. Many of the variants did indeed exhibit en-
hanced affinity for the hGH binding protein (receptor),

but none exhibited significantly enhanced biological ac-
tivity. Each data point (i. e., the biological activity of
each individual variant) essentially constituted a fail-
ure of a technology to provide a desired result and
was therefore seen, not unreasonably, as negative (and
therefore uninteresting) data by the investigators. Con-
sequently, the information was not broadly disseminated
until a significant conclusion could be presented (i. e.,
that biological responses to hGH are not limited by
ligand-receptor affinity). Thus, between the late 1980s
and the 1999 publication, this information was known
primarily and unambiguously only to the investigators
involved, even though it would have been critical to any
technologist planning to affinity mature hGH by phage
display for enhanced activity [10.134].

10.5.3 Cultural Differences
Between Technologists
and Biologists

Biology is the realm of particularity, whereas more phys-
ical sciences are realms within which general rules can
be derived and broadly applied. The vast complexity
of biology usually drives biologists to be highly spe-
cialized, perhaps making a career from the study of
particular macromolecules (specific enzymes, growth
factors, genetic elements, etc.) or biological systems.
Biologists are, therefore, neither trained nor encouraged
by funding agencies to see themselves as fungible, and
frequently they are very reluctant to step away from
their primary research focuses into new areas. Doing so
is a major undertaking, and a substantial risk, for most
biologists.

Engineers, on the other hand, often see themselves
as operating from first principles and are more (if not
entirely) willing to step into new areas. After all, cross-
ing disciplines is feasible for engineers working in the
physical sciences, whereas it is much more difficult, not
only for reasons of training but also because of the bio-
logical realities discussed above, for biologists. Also by
reason of their training and experience, engineers often
vastly underestimate the complexity of biological sys-
tems and sometimes exhibit what biologists perceive as
naïveté in their approach to biological systems. Unfor-
tunately, or fortunately, depending on your perspective,
therapeutic nanodevices require both biological and en-
gineering expertise. An often bruising debate as to how
best to prepare students for practice in this extremely
challenging field is currently playing out in biomedi-
cal engineering and other related academic departments
across the country.
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The traditional approach for training biomedical en-
gineers has been to train conventional engineers with
a smattering of biological knowledge. This “primarily
engineers” model of biomedical engineering has been
reasonably successful in multiple endeavors (orthope-
dics, imaging technologies, etc.), but it seems unlikely
in the extreme that it will suffice for robust practice
in nanotherapeutic devices. As this chapter shows, the
role of biology is pivotal to success in the field, and so-
phisticated nanotherapeutics are virtually impossible to
design without deep knowledge of the biology involved.
A reasonable argument can be made that successful
engineering of therapeutic nanostructures will demand
intense focus on biology and a smattering of engineer-
ing knowledge (a “primarily biologists” approach, as

opposed to the historically prevalent “primarily engi-
neers” training model). This view is often strongly and
passionately resisted in colleges of engineering, which
are the usual homes of biomedical engineering and re-
lated efforts. The outcome of the debate is not finalized,
but it is critically important: it will determine whether
or not a ready cadre of researchers is prepared for a ca-
reer in the area. If not, the field will progress much
as it has, very slowly bringing the benefits of the re-
search to patients. It seems apparent to us, and it also
seems that experience to date shows, that a substan-
tial biological component of training for the discipline
is simply unavoidable if we are committed to real-
izing the vast potential of nanotechnology in human
therapy.
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Scanning Prob11. Scanning Probe Microscopy –
Principle of Operation, Instrumentation, and Probes

Since the introduction of the STM in 1981 and
AFM in 1985, many variations of probe based
microscopies, referred to as SPMs, have been
developed. While the pure imaging capabilities of
SPM techniques is dominated by the application of
these methods at their early development stages,
the physics of probe–sample interactions and the
quantitative analyses of tribological, electronic,
magnetic, biological, and chemical surfaces have
now become of increasing interest. Nanoscale
science and technology are strongly driven by SPMs
which allow investigation and manipulation of
surfaces down to the atomic scale. With growing
understanding of the underlying interaction
mechanisms, SPMs have found applications in
many fields outside basic research fields. In
addition, various derivatives of all these methods
have been developed for special applications,
some of them targeted far beyond microscopy.

This chapter presents an overview of STM
and AFM and various probes (tips) used in
these instruments, followed by details on AFM
instrumentation and analyses.

The Scanning Tunneling Microscope (STM) developed
by Dr. Gerd Binnig and his colleagues in 1981 at the IBM
Zurich Research Laboratory, Rueschlikon, Switzerland,
is the first instrument capable of directly obtaining
three-dimensional (3-D) images of solid surfaces with
atomic resolution [11.1]. Binnig and Rohrer received
a Nobel Prize in Physics in 1986 for their discovery.
STMs can only be used to study surfaces which are
electrically conductive to some degree. Based on their
design of the STM, in 1985, Binnig et al. developed
an Atomic Force Microscope (AFM) to measure ul-
trasmall forces (less than 1 µN) present between the
AFM tip surface and the sample surface [11.2] (also
see [11.3]). AFMs can be used for measurement of all
engineering surfaces which may be either electrically
conductive or insulating. The AFM has become a pop-
ular surface profiler for topographic and normal force
measurements on the micro to nanoscale [11.4]. AFMs
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modified in order to measure both normal and lateral
forces, are called Lateral Force Microscopes (LFMs) or
Friction Force Microscopes (FFMs) [11.5–11]. FFMs
have been further modified to measure lateral forces
in two orthogonal directions [11.12–16]. A number of
researchers have continued to improve the AFM/FFM
designs and used them to measure adhesion and
friction of solid and liquid surfaces on micro- and
nanoscales [11.4, 17–30]. AFMs have been used for
scratching, wear, and measurement of elastic/plastic me-
chanical properties (such as indentation hardness and the
modulus of elasticity) [11.4,10,11,21,23,26–29,31–36].
AFMs have been used for manipulation of individual
atoms of Xenon [11.37], molecules [11.38], silicon sur-
faces [11.39], and polymer surfaces [11.40]. STMs have
been used for formation of nanofeatures by localized
heating or by inducing chemical reactions under the
STM tip [11.41–43] and nanomachining [11.44]. AFMs
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Table 11.1 Comparison of Various Conventional Microscopes with SPMs

Optical SEM/TEM Confocal SPM

Magnification 103 107 104 109

Instrument Price (U.S. $) $10 k $250 k $30 k $100 k

Technology Age 200 yrs 40 yrs 20 yrs 20 yrs

Applications Ubiquitous Science and technology New and unfolding Cutting edge

Market 1993 $800 M $400 M $80 M $100 M

Growth Rate 10% 10% 30% 70%

have been used for nanofabrication [11.4,10,45–47] and
nanomachining [11.48].

STMs and AFMs are used at extreme magnifications
ranging from 103 to 109 in x, y and z directions for imag-
ing macro to atomic dimensions with high resolution
information and for spectroscopy. These instruments
can be used in any environment such as ambient
air [11.2, 49], various gases [11.17], liquid [11.50–52],
vacuum [11.1,53], at low temperatures (lower than about
100 K) [11.54–58] and high temperatures [11.59, 60].
Imaging in liquid allows the study of live biological
samples and it also eliminates water capillary forces
present in ambient air present at the tip–sample in-
terface. Low temperature (liquid helium temperatures)
imaging is useful for the study of biological and organic
materials and the study of low-temperature phenom-
ena such as superconductivity or charge-density waves.
Low-temperature operation is also advantageous for
high-sensitivity force mapping due to the reduction in
thermal vibration. They also have been used to image
liquids such as liquid crystals and lubricant molecules
on graphite surfaces [11.61–64]. While the pure imaging
capabilities of SPM techniques dominated the applica-
tion of these methods at their early development stages,
the physics and chemistry of probe–sample interactions
and the quantitative analyses of tribological, electronic,
magnetic, biological, and chemical surfaces have now
become of increasing interest. Nanoscale science and
technology are strongly driven by SPMs which allow
investigation and manipulation of surfaces down to
the atomic scale. With growing understanding of the
underlying interaction mechanisms, SPMs have found
applications in many fields outside basic research fields.
In addition, various derivatives of all these methods have

been developed for special applications, some of them
targeting far beyond microscopy.

Families of instruments based on STMs and AFMs,
called Scanning Probe Microscopes (SPMs), have
been developed for various applications of scien-
tific and industrial interest. These include – STM,
AFM, FFM (or LFM), scanning electrostatic force
microscopy (SEFM) [11.65, 66], scanning force acous-
tic microscopy (SFAM) (or atomic force acoustic
microscopy (AFAM)) [11.21, 22, 36, 67–69], scan-
ning magnetic microscopy (SMM) (or magnetic force
microscopy (MFM)) [11.70–73], scanning near field op-
tical microscopy (SNOM) [11.74–77], scanning thermal
microscopy (SThM) [11.78–80], scanning electrochem-
ical microscopy (SEcM) [11.81], scanning Kelvin Probe
microscopy (SKPM) [11.82–86], scanning chemical
potential microscopy (SCPM) [11.79], scanning ion
conductance microscopy (SICM) [11.87, 88], and scan-
ning capacitance microscopy (SCM) [11.82, 89–91].
Families of instruments which measure forces (e.g.,
AFM, FFM, SEFM, SFAM, and SMM) are also re-
ferred to as scanning force microscopy (SFM). Although
these instruments offer atomic resolution and are ideal
for basic research, they are used for cutting edge indus-
trial applications which do not require atomic resolution.
Commercial production of SPMs started with the STM
in 1987 and the AFM in 1989 by Digital Instruments
Inc. For comparisons of SPMs with other microscopes,
see Table 11.1 (Veeco Instruments, Inc.). Numbers of
these instruments are equally divided between the U.S.,
Japan and Europe, with the following industry/university
and Government labs. splits: 50/50, 70/30, and 30/70,
respectively. It is clear that research and industrial ap-
plications of SPMs are rapidly expanding.

Part
B

1
1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Scanning Probe Microscopy – Principle of Operation, Instrumentation, and Probes 11.1 Scanning Tunneling Microscope 327

11.1 Scanning Tunneling Microscope

The principle of electron tunneling was proposed by
Giaever [11.92]. He envisioned that if a potential dif-
ference is applied to two metals separated by a thin
insulating film, a current will flow because of the ability
of electrons to penetrate a potential barrier. To be able
to measure a tunneling current, the two metals must be
spaced no more than 10 nm apart. Binnig et al. [11.1]
introduced vacuum tunneling combined with lateral
scanning. The vacuum provides the ideal barrier for
tunneling. The lateral scanning allows one to image sur-
faces with exquisite resolution, lateral-less than 1 nm and
vertical-less than 0.1 nm, sufficient to define the position
of single atoms. The very high vertical resolution of the
STM is obtained because the tunnel current varies expo-
nentially with the distance between the two electrodes,
that is, the metal tip and the scanned surface. Typically,
tunneling current decreases by a factor of 2 as the separa-
tion is increased by 0.2 nm. Very high lateral resolution
depends upon sharp tips. Binnig et al. overcame two key
obstacles for damping external vibrations and for mov-
ing the tunneling probe in close proximity to the sample.
Their instrument is called the scanning tunneling micro-
scope (STM). Today’s STMs can be used in the ambient
environment for atomic-scale image of surfaces. Excel-
lent reviews on this subject are presented by Hansma
and Tersoff [11.93], Sarid and Elings [11.94], Durig
et al. [11.95]; Frommer [11.96], Güntherodt and Wiesen-
danger [11.97], Wiesendanger and Güntherodt [11.98],
Bonnell [11.99], Marti and Amrein [11.100], Stroscio
and Kaiser [11.101], and Güntherodt et al. [11.102].

The principle of the STM is straightforward. A sharp
metal tip (one electrode of the tunnel junction) is brought
close enough (0.3–1 nm) to the surface to be investigated
(the second electrode) that, at a convenient operating
voltage (10 mV–1 V), the tunneling current varies from
0.2 to 10 nA which is measurable. The tip is scanned over
a surface at a distance of 0.3–1 nm, while the tunneling
current between it and the surface is measured. The STM
can be operated in either the constant current mode or the
constant height mode, Fig. 11.1. The left-hand column
of Fig. 11.1 shows the basic constant current mode of
operation. A feedback network changes the height of the
tip z to keep the current constant. The displacement of
the tip given by the voltage applied to the piezoelectric
drives then yields a topographic map of the surface.
Alternatively, in the constant height mode, a metal tip
can be scanned across a surface at nearly constant height
and constant voltage while the current is monitored, as
shown in the right-hand column of Fig. 11.1. In this case,

Constant
Current Mode

Constant
Height Mode

Sche-
matic
View

One
Scan

Multiple
Scans

Scan Scan

z

x

I

x

I I

Fig. 11.1 STM
can be oper-
ated in either the
constant-current
or the constant-
height mode.
The images are
of graphite in
air [11.93]

the feedback network responds only rapidly enough to
keep the average current constant. A current mode is
generally used for atomic-scale images. This mode is not
practical for rough surfaces. A three-dimensional picture
[z(x, y)] of a surface consists of multiple scans [z(x)]
displayed laterally from each other in the y direction.
It should be noted that if different atomic species are
present in a sample, the different atomic species within
a sample may produce different tunneling currents for
a given bias voltage. Thus the height data may not be
a direct representation of the topography of the surface
of the sample.

11.1.1 Binnig et al.’s Design

Figure 11.2 shows a schematic of one of Binnig
and Rohrer’s designs for operation in ultrahigh vac-
uum [11.1, 103]. The metal tip was fixed to rectangular
piezodrives Px , Py, and Pz made out of commer-
cial piezoceramic material for scanning. The sample
is mounted via either superconducting magnetic levi-
tation or a two-stage spring system to achieve a stability
of the gap width of about 0.02 nm. The tunnel current
JT is a sensitive function of the gap width d that is
JT ∝ VT exp(−Aφ1/2d), where VT is the bias voltage,
φ is the average barrier height (work function) and the
constant A = 1.025 eV−1/2Å−1. With a work function
of a few eV, JT changes by an order of magnitude for
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JT

PxVz
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∆dVT

d

δ

CU

Fig. 11.2 Principle of operation of the STM made by Binnig
and Rohrer [11.103]

every angstrom change of d. If the current is kept con-
stant to within, for example, 2%, then the gap d remains
constant to within 1 pm. For operation in the constant
current mode, the control unit CU applies a voltage Vz
to the piezo Pz such that JT remains constant when scan-
ning the tip with Py and Px over the surface. At constant
work function φ, Vz(Vx , Vy) yields the roughness of the
surface z(x, y) directly, as illustrated at a surface step
at A. Smearing the step, δ (lateral resolution) is on the
order of (R)1/2, where R is the radius of the curvature of
the tip. Thus, a lateral resolution of about 2 nm requires
tip radii on the order of 10 nm. A 1-mm-diameter solid
rod ground at one end at roughly 90◦ yields overall tip
radii of only a few hundred nm, but with closest protru-
sion of rather sharp microtips on the relatively dull end
yields a lateral resolution of about 2 nm. In-situ sharp-
ening of the tips by gently touching the surface brings
the resolution down to the 1-nm range; by applying high
fields (on the order of 108 V/cm) during, for example,
half an hour, resolutions considerably below 1 nm could
be reached. Most experiments were done with tungsten
wires either ground or etched to a radius typically in the
range of 0.1–10 µm. In some cases, in-situ processing
of the tips was done for further reduction of tip radii.

11.1.2 Commercial STMs

There are a number of commercial STMs available on
the market. Digital Instruments, Inc. located in Santa
Barbara, CA introduced the first commercial STM, the
Nanoscope I, in 1987. In a recent Nanoscope IV STM for
operation in ambient air, the sample is held in position
while a piezoelectric crystal in the form of a cylindri-
cal tube (referred to as PZT tube scanner) scans the
sharp metallic probe over the surface in a raster pat-
tern while sensing and outputting the tunneling current

i

–Y

–X

Y

X

Z

PZT tube
scanner

Tip

Sample

V

Fig. 11.3
Principle of
operation of
a commercial
STM, a sharp
tip attached to
a piezoelectric
tube scanner
is scanned on
a sample

to the control station (Fig. 11.3). The digital signal pro-
cessor (DSP) calculates the desired separation of the tip
from the sample by sensing the tunneling current flow-
ing between the sample and the tip. The bias voltage
applied between the sample and the tip encourages the
tunneling current to flow. The DSP completes the digital
feedback loop by outputting the desired voltage to the
piezoelectric tube. The STM operates in both the “con-
stant height” and “constant current” modes depending
on a parameter selection in the control panel. In the con-
stant current mode, the feedback gains are set high, the
tunneling tip closely tracks the sample surface, and the
variation in the tip height required to maintain constant
tunneling current is measured by the change in the volt-
age applied to the piezo tube. In the constant height
mode, the feedback gains are set low, the tip remains at
a nearly constant height as it sweeps over the sample
surface, and the tunneling current is imaged.

Physically, the Nanoscope STM consists of three
main parts: the head which houses the piezoelectric tube
scanner for three dimensional motion of the tip and the
preamplifier circuit (FET input amplifier) mounted on
top of the head for the tunneling current, the base on
which the sample is mounted, and the base support,
which supports the base and head [11.4]. The base
accommodates samples up to 10 mm by 20 mm and
10 mm in thickness. Scan sizes available for the STM
are 0.7 µm (for atomic resolution), 12 µm, 75 µm and
125 µm square.

The scanning head controls the three dimensional
motion of the tip. The removable head consists of a piezo
tube scanner, about 12.7 mm in diameter, mounted into
an invar shell used to minimize vertical thermal drifts
because of a good thermal match between the piezo tube
and the Invar. The piezo tube has separate electrodes for
X, Y and Z which are driven by separate drive circuits.
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The electrode configuration (Fig. 11.3) provides x and
y motions which are perpendicular to each other, min-
imizes horizontal and vertical coupling, and provides
good sensitivity. The vertical motion of the tube is con-
trolled by the Z electrode which is driven by the feedback
loop. The x and y scanning motions are each controlled
by two electrodes which are driven by voltages of the
same magnitude, but opposite signs. These electrodes
are called −Y , −X, +Y , and +X. Applying compli-
mentary voltages allows a short, stiff tube to provide
a good scan range without large voltages. The motion of
the tip due to external vibrations is proportional to the
square of the ratio of vibration frequency to the resonant
frequency of the tube. Therefore, to minimize the tip vi-
brations, the resonant frequencies of the tube are high at
about 60 kHz in the vertical direction and about 40 kHz
in the horizontal direction. The tip holder is a stain-
less steel tube with a 300 µm inner diameter for 250 µm
diameter tips, mounted in ceramic in order to keep the
mass on the end of the tube low. The tip is mounted ei-
ther on the front edge of the tube (to keep mounting mass
low and resonant frequency high) (Fig. 11.3) or the cen-
ter of the tube for large range scanners, namely 75 and
125 µm (to preserve the symmetry of the scanning). This
commercial STM accepts any tip with a 250 µm diam-
eter shaft. The piezotube requires X-Y calibration which
is carried out by imaging an appropriate calibration stan-
dard. Cleaved graphite is used for the small-scan length
head while two dimensional grids (a gold plated ruling)
can be used for longer range heads.

The Invar base holds the sample in position, supports
the head, and provides coarse X-Y motion for the sam-
ple. A spring-steel sample clip with two thumb screws
holds the sample in place. An x-y translation stage built
into the base allows the sample to be repositioned under
the tip. Three precision screws arranged in a triangular
pattern support the head and provide coarse and fine ad-
justment of the tip height. The base support consists of
the base support ring and the motor housing. The stepper
motor enclosed in the motor housing allows the tip to be
engaged and withdrawn from the surface automatically.

Samples to be imaged with the STM must be con-
ductive enough to allow a few nanoamperes of current
to flow from the bias voltage source to the area to be
scanned. In many cases, nonconductive samples can be
coated with a thin layer of a conductive material to facili-
tate imaging. The bias voltage and the tunneling current
depend on the sample. Usually they are set at a stan-
dard value for engagement and fine tuned to enhance the
quality of the image. The scan size depends on the sam-
ple and the features of interest. A maximum scan rate

of 122 Hz can be used. The maximum scan rate is usu-
ally related to the scan size. Scan rates above 10 Hz are
used for small scans (typically 60 Hz for atomic-scale
imaging with a 0.7 µm scanner). The scan rate should
be lowered for large scans, especially if the sample sur-
faces are rough or contain large steps. Moving the tip
quickly along the sample surface at high scan rates with
large scan sizes will usually lead to a tip crash. Essen-
tially, the scan rate should be inversely proportional to
the scan size (typically 2–4 Hz for 1 µm, 0.5–1 Hz for
12 µm, and 0.2 Hz for 125 µm scan sizes). Scan rate in
length/time, is equal to scan length divided by the scan
rate in Hz. For example, for 10 µm × 10 µm scan size
scanned at 0.5 Hz, the scan rate is 10 µm/s. Typically,
256 × 256 data formats are most commonly used. The
lateral resolution at larger scans is approximately equal
to scan length divided by 256.
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Fig. 11.4 STM images of evaporated C60 film on a gold-coated
freshly-cleaved mica using a mechanically sheared Pt-Ir (80-20)
tip in constant height mode [11.104]
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Figure 11.4 shows an example of STM images of an
evaporated C60 film on a gold-coated freshly-cleaved
mica taken at room temperature and ambient pres-
sure [11.104]. Images with atomic resolution at two scan
sizes are obtained. Next we describe STM designs which
are available for special applications.

Electrochemical STM
The electrochemical STM is used to perform and mon-
itor the electrochemical reactions inside the STM. It
includes a microscope base with an integral potentiostat,
a short head with a 0.7 µm scan range and a differential
preamp and the software required to operate the po-
tentiostat and display the result of the electrochemical
reaction.

Standalone STM
The stand alone STMs are available to scan large sam-
ples which rest directly on the sample. From Digital
instruments, it is available in 12 and 75 µm scan ranges.
It is similar to the standard STM except the sample base
has been eliminated.

11.1.3 STM Probe Construction

The STM probe should have a cantilever integrated
with a sharp metal tip with a low aspect ratio (tip
length/tip shank) to minimize flexural vibrations. Ide-
ally, the tip should be atomically sharp, but in practice
most tip preparation methods produce a tip with a rather
ragged profile that consists of several asperities with
the one closest to the surface responsible for tun-
neling. STM cantilevers with sharp tips are typically
fabricated from metal wires of tungsten (W), platinum-
iridium (Pt-Ir), or gold (Au) and sharpened by grinding,
cutting with a wire cutter or razor blade, field emis-
sion/evaporator, ion milling, fracture, or electrochemical
polishing/etching [11.105, 106]. The two most com-
monly used tips are made from either a Pt-Ir (80/20)
alloy or tungsten wire. Iridium is used to provide stiff-
ness. The Pt-Ir tips are generally mechanically formed
and are readily available. The tungsten tips are etched
from tungsten wire with an electrochemical process, for
example by using 1 molar KOH solution with a plat-
inum electrode in a electrochemical cell at about 30 V.
In general, Pt-Ir tips provide better atomic resolution
than tungsten tips, probably due to the lower reactivity
of Pt. But tungsten tips are more uniformly shaped and
may perform better on samples with steeply sloped fea-
tures. The tungsten wire diameter used for the cantilever
is typically 250 µm with the radius of curvature ranging

100µm

Fig. 11.5 Schematic of a typ-
ical tungsten cantilever with
a sharp tip produced by
electrochemical etching

from 20 to 100 nm and a cone angle ranging from 10 to
60◦ (Fig. 11.5). The wire can be bent in an L shape, if so
required, for use in the instrument. For calculations of
normal spring constant and natural frequency of round
cantilevers, see Sarid and Elings [11.94].

For imaging of deep trenches, high-aspect-ratio, con-
trolled geometry (CG) Pt-Ir probes are commercially
available (Fig. 11.6). These probes are electrochemically
etched from Pt-Ir (80/20) wire and polished to a specific
shape which is consistent from tip to tip. Probes have
a full cone angle of approximately 15◦, and a tip radius
of less than 50 nm. For imaging of very deep trenches
(> 0.25 µm) and nanofeatures, focused ion beam (FIB)
milled CG probes with an extremely sharp tip (radius
< 5 nm) are used. For electrochemistry, Pt/Ir probes
are coated with a nonconducting film (not shown in
the figure). These probes are available from Materials
Analytical Services, Raleigh, North Carolina.

Pt alloy and W tips are very sharp and have high
resolution, but are fragile and sometimes break when
contacting a surface. Diamond tips have been used by
Kaneko and Oguchi [11.107]. The diamond tip made
conductive by boron ion implantation is found to be
chip resistant.

2.0 µm

1.0µm

a)

b)

Fig. 11.6a,b
Schematics of
(a) CG Pt-Ir
probe, and
(b) CG Pt-Ir FIB
milled probe
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11.2 Atomic Force Microscope

Like the STM, the AFM relies on a scanning technique
to produce very high resolution, 3-D images of sample
surfaces. The AFM measures ultrasmall forces (less than
1 nN) present between the AFM tip surface and a sample
surface. These small forces are measured by measuring
the motion of a very flexible cantilever beam having an
ultrasmall mass. While STMs require that the surface to
be measured be electrically conductive, AFMs are ca-
pable of investigating surfaces of both conductors and
insulators on an atomic scale if suitable techniques for
measurement of cantilever motion are used. In the oper-
ation of a high resolution AFM, the sample is generally
scanned instead of the tip as with the STM, because
the AFM measures the relative displacement between
the cantilever surface and reference surface and any
cantilever movement would add vibrations. For mea-
surements of large samples, AFMs are available where
the tip is scanned and the sample is stationary. As long
as the AFM is operated in the so-called contact mode,
little if any vibration is introduced.

The AFM combines the principles of the STM and
the stylus profiler (Fig. 11.7). In an AFM, the force be-
tween the sample and tip is detected, rather than the
tunneling current, to sense the proximity of the tip to
the sample. The AFM can be used either in a static
or dynamic mode. In the static mode, also referred to
as repulsive mode or contact mode [11.2], a sharp tip
at the end of a cantilever is brought in contact with
a sample surface. During initial contact, the atoms at
the end of the tip experience a very weak repulsive
force due to electronic orbital overlap with the atoms
in the sample surface. The force acting on the tip causes
a cantilever deflection which is measured by tunnel-

Deflection
sensor

Sample

xyz Translator

x

y

z

Tip

Constant F or F�

Cantilever

Fig. 11.7 Principle of operation of the AFM. Sample
mounted on a piezoelectric tube scanner is scanned against
a short tip and the cantilever deflection is measured, mostly,
using a laser deflection technique. Force (contact mode)
or force gradient (noncontact mode) is measured during
scanning

ing, capacitive, or optical detectors. The deflection can
be measured to within 0.02 nm, so for typical can-
tilever spring constant of 10 N/m a force as low as
0.2 nN (corresponding normal pressure ∼ 200 MPa for
a Si3N4 tip with radius of about 50 nm against single-
crystal silicon) can be detected. (To put these number
in perspective, individual atoms and human hair are
typically a fraction of a nanometer and about 75 µm
in diameter, respectively, and a drop of water and an
eyelash have a mass of about 10 µN and 100 nN, re-
spectively.) In the dynamic mode of operation for the
AFM, also referred to as attractive force imaging or
noncontact imaging mode, the tip is brought in close
proximity (within a few nm) to, and not in contact with
the sample. The cantilever is deliberately vibrated ei-
ther in amplitude modulation (AM) mode [11.65] or
frequency modulation (FM) mode [11.65, 94, 108, 109].
Very weak van der Waals attractive forces are present
at the tip–sample interface. Although in this technique,
the normal pressure exerted at the interface is zero (de-
sirable to avoid any surface deformation), it is slow, and
is difficult to use, and is rarely used outside research
environments. In the two modes, surface topography
is measured by laterally scanning the sample under
the tip while simultaneously measuring the separation-
dependent force or force gradient (derivative) between
the tip and the surface (Fig. 11.7). In the contact (static)
mode, the interaction force between tip and sample is
measured by measuring the cantilever deflection. In the
noncontact (or dynamic) mode, the force gradient is
obtained by vibrating the cantilever and measuring the
shift of resonant frequency of the cantilever. To ob-
tain topographic information, the interaction force is
either recorded directly, or used as a control parameter
for a feedback circuit that maintains the force or force
derivative at a constant value. With an AFM operated
in the contact mode, topographic images with a verti-
cal resolution of less than 0.1 nm (as low as 0.01 nm)
and a lateral resolution of about 0.2 nm have been ob-
tained [11.3,50,110–114]. With a 0.01 nm displacement
sensitivity, 10 nN to 1 pN forces are measurable. These
forces are comparable to the forces associated with
chemical bonding, e.g., 0.1 µN for an ionic bond and
10 pN for a hydrogen bond [11.2]. For further reading,
see [11.94–96, 100, 102, 115–119].

Lateral forces being applied at the tip during
scanning in the contact mode, affect roughness mea-
surements [11.120]. To minimize the effects of friction
and other lateral forces in the topography measurements
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in the contact-mode, and to measure the topography of
soft surfaces, AFMs can be operated in the so called
tapping mode or force modulation mode [11.32, 121].

The STM is ideal for atomic-scale imaging. To ob-
tain atomic resolution with the AFM, the spring constant
of the cantilever should be weaker than the equiva-
lent spring between atoms. For example, the vibration
frequencies ω of atoms bound in a molecule or in a crys-
talline solid are typically 1013 Hz or higher. Combining
this with the mass of the atoms m, on the order of
10−25 kg, gives an interatomic spring constants k, given
by ω2m, on the order of 10 N/m [11.115]. (For com-
parison, the spring constant of a piece of household
aluminum foil that is 4 mm long and 1 mm wide is about
1 N/m.) Therefore, a cantilever beam with a spring con-
stant of about 1 N/m or lower is desirable. Tips have to
be as sharp as possible. Tips with a radius ranging from
5 to 50 nm are commonly available.

Atomic resolution cannot be achieved with these tips
at the normal load in the nN range. Atomic structures
at these loads have been obtained from lattice imag-
ing or by imaging of the crystal periodicity. Reported
data show either perfectly ordered periodic atomic
structures or defects on a larger lateral scale, but no
well-defined, laterally resolved atomic-scale defects like
those seen in images routinely obtained with a STM. In-
teratomic forces with one or several atoms in contact
are 20–40 or 50–100 pN, respectively. Thus, atomic
resolution with an AFM is only possible with a sharp
tip on a flexible cantilever at a net repulsive force of
100 pN or lower [11.122]. Upon increasing the force
from 10 pN, Ohnesorge and Binnig [11.122] observed
that monoatomic steplines were slowly wiped away and
a perfectly ordered structure was left. This observa-
tion explains why mostly defect-free atomic resolution
has been observed with AFM. Note that for atomic-
resolution measurements, the cantilever should not be
too soft to avoid jumps. Further note that measurements
in the noncontact imaging mode may be desirable for
imaging with atomic resolution.

The key component in an AFM is the sensor for
measuring the force on the tip due to its interaction with
the sample. A cantilever (with a sharp tip) with extremely
low spring constant is required for high vertical and lat-
eral resolutions at small forces (0.1 nN or lower) but at
the same time a high resonant frequency is desirable
(about 10 to 100 kHz) in order to minimize the sensi-
tivity to vibration noise from the building which is near
100 Hz. This requires a spring with extremely low ver-
tical spring constant (typically 0.05 to 1 N/m) as well
as low mass (on the order of 1 ng). Today, the most

advanced AFM cantilevers are microfabricated from
silicon or silicon nitride using photolithographic tech-
niques. (For further details on cantilevers, see a later
section). Typical lateral dimensions are on the order of
100 µm, with the thicknesses on the order of 1 µm. The
force on the tip due to its interaction with the sample
is sensed by detecting the deflection of the compliant
lever with a known spring constant. This cantilever de-
flection (displacement smaller than 0.1 nm) has been
measured by detecting a tunneling current similar to
that used in the STM in the pioneering work of Binnig
et al. [11.2] and later used by Giessibl et al. [11.56],
by capacitance detection [11.123, 124], piezoresistive
detection [11.125, 126], and by four optical techniques
namely (1) by optical interferometry [11.5, 6, 127, 128]
with the use of optical fibers [11.57, 129] (2) by optical
polarization detection [11.72, 130], (3) by laser diode
feedback [11.131] and (4) by optical (laser) beam de-
flection [11.7, 8, 53, 111, 112]. Schematics of the four
more commonly used detection systems are shown in
Fig. 11.8. The tunneling method originally used by Bin-
nig et al. [11.2] in the first version of the AFM, uses
a second tip to monitor the deflection of the cantilever
with its force sensing tip. Tunneling is rather sensi-
tive to contaminants and the interaction between the
tunneling tip and the rear side of the cantilever can
become comparable to the interaction between the tip
and sample. Tunneling is rarely used and is mentioned
first for historical purposes. Giessibl et al. [11.56] have
used it for a low temperature AFM/STM design. In
contrast to tunneling, other deflection sensors are far

Electron tunneling

Lever

Optical interferometry

Capacitance methodLaser beam deflection

Electrode

He-Ne-
Laser

PSD

STM Lense

Fig. 11.8 Schematics of the four more commonly used de-
tection systems for measurement of cantilever deflection.
In each set up, the sample mounted on piezoelectric body
is shown on the right, the cantilever in the middle, and the
corresponding deflection sensor on the left [11.118]
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away from the cantilever at distances of microns to
tens of mm. The optical techniques are believed to
be more sensitive, reliable and easily implemented de-
tection methods than others [11.94, 118]. The optical
beam deflection method has the largest working dis-
tance, is insensitive to distance changes and is capable
of measuring angular changes (friction forces), there-
fore, it is most commonly used in the commercial
SPMs.

Almost all SPMs use piezo translators to scan the
sample, or alternatively, to scan the tip. An electric field
applied across a piezoelectric material causes a change
in the crystal structure, with expansion in some direc-
tions and contraction in others. A net change in volume
also occurs [11.132]. The first STM used a piezo tripod
for scanning [11.1]. The piezo tripod is one way to gen-
erate three-dimensional movement of a tip attached to
its center. However, the tripod needs to be fairly large
(∼ 50 mm) to get a suitable range. Its size and asym-
metric shape makes it susceptible to thermal drift. The
tube scanners are widely used in AFMs [11.133]. These
provide ample scanning range with a small size. Con-
trol electronics systems for AFMs can use either analog
or digital feedback. Digital feedback circuits are better
suited for ultra low noise operation.

Images from the AFMs need to be processed. An
ideal AFM is a noise free device that images a sam-
ple with perfect tips of known shape and has a perfectly
linear scanning piezo. In reality, scanning devices are
affected by distortions and these distortions must be cor-
rected for. The distortions can be linear and nonlinear.
Linear distortions mainly result from imperfections in
the machining of the piezo translators causing cross talk
between the Z-piezo to the X- and Y -piezos, and vice
versa. Nonlinear distortions mainly result because of the
presence of a hysteresis loop in piezoelectric ceramics.
These may also result if the scan frequency approaches
the upper frequency limit of the X- and Y -drive am-
plifiers or the upper frequency limit of the feedback
loop (z-component). In addition, electronic noise may
be present in the system. The noise is removed by digital
filtering in real space [11.134] or in the spatial frequency
domain (Fourier space) [11.135].

Processed data consists of many tens of thousand
of points per plane (or data set). The output of the first
STM and AFM images were recorded on an X-Y chart
recorder, with z-value plotted against the tip position
in the fast scan direction. Chart recorders have slow
response so computers are used to display the data. The
data are displayed as a wire mesh display or gray scale
display (with at least 64 shades of gray).

11.2.1 Binnig et al.’s Design

In the first AFM design developed by Binnig et al. [11.2],
AFM images were obtained by measurement of the force
on a sharp tip created by the proximity to the surface
of the sample mounted on a 3-D piezoelectric scanner.
Tunneling current between STM tip and the backside of
the cantilever beam with attached tip was measured to
obtain the normal force. This force was kept at a constant
level with a feedback mechanism. The STM tip was
also mounted on a piezoelectric element to maintain the
tunneling current at a constant level.

11.2.2 Commercial AFM

A review of early designs of AFMs is presented by
Bhushan [11.4]. There are a number of commercial
AFMs available on the market. Major manufactur-
ers of AFMs for use in an ambient environment are:
Digital Instruments Inc., a subsidiary of Veeco In-
struments, Inc., Santa Barbara, California; Topometrix
Corp., a subsidiary of Veeco Instruments, Inc., Santa
Clara, California; other subsidiaries of Veeco Instru-
ments Inc., Woodbury, New York; Molecular Imaging
Corp., Phoenix, Arizona; Quesant Instrument Corp.,
Agoura Hills, California; Nanoscience Instruments Inc.,
Phoenix, Arizona; Seiko Instruments, Japan; and Olym-
pus, Japan. AFM/STMs for use in UHV environments
are manufactured by Omicron Vakuumphysik GMBH,
Taunusstein, Germany.

We describe here two commercial AFMs – small
sample and large sample AFMs – for operation in
the contact mode, produced by Digital Instruments,
Inc., Santa Barbara, CA, with scanning lengths rang-
ing from about 0.7 µm (for atomic resolution) to about
125 µm [11.9,111,114,136]. The original design of these
AFMs comes from Meyer and Amer [11.53]. Basically
the AFM scans the sample in a raster pattern while
outputting the cantilever deflection error signal to the
control station. The cantilever deflection (or the force)
is measured using laser deflection technique (Fig. 11.9).
The DSP in the workstation controls the z position of
the piezo based on the cantilever deflection error sig-
nal. The AFM operates in both the “constant height”
and “constant force” modes. The DSP always adjusts
the height of the sample under the tip based on the can-
tilever deflection error signal, but if the feedback gains
are low the piezo remains at a nearly “constant height”
and the cantilever deflection data is collected. With the
high gains the piezo height changes to keep the can-
tilever deflection nearly constant (therefore the force is
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Fig. 11.9a,b Principles of operation of (a) a commercial small sam-
ple AFM/FFM, and (b) a large sample AFM/FFM

constant) and the change in piezo height is collected by
the system.

To further describe the principle of operation of the
commercial small sample AFM shown in Fig. 11.9a,
the sample, generally no larger than 10 mm × 10 mm,
is mounted on a PZT tube scanner which consists of
separate electrodes to scan precisely the sample in the

x-y plane in a raster pattern and to move the sample
in the vertical (z) direction. A sharp tip at the free end
of a flexible cantilever is brought in contact with the
sample. Features on the sample surface cause the can-
tilever to deflect in the vertical and lateral directions
as the sample moves under the tip. A laser beam from
a diode laser (5 mW max peak output at 670 nm) is di-
rected by a prism onto the back of a cantilever near
its free end, tilted downward at about 10◦ with respect
to the horizontal plane. The reflected beam from the
vertex of the cantilever is directed through a mirror
onto a quad photodetector (split photodetector with four
quadrants) (commonly called position-sensitive detector
or PSD, produced by Silicon Detector Corp., Camar-
illo, California). The differential signal from the top and
bottom photodiodes provides the AFM signal which is
a sensitive measure of the cantilever vertical deflection.
Topographic features of the sample cause the tip to de-
flect in the vertical direction as the sample is scanned
under the tip. This tip deflection will change the direc-
tion of the reflected laser beam, changing the intensity
difference between the top and bottom sets of photode-
tectors (AFM signal). In the AFM operating mode called
the height mode, for topographic imaging or for any
other operation in which the applied normal force is to
be kept a constant, a feedback circuit is used to modu-
late the voltage applied to the PZT scanner to adjust the
height of the PZT, so that the cantilever vertical deflec-
tion (given by the intensity difference between the top
and bottom detector) will remain constant during scan-
ning. The PZT height variation is thus a direct measure
of the surface roughness of the sample.

In a large sample AFM, both force sensors using op-
tical deflection methods and scanning unit are mounted
on the microscope head (Fig. 11.9b). Because of vibra-
tions added by cantilever movement, lateral resolution
of this design is somewhat poorer than the design in
Fig. 11.9a in which the sample is scanned instead of
the cantilever beam. The advantage of the large sample
AFM is that large samples can be measured readily.

Most AFMs can be used for topography measure-
ments in the so-called tapping mode (intermittent contact
mode), also referred to as dynamic force microscopy.
In the tapping mode, during scanning over the sur-
face, the cantilever/tip assembly is sinusoidally vibrated
by a piezo mounted above it, and the oscillating tip
slightly taps the surface at the resonant frequency of the
cantilever (70–400 Hz) with a constant (20–100 nm) os-
cillating amplitude introduced in the vertical direction
with a feedback loop keeping the average normal force
constant (Fig. 11.10). The oscillating amplitude is kept
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Fig. 11.10 Schematic of tapping mode used for surface
roughness measurements

large enough so that the tip does not get stuck to the sam-
ple because of adhesive attractions. The tapping mode
is used in topography measurements to minimize ef-
fects of friction and other lateral forces to measure the
topography of soft surfaces.

Topographic measurements are made at any scan-
ning angle. At a first instance, scanning angle may not
appear to be an important parameter. However, the fric-
tion force between the tip and the sample will affect
the topographic measurements in a parallel scan (scan-
ning along the long axis of the cantilever). Therefore
a perpendicular scan may be more desirable. Generally,
one picks a scanning angle which gives the same topo-
graphic data in both directions; this angle may be slightly
different than that for the perpendicular scan.

For measurement of the friction force being applied
at the tip surface during sliding, the left hand and right
hand sets of quadrants of the photodetector are used. In
the so-called friction mode, the sample is scanned back
and forth in a direction orthogonal to the long axis of
the cantilever beam. A friction force between the sample
and the tip will produce a twisting of the cantilever. As
a result, the laser beam will be reflected out of the plane
defined by the incident beam and the beam reflected
vertically from an untwisted cantilever. This produces
an intensity difference of the laser beam received in the
left hand and right hand sets of quadrants of the photode-
tector. The intensity difference between the two sets of
detectors (FFM signal) is directly related to the degree of
twisting and hence to the magnitude of the friction force.
This method provides three-dimensional maps of the
friction force. One problem associated with this method

is that any misalignment between the laser beam and the
photodetector axis would introduce error in the measure-
ment. However, by following the procedures developed
by Ruan and Bhushan [11.136], in which the average
FFM signal for the sample scanned in two opposite di-
rections is subtracted from the friction profiles of each
of the two scans, the misalignment effect is eliminated.
By following the friction force calibration procedures
developed by Ruan and Bhushan [11.136], voltages cor-
responding to friction forces can be converted to force
units. The coefficient of friction is obtained from the
slope of friction force data measured as a function of
normal loads typically ranging from 10 to 150 nN. This
approach eliminates any contributions due to the adhe-
sive forces [11.10]. For calculation of the coefficient of
friction based on a single point measurement, friction
force should be divided by the sum of applied normal
load and intrinsic adhesive force. Furthermore, it should
be pointed out that for a single asperity contact, the coef-
ficient of friction is not independent of load. For further
details, refer to a later section.

The tip is scanned in such a way that its trajectory
on the sample forms a triangular pattern (Fig. 11.11).
Scanning speeds in the fast and slow scan directions
depend on the scan area and scan frequency. Scan sizes
ranging from less than 1 nm × 1 nm to 125 µm × 125 µm
and scan rates from less than 0.5 to 122 Hz typically
can be used. Higher scan rates are used for smaller scan
lengths. For example, scan rates in the fast and slow
scan directions for an area of 10 µm × 10 µm scanned
at 0.5 Hz are 10 µm/s and 20 nm/s, respectively.

We now describe the construction of a small sam-
ple AFM in more detail. It consists of three main parts:
the optical head which senses the cantilever deflection,
a PZT tube scanner which controls the scanning mo-
tion of the sample mounted on its one end, and the base

Fast scan direction Slow scan
direction

Fig. 11.11 Schematic of triangular pattern trajectory of the
AFM tip as the sample is scanned in two dimensions. Dur-
ing imaging, data are recorded only during scans along the
solid scan lines
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which supports the scanner and head and includes cir-
cuits for the deflection signal (Fig. 11.12a). The AFM
connects directly to a control system. The optical head
consists of laser diode stage, photodiode stage preamp

Electrical
connectors

Head stabilizing
springs

Scanner
support ring

Stepper motor
control switch

AFM DVM
Control switch

Drive shaft

Laser power
indicator

AFM DVM
display

FFM DVM
display

FFM DVM
Control switch

c)

Cantilever mount Cantilever clip

Substrate

Cantilever Sample

Ledges

d)

Fig. 11.12a–d Schematics of a commercial AFM/FFM
made by Digital Instruments Inc. (a) front view, (b) op-
tical head, (c) base, and (d) cantilever substrate mounted on
cantilever mount (not to scale)

board, cantilever mount and its holding arm, and de-
flection beam reflecting mirror (Fig. 11.12b). The laser
diode stage is a tilt stage used to adjust the position
of the laser beam relative to the cantilever. It consists
of the laser diode, collimator, focusing lens, baseplate,
and the X and Y laser diode positioners. The positioners
are used to place the laser spot on the end of the can-
tilever. The photodiode stage is an adjustable stage used
to position the photodiode elements relative to the re-
flected laser beam. It consists of the split photodiode, the
base plate, and the photodiode positioners. The deflec-
tion beam reflecting mirror is mounted on the upper left
in the interior of the head which reflects the deflected
beam toward the photodiode. The cantilever mount is
a metal (for operation in air) or glass (for operation in
water) block which holds the cantilever firmly at the
proper angle (Fig. 11.12d). Next, the tube scanner con-
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sists of an Invar cylinder holding a single tube made of
piezoelectric crystal which provides the necessary three-
dimensional motion to the sample. Mounted on top of
the tube is a magnetic cap on which the steel sample
puck is placed. The tube is rigidly held at one end with
the sample mounted on the other end of the tube. The
scanner also contains three fine-pitched screws which
form the mount for the optical head. The optical head
rests on the tips of the screws which are used to adjust
the position of the head relative to the sample. The scan-
ner fits into the scanner support ring mounted on the
base of the microscope (Fig. 11.12c). The stepper mo-
tor is controlled manually with the switch on the upper
surface of the base and automatically by the computer
during the tip engage and tip-withdraw processes.

The scan sizes available for these instruments are
0.7 µm, 12 µm and 125 µm. The scan rate must be de-
creased as the scan size is increased. A maximum scan
rate of 122 Hz can be used. Scan rates of about 60 Hz
should be used for small scan lengths (0.7 µm). Scan
rates of 0.5 to 2.5 Hz should be used for large scans on
samples with tall features. High scan rates help reduce
drift, but they can only be used on flat samples with small
scan sizes. Scan rate, or scanning speed in length/time in
the fast scan direction, is equal to twice the scan length
times the scan rate in Hz, and in the slow direction, it is
equal to scan length times the scan rate in Hz divided by
number of data points in the transverse direction. For ex-
ample, for 10 µm × 10 µm scan size scanned at 0.5 Hz,
the scan rates in the fast and slow scan directions are
10 µm/s and 20 nm/s, respectively. Normally 256 × 256
data points are taken for each image. The lateral res-
olution at larger scans is approximately equal to scan
length divided by 256. The piezo tube requires x-y cal-
ibration which is carried out by imaging an appropriate
calibration standard. Cleaved graphite is used for small
scan heads while two-dimensional grids (a gold plating
ruling) can be used for longer range heads.

Examples of AFM images of freshly-cleaved highly-
oriented pyrolytic (HOP) graphite and mica surfaces are
shown in Fig. 11.13 [11.50, 110, 114]. Images with near
atomic resolution are obtained.

The force calibration mode is used to study inter-
actions between the cantilever and the sample surface.
In the force calibration mode, the X and Y voltages ap-
plied to the piezo tube are held at zero and a sawtooth
voltage is applied to the Z electrode of the piezo tube,
Fig. 11.14a. The force measurement starts with the sam-
ple far away and the cantilever in its rest position. As
a result of the applied voltage, the sample is moved up
and down relative to the stationary cantilever tip. As the

a)

b)
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Fig. 11.13a,b Typical AFM images of freshly-cleaved
(a) highly-oriented pyrolytic graphite and (b) mica surfaces
taken using a square pyramidal Si3N4 tip

z voltage (V)
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– 220
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Time
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Retracting
Extending
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A

Fig. 11.14 (a) Force calibration Z waveform, and (b) a typ-
ical force-distance curve for a tip in contact with a sample.
Contact occurs at point B; tip breaks free of adhesive forces
at point C as the samples moves away from the tip
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piezo moves the sample up and down, the cantilever de-
flection signal from the photodiode is monitored. The
force–distance curve, a plot of the cantilever tip deflec-
tion signal as a function of the voltage applied to the
piezo tube, is obtained. Figure 11.14b shows a typical
force–distance curve showing the various features of the
curve. The arrow heads reveal the direction of piezo
travel. As the piezo extends, it approaches the tip, which
is at this point in free air and hence shows no deflec-
tion. This is indicated by the flat portion of the curve. As
the tip approaches the sample within a few nanometers
(point A), an attractive force exists between the atoms
of the tip surface and the atoms of the sample surface.
The tip is pulled towards the sample and contact occurs
at point B on the graph. From this point on, the tip is in
contact with the surface and as the piezo further extends,
the tip gets further deflected. This is represented by the
sloped portion of the curve. As the piezo retracts, the
tip goes beyond the zero deflection (flat) line because of
attractive forces (van der Waals forces and long range
meniscus forces), into the adhesive regime. At point C in
the graph, the tip snaps free of the adhesive forces, and is
again in free air. The horizontal distance between point
B and C along the retrace line gives the distance moved
by the tip in the adhesive regime. This distance multi-
plied by the stiffness of the cantilever gives the adhesive
force. Incidentally, the horizontal shift between the load-
ing and unloading curves results from the hysteresis in
the PZT tube [11.4].

Multimode Capabilities
The multimode AFM can be used for topography mea-
surements in the contact mode and tapping mode,
described earlier, and for measurements of lateral (fric-
tion) force, electric force gradients and magnetic force
gradients.

The multimode AFM, used with a grounded con-
ducting tip, can measure electric field gradients by
oscillating the tip near its resonant frequency. When
the lever encounters a force gradient from the electric
field, the effective spring constant of the cantilever is
altered, changing its resonant frequency. Depending on
which side of the resonance curve is chosen, the oscil-
lation amplitude of the cantilever increases or decreases
due to the shift in the resonant frequency. By recording
the amplitude of the cantilever, an image revealing the
strength of the electric field gradient is obtained.

In the magnetic force microscope (MFM) used with
a magnetically-coated tip, static cantilever deflection is
detected which occurs when a magnetic field exerts
a force on the tip and the MFM images of magnetic

materials can be produced. MFM sensitivity can be en-
hanced by oscillating the cantilever near its resonant
frequency. When the tip encounters a magnetic force
gradient, the effective spring constant, and hence the
resonant frequency, is shifted. By driving the cantilever
above or below the resonant frequency, the oscillation
amplitude varies as the resonance shifts. An image of
magnetic field gradients is obtained by recording the
oscillation amplitude as the tip is scanned over the
sample.

Topographic information is separated from the elec-
tric field gradients and magnetic field images by using
a so-called lift mode. Measurements in lift mode are
taken in two passes over each scan line. On the first pass,
topographical information is recorded in the standard
tapping mode where the oscillating cantilever lightly
taps the surface. On the second pass, the tip is lifted
to a user-selected separation (typically 20–200 nm) be-
tween the tip and local surface topography. By using
the stored topographical data instead of the standard
feedback, the separation remains constant without sens-
ing the surface. At this height, cantilever amplitudes are
sensitive to electric field force gradients or relatively
weak but long-range magnetic forces without being
influenced by topographic features. Two-pass measure-
ments are taken for every scan line, producing separate
topographic and magnetic force images.

Electrochemical AFM
This option allows one to perform electrochemical re-
actions on the AFM. It includes a potentiostat, a fluid
cell with a transparent cantilever holder and electrodes,
and the software required to operate the potentiostat and
display the results of the electrochemical reaction.

11.2.3 AFM Probe Construction

Various probes (cantilevers and tips) are used for AFM
studies. The cantilever stylus used in the AFM should
meet the following criteria: (1) low normal spring con-
stant (stiffness), (2) a high resonant frequency, (3) a high
quality factor of the cantilever Q, (4) high lateral spring
constant (stiffness), (5) short cantilever length, (6) incor-
poration of components (such as mirror) for deflection
sensing, and (7) a sharp protruding tip [11.137]. In order
to register a measurable deflection with small forces,
the cantilever must flex with a relativly low force (on
the order of few nN) requiring vertical spring constants
of 10−2 to 102 N/m for atomic resolution in the con-
tact profiling mode. The data rate or imaging rate in the
AFM is limited by the mechanical resonant frequency
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Table 11.2 Relevant properties of materials used for cantilevers

Property Young’s Modulus (E) Density (ρg) Microhardness Speed of sound (
√

E/ρ)

(GPa) (kg/m3) (GPa) (m/s)

Diamond 900–1,050 3,515 78.4–102 17,000

Si3N4 310 3,180 19.6 9,900

Si 130–188 2,330 9–10 8,200

W 350 19,310 3.2 4,250

Ir 530 − ∼ 3 5,300

of the cantilever. To achieve a large imaging bandwidth,
the AFM cantilever should have a resonant frequency
greater than about 10 kHz (30–100 kHz is preferable)
in order to make the cantilever the least sensitive part
of the system. Fast imaging rates are not just a matter
of convenience, since the effects of thermal drifts are
more pronounced with slow-scanning speeds. The com-
bined requirements of a low spring constant and a high
resonant frequency is met by reducing the mass of the
cantilever. The quality factor Q (= ωR/(c/m), where ωR
is the resonant frequency of the damped oscillator and
c is the damping constant and m is the mass of the oscilla-
tor) should have a high value for some applications. For
example, resonance curve detection is a sensitive mod-
ulation technique for measuring small force gradients
in noncontact imaging. Increasing the Q increases the
sensitivity of the measurements. Mechanical Q values
of 100–1,000 are typical. In contact modes, the Q is of
less importance. High lateral spring constant in the can-
tilever is desirable to reduce the effect of lateral forces
in the AFM as frictional forces can cause appreciable
lateral bending of the cantilever. Lateral bending results
in error in the topography measurements. For friction
measurements, cantilevers with less lateral rigidity is
preferred. A sharp protruding tip must be formed at the
end of the cantilever to provide a well defined interaction
with sample over a small area. The tip radius should be
much smaller than the radii of corrugations in the sample
in order for these to be measured accurately. The lat-
eral spring constant depends critically on the tip length.
Additionally, the tip should be centered at the free end.

In the past, cantilevers have been cut by hand from
thin metal foils or formed from fine wires. Tips for these
cantilevers were prepared by attaching diamond frag-
ments to the ends of the cantilevers by hand, or in the
case of wire cantilevers, electrochemically etching the
wire to a sharp point. Several cantilever geometries for
wire cantilevers have been used. The simplest geome-
try is the L-shaped cantilever, usually made by bending

a wire at a 90◦ angle. Other geometries include single-V
and double-V geometries with a sharp tip attached at
the apex of V, and double-X configuration with a sharp
tip attached at the intersection [11.31, 138]. These can-
tilevers can be constructed with high vertical spring
constants. For example, double-cross cantilever with
an effective spring constant of 250 N/m was used by
Burnham and Colton [11.31]. The small size and low
mass needed in the AFM make hand fabrication of the
cantilever a difficult process with poor reproducibility.
Conventional microfabrication techniques are ideal for
constructing planar thin-film structures which have sub-
micron lateral dimensions. The triangular (V-shaped)
cantilevers have improved (higher) lateral spring con-
stant in comparison to rectangular cantilevers. In terms
of spring constants, the triangular cantilevers are ap-
proximately equivalent to two rectangular cantilevers in
parallel [11.137]. Although the macroscopic radius of
a photolithographically patterned corner is seldom much
less than about 50 nm, microscopic asperities on the
etched surface provide tips with near atomic dimensions.

Cantilevers have been used from a whole range
of materials. Most commonly are cantilevers made of
Si3N4, Si, and diamond. Young’s modulus and the den-
sity are the material parameters which determine the
resonant frequency, besides the geometry. Table 11.2
shows the relevant properties and the speed of sound,
indicative of the resonant frequency for a given shape.
Hardness is important to judge the durability of the can-
tilevers, and is also listed in the table. Materials used for
STM cantilevers are also included.

Silicon nitride cantilevers are less expensive than
those made of other materials. They are very rugged and
well suited to imaging in almost all environments. They
are especially compatible to organic and biological ma-
terials. Microfabricated silicon nitride triangular beams
with integrated square pyramidal tips made of plasma-
enhanced chemical vapor deposition (PECVD) are most
commonly used [11.137]. Four cantilevers with different
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sizes and spring constants on each cantilever substrate
made of boron silicate glass (Pyrex), marketed by Digital
Instruments, are shown in Figs. 11.15a and 11.16. Two
pairs of the cantilevers on each substrate measure about
115 and 193 µm from the substrate to the apex of the tri-
angular cantilever with base widths of 122 and 205 µm,

Gold-plated
304 stainless steel cantilever

Diamond tip
bonded with epoxy

20 mm

0.2 mm0.2 – 0.4 mm

20 µm

0.15 mm

c)

Fig. 11.15a–c Schematics of (a) triangular cantilever beam
with square pyramidal tips made of PECVD Si3N4, (b) rect-
angular cantilever beams with square pyramidal tips made
of etched single-crystal silicon, and (c) rectangular can-
tilever stainless steel beam with three-sided pyramidal
natural diamond tip

2µm 5µm

10µm

a) b)

c)

Fig. 11.16a–c SEM micrographs of a square-pyramidal
PECVD Si3N4 tip (a), a square pyramidal etched single-
crystal silicon tip (b), and a three-sided pyramidal natural
diamond tip (c)

respectively. Both cantilever legs, with the same thick-
ness (0.6 µm) of all the cantilevers, are available with
wide and narrow legs. Only one cantilever is selected
and used from each substrate. Calculated spring constant
and measured natural frequencies for each of the con-
figurations are listed in Table 11.3. The most commonly
used cantilever beam is the 115-µm long, wide-legged
cantilever (vertical spring constant = 0.58 N/m). Can-
tilevers with smaller spring constants should be used on
softer samples. The pyramidal tips are highly symmet-
ric with its end having a radius of about 20–50 nm. The
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Table 11.3 Measured vertical spring constants and natural
frequencies of triangular (V-shaped) cantilevers made of
PECVD Si3N4 (Data provided by Digital Instruments, Inc.)

Cantilever Spring Natural
dimension constant (kz) frequency (ω0)

(N/m) (kHz)

115-µm long, 0.38 40
narrow leg

115-µm long, 0.58 40
wide leg

193-µm long, 0.06 13–22
narrow leg

193-µm long, 0.12 13–22
wide leg

tip side walls have a slope of 35 deg and the length of
the edges of the tip at the cantilever base is about 4 µm.

An alternative to silicon nitride cantilevers with in-
tegrated tips are microfabricated single-crystal silicon
cantilevers with integrated tips. Si tips are sharper than
Si3N4 tips because they are directly formed by the
anisotropic etch in single-crystal Si rather than using
an etch pit as a mask for deposited materials [11.139].
Etched single-crystal n-type silicon rectangular can-
tilevers with square pyramidal tips with a lower radius
of less than 10 nm for contact and tapping mode
(tapping-mode etched silicon probe or TESP) AFMs are
commercially available from Digital Instruments and
Nanosensors GmbH, Aidlingen, Germany, Figs. 11.15b
and 11.16. Spring constants and resonant frequencies
are also presented in the Fig. 11.15b.

Commercial triangular Si3N4 cantilevers have a typ-
ical width-thickness ratio of 10 to 30 which results in
100 to 1000 times stiffer spring constants in the lateral
direction compared to the normal direction. There-
fore these cantilevers are not well suited for torsion.
For friction measurements, the torsional spring con-
stant should be minimized in order to be sensitive to
the lateral forces. Rather long cantilevers with small
thickness and large tip length are most suitable. Rect-
angular beams have lower torsional spring constants in
comparison to the triangular (V-shaped) cantilevers. Ta-
ble 11.4 lists the spring constants (with full length of
the beam used) in three directions of the typical rectan-
gular beams. We note that lateral and torsional spring
constants are about two orders of magnitude larger
than the normal spring constants. A cantilever beam re-
quired for the tapping mode is quite stiff and may not

Table 11.4 Vertical (kz), lateral (ky), and torsional (kyT) spring con-
stants of rectangular cantilevers made of Si (IBM) and PECVD
Si3N4 (Veeco Instruments, Inc.)

Dimensions/stiffness Si cantilever Si3N4 cantilever

Length (L) (µm) 100 100

Width (b) (µm) 10 20

Thickness (h) (µm) 1 0.6

Tip length (�) (µm) 5 3

kz (N/m) 0.4 0.15

ky (N/m) 40 175

kyT (N/m) 120 116

ω0 (kHz) ∼ 90 ∼ 65

Note: kz = Ebh3/4L3, ky = Eb3h/4�3, kyT = Gbh3/3L�2, and
ω0 = [kz/(mc +0.24bhLρ)]1/2, where E is Young’s modulus, G
is the modulus of rigidity [= E/2(1+ν), ν is Poisson’s ratio],
ρ is the mass density of the cantilever, and mc is the concen-
trated mass of the tip (∼ 4 ng) [11.94]. For Si, E = 130 GPa,
ρg = 2,300 kg/m3, and ν = 0.3. For Si3N4, E = 150 GPa,
ρg = 3,100 kg/m3, and ν = 0.3

be sensitive enough for friction measurements. Meyer
et al. [11.140] used a specially designed rectangular sil-
icon cantilever with length = 200 µm, width = 21 µm,
thickness = 0.4 µm, tip length = 12.5 µm, and shear
modulus = 50 GPa, giving a normal spring constant of
0.007 N/m and torsional spring constant of 0.72 N/m
which gives a lateral force sensitivity of 10 pN and an
angle of resolution of 10−7 rad. With this particular ge-
ometry, sensitivity to lateral forces could be improved
by about a factor of 100 compared with commercial
V-shaped Si3N4 or rectangular Si or Si3N4 cantilevers
used by Meyer and Amer [11.8] with torsional spring
constant of ∼ 100 N/m. Ruan and Bhushan [11.136]
and Bhushan and Ruan [11.9] used 115-µm long, wide-
legged V-shaped cantilevers made of Si3N4 for friction
measurements.

For scratching, wear, and indentation studies, single-
crystal natural diamond tips ground to the shape of
a three-sided pyramid with an apex angle of either 60◦ or
80◦ whose point is sharpened to a radius of about 100 nm
are commonly used [11.4, 10] (Figs. 11.15c and 11.16).
The tips are bonded with conductive epoxy to a gold-
plated 304 stainless steel spring sheet (length = 20 mm,
width = 0.2 mm, thickness = 20 to 60 µm) which acts
as a cantilever. The free length of the spring is varied
to change the beam stiffness. The normal spring con-
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a)

b)

100 nm

100 nm

Fig. 11.17a,b Schematics of (a) HART Si3N4 probe, and
(b) FIB milled Si3N4 probe

stant of the beam ranges from about 5 to 600 N/m for
a 20 µm thick beam. The tips are produced by R-DEC
Co., Tsukuba, Japan.

For imaging within trenches by an AFM, high aspect
ratio tips are used. Examples of the two probes are shown
in Fig. 11.17. The high-aspect ratio tip (Hart) probes are
produced by starting with a conventional Si3N4 pyrami-
dal probe. Through a combination of focused ion beam
(FIB) and high resolution scanning electron microscopy
(SEM) techniques, a thin filament is grown at the apex of
the pyramid. The probe filament is approximately 1 µm
long and 0.1 µm in diameter. It tapers to an extremely
sharp point (radius better than the resolution of most
SEMs). The long thin shape and sharp radius make it
ideal for imaging within “vias” of microstructures and
trenches (> 0.25 µm). Because of flexing of the probe,
it is unsuitable for imaging structures at the atomic level
since the flexing of the probe can create image artifacts.
For atomic-scale imaging, a FIB-milled probe is used
which is relatively stiff yet allows for closely spaced to-
pography. These probes start out as conventional Si3N4
pyramidal probes but the pyramid is FIB milled until
a small cone shape is formed which has a high as-
pect ratio with 0.2–0.3 µm in length. The milled probes
allow nanostructure resolution without sacrificing rigid-

200 nm

Fig. 11.18 SEM micrograph of a multi-walled carbon nano-
tube (MWNT) tip physically attached on the single-crystal
silicon, square-pyramidal tip (Courtesy Piezomax Tech-
nologies, Inc.)

ity. These types of probes are manufactured by various
manufacturers including Materials Analytical Services,
Raleigh, North Carolina.

Carbon nanotube tips having small diameter and
high aspect ratio are used for high resolution imag-
ing of surfaces and of deep trenches, in the tapping
mode or noncontact mode. Single-walled carbon nano-
tubes (SWNT) are microscopic graphitic cylinders that
are 0.7 to 3 nm in diameter and up to many microns
in length. Larger structures called multi-walled carbon
nanotubes (MWNT) consist of nested, concentrically
arranged SWNT and have diameters ranging from 3
to 50 nm. MWNT carbon nanotube AFM tips are pro-
duced by manual assembly [11.141], chemical vapor
deposition (CVD) synthesis, and hybrid fabrication pro-
cess [11.142]. Figure 11.18 shows TEM micrograph
of a carbon nanotube tip, ProbeMaxTM, commercially
produced by mechanical assembly by Piezomax Tech-
nologies, Inc., Middleton, Wisconsin. For production of
these tips, MWNT nanotubes are produced by carbon
arc. They are physically attached on the single-crystal
silicon, square-pyramidal tips in the SEM using a manip-
ulator and the SEM stage to control the nanotubes and
the tip independently. Once the nanotube is attached to
the tip, it is usually too long to image with. It is short-
ened by using an AFM and applying voltage between
the tip and the sample. Nanotube tips are also com-
mercially produced by CVD synthesis by NanoDevices,
Santa Barbara, California.

11.2.4 Friction Measurement Methods

Based on the work by Ruan and Bhushan [11.136], the
two methods for friction measurements are now de-
scribed in more detail. (Also see [11.8].) A scanning
angle is defined as the angle relative to the y-axis in
Fig. 11.19a. This is also the long axis of the cantilever.
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A zero degree scanning angle corresponds to the sample
scanning in the y direction, and a 90 degree scanning
angle corresponds to the sample scanning perpendicular
to this axis in the xy plane (along x axis). If the scan-
ning direction is in both the y and −y directions, we call
this “parallel scan”. Similarly, a “perpendicular scan”
means the scanning direction is in the x and −x direc-
tions. The sample traveling direction for each of these
two methods is illustrated in Fig. 11.19b.

a)

Cantilever
substrate

Sample traveling
direction in method 2

Sample traveling
direction in method 1

Flexible cantilever

Laser
beam spot

x

y

b)

Photodetector
Cantilever
normal direction

Incident beam

Cantilever
substrate

CantileverTip
Reflected
beam

Traveling direction of the sample (y)

T

L

B

R

Method 1

Method 2

Twisted Cantilever
Tip

Traveling direction of the sample (x)

T

L

B

R

Fig. 11.19 (a) Schematic defining the x- and y-directions
relative to the cantilever, and showing the sample traveling
direction in two different measurement methods discussed
in the text, (b) schematic of deformation of the tip and
cantilever shown as a result of sliding in the x- and y-
directions. A twist is introduced to the cantilever if the
scanning is in the x-direction ((b), lower part) [11.136]

In method 1 (using “height” mode with parallel
scans) in addition to topographic imaging, it is also
possible to measure friction force when the scanning
direction of the sample is parallel to the y direction (par-
allel scan). If there were no friction force between the tip
and the moving sample, the topographic feature would
be the only factor which cause the cantilever to be de-
flected vertically. However, friction force does exist on
all contact surfaces where one object is moving rela-
tive to another. The friction force between the sample
and the tip will also cause a cantilever deflection. We
assume that the normal force between the sample and
the tip is W0 when the sample is stationary (W0 is typi-
cally in the range of 10 nN to 200 nN), and the friction
force between the sample and the tip is Wf as the sam-
ple scans against the tip. The direction of friction force
(Wf ) is reversed as the scanning direction of the sample
is reversed from positive (y) to negative (−y) directions

(
⇀

Wf(y) = −⇀

Wf(−y)).
When the vertical cantilever deflection is set at a con-

stant level, it is the total force (normal force and friction
force) applied to the cantilever that keeps the cantilever
deflection at this level. Since the friction force is in op-
posite directions as the traveling direction of the sample
is reversed, the normal force will have to be adjusted
accordingly when the sample reverses its traveling di-
rection, so that the total deflection of the cantilever will
remain the same. We can calculate the difference of the
normal force between the two traveling directions for
a given friction force Wf . First, by means of a constant
deflection, the total moment applied to the cantilever
is constant. If we take the reference point to be the
point where the cantilever joins the cantilever holder
(substrate), point P in Fig. 11.20, we have the following
relationship:

(W0 −∆W1)L + Wf �

= (W0 +∆W2)L − Wf � (11.1)

or

(∆W1 +∆W2)L = 2Wf � . (11.2)

Thus

Wf = (∆W1 +∆W2)L/(2�) , (11.3)

where ∆W1 and ∆W2 are the absolute value of the
changes of normal force when the sample is traveling in
−y and y directions, respectively, as shown in Fig. 11.20;
L is the length of the cantilever; � is vertical distance be-
tween the end of the tip and point P. The coefficient of
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a)

l

L

PWf

Wo

l

L

PWf

Wo –∆W1

Sliding direction
of the sample

y

b)

PWf

Wo

Sliding direction
of the sample

PWf

Wo + ∆W2

y

Fig. 11.20 (a) Schematic showing an additional bending of
the cantilever – due to friction force when the sample is
scanned in the y- or −y-direction (left). (b) This effect will
be canceled by adjusting the piezo height by a feedback
circuit (right) [11.136]

friction (µ) between the tip and the sample is then given
as

µ = Wf

W0
=
(

(∆W1 +∆W2)

W0

)(
L

2�

)
. (11.4)

In all circumstances, there are adhesive and in-
teratomic attractive forces between the cantilever tip
and the sample. The adhesive force can be due to
water from the capillary condensation and other con-
taminants present at the surface which form meniscus
bridges [11.4, 143, 144] and the interatomic attractive
force includes van der Waals attraction [11.18]. If these
forces (and indentation effect as well, which is usually
small for rigid samples) can be neglected, the normal
force W0 is then equal to the initial cantilever deflection
H0 multiplied by the spring constant of the cantilever.
(∆W1 +∆W2) can be measured by multiplying the same
spring constant by the height difference of the piezo tube
between the two traveling directions (y and −y direc-
tions) of the sample. This height difference is denoted as
(∆H1 +∆H2), shown schematically in Fig. 11.21. Thus,
(11.4) can be rewritten as

µ = Wf

W0
=
(

(∆H1 +∆H2)

H0

)(
L

2�

)
. (11.5)

Since the piezo tube vertical position is affected by the
surface topographic profile of the sample in addition to
the friction force being applied at the tip, this difference
has to be taken point by point at the same location on

PZT height H

Sliding distance y

(∆W1 + ∆W2) =k (∆H1 + ∆H2)

(∆H1 + ∆H2)

∆H2

∆H1

H0

Fig. 11.21 Schematic illustration of the height difference of
the piezoelectric tube scanner as the sample is scanned in
y and −y directions

the sample surface as shown in Fig. 11.21. Subtraction
of point by point measurements may introduce errors,
particularly for rough samples. We will come back to
this point later. In addition, precise measurement of L
and � (which should include the cantilever angle) are
also required.

If the adhesive forces between the tip and the sample
are large enough that it can not be neglected, one should
include it in the calculation. However, there could be
a large uncertainty in determining this force, thus an
uncertainty in using (11.5). An alternative approach is to
make the measurements at different normal loads and to
use ∆(H0) and ∆(∆H1 +∆H2) from the measurements
in (11.5). Another comment on (11.5) is that, since only
the ratio between (∆H1 +∆H2) and H0 comes into this
equation, the piezo tube vertical position H0 and its
position difference (∆H1 +∆H2) can be in the units of
volts as long as the vertical traveling distance of the piezo
tube and the voltage applied to it has a linear relationship.
However, if there is a large nonlinearity between the
piezo tube traveling distance and the applied voltage,
this nonlinearity must be included in the calculation.

It should also be pointed out that (11.4) and (11.5)
are derived under the assumption that the friction force
Wf is the same for the two scanning directions of the
sample. This is an approximation since the normal force
is slightly different for the two scans and there may
also be a directionality effect in friction. However, this
difference is much smaller than W0 itself. We can ignore
the second order correction.

Method 2 (“aux” mode with perpendicular scan)
to measure friction was suggested by Meyer and
Amer [11.8]. The sample is scanned perpendicular to
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the long axis of the cantilever beam (i. e., to scan along
the x or −x direction in Fig. 11.19a) and the output of the
horizontal two quadrants of the photodiode-detector is
measured. In this arrangement, as the sample moves un-
der the tip, the friction force will cause the cantilever to
twist. Therefore the light intensity between the left and
right (L and R in Fig. 11.19b, right) detectors will be dif-
ferent. The differential signal between the left and right
detectors is denoted as FFM signal [(L−R)/(L+R)].
This signal can be related to the degree of twisting,
hence to the magnitude of friction force. Again, because
of a possible error in determining normal force due to
the presence of an adhesive force at the tip–sample in-
terface, the slope of the friction data (FFM signal vs.
normal load) needs to be taken for an accurate value of
the coefficient of friction.

While friction force contributes to the FFM signal,
friction force may not be the only contributing factor in
commercial FFM instruments (for example, NanoScope
IV). One can notice this fact by simply engaging the
cantilever tip with the sample. Before engaging, the left
and right detectors can be balanced by adjusting the
position of the detectors so that the intensity difference
between these two detectors is zero (FFM signal is zero).
Once the tip is engaged with the sample, this signal is
no longer zero even if the sample is not moving in the
xy plane with no friction force applied. This would be
a detrimental effect. It has to be understood and elimi-
nated from the data acquisition before any quantitative
measurement of friction force becomes possible.

One of the fundamental reasons for this observa-
tion is the following. The detectors may not have been
properly aligned with respect to the laser beam. To be
precise, the vertical axis of the detector assembly (the
line joining T-B in Fig. 11.22) is not in the plane defined
by the incident laser beam and the beam reflected from
an untwisted cantilever (we call this plane the “beam
plane”). When the cantilever vertical deflection changes
due to a change of applied normal force (without hav-
ing the sample scanned in the xy plane), the laser beam
will be reflected up and down and form a projected tra-
jectory on the detector. (Note that this trajectory is in
the defined beam plane.) If this trajectory is not coin-
cident with the vertical axis of the detector, the laser
beam will not evenly bisect the left and right quadrants
of the detectors, even under the condition of no torsional
motion of the cantilever, see Fig. 11.22. Thus when the
laser beam is reflected up and down due a change of the
normal force, the intensity difference between the left
and right detectors will also change. In other words, the
FFM signal will change as the normal force applied to

Path of the laser beam
on the photodetector

“Height”
– AFM signal

“Aux”
–FFM
signal

Vertical axis of
the photodetector

T

R

B

L

Fig. 11.22 The trajectory of the laser beam on the photode-
tectors in as the cantilever is vertically deflected (with no
torsional motion) for a misaligned photodetector with re-
spect to the laser beam. For a change of normal force
(vertical deflection of the cantilever), the laser beam is
projected at a different position on the detector. Due to
a misalignment, the projected trajectory of the laser beam
on the detector is not parallel with the detector vertical axis
(the line joint T-B) [11.136]

the tip is changed, even if the tip is not experiencing any
friction force. This (FFM) signal is unrelated to friction
force or to the actual twisting of the cantilever. We will
call this part of FFM signal “FFMF”, and the part which
is truly related to friction force “FFMT”.

The FFMF signal can be eliminated. One way of do-
ing this is as follows. First the sample is scanned in both
x and −x directions and the FFM signal for scans in
each direction is recorded. Since friction force reverses
its directions when the scanning direction is reversed
from x to −x direction, the FFMT signal will have op-
posite signs as the scanning direction of the sample is
reversed (FFMT(x) = −FFMT(−x)). Hence the FFMT
signal will be canceled out if we take the sum of the FFM
signals for the two scans. The average value of the two
scans will be related to FFMF due to the misalignment,

FFM(x)+FFM(−x) = 2FFMF . (11.6)

This value can therefore be subtracted from the original
FFM signals of each of these two scans to obtain the
true FFM signal (FFMT). Or, alternately, by taking the
difference of the two FFM signals, one directly gets the
FFMT value
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FFM(x)−FFM(−x) = FFMT(x)−FFMT(−x)

= 2FFMT(x) . (11.7)

Ruan and Bhushan [11.136] have shown that the error
signal (FFMF) can be very large compared to the friction
signal FFMT, thus correction is required.

Now we compare the two methods. The method
of using “height” mode and parallel scan (method 1)
is very simple to use. Technically, this method can
provide 3-D friction profiles and the corresponding to-
pographic profiles. However, there are some problems
with this method. Under most circumstances, the piezo
scanner displays a hysteresis when the traveling direc-
tion of the sample is reversed. Therefore the measured
surface topographic profiles will be shifted relative to
each other along the y-axis for the two opposite (y
and −y) scans. This would make it difficult to mea-
sure the local height difference of the piezo tube for the
two scans. However, the average height difference be-
tween the two scans and hence the average friction can
still be measured. The measurement of average friction
can serve as an internal means of friction force cali-
bration. Method 2 is a more desirable approach. The
subtraction of FFMF signal from FFM for the two scans
does not introduce error to local friction force data. An
ideal approach in using this method would be to add
the average value of the two profiles in order to get the
error component (FFMF) and then subtract this compo-
nent from either profiles to get true friction profiles in
either directions. By making measurements at various
loads, we can get the average value of the coefficient
of friction which then can be used to convert the fric-
tion profile to the coefficient of friction profile. Thus
any directionality and local variations in friction can be
easily measured. In this method, since topography data
are not affected by friction, accurate topography data
can be measured simultaneously with friction data and
a better localized relationship between the two can be
established.

11.2.5 Normal Force and Friction Force
Calibrations of Cantilever Beams

Based on Ruan and Bhushan [11.136], we now discuss
normal force and friction force calibrations. In order
to calculate the absolute value of normal and friction
forces in Newtons using the measured AFM and FFMT
voltage signals, it is necessary to first have an accurate
value of the spring constant of the cantilever (kc). The
spring constant can be calculated using the geometry
and the physical properties of the cantilever mater-

ial [11.8,94,137]. However, the properties of the PECVD
Si3N4 (used in fabricating cantilevers) could be different
from those of the bulk material. For example, by using
an ultrasonic measurement, we found the Young’s mod-
ulus of the cantilever beam to be about 238±18 GPa
which is less than that of bulk Si3N4 (310 GPa). Fur-
thermore the thickness of the beam is nonuniform and
difficult to measure precisely. Since the stiffness of
a beam goes as the cube of thickness, minor errors in
precise measurements of thickness can introduce sub-
stantial stiffness errors. Thus one should experimentally
measure the spring constant of the cantilever. Cleve-
land et al. [11.145] measured the normal spring constant
by measuring resonant frequencies of the beams.

For normal spring constant measurement, Ruan and
Bhushan [11.136] used a stainless steel spring sheet of
known stiffness (width = 1.35 mm, thickness = 15 µm,
free hanging length = 5.2 mm). One end of the spring
was attached to the sample holder and the other end
was made to contact with the cantilever tip during the
measurement, see Fig. 11.23. They measured the piezo
traveling distance for a given cantilever deflection. For
a rigid sample (such as diamond), the piezo traveling dis-
tance Zt (measured from the point where the tip touches
the sample) should equal the cantilever deflection. To
keep the cantilever deflection at the same level using
a flexible spring sheet, the new piezo traveling distance
Zt′ would be different from Zt. The difference between
Zt′ and Zt corresponds to the deflection of the spring

Cantilever kc

Z t

Sample traveling
distance

Rigid sample

a)

b) Cantilever kc

Z t'

Sample traveling
distance

PZT tube scanner

Flexible spring ks

Sample
holder

Z t

Fig. 11.23a,b Illustration showing the deflection of can-
tilever as it is pushed by (a) a rigid sample or by (b) a flexible
spring sheet [11.136]
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sheet. If the spring constant of the spring sheet is ks, the
spring constant of the cantilever kc can be calculated by

(Zt′ − Zt)ks = Ztkc

or

kc = ks(Zt′ − Zt)/Zt . (11.8)

The spring constant of the spring sheet (ks) used in
this study is calculated to be 1.54 N/m. For a wide-
legged cantilever used in our study (length = 115 µm,
base width = 122 µm, leg width = 21 µm, and thick-
ness = 0.6 µm), kc was measured to be 0.40 N/m instead
of 0.58 N/m reported by its manufacturer – Digital In-
struments Inc. To relate photodiode detector output to
the cantilever deflection in nm, they used the same rigid
sample to push against the AFM tip. Since for a rigid
sample the cantilever vertical deflection equals the sam-
ple traveling distance measured from the point where
the tip touches the sample, the photodiode output as the
tip is pushed by the sample can be converted directly
to cantilever deflection. For these measurements, they
found the conversion factor to be 20 nm/V.

The normal force applied to the tip can be calcu-
lated by multiplying the cantilever vertical deflection by
the cantilever spring constant for samples which have
very small adhesive force with the tip. If the adhesive
force between the sample and the tip is large, it should
be included in the normal force calculation. This is par-
ticularly important in atomic-scale force measurement
because in this region, the typical normal force that is
measured is in the range of a few hundreds of nN to
a few mN. The adhesive force could be comparable to
the applied force.

The conversion of friction signal (from FFMT to fric-
tion force) is not as straightforward. For example, one
can calculate the degree of twisting for a given friction
force using the geometry and the physical properties of
the cantilever [11.53, 144]. One would need the infor-
mation on the detectors such as the quantum efficiency
of the detector, the laser power, the instrument’s gain,

etc. in order to be able convert the signal into the de-
gree of twisting. Generally speaking, this procedure can
not be accomplished without having some detailed in-
formation about the instrument. This information is not
usually provided by the manufactures. Even if this in-
formation is readily available, error may still occur in
using this approach because there will always be varia-
tions as a result of the instrumental set up. For example,
it has been noticed that the measured FFMT signal could
be different for the same sample when different AFM
microscopes of the same kind are used. The essence is
that, one can not calibrate the instrument experimen-
tally using this calculation. O’Shea et al. [11.144] did
perform a calibration procedure in which the torsional
signal was measured as the sample is displaced a known
distance laterally while ensuring that the tip does not
slide over the surface. However, it is difficult to verify
that tip sliding does not occur.

Apparently, a new method of calibration is required.
There is a more direct and simpler way of doing this. The
first method described (method 1) to measure friction
can directly provide an absolute value of the coefficient
of friction. It can therefore be used just as an inter-
nal means of calibration for the data obtained using
method 2. Or for a polished sample which introduces
least error in friction measurement using method 1,
method 1 can be used to obtain calibration for fric-
tion force for method 2. Then this calibration can be
used for measurement on all samples using method 2.
In method 1, the length of the cantilever required can
be measured using an optical microscope; the length of
the tip can be measured using a scanning electron mi-
croscope. The relative angle between the cantilever and
the horizontal sample surface can be measured directly.
Thus the coefficient of friction can be measured with
few unknown parameters. The friction force can then
be calculated by multiplying the coefficient of friction
by the normal load. The FFMT signal obtained using
method 2 can then be converted into friction force.
For their instrument, they found the conversion to be
8.6 nN/V.

11.3 AFM Instrumentation and Analyses

The performance of AFMs and the quality of AFM im-
ages greatly depend on the instrument available and the
probes (cantilever and tips) in use. This section describes
the mechanics of cantilevers, instrumentation and analy-
sis of force detection systems for cantilever deflections,
and scanning and control systems.

11.3.1 The Mechanics of Cantilevers

Stiffness and Resonances
of Lumped Mass Systems

Any one of the building blocks of an AFM, be it the body
of the microscope itself or the force measuring can-
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tilevers, are mechanical resonators. These resonances
can be excited either by the surroundings or by the
rapid movement of the tip or the sample. To avoid
problems due to building or air induced oscillations,
it is of paramount importance to optimize the design
of AFMs for high resonant frequencies. This usually
means decreasing the size of the microscope [11.146].
By using cube-like or sphere-like structures for the
microscope, one can considerably increase the lowest
eigenfrequency. The fundamental natural frequency, ω0,
of any spring is given by

ω0 = 1

2π

√
k

meff
, (11.9)

where k is the spring constant (stiffness) in the normal
direction and meff is the effective mass. The spring con-
stant k of a cantilever beam with uniform cross section
(Fig. 11.24) is given by [11.147]

k = 3EI

L3 , (11.10)

where E is the Young’s modulus of the material, L is
the length of the beam and I is the moment of inertia
of the cross section. For a rectangular cross section with
a width b (perpendicular to the deflection) and a height
h one obtains an expression for I

I = bh3

12
. (11.11)

Combining (11.9), (11.10) and (11.11) we get an expres-
sion for ω0

ω0 =
√

Ebh3

4L3meff
. (11.12)

The effective mass can be calculated using Raleigh’s
method. The general formula using Raleigh’s method for
the kinetic energy T of a bar is

T = 1

2

L∫
0

m

L

(
∂z(x)

∂t

)2

dx . (11.13)

For the case of a uniform beam with a constant cross
section and length L one obtains for the deflection
z(x) = zmax

[
1− (3x/2L)+ (x3/2L3)

]
.

Inserting zmax
into (11.13) and solving the integral gives

T = 1

2

L∫
0

m

L

[
∂zmax(x)

∂t

(
1− 3x

2L

)
+
(

x3

L3

)]2

dx

= 1

2
meff(zmaxt)2 ,

Fy

Fz

Fx

L

hb

�

z

y

x

Fig. 11.24 A typical AFM cantilever with length L, width b,
and height h. The height of the tip is �. The material is char-
acterized by Young’s modulus E, the shear modulus G and
a mass density ρ. Normal (Fz), axial (Fx), and lateral (Fy)
forces exist at the end of the tip

which gives

meff = 9

20
m . (11.14)

Substituting (11.14) into (11.12) and noting that
m = ρLbh, where ρ is the mass density, one obtains
the following expression

ω0 =
(√

5

3

√
E

ρ

)
h

L2 . (11.15)

It is evident from (11.15), that one way to in-
crease the natural frequency is to choose a material with
a high ratio E/ρ; see Table 11.2 for typical values of√

E/ρ of various commonly used materials. Another
way to increase the lowest eigenfrequency is also evi-
dent in (11.15). By optimizing the ratio h/L2, one can
increase the resonant frequency. However it does not
help to make the length of the structure smaller than the
width or height. Their roles will just be interchanged.
Hence the optimum structure is a cube. This leads to the
design rule, that long, thin structures like sheet metal
should be avoided. For a given resonant frequency, the
quality factor Q should be as low as possible. This means
that an inelastic medium such as rubber should be in
contact with the structure to convert kinetic energy into
heat.

Stiffness and Resonances of Cantilevers
Cantilevers are mechanical devices specially shaped to
measure tiny forces. The analysis given in the previous
section is applicable. However, to understand better the
intricacies of force detection systems we will discuss the
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example of a cantilever beam with uniform cross section,
Fig. 11.24. The bending of a beam due to a normal load
on the beam is governed by the Euler equation [11.147]

M = EI (x)
d2z

dx2 , (11.16)

where M is the bending moment acting on the beam
cross section. I(x) the moment of inertia of the cross
section with respect to the neutral axis defined by

I(x) =
∫
z

∫
y

z2 dy dz . (11.17)

For a normal force Fz acting at the tip,

M(x) = (L − x) Fz (11.18)

since the moment must vanish at the endpoint of the can-
tilever. Integrating (11.16) for a normal force Fz acting
at the tip and observing that EI is a constant for beams
with a uniform cross section, one gets

z(x) = L3

6EI

( x

L

)2 (
3− x

L

)
Fz . (11.19)

The slope of the of the beam is

z′ (x) = Lx

2EI

(
2− x

L

)
Fz . (11.20)

From (11.19) and (11.20), at the end of the cantilever,
i. e. for x = L, for a rectangular beam, and by using an
expression for I in (11.11), one gets,

z(L) = 4

Eb

(
L

h

)3

Fz , (11.21)

z′(L) = 3

2

( z

L

)
. (11.22)

Now the stiffness in the normal (z) direction, kz , is

kz = Fz

z(L)
= Eb

4

(
h

L

)3

. (11.23)

and a change in angular orientation of the end of can-
tilever beam is

∆α = 3

2

z

L
= 6

Ebh

(
L

h

)2

Fz . (11.24)

Now we ask what will, to first order, happen if we
apply a lateral force Fy to the end of the tip (Fig. 11.24).
The cantilever will bend sideways and it will twist. The
stiffness in the lateral (y) direction, ky, can be calculated
with (11.23) by exchanging b and h

ky = Eh

4

(
b

L

)3

. (11.25)

Therefore the bending stiffness in lateral direction is
larger than the stiffness for bending in the normal di-
rection by (b/h)2. The twisting or torsion on the other
hand is more complicated to handle. For a wide, thin
cantilever (b � h) we obtain torsional stiffness along
y axis, kyT

kyT = Gbh3

3L�2 , (11.26)

where G is the modulus of rigidity (= E/2(1+ν), where
ν is the Poisson’s ratio). The ratio of the torsional
stiffness to the lateral bending stiffness is

kyT

ky
= 1

2

(
�b

hL

)2

, (11.27)

where we assume ν = 0.333. We see that thin, wide can-
tilevers with long tips favor torsion while cantilevers
with square cross sections and short tips favor bend-
ing. Finally we calculate the ratio between the torsional
stiffness and the normal bending stiffness,

kyT

kz
= 2

(
L

�

)2

. (11.28)

Equations (11.26) to (11.28) hold in the case where the
cantilever tip is exactly in the middle axis of the can-
tilever. Triangular cantilevers and cantilevers with tips
not on the middle axis can be dealt with by finite element
methods.

The third possible deflection mode is the one from
the force on the end of the tip along the cantilever axis,
Fx (Fig. 11.24). The bending moment at the free end
of the cantilever is equal to the Fx�. This leads to the
following modification of (11.18) for the case of forces
Fz and Fx

M (x) = (L − x) Fz + Fx� . (11.29)

Integration of (11.16) now leads to

z(x) = 1

2EI

[
Lx2

(
1− x

3L

)
Fz +�x2 Fx

]
(11.30)

and

z′ (x) = 1

EI

[
Lx

2

(
2− x

L

)
Fz +�xFx

]
. (11.31)

Evaluating (11.30) and (11.31) at the end of the can-
tilever, we get the deflection and the tilt

z (L) = L2

EI

(
L

3
Fz − �

2
Fx

)
,

z′ (L) = L

EI

(
L

2
Fz +�Fx

)
. (11.32)
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From these equations, one gets

Fz = 12EI

L3

[
z (L)− Lz′ (L)

2

]
,

Fx = 2EI

�L2

[
2Lz′ (L)−3z (L)

]
. (11.33)

A second class of interesting properties of can-
tilevers is their resonance behavior. For cantilever beams
one can calculate the resonant frequencies [11.147,148]

ωfree
n = λ2

n

2
√

3

h

L2

√
E

ρ
(11.34)

with λ0 = (0.596864 . . . )π, λ1 = (1.494175 . . . )π,
λn → (n +1/2)π. The subscript n represents the or-
der of the frequency, e.g., fundamental, second mode,
and the nth mode.

A similar equation to (11.34) holds for cantilevers in
rigid contact with the surface. Since there is an additional
restriction on the movement of the cantilever, namely
the location of its end point, the resonant frequency
increases. Only the λn’s terms change to [11.148]

λ′
0 = (1.2498763 . . . )π, λ′

1 = (2.2499997 . . . )π,

λ′
n → (n +1/4)π . (11.35)

The ratio of the fundamental resonant frequency in con-
tact to the fundamental resonant frequency not in contact
is 4.3851.

For the torsional mode we can calculate the resonant
frequencies as

ωtors
0 = 2π

h

Lb

√
G

ρ
. (11.36)

For cantilevers in rigid contact with the surface, we
obtain the expression for the fundamental resonant fre-
quency [11.148]

ω
tors, contact
0 = ωtors

0√
1+3(2L/b)2

. (11.37)

The amplitude of the thermally induced vibration
can be calculated from the resonant frequency using

∆ztherm =
√

kBT

k
, (11.38)

where kB is Boltzmann’s constant and T is the absolute
temperature. Since AFM cantilevers are resonant struc-
tures, sometimes with rather high Q, the thermal noise

is not evenly distributed as (11.38) suggests. The spec-
tral noise density below the peak of the response curve
is [11.148]

z0 =
√

4kBT

kω0 Q
(in m/

√
Hz) , (11.39)

where Q is the quality factor of the cantilever, described
earlier.

11.3.2 Instrumentation and Analyses
of Detection Systems
for Cantilever Deflections

A summary of selected detection systems was provided
in Fig. 11.8. Here we discuss in detail pros and cons of
various systems.

Optical Interferometer Detection Systems
Soon after the first papers on the AFM [11.2] appeared,
which used a tunneling sensor, an instrument based on an
interferometer was published [11.149]. The sensitivity
of the interferometer depends on the wavelength of the
light employed in the apparatus. Figure 11.25 shows
the principle of such an interferometeric design. The
light incident from the left is focused by a lens on the
cantilever. The reflected light is collimated by the same
lens and interferes with the light reflected at the flat.
To separate the reflected light from the incident light
a λ/4 plate converts the linear polarized incident light to
circular polarization. The reflected light is made linear
polarized again by the λ/4-plate, but with a polarization
orthogonal to that of the incident light. The polarizing

Polarizing
beam splitter

Light

Photo-
diode

Cantilever
drive piezo

Cantilever

Sample Scan
piezo

Lens

Flat

λ /4 Plate

Fig. 11.25 Principle of an interferometric AFM. The light
of the laser light source is polarized by the polarizing beam
splitter and focused on the back of the cantilever. The light
passes twice through a quarter wave plate and is hence
orthogonally polarized to the incident light. The second arm
of the interferometer is formed by the flat. The interference
pattern is modulated by the oscillating cantilever
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beam splitter then deflects the reflected light to the photo
diode.

Homodyne Interferometer. To improve the signal to
noise ratio of the interferometer the cantilever is driven
by a piezo near its resonant frequency. The amplitude
∆z of the cantilever as a function of driving frequency
Ω is

∆z (Ω) = ∆z0
Ω2

0√(
Ω2 −Ω2

0

)2 + Ω2Ω2
0

Q2

, (11.40)

where ∆z0 is the constant drive amplitude and Ω0
the resonant frequency of the cantilever. The resonant
frequency of the cantilever is given by the effective
potential

Ω0 =
√(

k + ∂2U

∂z2

)
1

meff
, (11.41)

where U is the interaction potential between the tip and
the sample. Equation (11.41) shows that an attractive
potential decreases Ω0. The change in Ω0 in turn results
in a change of the ∆z (see (11.40)). The movement of
the cantilever changes the path difference in the interfer-
ometer. The light reflected from the cantilever with the
amplitude A�,0 and the reference light with the ampli-
tude Ar,0 interfere on the detector. The detected intensity
I(t) = [A�(t)+ Ar(t)]2 consists of two constant terms
and a fluctuating term

2A� (t) Ar (t) =
A�,0 Ar,0 sin

[
ωt + 4πδ

λ
+ 4π∆z

λ
sin (Ωt)

]
sin (ωt) .

(11.42)

Here ω is the frequency of the light, λ is the wavelength
of the light, δ is the path difference in the interferometer,
and ∆z is the instantaneous amplitude of the cantilever,
given according to (11.40) and (11.41) as a function of
Ω, k, and U . The time average of (11.42) then becomes

〈2A� (t) Ar (t)〉T ∝ cos

[
4πδ

λ
+ 4π∆z

λ
sin (Ωt)

]

≈ cos

(
4πδ

λ

)
− sin

[
4π∆z

λ
sin (Ωt)

]

≈ cos

(
4πδ

λ

)
− 4π∆z

λ
sin (Ωt) . (11.43)

Here all small quantities have been omitted and functions
with small arguments have been linearized. The ampli-
tude of ∆z can be recovered with a lock-in technique.

However, (11.43) shows that the measured amplitude is
also a function of the path difference δ in the interfer-
ometer. Hence this path difference δ must be very stable.
The best sensitivity is obtained when sin(4δ/λ) ≈ 0.

Heterodyne Interferometer. This influence is not
present in the heterodyne detection scheme shown in
Fig. 11.26. Light incident from the left with a frequency
ω is split in a reference path (upper path in Fig. 11.26)
and a measurement path. Light in the measurement path
is shifted in frequency to ω1 = ω+∆ω and focused on
the cantilever. The cantilever oscillates at the frequency
Ω, as in the homodyne detection scheme. The reflected
light A�(t) is collimated by the same lens and interferes
on the photo diode with the reference light Ar(t). The
fluctuating term of the intensity is given by

2A� (t) Ar (t) = A�,0 Ar,0 sin

[
(ω+∆ω) t + 4πδ

λ

+4π∆z

λ
sin (Ωt)

]
sin (ωt) , (11.44)

where the variables are defined as in (11.42). Setting the
path difference sin(4πδ/λ) ≈ 0 and taking the time aver-
age, omitting small quantities and linearizing functions
with small arguments we get

〈2A� (t) Ar (t)〉T

∝ cos

[
∆ωt + 4πδ

λ
+ 4π∆z

λ
sin (Ωt)

]

Beam
splitter

Light

Photodiode

Cantilever
drive piezo

Cantilever

Sample

Beam
splitter

Modulator Lens

ω0

ω0 ω1

ω1ω0

Scan
piezo

Fig. 11.26 Principle of a heterodyne interferometric AFM. Light
with the frequency ω0 is split into a reference path (upper path)
and a measurement path. The light in the measurement path is
frequency shifted to ω1 by an acousto-optical modulator (or an
electro-optical modulator) The light reflected from the oscillating
cantilever interferes with the reference beam on the detector
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= cos

(
∆ωt + 4πδ

λ

)
cos

[
4π∆z

λ
sin (Ωt)

]

− sin

(
∆ωt + 4πδ

λ

)
sin

[
4π∆z

λ
sin (Ωt)

]

≈ cos

(
4πδ

λ

)
− sin

[
4π∆z

λ
sin (Ωt)

]

≈ cos

(
∆ωt + 4πδ

λ

)[
1− 8π2∆z2

λ2
sin (Ωt)

]

− 4π∆z

λ
sin

(
∆ωt + 4πδ

λ

)
sin (Ωt)

= cos

(
∆ωt + 4πδ

λ

)
− 8π2∆z2

λ2
cos

(
∆ωt + 4πδ

λ

)

× sin (Ωt)− 4π∆z

λ
sin

(
∆ωt + 4πδ

λ

)
sin (Ωt)

= cos

(
∆ωt + 4πδ

λ

)
− 4π2∆z2

λ2 cos

(
∆ωt + 4πδ

λ

)

+ 4π2∆z2

λ2
cos

(
∆ωt + 4πδ

λ

)
cos (2Ωt)

− 4π∆z

λ
sin

(
∆ωt + 4πδ

λ

)
sin (Ωt)

= cos

(
∆ωt + 4πδ

λ

)(
1− 4π2∆z2

λ2

)

+ 2π2∆z2

λ2

{
cos

[
(∆ω+2Ω) t + 4πδ

λ

]

+ cos

[
(∆ω−2Ω) t + 4πδ

λ

]}

+ 2π∆z

λ

{
cos

[
(∆ω+Ω) t + 4πδ

λ

]

+ cos

[
(∆ω−Ω) t + 4πδ

λ

]}
. (11.45)

Multiplying electronically the components oscillating at
∆ω and ∆ω+Ω and rejecting any product except the
one oscillating at Ω we obtain

A = 2∆z

λ

(
1− 4π2∆z2

λ2

)
cos

[
(∆ω+2Ω) t + 4πδ

λ

]

× cos

(
∆ωt + 4πδ

λ

)

= ∆z

λ

(
1− 4π2∆z2

λ2

){
cos

[
(2∆ω+Ω) t + 8πδ

λ

]

+ cos (Ωt)

}

≈ π∆z

λ
cos (Ωt) . (11.46)

Unlike in the homodyne detection scheme the re-
covered signal is independent from the path difference δ

of the interferometer. Furthermore a lock-in amplifier
with the reference set sin(∆ωt) can measure the path
difference δ independent of the cantilever oscillation. If
necessary, a feedback circuit can keep δ = 0.

Fiber-optical Interferometer. The fiber-optical inter-
ferometer [11.129] is one of the simplest interferometers
to build and use. Its principle is sketched in Fig. 11.27.
The light of a laser is fed into an optical fiber. Laser
diodes with integrated fiber pigtails are convenient light
sources. The light is split in a fiber-optic beam splitter
into two fibers. One fiber is terminated by index match-
ing oil to avoid any reflections back into the fiber. The
end of the other fiber is brought close to the cantilever
in the AFM. The emerging light is partially reflected
back into the fiber by the cantilever. Most of the light,
however, is lost. This is not a big problem since only
4% of the light is reflected at the end of the fiber, at the
glass-air interface. The two reflected light waves inter-
fere with each other. The product is guided back into
the fiber coupler and again split into two parts. One half
is analyzed by the photodiode. The other half is fed
back into the laser. Communications grade laser diodes
are sufficiently resistant against feedback to be operated
in this environment. They have, however, a bad coher-
ence length, which in this case does not matter, since
the optical path difference is in any case no larger than
5 µm. Again the end of the fiber has to be positioned on
a piezo drive to set the distance between the fiber and
the cantilever to λ(n +1/4).

Fiber coupler Laser diode

DetectorOpen end

Piezo for operating point
adjustment

Cantilever

Fig. 11.27 A typical setup for a fiber optic interferometer
readout

Nomarski-Interferometer. Another solution to mini-
mize the optical path difference is to use the Nomarski
interferometer [11.130]. Figure 11.28 shows a schematic
of the microscope. The light of a laser is focused on the
cantilever by lens. A birefringent crystal (for instance
calcite) between the cantilever and the lens with its op-
tical axis 45◦ off the polarization direction of the light
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Calcite Wollaston

Input beam
2-segment
diode

45°

Fig. 11.28 Principle of Nomarski AFM. The circular polar-
ized input beam is deflected to the left by a non-polarizing
beam splitter. The light is focused onto a cantilever. The
calcite crystal between the lens and the cantilever splits
the circular polarized light into two spatially separated
beams with orthogonal polarizations. The two light beams
reflected from the lever are superimposed by the calcite
crystal and collected by the lens. The resulting beam is
again circular polarized. A Wollaston prism produces two
interfering beams with π/2 phase shift between them. The
minimal path difference accounts for the excellent stability
of this microscope

splits the light beam into two paths, offset by a distance
given by the length of the crystal. Birefringent crystals
have varying indexes of refraction. In calcite, one crystal
axis has a lower index than the other two. This means,
that certain light rays will propagate at a different speed
through the crystal than the others. By choosing a correct
polarization, one can select the ordinary ray, the extraor-
dinary ray or one can get any distribution of the intensity
amongst those two rays. A detailed description of bire-

Table 11.5 Noise in Interferometers. F is the finesse of the cavity in the homodyne interferometer, Pi the incident power,
Pd is the power on the detector, η is the sensitivity of the photodetector and RIN is the relative intensity noise of the
laser. PR and PS are the power in the reference and sample beam in the heterodyne interferometer. P is the power in
the Nomarski interferometer, δθ is the phase difference between the reference and the probe beam in the Nomarski
interferometer. B is the bandwidth, e is the electron charge, λ is the wavelength of the laser, k the cantilever stiffness, ω0

is the resonant frequency of the cantilever, Q is the quality factor of the cantilever, T is the temperature, and δi is the
variation of current i

Homodyne Heterodyne Nomarski
interferometer, interferometer interferometer
fiber optic interferometer

Laser noise
〈
δi2
〉
L

1

4
η2 F2 P2

i RIN η2
(

P2
R + P2

S

)
RIN

1

16
η2 P2δθ

Thermal noise
〈
δi2
〉
T

16π2

λ2
η2 F2 P2

i
4kBTBQ

ω0k

4π2

λ2
η2 P2

d
4kBTBQ

ω0k

π2

λ2
η2 P2 4kBTBQ

ω0k

Shot Noise
〈
δi2
〉
S

4eηPd B 2eη (PR + PS) B
1

2
eηPB

fringence can be found in textbooks (e.g., [11.150]).
A calcite crystal deflects the extraordinary ray at an an-
gle of 6◦ within the crystal. By choosing a suitable length
of the calcite crystal, any separation can be set.

The focus of one light ray is positioned near the
free end of the cantilever while the other is placed close
to the clamped end. Both arms of the interferometer
pass through the same space, except for the distance
between the calcite crystal and the lever. The closer the
calcite crystal is placed to the lever, the less influence
disturbances like air currents have.

Sarid [11.116] has given values for the sensitiv-
ity of the different interferometeric detection systems.
Table 11.5 presents a summary of his results.

Optical Lever
The most common cantilever deflection detection sys-
tem is the optical lever [11.53, 111]. This method,
depicted in Fig. 11.29, employs the same technique as
light beam deflection galvanometers. A fairly well colli-
mated light beam is reflected off a mirror and projected
to a receiving target. Any change in the angular position
of the mirror will change the position, where the light ray
hits the target. Galvanometers use optical path lengths
of several meters and scales projected to the target wall
as a read-out help.

For the AFM using the optical lever method a pho-
todiode segmented into two (or four) closely spaced
devices detects the orientation of the end of the can-
tilever. Initially, the light ray is set to hit the photodiodes
in the middle of the two sub-diodes. Any deflection of
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Laser

Detector
Parellel
plate

D

∆z
L

∆x

Fig. 11.29 The setup of optical lever detection microscope

the cantilever will cause an imbalance of the number
of photons reaching the two halves. Hence the electri-
cal currents in the photodiodes will be unbalanced too.
The difference signal is further amplified and is the input
signal to the feedback loop. Unlike the interferometeric
AFMs, where often a modulation technique is necessary
to get a sufficient signal to noise ratio, most AFMs em-
ploying the optical lever method are operated in a static
mode. AFMs based on the optical lever method are uni-
versally used. It is the simplest method for constructing
an optical readout and it can be confined in volumes
smaller than 5 cm on the side.

The optical lever detection system is a simple yet ele-
gant way to detect normal and lateral force signals simul-
taneously [11.7, 8, 53, 111]. It has the additional advan-
tage that it is the fact that it is a remote detection system.

Implementations. Light from a laser diode or from
a super luminescent diode is focused on the end of the
cantilever. The reflected light is directed onto a quad-
rant diode that measures the direction of the light beam.
A Gaussian light beam far from its waist is character-
ized by an opening angle β. The deflection of the light
beam by the cantilever surface tilted by an angle α is 2α.
The intensity on the detector then shifts to the side by
the product of 2α and the separation between the detec-
tor and the cantilever. The readout electronics calculates
the difference of the photocurrents. The photocurrents
in turn are proportional to the intensity incident on the
diode.

The output signal is hence proportional to the change
in intensity on the segments

Isig ∝ 4
α

β
Itot . (11.47)

For the sake of simplicity, we assume that the light beam
is of uniform intensity with its cross section increasing
proportional to the distance between the cantilever and

the quadrant detector. The movement of the center of the
light beam is then given by

∆xDet = ∆z
D

L
. (11.48)

The photocurrent generated in a photodiode is propor-
tional to the number of incoming photons hitting it. If
the light beam contains a total number of N0 photons
then the change in difference current becomes

∆ (IR − IL) = ∆I = const ∆z D N0 . (11.49)

Combining (11.48) and (11.49), one obtains that the dif-
ference current ∆I is independent of the separation of
the quadrant detector and the cantilever. This relation
is true, if the light spot is smaller than the quadrant
detector. If it is greater, the difference current ∆I be-
comes smaller with increasing distance. In reality the
light beam has a Gaussian intensity profile. For small
movements ∆x (compared to the diameter of the light
spot at the quadrant detector), (11.49) still holds. Larger
movements ∆x, however, will introduce a nonlinear re-
sponse. If the AFM is operated in a constant force mode,
only small movements ∆x of the light spot will occur.
The feedback loop will cancel out all other movements.

The scanning of a sample with an AFM can
twist the microfabricated cantilevers because of lateral
forces [11.5, 7, 8] and affect the images [11.120]. When
the tip is subjected to lateral forces, it will twist the can-
tilever and the light beam reflected from the end of the
cantilever will be deflected perpendicular to the ordi-
nary deflection direction. For many investigations this
influence of lateral forces is unwanted. The design of
the triangular cantilevers stems from the desire, to min-
imize the torsion effects. However, lateral forces open
up a new dimension in force measurements. They allow,
for instance, a distinction of two materials because of
the different friction coefficient, or the determination of
adhesion energies. To measure lateral forces the original
optical lever AFM has to be modified. The only modifi-
cation compared with Fig. 11.29 is the use of a quadrant
detector photodiode instead of a two-segment photodi-
ode and the necessary readout electronics, see Fig. 11.9a.
The electronics calculates the following signals:

UNormal Force =α
[(

IUpper Left + IUpper Right
)

− (
ILower Left + ILower Right

)]
,

ULateral Force =β
[(

IUpper Left + ILower Left
)

− (
IUpper Right + ILower Right

)]
.

(11.50)

The calculation of the lateral force as a function of
the deflection angle does not have a simple solution
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for cross-sections other than circles. An approximate
formula for the angle of twist for rectangular beams
is [11.151]

θ = MtL

βGb3h
, (11.51)

where Mt = Fy� is the external twisting moment due to
lateral force, Fy, and β a constant determined by the
value of h/b. For the equation to hold, h has to be larger
than b.

Inserting the values for a typical microfabricated
cantilever with integrated tips

b = 6 × 10−7 m ,

h = 10−5 m ,

L = 10−4 m ,

� = 3.3 × 10−6 m ,

G = 5 × 1010 Pa ,

β = 0.333 (11.52)

into (11.51) we obtain the relation

Fy = 1.1 × 10−4 N × θ . (11.53)

Typical lateral forces are of order 10−10 N.

Sensitivity. The sensitivity of this setup has been
calculated in various papers [11.116, 148, 152]. Assum-
ing a Gaussian beam the resulting output signal as
a function of the deflection angle is dispersion like.
Equation (11.47) shows that the sensitivity can be in-
creased by increasing the intensity of the light beam Itot
or by decreasing the divergence of the laser beam. The
upper bound of the intensity of the light Itot is given by
saturation effects on the photodiode. If we decrease the
divergence of a laser beam we automatically increase
the beam waist. If the beam waist becomes larger than
the width of the cantilever we start to get diffraction.
Diffraction sets a lower bound on the divergence angle.
Hence one can calculate the optimal beam waist wopt
and the optimal divergence angle β [11.148, 152]

wopt ≈ 0.36b ,

θopt ≈ 0.89
λ

b
. (11.54)

The optimal sensitivity of the optical lever then becomes

ε [mW/rad] = 1.8
b

λ
Itot [mW] . (11.55)

The angular sensitivity optical lever can be measured
by introducing a parallel plate into the beam. A tilt of
the parallel plate results in a displacement of the beam,
mimicking an angular deflection.

Additional noise sources can be considered. Of little
importance is the quantum mechanical uncertainty of the
position [11.148, 152], which is, for typical cantilevers
at room temperature

∆z =
√

�

2mω0
= 0.05 fm , (11.56)

where � is the Planck constant (= 6.626 × 10−34 J s). At
very low temperatures and for high frequency cantilevers
this could become the dominant noise source. A second
noise source is the shot noise of the light. The shot noise
is related to the particle number. We can calculate the
number of photons incident on the detector

n = Iτ

�ω
= Iλ

2πB�c
= 1.8 × 10

9 I[W]
B[Hz] , (11.57)

where I is the intensity of the light, τ the measurement
time, B = 1/τ the bandwidth, and c the speed of light.
The shot noise is proportional to the square root of the
number of particles. Equating the shot noise signal with
the signal resulting for the deflection of the cantilever
one obtains

∆zshot = 68
L

w

√
B [kHz]

I [mW]
[fm] , (11.58)

where w is the diameter of the focal spot. Typical AFM
setups have a shot noise of 2 pm. The thermal noise
can be calculated from the equipartition principle. The
amplitude at the resonant frequency is

∆ztherm = 129

√
B

k [N/m] ω0 Q

[
pm
]
. (11.59)

A typical value is 16 pm. Upon touching the surface, the
cantilever increases its resonant frequency by a factor of
4.39. This results in a new thermal noise amplitude of
3.2 pm for the cantilever in contact with the sample.

Piezoresistive Detection
Implementation. An alternative detection system
which is not as widely used as the optical detec-
tion schemes are piezoresistive cantilevers [11.125,126,
132]. These cantilevers are based on the fact that the re-
sistivity of certain materials, in particular of Si, changes
with the applied stress. Figure 11.30 shows a typic-
al implementation of a piezo-resistive cantilever. Four
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a b c d

Fig. 11.30 A typical setup for a piezoresistive readout

resistances are integrated on the chip, forming a Wheat-
stone bridge. Two of the resistors are in unstrained parts
of the cantilever, the other two are measuring the bend-
ing at the point of the maximal deflection. For instance
when an AC voltage is applied between terminals a and
c one can measure the detuning of the bridge between
terminals b and d. With such a connection the output
signal varies only due to bending, but not due to chang-
ing of the ambient temperature and thus the coefficient
of the piezoresistance.

Sensitivity. The resistance change is [11.126]

∆R

R0
= Πδ , (11.60)

where Π is the tensor element of the piezo-resistive
coefficients, δ the mechanical stress tensor element and
R0 the equilibrium resistance. For a single resistor they
separate the mechanical stress and the tensor element in
longitudinal and transverse components

∆R

R0
= Πtδt +Πlδl . (11.61)

The maximum value of the stress components are Πt =
−64.0 × 10−11 m2/N and Πl = −71.4 × 10−11 m2/N
for a resistor oriented along the (110) direction in sili-
con [11.126]. In the resistor arrangement of Fig. 11.30
two of the resistors are subject to the longitudinal piezo-
resistive effect and two of them are subject to the
transversal piezo-resistive effect. The sensitivity of that
setup is about four times that of a single resistor, with the
advantage that temperature effects cancel to first order.
The resistance change is then calculated as

∆R

R0
= Π

3Eh

2L2
∆z = Π

6L

bh2
Fz , (11.62)

A
x

R

x
b 2s

x

Fig. 11.31 Three possible arrangements of a capacitive read-
out. The upper left shows the cross section through a parallel
plate capacitor. The lower left shows the geometry of sphere
versus plane. The right side shows the more complicated,
but linear capacitive readout

where Π = 67.7 × 10−11 m2/N is the averaged piezo-
resistive coefficient. Plugging in typical values for the
dimensions (Fig. 11.24) (L = 100 µm, b = 10 µm, h =
1 µm) one obtains

∆R

R0
= 4 × 10−5

nN
Fz . (11.63)

The sensitivity can be tailored by optimizing the dimen-
sions of the cantilever.

Capacitance Detection
The capacitance of an arrangement of conductors
depends on the geometry. Generally speaking, the capac-
itance increases for decreasing separations. Two parallel
plates form a simple capacitor (see Fig. 11.31, upper
left), with the capacitance

C = εε0 A

x
, (11.64)

where A is the area of the plates, assumed equal, and x is
the separation. Alternatively one can consider a sphere
versus an infinite plane (see Fig. 11.31, lower left). Here
the capacitance is [11.116]

C = 4πε0 R
∞∑

n=2

sinh (α)

sinh (nα)
(11.65)

where R is the radius of the sphere, and α is defined by

α = ln

⎛
⎝1+ z

R
+
√

z2

R2 +2
z

R

⎞
⎠ . (11.66)

One has to keep in mind that capacitance of a parallel
plate capacitor is a nonlinear function of the separation.
Using a voltage divider one can circumvent this problem.
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a) b)

C1

C2

U≈

Uout

U≈

C Uout

R

Fig. 11.32a,b Measuring the capacitance. The left side, (a),
shows a low pass filter, the right side, (b), shows a capacitive
divider. C (left) or C2 (right) are the capacitances under test

Figure 11.32a shows a low pass filter. The output voltage
is given by

Uout = U≈
1

jωC

R + 1
jωC

= U≈
1

jωCR +1

∼= U≈
jωCR

. (11.67)

Here C is given by (11.64), ω is the excitation frequency
and j is the imaginary unit. The approximate relation in
the end is true when ωCR � 1. This is equivalent to the
statement that C is fed by a current source, since R must
be large in this setup. Plugging (11.64) into (11.67) and
neglecting the phase information one obtains

Uout = U≈x

ωRεε0 A
, (11.68)

which is linear in the displacement x.
Figure 11.32b shows a capacitive divider. Again the

output voltage Uout is given by

Uout = U≈
C1

C2 +C1
= U≈

C1
εε0 A

x +C1
. (11.69)

If there is a stray capacitance Cs then (11.69) is modified
as

Uout = U≈
C1

εε0 A
x +Cs +C1

. (11.70)

Provided Cs +C1 � C2 one has a system which is linear
in x. The driving voltage U≈ has to be large (more than
100 V) to have the output voltage in the range of 1 V.
The linearity of the readout depends on the capacitance
C1 (Fig. 11.33).

Another idea is to keep the distance constant and to
change the relative overlap of the plates (see Fig. 11.31,
right side). The capacitance of the moving center plate
versus the stationary outer plates becomes

C = Cs +2
εε0bx

s
, (11.71)

Normalized output voltage (arb. units)

Normalized position (arb. units)
0.60.5 0.7  0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

1.0

0.8

0.6

0.4

0.2

0.0

–0.2

–0.4

–0.6

–0.8

–1.0

Reference
Capacitor

1 nF
100 pF

10 pF
1 pF
0.1 pF

Fig. 11.33 Linearity of the capacitance readout as a function
of the reference capacitor

where the variables are defined in Fig. 11.31. The stray
capacitance comprises all effects, including the ca-
pacitance of the fringe fields. When the length x is
comparable to the width b of the plates one can safely
assume that the stray capacitance is constant and inde-
pendent of x. The main disadvantage of this setup is
that it is not as easily incorporated in a microfabricated
device as the others.

Sensitivity. The capacitance itself is not a measure of
the sensitivity, but its derivative is indicative of the sig-
nals one can expect. Using the situation described in
Fig. 11.31, upper left, and in (11.64) one obtains for the
parallel plate capacitor

dC

dx
= −εε0 A

x2 . (11.72)

Assuming a plate area A of 20 µm by 40 µm and
a separation of 1 µm one obtains a capacitance of
31 fF (neglecting stray capacitance and the capac-
itance of the connection leads) and a dC/dx of
3.1 × 10−8 F/m = 31 fF/µm. Hence it is of paramount
importance to maximize the area between the two con-
tacts and to minimize the distance x. The latter however
is far from being trivial. One has to go to the limits of
microfabrication to achieve a decent sensitivity.

If the capacitance is measured by the circuit shown
in Fig. 11.32 one obtains for the sensitivity
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dUout

U≈
= dx

ωRεε0 A
. (11.73)

Using the same value for A as above, setting the refer-
ence frequency to 100 kHz, and selecting R = 1 GΩ, we
get the relative change of the output voltage Uout to

dUout

U≈
= 22.5 × 10−6

Å
× dx . (11.74)

A driving voltage of 45 V then translates to a sensitivity
of 1 mV/Å. A problem in this setup is the stray capac-
itances. They are in parallel to the original capacitance
and decrease the sensitivity considerably.

Alternatively one could build an oscillator with this
capacitance and measure the frequency. RC-oscillators
typically have an oscillation frequency of

fres ∝
1

RC
= x

Rεε0 A
. (11.75)

Again the resistance R must be of the order of 1 GΩ,
when stray capacitances Cs are neglected. However Cs is
of the order of 1 pF. Therefore one gets R = 10 MΩ.
Using these values the sensitivity becomes

d fres = C dx

R (C +Cs)
2 x

≈ 0.1 Hz

Å
dx . (11.76)

The bad thing is that the stray capacitances have made
the signal nonlinear again. The linearized setup in
Fig. 11.31 has a sensitivity of

dC

dx
= 2

εε0b

s
. (11.77)

Substituting typical values, b = 10 µm, s = 1 µm one
gets dC/dx = 1.8 × 10−10 F/m. It is noteworthy that the
sensitivity remains constant for scaled devices.

Implementations. The readout of the capacitance can
be done in different ways [11.123, 124]. All include
an alternating current or voltage with frequencies in
the 100 kHz to the 100 MHz range. One possibility is
to build a tuned circuit with the capacitance of the
cantilever determining the frequency. The resonance
frequency of a high quality Q tuned circuit is

ω0 = (LC)−1/2 . (11.78)

where L is the inductance of the circuit. The capaci-
tance C includes not only the sensor capacitance but
also the capacitance of the leads. The precision of a fre-
quency measurement is mainly determined by the ratio
of L and C

Q =
(

L

C

)1/2 1

R
. (11.79)

Here R symbolizes the losses in the circuit. The higher
the quality the more precise the frequency measurement.
For instance a frequency of 100 MHz and a capacitance
of 1 pF gives an inductance of 250 µH. The quality be-
comes then 2.5 × 108. This value is an upper limit, since
losses are usually too high.

Using a value of dC/dx = 31 fF/µm one gets
∆C/Å = 3.1 aF/Å. With a capacitance of 1 pF one gets

∆ω

ω
= 1

2

∆C

C
,

∆ω = 100 MHz ×
1

2

3.1aF

1 pF
= 155 Hz . (11.80)

This is the frequency shift for 1 Å deflection. The cal-
culation shows, that this is a measurable quantity. The
quality also indicates that there is no physical reason
why this scheme should not work.

11.3.3 Combinations
for 3-D-Force Measurements

Three dimensional force measurements are essential if
one wants to know all the details of the interaction be-
tween the tip and the cantilever. The straightforward
attempt to measure three forces is complicated, since
force sensors such as interferometers or capacitive sen-
sors need a minimal detection volume, which often is
too large. The second problem is that the force-sensing
tip has to be held by some means. This implies that one
of the three Cartesian axes is stiffer than the others.

However by the combination of different sensors one
can achieve this goal. Straight cantilevers are employed
for these measurements, because they can be handled an-
alytically. The key observation is, that the optical lever
method does not determine the position of the end of the
cantilever. It measures the orientation. In the previous
sections, one has always made use of the fact, that for
a force along one of the orthogonal symmetry directions
at the end of the cantilever (normal force, lateral force,
force along the cantilever beam axis) there is a one to
one correspondence of the tilt angle and the deflection.
The problem is, that the force along the cantilever beam
axis and the normal force create a deflection in the same
direction. Hence what is called the normal force compo-
nent is actually a mixture of two forces. The deflection of
the cantilever is the third quantity, which is not consid-
ered in most of the AFMs. A fiber optic interferometer
in parallel to the optical lever measures the deflection.
Three measured quantities then allow the separation of
the three orthonormal force directions, as is evident from
(11.27) and (11.33) [11.12–16].
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Alternatively one can put the fast scanning direction
along the axis of the cantilever. Forward and backward
scans then exert opposite forces Fx . If the piezo move-
ment is linearized, both force components in AFM based
on the optical lever detection can be determined. In this
case, the normal force is simply the average of the forces
in the forward and backward direction. The force, Fx ,
is the difference of the forces measured in forward and
backward direction.

11.3.4 Scanning and Control Systems

Almost all SPMs use piezo translators to scan the tip
or the sample. Even the first STM [11.1, 103] and some
of the predecessor instruments [11.153,154] used them.
Other materials or setups for nano-positioning have been
proposed, but were not successful [11.155, 156].

Piezo Tubes
A popular solution is tube scanners (Fig. 11.34). They
are now widely used in SPMs due to their simplicity
and their small size [11.133,157]. The outer electrode is
segmented in four equal sectors of 90 degrees. Opposite
sectors are driven by signals of the same magnitude,
but opposite sign. This gives, through bending, a two-
dimensional movement on, approximately, a sphere. The
inner electrode is normally driven by the z signal. It is
possible, however, to use only the outer electrodes for
scanning and for the z-movement. The main drawback
of applying the z-signal to the outer electrodes is, that the
applied voltage is the sum of both the x- or y-movement

z inner
electrode

–y

+x

+y

Fig. 11.34 Schematic drawing of a piezoelectric tube scan-
ner. The piezo ceramic is molded into a tube form. The
outer electrode is separated into four segments and con-
nected to the scanning voltages. The z-voltage is applied to
the inner electrode

and the z-movement. Hence a larger scan size effectively
reduces the available range for the z-control.

Piezo Effect
An electric field applied across a piezoelectric material
causes a change in the crystal structure, with expansion
in some directions and contraction in others. Also, a net
volume change occurs [11.132]. Many SPMs use the
transverse piezo electric effect, where the applied elec-
tric field E is perpendicular to the expansion/contraction
direction.

∆L = L (E ·n) d31 = L
V

t
d31 , (11.81)

where d31 is the transverse piezoelectric constant, V is
the applied voltage, t is the thickness of the piezo slab
or the distance between the electrodes where the voltage
is applied, L is the free length of the piezo slab, and n is
the direction of polarization. Piezo translators based on
the transverse piezoelectric effect have a wide range of
sensitivities, limited mainly by mechanical stability and
breakdown voltage.

Scan Range
The calculation of the scanning range of a piezotube is
difficult [11.157–159]. The bending of the tube depends
on the electric fields and the nonuniform strain induced.
A finite element calculation where the piezo tube was
divided into 218 identical elements was used [11.158]
to calculate the deflection. On each node the mechan-
ical stress, stiffness, strain and piezoelectric stress was
calculated when a voltage was applied on one electrode.
The results were found to be linear on the first iteration
and higher-order corrections were very small even for
large electrode voltages. It was found that to first order
the x- and z-movement of the tube could be reasonably
well approximated by assuming that the piezo tube is
a segment of a torus. Using this model one obtains

dx = (V+ − V−) |d31| L2

2t d
, (11.82)

dz = (V+ + V− −2Vz) |d31| L

2t
, (11.83)

where |d31| is the coefficient of the transversal piezo-
electric effect, L is tube’s free length, t is tube’s wall
thickness, d is tube’s diameter, V+ is voltage on posi-
tive outer electrode while V− is voltage of the opposite
quadrant negative electrode, and Vz is voltage of the
inner electrode.

The cantilever or sample mounted on the piezotube
has an additional lateral movement because the point of
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measurement is not in the end plane of the piezotube.
The additional lateral displacement of the end of the tip
is � sin ϕ ≈ �ϕ, where � is the tip length and ϕ is the
deflection angle of the end surface. Assuming that the
sample or cantilever are always perpendicular to the end
of the walls of the tube and calculating with the torus
model one gets for the angle

ϕ = L

R
= 2dx

L
, (11.84)

where R is the radius of curvature the piezo tube. Using
the result of (11.84) one obtains for the additional x-
movement

dxadd = �ϕ = 2dx�

L

= (V+ − V−) |d31| � L

td
(11.85)

and for the additional z-movement due to the x-
movement

dzadd = �−� cos ϕ = �ϕ2

2
= 2� (dx)2

L2

= (V+ − V−)2 |d31|2 �L2

2t2d2 . (11.86)

Carr [11.158] assumed for his finite element calcula-
tions that the top of the tube was completely free to
move and, as a consequence, the top surface was dis-
torted, leading to a deflection angle about half that of
the geometrical model. Depending on the attachment
of the sample or the cantilever this distortion may be
smaller, leading to a deflection angle in-between that of
the geometrical model and the one of the finite element
calculation.

Nonlinearities and Creep
Piezo materials with a high conversion ratio, i. e. a large
d31 or small electrode separations, with large scanning
ranges are hampered by substantial hysteresis result-
ing in a deviation from linearity by more than 10%.
The sensitivity of the piezo ceramic material (mechani-
cal displacement divided by driving voltage) decreases
with reduced scanning range, whereas the hysteresis is
reduced. A careful selection of the material for the piezo
scanners, the design of the scanners, and of the operating
conditions is necessary to get optimum performance.

Passive Linearization: Calculation. The analysis of
images affected by piezo nonlinearities [11.160–163]
shows that the dominant term is

x = AV + BV 2 , (11.87)

where x is the excursion of the piezo, V the applied
voltage and A and B two coefficients describing the
sensitivity of the material. Equation (11.87) holds for
scanning from V = 0 to large V . For the reverse direc-
tion the equation becomes

x = ÃV − B̃ (V − Vmax)
2 , (11.88)

where Ã and B̃ are the coefficients for the back scan and
Vmax is the applied voltage at the turning point. Both
equations demonstrate that the true x-travel is small at
the beginning of the scan and becomes larger towards
the end. Therefore images are stretched at the beginning
and compressed at the end.

Similar equations hold for the slow scan direction.
The coefficients, however, are different. The combined
action causes a greatly distorted image. This distortion
can be calculated. The data acquisition systems record
the signal as a function of V . However the data is meas-
ured as a function of x. Therefore we have to distribute
the x-values evenly across the image this can be done
by inverting an approximation of (11.87). First we write

x = AV

(
1− B

A
V

)
. (11.89)

For B � A we can approximate

V = x

A
. (11.90)

We now substitute (11.90) into the nonlinear term of
(11.89). This gives

x = AV

(
1+ Bx

A2

)
,

V = x

A

1

(1+ Bx/A2)
≈ x

A

(
1− Bx

A2

)
. (11.91)

Hence an equation of the type

xtrue = x (α−βx/xmax)

with 1 = α−β (11.92)

takes out the distortion of an image. α and β are depen-
dent on the scan range, the scan speed and on the scan
history and have to be determined with exactly the same
settings as for the measurement. xmax is the maximal
scanning range. The condition for α and β guarantees
that the image is transformed onto itself.

Similar equations as the empirical one shown above
(11.92) can be derived by analyzing the movements of
domain walls in piezo ceramics.
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Passive Linearization: Measuring the Position. An al-
ternative strategy is to measure the position of the piezo
translators. Several possibilities exist.

1. The interferometers described above can be used
to measure the elongation of the piezo elongation.
The fiber optic interferometer is especially easy
to implement. The coherence length of the laser
only limits the measurement range. However the
signal is of a periodic nature. Hence a direct use
of the signal in a feedback circuit for the posi-
tion is not possible. However as a measurement
tool and, especially, as a calibration tool the inter-
ferometer is without competition. The wavelength
of the light, for instance in a HeNe laser, is so
well defined that the precision of the other com-
ponents determines the error of the calibration or
measurement.

2. The movement of the light spot on the quad-
rant detector can be used to measure the position
of a piezo [11.164]. The output current changes
by 0.5 A/cm × P(W)/R(cm). Typical values (P =
1 mW, R = 0.001 cm) give 0.5 A/cm. The noise
limit is typically 0.15 nm ×

√
∆ f(Hz)/H(W/cm2).

Again this means that the laser beam above would
have a 0.1 nm noise limitation for a bandwidth of
21 Hz. The advantage of this method is that, in
principle, one can linearize two axes with only one
detector.

3. A knife-edge blocking part of a light beam inci-
dent on a photodiode can be used to measure the
position of the piezo. This technique, commonly
used in optical shear force detection [11.75, 165],
has a sensitivity of better than 0.1 nm.

4. The capacitive detection [11.166, 167] of the can-
tilever deflection can be applied to the measurement
of the piezo elongation. Equations (11.64) to (11.79)
apply to the problem. This technique is used in some
commercial instruments. The difficulties lie in the
avoidance of fringe effects at the borders of the two
plates. While conceptually simple, one needs the lat-
est technology in surface preparation to get a decent
linearity. The electronic circuits used for the readout
are often proprietary.

5. Linear Variable Differential Transformers (LVDT)
are a convenient means to measure positions down
to 1 nm. They can be used together with a solid state
joint setup, as often used for large scan range stages.
Unlike the capacitive detection there are few difficul-
ties in implementation. The sensors and the detection
circuits LVDTs are available commercially.

6. A popular measurement technique is the use of strain
gauges. They are especially sensitive when mounted
on a solid state joint where the curvature is maxi-
mal. The resolution depends mainly on the induced
curvature. A precision of 1 nm is attainable. The sig-
nals are low – a Wheatstone bridge is needed for the
readout.

Active Linearization. Active linearization is done with
feedback systems. Sensors need to be monotonic. Hence
all the systems described above, with the exception of
the interferometers are suitable. The most common solu-
tions include the strain gauge approach, the capacitance
measurement or the LVDT, which are all electronic so-
lutions. Optical detection systems have the disadvantage
that the intensity enters into the calibration.

Alternative Scanning Systems
The first STMs were based on piezo tripods [11.1]. The
piezo tripod (Fig. 11.35) is an intuitive way to generate
the three dimensional movement of a tip attached to its
center. However, to get a suitable stability and scanning
range, the tripod needs to be fairly large (about 50 mm).
Some instruments use piezo stacks instead of mono-
lithic piezoactuators. They are arranged in the tripod
arrangement. Piezo stacks are thin layers of piezoac-
tive materials glued together to form a device with up
to 200 µm of actuation range. Preloading with a suitable
metal casing reduces the nonlinearity.

If one tries to construct a homebuilt scanning system,
the use of linearized scanning tables is recommended.
They are built around solid state joints and actuated by
piezo stacks. The joints guarantee that the movement is
parallel with little deviation from the predefined scan-
ning plane. Due to the construction it is easy to add
measurement devices such as capacitive sensors, LVDTs

x y

z

Fig. 11.35 An alternative type of piezo scanners: the tripod
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or strain gauges which are essential for a closed loop lin-
earization. Two-dimensional tables can be bought from
several manufacturers. They have a linearity of better
than 0.1% and a noise level of 10−4 to 10−5 of the
maximal scanning range.

Control Systems
Basics. The electronics and software play an important
role in the optimal performance of an SPM. Control
electronics and software are supplied with commercial
SPMs. Control electronic systems can use either ana-
log or digital feedback. While digital feedback offers
greater flexibility and the ease of configuration, ana-
log feedback circuits might be better suited for ultralow
noise operation. We will describe here the basic setups
for AFMs.

Figure 11.36 shows a block schematic of a typical
AFM feedback loop. The signal from the force trans-
ducer is fed into the feedback loop consisting mainly of
a subtraction stage to get an error signal and an integra-
tor. The gain of the integrator (high gain corresponds to
short integration times) is set as high as possible without
generating more than 1% overshoot. High gain mini-
mizes the error margin of the current and forces the tip to
follow the contours of constant density of states as well
as possible. This operating mode is known as Constant
Force Mode. A high voltage amplifier amplifies the out-
puts of the integrator. As AFMs using piezotubes usually
require ±150 V at the output, the output of the integrator
needs to be amplified by a high voltage amplifier.

In order to scan the sample, additional voltages at
high tension are required to drive the piezo. For ex-
ample, with a tube scanner, four scanning voltages are
required, namely +Vx , −Vx , +Vy and −Vy. The x- and
y-scanning voltages are generated in a scan generator
(analog or computer controlled). Both voltages are in-

High voltage amplifier

Integrator

Error

Force
preset

Readout
electronics

Normal force
Lateral force

Piezo

Distance sensorSample

z

+

Fig. 11.36 Block schematic of the feedback control loop of an AFM

put to the two respective power amplifiers. Two inverting
amplifiers generate the input voltages for the other two
power amplifiers. The topography of the sample sur-
face is determined by recording the input-voltage to the
high voltage amplifier for the z-channel as a function of
x and y (Constant Force Mode).

Another operating mode is the Variable Force Mode.
The gain in the feedback loop is lowered and the scan-
ning speed increased such that the force on the cantilever
is no longer constant. Here the force is recorded as
a function of x and y.

Force Spectroscopy. Four modes of spectroscopic imag-
ing are in common use with force microscopes: measur-
ing lateral forces, ∂F/∂z, ∂F/∂x spatially resolved, and
measuring force versus distance curves. Lateral forces
can be measured by detecting the deflection of a can-
tilever in a direction orthogonal to the normal direction.
The optical lever deflection method most easily does
this. Lateral force measurements give indications of
adhesion forces between the tip and the sample.

∂F/∂z measurements probe the local elasticity of the
sample surface. In many cases the measured quantity
originates from a volume of a few cubic nanometers.
The ∂F/∂z or local stiffness signal is proportional to
Young’s modulus, as far as one can define this quantity.
Local stiffness is measured by vibrating the cantilever by
a small amount in the z-direction. The expected signal
for very stiff samples is zero: for very soft samples one
gets, independent of the stiffness, also a constant signal.
This signal is again zero for the optical lever deflection
and equal to the driving amplitude for interferometeric
measurements. The best sensitivity is obtained when the
compliance of the cantilever matches the stiffness of the
sample.

A third spectroscopic quantity is the lateral stiffness.
It is measured by applying a small modulation in the x-
direction on the cantilever. The signal is again optimal
when the lateral compliance of the cantilever matches
the lateral stiffness of the sample. The lateral stiffness
is, in turn, related to the shear modulus of the sample.

Detailed information on the interaction of the tip
and the sample can be gained by measuring force versus
distance curves. It is necessary to have cantilevers with
high enough compliance to avoid instabilities due to the
attractive forces on the sample.

Using the Control Electronics as a Two-Dimensional
Measurement Tool. Usually the control electronics of
an AFM is used to control the x- and y-piezo signals
while several data acquisition channels record the po-
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sition dependent signals. The control electronics can
be used in another way: it can be viewed as a two-
dimensional function generator. What is normally the
x- and y-signal can be used to control two indepen-
dent variables of an experiment. The control logic of the
AFM then ensures that the available parameter space
is systematically probed at equally spaced points. An
example is friction force curves measured along a line
across a step on graphite.

Figure 11.37 shows the connections. The z-piezo is
connected as usual, like the x-piezo. However the y-
output is used to command the desired input parameter.
The offset of the y-channel determines the position of the
tip on the sample surface, together with the x-channel.

Some Imaging Processing Methods
The visualization and interpretation of images from
AFMs is intimately connected to the processing of these
images. An ideal AFM is a noise-free device that im-
ages a sample with perfect tips of known shape and
has perfect linear scanning piezos. In reality, AFMs
are not that ideal. The scanning device in AFMs is af-
fected by distortions. The distortions are both linear and
nonlinear. Linear distortions mainly result from imper-
fections in the machining of the piezotranslators causing
crosstalk from the Z-piezo to the X- and Y -piezos, and
vice versa. Among the linear distortions, there are two
kinds which are very important. First, scanning piezos
invariably have different sensitivities along the different
scan axes due to the variation of the piezo material and
uneven sizes of the electrode areas. Second, the same
reasons might cause the scanning axes not to be orthog-
onal. Furthermore, the plane in which the piezoscanner
moves for constant height z is hardly ever coincident
with the sample plane. Hence, a linear ramp is added
to the sample data. This ramp is especially bothersome
when the height z is displayed as an intensity map.

The nonlinear distortions are harder to deal with.
They can affect AFM data for a variety of reasons. First,
piezoelectric ceramics do have a hysteresis loop, much
like ferromagnetic materials. The deviations of piezoce-
ramic materials from linearity increase with increasing
amplitude of the driving voltage. The mechanical posi-
tion for one voltage depends on the previously applied
voltages to the piezo. Hence, to get the best positional
accuracy, one should always approach a point on the
sample from the same direction. Another type of non-
linear distortion of the images occurs when the scan
frequency approaches the upper frequency limit of the
X- and Y -drive amplifiers or the upper frequency limit
of the feedback loop (z-component). This distortion, due

High
voltage
amplifier z

Integrator

Error

Force
preset

Readout
electronics

Normal force

Lateral force

Piezo

Distance sensor

Sample

z

+

Scan control
electronics

x

y

y to external parameter

High voltage
amplifier y

High voltage
amplifier x

Fig. 11.37 Wiring of an AFM to measure friction force curves along
a line

to feedback loop, can only be minimized by reducing the
scan frequency. On the other hand, there is a simple way
to reduce distortions due to the X- and Y -piezo drive
amplifiers. To keep the system as simple as possible,
one normally uses a triangular waveform for driving the
scanning piezos. However, triangular waves contain fre-
quency components as multiples of the scan frequency.
If the cutoff frequency of the X- and Y -drive electron-
ics or of the feedback loop is too close to the scanning
frequency (two or three times the scanning frequency),
the triangular drive voltage is rounded off at the turn-
ing points. This rounding error causes, first, a distortion
of the scan linearity and, second, through phase lags,
the projection of part of the backward scan onto the for-
ward scan. This type of distortion can be minimized by
carefully selecting the scanning frequency and by using
driving voltages for the X- and Y -piezos with waveforms
like trapezoidal waves, which are closer to a sine wave.
The values measured for X, Y , or Z piezos are affected
by noise. The origin of this noise can be either elec-
tronic, some disturbances, or a property of the sample
surface due to adsorbates. In addition to this incoher-
ent noise, interference with main and other equipment
nearby might be present. Depending on the type of noise,
one can filter it in the real space or in Fourier space.
The most important part of image processing is to vi-
sualize the measured data. Typical AFM data sets can
consist of many thousands to over a million points per
plane. There may be more than one image plane present.
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The AFM data represents a topography in various data
spaces.

Most commercial data acquisition systems use im-
plicitly some kind of data processing. Since the original
data is commonly subject to slopes on the surface, most
programs use some kind of slope correction. The least
disturbing way is to substrate a plane z(x, y) = Ax +
By +C from the data. The coefficients are determined
by fitting z(x, y) to the data. Another operation is to sub-
tract a second order function such as z(x, y) = Ax2 +
By2 +Cxy + Dx + Ey + F. Again, the parameters are
determined with a fit. This function is appropriate for
almost planar data, where the nonlinearity of the piezos
caused such a distortion.

In the image processing software from Digital In-
struments, up to three operations are performed on the
raw data. First, a zero-order flatten is applied. The flatten

operation is used to eliminate image bow in the slow scan
direction (caused by a physical bow in the instrument it-
self), slope in the slow scan direction, bands in the image
(caused by differences in the scan height from one scan
line to the next). The flattening operation takes each scan
line and subtracts the average value of the height along
each scan line from each point in that scan line. This
brings each scan line to the same height. Next, a first-
order plane-fit is applied in the fast scan direction. The
plane-fit operation is used to eliminate bow and slope in
the fast scan direction. The plane-fit operation calculated
a best-fit plane for the image and subtracts it from the
image. This plane has a constant non-zero slope in the
fast scan direction. In some cases, a higher-order poly-
nomial “plane” may be required. Depending upon the
quality of the raw data, the flattening operation and/or
the planefit operation may not be required at all.
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Probes in Sca12. Probes in Scanning Microscopies

Scanning probe microscopy (SPM) provides
nanometer-scale mapping of numerous sample
properties in essentially any environment. This
unique combination of high resolution and broad
applicability has lead to the application of SPM to
many areas of science and technology, especially
those interested in the structure and properties of
materials at the nanometer scale. SPM images are
generated through measurements of a tip-sample
interaction. A well-characterized tip is the key
element to data interpretation and is typically the
limiting factor.

Commercially available atomic force mi-
croscopy (AFM) tips, integrated with force sensing
cantilevers, are microfabricated from silicon and
silicon nitride by lithographic and anisotropic
etching techniques. The performance of these tips
can be characterized by imaging nanometer-scale
standards of known dimension, and the resolution
is found to roughly correspond to the tip radius
of curvature, the tip aspect ratio, and the sam-
ple height. Although silicon and silicon nitride tips
have a somewhat large radius of curvature, low
aspect ratio, and limited lifetime due to wear, the
widespread use of AFM today is due in large part to
the broad availability of these tips. In some spe-
cial cases, small asperities on the tip can provide
resolution much higher than the tip radius of cur-
vature for low-Z samples such as crystal surfaces
and ordered protein arrays.

Several strategies have been developed to
improve AFM tip performance. Oxide sharpening
improves tip sharpness and enhances tip
asperities. For high-aspect-ratio samples such as
integrated circuits, silicon AFM tips can be modified
by focused ion beam (FIB) milling. FIB tips reach
three-degree cone angles over lengths of several
microns and can be fabricated at arbitrary
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angles. Other high resolution and high-aspect-
ratio tips are produced by electron beam
deposition (EBD) in which a carbon spike is
deposited onto the tip apex from the background
gases in an electron microscope. Finally, carbon
nanotubes have been employed as AFM tips.
Their nanometer-scale diameter, long length,
high stiffness, and elastic buckling properties
make carbon nanotubes possibly the ultimate
tip material for AFM. Nanotubes can be manually
attached to silicon or silicon nitride AFM tips or
"grown" onto tips by chemical vapor deposition
(CVD), which should soon make them widely
available. In scanning tunneling microscopy (STM),
the electron tunneling signal decays exponentially
with tip-sample separation, so that in principle
only the last few atoms contribute to the signal.
STM tips are, therefore, not as sensitive to the
nanoscale tip geometry and can be made by simple
mechanical cutting or electrochemical etching of
metal wires. In choosing tip materials, one prefers
hard, stiff metals that will not oxidize or corrode
in the imaging environment.

In scanning probe microscopy (SPM), an image is cre-
ated by raster scanning a sharp probe tip over a sample
and measuring some highly localized tip-sample interac-
tion as a function of position. SPMs are based on several

interactions, the major types including scanning tunnel-
ing microscopy (STM), which measures an electronic
tunneling current; atomic force microscopy (AFM),
which measures force interactions; and near-field scan-
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ning optical microscopy (NSOM), which measures
local optical properties by exploiting near-field effects
(Fig. 12.1). These methods allow the characterization
of many properties (structural, mechanical, electronic,
optical) on essentially any material (metals, semicon-
ductors, insulators, biomolecules) and in essentially any
environment (vacuum, liquid, or ambient air conditions).
The unique combination of nanoscale resolution, previ-
ously the domain of electron microscopy, and broad ap-
plicability has led to the proliferation of SPM into virtu-
ally all areas of nanometer-scale science and technology.

Several enabling technologies have been developed
for SPM, or borrowed from other techniques. Piezo-
electric tube scanners allow accurate, sub-angstrom
positioning of the tip or sample in three dimensions. Op-
tical deflection systems and microfabricated cantilevers
can detect forces in AFM down to the picoNewton range.
Sensitive electronics can measure STM currents less
than 1 picoamp. High transmission fiber optics and sen-
sitive photodetectors can manipulate and detect small
optical signals of NSOM. Environmental control has
been developed to allow SPM imaging in UHV, cryo-
genic temperatures, at elevated temperatures, and in
fluids. Vibration and drift have been controlled such
that a probe tip can be held over a single molecule
for hours of observation. Microfabrication techniques
have been developed for the mass production of probe
tips, making SPMs commercially available and allowing
the development of many new SPM modes and combi-
nations with other characterization methods. However,

e–

Computer

Feedback
electronics

STM
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NSOM

Tip
head

Sample

Piezo tube
scanner

Fig. 12.1 A schematic of the components of a scanning
probe microscope and the three types of signals observed:
STM senses electron tunneling currents, AFM measures
forces, and NSOM measures near-field optical properties
via a sub-wavelength aperture

of all this SPM development over the past 20 years,
what has received the least attention is perhaps the most
important aspect: the probe tip.

Interactions measured in SPMs occur at the tip-
sample interface, which can range in size from a single
atom to tens of nanometers. The size, shape, surface
chemistry, electronic and mechanical properties of the
tip apex will directly influence the data signal and the
interpretation of the image. Clearly, the better charac-
terized the tip the more useful the image information.
In this chapter, the fabrication and performance of AFM
and STM probes will be described.

12.1 Atomic Force Microscopy

AFM is the most widely used form of SPM, since it re-
quires neither an electrically conductive sample, as in
STM, nor an optically transparent sample or substrate,
as in most NSOMs. Basic AFM modes measure the to-
pography of a sample with the only requirement being
that the sample is deposited on a flat surface and rigid
enough to withstand imaging. Since AFM can measure
a variety of forces, including van der Waals forces, elec-
trostatic forces, magnetic forces, adhesion forces and
friction forces, specialized modes of AFM can charac-
terize the electrical, mechanical, and chemical properties
of a sample in addition to its topography.

12.1.1 Principles of Operation

In AFM, a probe tip is integrated with a microfabri-
cated force-sensing cantilever. A variety of silicon and

silicon nitride cantilevers are commercially available
with micron-scale dimensions, spring constants rang-
ing from 0.01 to 100 N/m, and resonant frequencies
ranging from 5 kHz to over 300 kHz. The cantilever
deflection is detected by optical beam deflection, as
illustrated in Fig. 12.2. A laser beam bounces off the
back of the cantilever and is centered on a split pho-
todiode. Cantilever deflections areproportional to the
difference signal VA − VB. Sub-angstrom deflections
can be deflected and, therefore, forces down to tens
of picoNewtons can be measured. A more recently de-
veloped method of cantilever deflection measurement
is through a piezoelectric layer on the cantilever that
registers a voltage upon deflection [12.1].

A piezoelectric scanner rasters the sample under the
tip while the forces are measured through deflections of
the cantilever. To achieve more controlled imaging con-
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VA

VB

Fig. 12.2 An illustration of the optical beam deflection sys-
tem that detects cantilever motion in the AFM. The voltage
signal VA − VB is proportional to the deflection

ditions, a feedback loop monitors the tip-sample force
and adjusts the sample Z-position to hold the force con-
stant. The topographic image of the sample is then taken
from the sample Z-position data. The mode described is
called contact mode, in which the tip is deflected by the
sample due to repulsive forces, or “contact”. It is gener-
ally only used for flat samples that can withstand lateral
forces during scanning. To minimize lateral forces and
sample damage, two AC modes have been developed.
In these, the cantilever is driven into AC oscillation
near its resonant frequency (tens to hundreds of kHz)
with amplitudes of 5 to tens of s. When the tip ap-
proaches the sample, the oscillation is damped, and the
reduced amplitude is the feedback signal, rather than
the DC deflection. Again, topography is taken from the
varying Z-position of the sample required to keep the
tip oscillation amplitude constant. The two AC modes
differ only in the nature of the interaction. In intermit-
tent contact mode, also called tapping mode, the tip
contacts the sample on each cycle, so the amplitude is
reduced by ionic repulsion as in contact mode. In non-
contact mode, long-range van der Waals forces reduce
the amplitude by effectively shifting the spring con-
stant experienced by the tip and changing its resonant
frequency.

12.1.2 Standard Probe Tips

In early AFM work, cantilevers were made by hand
from thin metal foils or small metal wires. Tips were
created by gluing diamond fragments to the foil can-
tilevers or electrochemically etching the wires to a sharp
point. Since these methods were labor intensive and not

highly reproducible, they were not amenable to large-
scale production. To address this problem, and the need
for smaller cantilevers with higher resonant frequen-
cies, batch fabrication techniques were developed (see
Fig. 12.3). Building on existing methods to batch fabri-
cate Si3N4 cantilevers, Albrecht et al. [12.2] etched an
array of small square openings in an SiO2 mask layer
over a (100) silicon surface. The exposed square (100)
regions were etched with KOH, an anisotropic etchant
that terminates at the (111) planes, thus creating pyra-
midal etch pits in the silicon surface. The etch pit mask
was then removed and another was applied to define the
cantilever shapes with the pyramidal etch pits at the end.
The Si wafer was then coated with a low stress Si3N4
layer by LPCVD. The Si3N4 fills the etch pit, using it as
a mold to create a pyramidal tip. The silicon was later
removed by etching to free the cantilevers and tips. Fur-
ther steps resulting in the attachment of the cantilever
to a macroscopic piece of glass are not described here.
The resulting pyramidal tips were highly symmetric and
had a tip radius of less than 30 nm, as determined by
scanning electron microscopy (SEM). This procedure
has likely not changed significantly, since commercially
available Si3N4 tips are still specified to have a curvature
radius of 30 nm.

Wolter et al. [12.3] developed methods to batch fab-
ricate single-crystal Si cantilevers with integrated tips.
Microfabricated Si cantilevers were first prepared using
previously described methods, and a small mask was
formed at the end of the cantilever. The Si around the
mask was etched by KOH, so that the mask was un-
der cut. This resulted in a pyramidal silicon tip under
the mask, which was then removed. Again, this partial
description of the full procedure only describes tip fabri-
cation. With some refinements the silicon tips were made

Si

Si

Apply
mask

Anisotropic
etch

Remove
mask

Deposit
Si3N4

Remove Si

Si3N4 tip fabrication

Si
cantilever

Apply
mask

Under
etch

Remove
mask

Si tip fabrication

Fig. 12.3 A schematic overview of the fabrication of Si and
Si3N4 tip fabrication as described in the text
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in high yield with curvature radii of less than 10 nm. Si
tips are sharper than Si3N4 tips, because they are directly
formed by the anisotropic etch in single-crystal Si, rather
than using an etch pit as a mask for deposited material.
Commercially available silicon probes are made by sim-
ilar refined techniques and provide a curvature typical
radius of < 10 nm.

12.1.3 Probe Tip Performance

In atomic force microscopy the question of resolution
can be a rather complicated issue. As an initial ap-
proximation, resolution is often considered strictly in
geometrical terms that assume rigid tip-sample contact.
The topographical image of a feature is broadened or
narrowed by the size of the probe tip, so the resolu-
tion is approximately the width of the tip. Therefore, the
resolution of AFM with standard commercially avail-
able tips is on the order of 5 to 10 nm. Bustamante and
Keller [12.4] carried the geometrical model further by
drawing an analogy to resolution in optical systems.
Consider two sharp spikes separated by a distance d to
be point objects imaged by AFM (see Fig. 12.4). As-
sume the tip has a parabolic shape with an end radius R.
The tip-broadened image of these spikes will appear
as inverted parabolas. There will be a small depression
between the images of depth ∆z. The two spikes are con-
sidered “resolved” if ∆z is larger than the instrumental
noise in the z direction. Defined in this manner, the res-
olution d, the minimum separation at which the spikes
are resolved, is

d = 2
√

2R (∆z) , (12.1)

where one must enter a minimal detectable depression
for the instrument (∆z) to determine the resolution. So
for a silicon tip with radius 5 nm and a minimum de-
tectable ∆z of 0.5 nm, the resolution is about 4.5 nm.
However, the above model assumes the spikes are of
equal height. Bustamante and Keller [12.4] went on to
point out that if the height of the spikes is not equal, the
resolution will be affected. Assuming a height difference
of ∆h, the resolution becomes:

d = √
2R
(√

∆z +√
∆z +∆h

)
. (12.2)

For a pair of spikes with a 2 nm height difference, the
resolution drops to 7.2 nm for a 5 nm tip and 0.5 nm
minimum detectable ∆z. While geometrical considera-
tions are a good starting point for defining resolution,
they ignore factors such as the possible compres-

–1.0 1.0 r/h
0.80 h

R

d

∆z
R

d

∆z
∆h

Scan direction Scan direction

Sample spikes Inverted
tip surfaces

Tip Tip

h

Point
sample

Tip motion

Needle tip

r

Fig. 12.4 The factors that determine AFM imaging resolu-
tion in contact mode (top) and noncontact mode (bottom),
adapted from [12.4]

sion and deformation of the tip and sample. Vesenka
et al. [12.5] confirmed a similar geometrical resolution
model by imaging monodisperse gold nanoparticles with
tips characterized by transmission electron microscopy
(TEM).

Noncontact AFM contrast is generated by long-
range interactions such as van der Waals forces, so
resolution will not simply be determined by geometry
because the tip and sample are not in rigid contact. Bus-
tamante and Keller [12.4] have derived an expression for
the resolution in noncontact AFM for an idealized, in-
finitely thin “line” tip and a point particle as the sample
(Fig. 12.4). Noncontact AFM is sensitive to the gradient
of long-range forces, so the van der Waals force gradi-
ent was calculated as a function of position for the tip

Part
B

1
2
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Probes in Scanning Microscopies 12.1 Atomic Force Microscopy 375

at height h above the surface. If the resolution d is de-
fined as the full width at half maximum of this curve,
the resolution is:

d = 0.8h . (12.3)

This shows that even for an ideal geometry, the resolu-
tion is fundamentally limited in noncontact mode by the
tip-sample separation. Under UHV conditions, the tip-
sample separation can be made very small, so atomic
resolution is possible on flat, crystalline surfaces. Un-
der ambient conditions, however, the separation must be
larger to keep the tip from being trapped in the ambi-
ent water layer on the surface. This larger separation can
lead to a point where further improvements in tip sharp-
ness do not improve resolution. It has been found that
imaging 5 nm gold nanoparticles in noncontact mode
with carbon nanotube tips of 2 nm diameter leads to par-
ticle widths of 12 nm, larger than the 7 nm width one
would expect assuming rigid contact [12.8]. However,
in tapping mode operation, the geometrical definition
of resolution is relevant, since the tip and sample come
into rigid contact. When imaging 5 nm gold particles
with 2 nm carbon nanotube tips in tapping mode, the
expected 7 nm particle width is obtained [12.9].

The above descriptions of AFM resolution can-
not explain the sub-nanometer resolution achieved
on crystal surfaces [12.10] and ordered arrays of
biomolecules [12.11] in contact mode with commer-
cially available probe tips. Such tips have nominal radii
of curvature ranging from 5 nm to 30 nm, an order of
magnitude larger than the resolution achieved. A de-
tailed model to explain the high resolution on ordered
membrane proteins has been put forth by [12.6]. In this
model, the larger part of the silicon nitride tip apex
balances the tip-sample interaction through electrostatic
forces, while a very small tip asperity interacts with the
sample to provide contrast (see Fig. 12.5). This model
is supported by measurements at varying salt concen-
trations to vary the electrostatic interaction strength and
the observation of defects in the ordered samples. How-
ever, the existence of such asperities has never been
confirmed by independent electron microscopy images
of the tip. Another model, considered especially applica-
ble to atomic resolution on crystal surfaces, assumes the
tip is in contact with a region of the sample much larger
than the resolution observed, and that force components
matching the periodicity of the sample are transmitted
to the tip, resulting in an “averaged” image of the peri-
odic lattice. Regardless of the mechanism, the structures
determined are accurate and make this a highly valuable
method for membrane proteins. However, this level of

Support

Tip

Sample

Electrostatic
repulsion

Van der Waals
attraction

Fig. 12.5 A tip model to explain the high resolution ob-
tained on ordered samples in contact mode, from [12.6]

resolution should not be expected for most biological
systems.

12.1.4 Oxide-Sharpened Tips

Both Si and Si3N4 tips with increased aspect ratio and
reduced tip radius can be fabricated through oxide sharp-
ening of the tip. If a pyramidal or cone-shaped silicon
tip is thermally oxidized to SiO2 at low temperature
(< 1,050 ◦C), Si-SiO2 stress formation reduces the ox-
idation rate at regions of high curvature. The result is
a sharper, higher-aspect-ratio cone of silicon at the high
curvature tip apex inside the outer pyramidal layer of
SiO2 (see Fig. 12.6). Etching the SiO2 layer with HF then
leaves tips with aspect ratios up to 10:1 and radii down
to 1 nm [12.7], although 5–10 nm is the nominal specifi-
cation for most commercially available tips. This oxide
sharpening technique can also be applied to Si3N4 tips
by oxidizing the silicon etch pits that are used as molds.
As with tip fabrication, oxide sharpening is not quite as
effective for Si3N4. Si3N4 tips were reported to have an

20.0 nm

Fig. 12.6 Oxide sharpening of silicon tips. The left image
shows a sharpened core of silicon in an outer layer of SiO2.
The right image is a higher magnification view of such a tip
after the SiO2 is removed. Adapted from [12.7]
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376 Part B Scanning Probe Microscopy

11 nm radius of curvature [12.12], while commercially
available oxide-sharpened Si3N4 tips have a nominal
radius of < 20 nm.

12.1.5 FIB tips

A common AFM application in integrated circuit manu-
facture and MEMs is to image structures with very steep
sidewalls such as trenches. To accurately image these
features, one must consider the micron-scale tip struc-
ture, rather than the nanometer-scale structure of the tip
apex. Since tip fabrication processes rely on anisotropic
etchants, the cone half-angles of pyramidal tips are ap-
proximately 20 degrees. Images of deep trenches taken
with such tips display slanted sidewalls and may not
reach the bottom of the trench due to the tip broadening
effects. To image such samples more faithfully, high-
aspect-ratio tips are fabricated by focused ion beam
(FIB) machining a Si tip to produce a sharp spike at
the tip apex. Commercially available FIB tips have half
cone angles of < 3 degrees over lengths of several mi-
crons, yielding aspect ratios of approximately 10:1. The
radius of curvature at the tip end is similar to that of
the tip before the FIB machining. Another consideration
for high-aspect-ratio tips is the tip tilt. To ensure that
the pyramidal tip is the lowest part of the tip-cantilever
assembly, most AFM designs tilt the cantilever about
15 degrees from parallel. Therefore, even an ideal “line
tip” will not give an accurate image of high steep side-
walls, but will produce an image that depends on the scan
angle. Due to the versatility of the FIB machining, tips
are available with the spikes at an angle to compensate
for this effect.

12.1.6 EBD tips

Another method of producing high-aspect-ratio tips for
AFM is called electron beam deposition (EBD). First
developed for STM tips [12.13, 14], EBD tips were in-
troduced for AFM by focusing an SEM onto the apex
of a pyramidal tip arranged so that it pointed along the
electron beam axis (see Fig. 12.7). Carbon material was
deposited by the dissociation of background gases in
the SEM vacuum chamber. Schiffmann [12.15] system-
atically studied the following parameters and how they
affected EBD tip geometry:

Deposition time : 0.5 to 8 min
Beam current : 3–300 pA
Beam energy : 1–30 keV
Working distance : 8–48 mm .

Fig. 12.7 A pyramidal tip before (left, 2-µm-scale bar) and
after (right, 1-µm-scale bar) electron beam deposition,
adapted from [12.13]

EBD tips were cylindrical with end radii of 20–40 nm,
lengths of 1 to 5 µm, and diameters of 100 to 200 nm.
Like FIB tips, EBD tips were found to achieve improved
imaging of steep features. By controlling the position
of the focused beam, the tip geometry can be further
controlled. Tips were fabricated with lengths over 5 µm
and aspect ratios greater than 100:1, yet these were too
fragile to use as a tip in AFM [12.13].

12.1.7 Carbon Nanotube Tips

Carbon nanotubes are microscopic graphitic cylinders
that are nanometers in diameter, yet many microns in
length. Single-walled carbon nanotubes (SWNT) con-
sist of single sp2 hybridized carbon sheets rolled into
seamless tubes and have diameters ranging from 0.7 to
3 nm.

Carbon Nanotube Structure
Larger structures called multiwalled carbon nanotubes
(MWNT) consist of nested, concentrically arranged
SWNT and have diameters ranging from 3 to 50 nm. Fig-
ure 12.8 shows a model of nanotube structure, as well as
TEM images of a SWNT and a MWNT. The small diam-
eter and high aspect ratio of carbon nanotubes suggests
their application as high resolution, high-aspect-ratio
AFM probes.

Carbon Nanotube Mechanical Properties
Carbon nanotubes possess exceptional mechanical prop-
erties that impact their use as probes. Their lateral stiff-
ness can be approximated from that of a solid elastic rod:

klat = 3πYr4

4l3
, (12.4)
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Probes in Scanning Microscopies 12.1 Atomic Force Microscopy 377

Fig. 12.8 The structure of carbon nanotubes, including
TEM images of a MWNT (left) and a SWNT (right),
from [12.16]

where the spring constant klat represents the restoring
force per unit lateral displacement, r is the radius, l is
the length, and Y is the Young’s modulus (also called
the elastic modulus) of the material. For the small
diameters and extreme aspect ratios of carbon nano-
tube tips, the thermal vibrations of the probe tip at room
temperature can become sufficient to degrade image res-
olution. These thermal vibrations can be approximated
by equating 1

2 kBT of thermal energy to the energy of an
oscillating nanotube:

1

2
kBT = 1

2
klata

2 , (12.5)

where kB is Boltzmann’s constant, T is the temperature,
and a is the vibration amplitude. Substituting for klat
from (12.4) yields:

a =
√

4kBTl3

3πYr4 . (12.6)

The strong dependence on radius and length reveals that
one must carefully control the tip geometry at this size
scale. Equation (12.6) implies that the stiffer the mater-
ial, i. e., the higher its Young’s modulus, the smaller the
thermal vibrations and the longer and thinner a tip can
be. The Young’s moduli of carbon nanotubes have been
determined by measurements of the thermal vibration
amplitude by TEM [12.18,19] and by directly measuring
the forces required to deflect a pinned carbon nanotube

in an AFM [12.20]. These experiments revealed that
the Young’s modulus of carbon nanotubes is 1–2 TPa,
in agreement with theoretical predictions [12.21]. This
makes carbon nanotubes the stiffest known material and,
therefore, the best for fabricating thin, high-aspect-ratio
tips. A more detailed and accurate derivation of the ther-
mal vibration amplitudes was derived for the Young’s
modulus measurements [12.18, 19].

Carbon nanotubes elastically buckle under large
loads, rather than fracture or plastically deform like most
materials. Nanotubes were first observed in the buckled
state by transmission electron microscopy [12.17], as
shown in Fig. 12.9. The first experimental evidence that
nanotube buckling is elastic came from the application
of nanotubes as probe tips [12.22], described in detail
below. A more direct experimental observation of elastic
buckling was obtained by deflecting nanotubes pinned
to a low friction surface with an AFM tip [12.20]. Both
reports found that the buckling force could be approxi-
mated with the macroscopic Euler buckling formula for
an elastic column:

FEuler = π3Yr4

4l2
. (12.7)

The buckling force puts another constraint on the tip
length: If the nanotube is too long the buckling force

1.2 nm

1 nm

Fig. 12.9 TEM
images and
a model of
a buckled nano-
tube, adapted
from [12.17]
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378 Part B Scanning Probe Microscopy

will be too low for stable imaging. The elastic buckling
property of carbon nanotubes has significant implica-
tions for their use as AFM probes. If a large force is
applied to the tip inadvertently, or if the tip encounters
a large step in sample height, the nanotube can buckle
to the side, then snap back without degraded imaging
resolution when the force is removed, making these
tips highly robust. No other tip material displays this
buckling characteristic.

Manually Assembled Nanotube Probes
The first carbon nanotube AFM probes [12.22] were
fabricated by techniques developed for assembling
single-nanotube field emission tips [12.23]. This pro-
cess, illustrated in Fig. 12.10, used purified MWNT
material synthesized by the carbon arc procedure. The
raw material, which must contain at least a few per-
cent of long nanotubes (> 10 µm) by weight, purified
by oxidation to approximately 1% of its original mass.
A torn edge of the purified material was attached to
a micromanipulator by carbon tape and viewed under
a high power optical microscope. Individual nanotubes
and nanotube bundles were visible as filaments under
dark field illumination. A commercially available AFM
tip was attached to another micromanipulator opposing
the nanotube material. Glue was applied to the tip apex
from high vacuum carbon tape supporting the nanotube
material. Nanotubes were then manually attached to the

50 × 0.6

Fig. 12.10 A schematic drawing of the setup for manual assembly
of carbon nanotube tips (top) and optical microscopy images of the
assembly process (the cantilever was drawn in for clarity)

tip apex by micromanipulation. As assembled, MWNT
tips were often too long for imaging due to thermal vibra-
tions and low buckling forces described in Sect. 12.1.7.
Nanotubes tips were shortened by applying 10 V pulses
to the tip while it was near a sputtered niobium surface.
This process etched ∼ 100 nm lengths of nanotube per
pulse.

The manually assembled MWNT tips demonstrated
several important nanotube tip properties [12.22]. First,
the high aspect ratio of the MWNT tips allowed the accu-
rate imaging of trenches in silicon with steep sidewalls,
similar to FIB and EBD tips. Second, elastic buck-
ling was observed indirectly through force curves (see
Fig. 12.11). Note that as the tip taps the sample, the am-
plitude drops to zero and a DC deflection is observed,
because the nanotube is unbuckled and is essentially
rigid. As the tip moves closer, the force on the nanotube
eventually exceeds the buckling force. The nanotube
buckles, allowing the vibration amplitude to partially re-
cover, and the deflection remains constant. Numeric tip
trajectory simulations could only reproduce these force
curves if elastic buckling was included in the nanotube
response. Finally, the nanotube tips were highly robust.
Even after “tip crashes” or hundreds of controlled buck-
ling cycles, the tip retained its resolution and high aspect
ratio.

Deflection
(3.5 nm/div)

Z-position (10 nm/div)

Amplitude
(2 nm/div)

Fig. 12.11 Nanotube tip buckling. Top diagrams correspond
to labeled regions of the force curves. As the nanotube tip
buckles, the deflection remains constant and the amplitude
increases, from [12.16]
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Manual assembly of carbon nanotube probe tips is
straightforward, but has several limitations. It is labor in-
tensive and not amenable to mass production. Although
MWNT tips have been made commercially available by
this method, they are about ten times more expensive
than silicon probes. The manual assembly method has
also been carried out in an SEM, rather than an op-
tical microscope [12.24]. This eliminates the need for
pulse-etching, since short nanotubes can be attached to
the tip, and the “glue” can be applied by EBD. But this
is still not the key to mass production, since nanotube
tips are made individually. MWNT tips provided a mod-
est improvement in resolution on biological samples,
but typical MWNT radii are similar to that of silicon
tips, so they cannot provide the ultimate resolution pos-
sible with a SWNT tip. SWNT bundles can be attached
to silicon probes by manual assembly. Pulse etching at
times produces very high resolution tips that likely re-
sult from exposing a small number of nanotubes from
the bundle, but this is not reproducible [12.25]. Even
if a sample could be prepared that consisted of indi-
vidual SWNT for manual assembly, such nanotubes
would not be easily visible by optical microscopy or
SEM.

CVD Nanotube Probe Synthesis
The problems of manual assembly of nanotube probes
discussed above can largely be solved by directly
growing nanotubes onto AFM tips by metal-catalyzed
chemical vapor deposition (CVD). The key features of
the nanotube CVD process are illustrated in Fig. 12.12.
Nanometer-scale metal catalyst particles are heated in
a gas mixture containing hydrocarbon or CO. The gas
molecules dissociate on the metal surface, and car-
bon is adsorbed into the catalyst particle. When this
carbon precipitates, it nucleates a nanotube of similar
diameter to the catalyst particle. Therefore, CVD al-
lows control over nanotube size and structure, including
the production of SWNTs [12.26] with radii as low as
3.5 Angstrom [12.27].

Several key issues must be addressed to grow nano-
tube AFM tips by CVD: (1) the alignment of the
nanotubes at the tip, (2) the number of nanotubes that
grow at the tip, and (3) the length of the nanotube tip.
Li et al. [12.28] found that nanotubes grow perpendic-
ular to a porous surface containing embedded catalyst.
This approach was exploited to fabricate nanotube tips
by CVD [12.29] with the proper alignment, as illus-
trated in Fig. 12.13. A flattened area of approximately
1–5 µm2 was created on Si tips by scanning in con-
tact mode at high load (1 µN) on a hard, synthetic

C2H4

700–1000°C

Fig. 12.12 CVD nanotube synthesis. Ethylene reacts with
a nanometer-scale iron catalyst particle at high temperature to form
a carbon nanotube. The inset in the upper right is a TEM image
showing a catalyst particle at the end of a nanotube, from [12.16]

diamond surface. The tip was then anodized in HF to
create 100 nm-diameter pores in this flat surface [12.30].
It is important to only anodize the last 20–40 µm of
the cantilever, which includes the tip, so that the rest

Fig. 12.13 Pore-growth CVD nanotube tip fabrication. The left
panel, from top to bottom, shows the steps described in the text.
The upper right is an SEM image of such a tip with a small nano-
tube protruding from the pores (scale bar is 1 µm). The lower right is
a TEM of a nanotube protruding from the pores (scale bar is 20 nm),
from [12.16]
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380 Part B Scanning Probe Microscopy

of the cantilever is still reflective for use in the AFM.
This was achieved by anodizing the tip in a small drop
of HF under the view of an optical microscope. Next,
iron was electrochemically deposited into the pores to
form catalyst particles [12.31]. Tips prepared in this
way were heated in low concentrations of ethylene at
800 ◦C, which is known to favor the growth of thin
nanotubes [12.26]. When imaged by SEM, nanotubes
were found to grow perpendicular to the surface from
the pores as desired (Fig. 12.13). TEM revealed that the
nanotubes were thin, individual, multiwalled nanotubes
with typical radii ranging from 3–5 nm. If nanotubes
did not grow in an acceptable orientation, the carbon
could be removed by oxidation, and then CVD repeated
to grow new nanotube tips.

These “pore-growth” CVD nanotube tips were typi-
cally several microns in length – too long for imaging –
and were pulse-etched to a usable length of < 500 nm.
The tips exhibited elastic buckling behavior and were
very robust in imaging. In addition, the thin, individ-
ual nanotube tips enabled improved resolution [12.29]
on isolated proteins. The pore-growth method demon-
strated the potential of CVD to simplify the fabrication
of nanotube tips, although there were still limitations. In
particular, the porous layer was difficult to prepare and
rather fragile.

An alternative approach for CVD fabrication of
nanotube tips involves direct growth of SWNTs on
the surface of a pyramidal AFM tip [12.32, 33].
In this “surface-growth” approach, an alumina/iron/
molybdenum-powdered catalyst known to produce
SWNT [12.26] was dispersed in ethanol at 1 mg/mL.
Silicon tips were dipped in this solution and allowed to
dry, leaving a sparse layer of ∼ 100 nm catalyst clus-
ters on the tip. When CVD conditions were applied,
single-walled nanotubes grew along the silicon tip sur-
face. At a pyramid edge, nanotubes can either bend to
align with the edge, or protrude from the surface. If
the energy required to bend the tube and follow the
edge is less than the attractive nanotube-surface energy,
then the nanotube will follow the pyramid edge to the
apex. Therefore, nanotubes were effectively steered to-
ward the tip apex by the pyramid edges. At the apex,
the nanotube protruded from the tip, since the energetic
cost of bending around the sharp silicon tip was too
high. The high aspect ratio at the oxide-sharpened sil-
icon tip apex was critical for good nanotube alignment.
A schematic of this approach is shown in Fig. 12.14. Ev-
idence for this model came from SEM investigations that
show that a very high yield of tips contains nanotubes
only at the apex, with very few protruding elsewhere

a)

b) c)

Fig. 12.14a–c Surface-growth nanotube tip fabrication.
(a) Schematic represents the surface growth process in
which nanotubes growing on the pyramidal tip are guided
to the tip apex. (b),(c) Images show (b) SEM (200-nm-scale
bar) and (c) TEM (20-nm-scale bar) images of a surface
growth tip, from [12.16]

from the pyramid. TEM analysis demonstrated that the
tips typically consist of small SWNT bundles that are
formed by nanotubes coming together from different
edges of the pyramid to join at the apex, supporting
the surface growth model described above (Fig. 12.14).
The “surface growth” nanotube tips exhibit a high as-
pect ratio and high resolution imaging, as well as elastic
buckling.

The surface growth method has been expanded to
include wafer-scale production of nanotube tips with
yields of over 90% [12.34], yet one obstacle remains
to the mass production of nanotube probe tips. Nano-
tubes protruding from the tip are several microns long,
and since they are so thin, they must be etched to less
than 100 nm. While the pulse-etching step is fairly repro-
ducible, it must be carried out on nanotube tips in a serial
fashion, so surface growth does not yet represent a true
method of batch nanotube tip fabrication.

Hybrid Nanotube Tip Fabrication: Pick-up Tips
Another method of creating nanotube tips is something
of a hybrid between assembly and CVD. The motiva-
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tion was to create AFM probes that have an individual
SWNT at the tip to achieve the ultimate imaging res-
olution. In order to synthesize isolated SWNT, they
must be nucleated at sites separated farther than their
typical length. The alumina-supported catalyst contains
a high density of catalyst particles per 100 nm cluster,
so nanotube bundles cannot be avoided. To fabricate
completely isolated nanotubes, isolated catalyst par-
ticles were formed by dipping a silicon wafer in an
isopropyl alcohol solution of Fe(NO3)3. This effec-
tively left a submonolayer of iron on the wafer, so
that when it was heated in a CVD furnace, the iron
became mobile and aggregated to form isolated iron
particles. During CVD conditions, these particles nucle-
ated and grew SWNTs. By controlling the reaction time,
the SWNT lengths were kept shorter than their typical
separation, so that the nanotubes never had a chance to
form bundles. AFM analysis of these samples revealed
1–3 nm-diameter SWNT and un-nucleated particles on
the surface (Fig. 12.15). However, there were tall objects
that were difficult to image at a density of about 1 per
50 µm2. SEM analysis at an oblique angle demonstrated
that these were SWNTs that had grown perpendicular to
the surface (Fig. 12.15).

In the “pick-up tip” method, these isolated SWNT
substrates were imaged by AFM with silicon tips in
air [12.9]. When the tip encountered a vertical SWNT,
the oscillation amplitude was damped, so the AFM
pulled the sample away from the tip. This pulled
the SWNT into contact with the tip along its length,
so that it became attached to the tip. This assem-
bly process happened automatically when imaging in
tapping mode – no special tip manipulation was re-
quired. When imaging a wafer with the density shown in

Z (50 nm/div)

Time (10 ms/div)

Fig. 12.16 Pick-up tip assem-
bly of nanotube probes. The
top illustrates the nanotube
pick-up process that occurs
while imaging vertical nano-
tubes in an AFM, including
a trace of the Z-position dur-
ing a pick-up event. The
lower left TEM images show
single nanotubes (diameters
0.9 nm and 2.8 nm) on an
AFM tip fabricated by this
method, adapted from [12.9]

(µm)
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Fig. 12.15 Atomic force microscopy image (top) of a wafer
with isolated nanotubes synthesized by CVD. The SEM
view provides evidence that some of these nanotubes are
arranged vertically

Fig. 12.15, one nanotube was attached per 8 µm × 8 µm
scan at 512 × 512 and 2 Hz, so a nanotube tip could
be made in about 5 min. Since the as-formed SWNT
tip continued to image, there was usually no evidence
in the topographic image that a nanotube had been
attached. However, the pick-up event was identified
when the Z-voltage suddenly stepped to larger tip-
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C

Deflection (3.7 nm/div)

Z-position (5 nm/div)

B

C

AB

A

Fig. 12.17 The process by which nanotube tips can be shortened in
AFM force curves. The hysteresis in the deflection trace (bottom)
reveals that ∼ 17 nm were removed

sample separation due to the effective increase in tip
length.

Individual SWNT tips must be quite short, typically
less than 50 nm in length, for reasons outlined above.
Pulse-etching, which removes 50–100 nm of nanotube
length at a time, lacked the necessary precision for short-

ening pick-up tips, so the tips were shortened through
force curves. A pick-up tip force curve is shown in
Fig. 12.17. When the tip first interacted with the sample,
the amplitude decreased to zero, and further approach
generated a small deflection that ultimately saturated.
However, this saturation was not due to buckling. Note
that the amplitude did not recover, as in the buckling
curves. This leveling was due to the nanotube sliding on
the pyramidal tip, which was confirmed by the hysteresis
in the amplitude and deflection curves. If the force curve
was repeated, the tip showed no deflection or amplitude
drop until further down, because the tip was essentially
shorter.

Pick-up SWNT tips achieve the highest resolution of
all nanotube tips, since they are always individuals rather
than bundles. In tapping mode, they produce images of
5 nm gold particles that have a full width of ∼ 7 nm, the
expected geometrical resolution for a 2 nm cylindrical
probe [12.9]. Although the pick-up method is serial in
nature, it may still be the key to the mass production
of nanotube tips. Note that the original nanotube tip
length can be measured electronically from the size of
the Z-piezo step. The shortening can be electronically
controlled through the hysteresis in the force curves.
Therefore, the entire procedure (including tip exchange)
can be automated by computer.

12.2 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) was the original
scanning probe microscopy and generally produces the
highest resolution images, routinely achieving atomic
resolution on flat, conductive surfaces. In STM, the
probe tip consists of a sharpened metal wire that is
held 0.3 to 1 nm from the sample. A potential differ-
ence of 0.1 V to 1 V between the tip and sample leads
to tunneling currents on the order of 0.1 to 1 nA. As
in AFM, a piezo-scanner rasters the sample under the
tip, and the Z-position is adjusted to hold the tunnel-
ing current constant. The Z-position data represents the
“topography”, or in this case the surface, of constant
electron density. As with other SPMs, the tip proper-
ties and performance greatly depend on the experiment
being carried out. Although it is nearly impossible to
prepare a tip with a known atomic structure, a num-
ber of factors are known to affect tip performance, and
several preparation methods have been developed that
produce good tips.

The nature of the sample being investigated and the
scanning environment will affect the choice of the tip
material and how the tip is fabricated. Factors to con-
sider are mechanical properties – a hard material that
will resist damage during tip-sample contact is desired.
Chemical properties should also be considered – for-
mation of oxides, or other insulating contaminants will
affect tip performance. Tungsten is a common tip ma-
terial because it is very hard and will resist damage, but
its use is limited to ultrahigh vacuum (UHV) conditions,
since it readily oxidizes. For imaging under ambient con-
ditions an inert tip material such as platinum or gold is
preferred. Platinum is typically alloyed with iridium to
increase its stiffness.

12.2.1 Mechanically Cut STM Tips

STM tips can be fabricated by simple mechanical pro-
cedures such as grinding or cutting metal wires. Such

Part
B

1
2
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Probes in Scanning Microscopies References 383

tips are not formed with highly reproducible shapes and
have a large opening angle and a large radius of cur-
vature in the range of 0.1 to 1 µm (see Fig. 12.18a).
They are not useful for imaging samples with surface
roughness above a few nanometers. However, on atom-
ically flat samples, mechanically cut tips can achieve
atomic resolution due to the nature of the tunneling
signal, which drops exponentially with tip-sample sep-
aration. Since mechanically cut tips contain many small
asperities on the larger tip structure, atomic resolution
is easily achieved as long as one atom of the tip is just
a few angstroms lower than all of the others.

12.2.2 Electrochemically Etched STM Tips

For samples with more than a few nanometers of sur-
face roughness, the tip structure in the nanometer-size
range becomes an issue. Electrochemical etching can
provide tips with reproducible and desirable shapes and
sizes (Fig. 12.18), although the exact atomic structure
of the tip apex is still not well controlled. The param-
eters of electrochemical etching depend greatly on the
tip material and the desired tip shape. The following
is an entirely general description. A fine metal wire
(0.1–1 mm diameter) of the tip material is immersed in

0.5 µm

50 µm

Fig. 12.18 A mechanically cut STM tip (left) and an electrochemic-
ally etched STM tip (right), from [12.35]

an appropriate electrochemical etchant solution. A volt-
age bias of 1–10 V is applied between the tip and
a counterelectrode such that the tip is etched. Due to
the enhanced etch rate at the electrolyte-air interface,
a neck is formed in the wire. This neck is eventually
etched thin enough so that it cannot support the weight
of the part of the wire suspended in the solution, and it
breaks to form a sharp tip. The widely varying parame-
ters and methods will be not be covered in detail here,
but many recipes are found in the literature for common
tip materials [12.36–39].
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Noncontact At13. Noncontact Atomic Force Microscopy
and Its Related Topics

The scanning probe microscopy (SPM) such as the
STM and the NC-AFM is the basic technology for the
nanotechnology and also for the future bottom-up
process. In Sect. 13.1, the principles of AFM such as
operating modes and the frequency modulation
method of the NC-AFM are fully explained.
Then, in Sect. 13.2, applications of NC-AFM to
semiconductors that make clear its potentials such
as spatial resolution and functions are introduced.
Next, in Sect. 13.3, applications of NC-AFM to
insulators such as alkali halides, fluorides and
transition metal oxides are introduced. At last, in
Sect. 13.4, applications of NC-AFM to molecules such
as carboxylate (RCOO−) with R = H, CH3, C(CH3)3 and
CF3 are introduced. Thus, the NC-AFM can observe
atoms and molecules on various kinds of surfaces
such as semiconductor, insulator and metal oxide
with atomic/molecular resolutions. These sections
are essential to understand the status of the art
and the future possibility of NC-AFM that is the
second generation of atom/molecule technology.

The scanning tunneling microscope (STM) is an atomic
tool based on an electric method that measures the
tunneling current between a conductive tip and a con-
ductive surface. It can electrically observe individual
atoms/molecules. It can characterize or analyze the
electronic nature around surface atoms/molecules. In
addition, it can manipulate individual atoms/molecules.
Hence, the STM is the first generation of atom/molecule
technology. On the other hand, the atomic force mi-
croscope (AFM) is a unique atomic tool based on
a mechanical method that can deal with even the in-
sulator surface. Since the invention of noncontactAFM
(NC-AFM) in 1995, the NC-AFM and the NC-AFM-
based method have rapidly developed into a powerful
surface tool on atomic/molecular scales, because the
NC-AFM has the following characteristics: (1) it has
true atomic resolution, (2) it can measure atomic force
(so-called atomic force spectroscopy), (3) it can observe
even insulators, and (4) it can measure mechanical re-
sponses such as elastic deformation. Thus, the NC-AFM

13.1 Principles of Noncontact Atomic Force
Microscope (NC-AFM) ............................. 386
13.1.1 Imaging Signal in AFM .................. 386
13.1.2 Experimental Measurement
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is the second generation of atom/molecule technol-
ogy. The scanning probe microscopy (SPM) such as
the STM and the NC-AFM is the basic technology
for nanotechnology and also for the future bottom-up
process.

In Sect. 13.1, principles of NC-AFM will be fully
introduced. Then, in Sect. 13.2, applications to semi-
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conductors will be presented. Next, in Sect. 13.3,
applications to insulators will be described. And, in
Sect. 13.4, applications to molecules will be intro-

duced. These sections are essential to understanding
the status of the art and the future possibility of the
NC-AFM.

13.1 Principles of Noncontact Atomic Force Microscope (NC-AFM)
The atomic force microscope (AFM), invented by Bin-
nig [13.1] and introduced in 1986 by Binnig, Quate, and
Gerber [13.2], is an offspring of the scanning tunnel-
ing microscope (STM) [13.3]. The STM is covered in
books and review articles, e.g., [13.4–9]. Early on in the
development of STM it became evident that relatively
strong forces act between a tip in close proximity to
a sample. It was found that these forces could be put to
good use in the atomic force microscope (AFM). De-
tailed information about the noncontact AFM can be
found in [13.10–12].

13.1.1 Imaging Signal in AFM

Figure 13.1 shows a sharp tip close to a sample. The
potential energy between the tip and sample Vts causes
a z component of the tip-sample force Fts = −∂Vts/∂z.
Depending on the mode of operation, the AFM uses Fts
or some entity derived from Fts as the imaging signal.

Unlike the tunneling current, which has a very strong
distance dependence, Fts has long- and short-range con-
tributions. We can classify the contributions by their
range and strength. In vacuum, there are van der Waals,
electrostatic, and magnetic forces with long-range (up
to 100 nm) and short-range chemical forces (fractions of
a nm).

The van der Waals interaction is caused by fluctua-
tions in the electric dipole moment of atoms and their
mutual polarization. For a spherical tip with radius R
next to a flat surface (z is the distance between the plane

Tip

Sample

Fig. 13.1
Schematic view
of an AFM tip
close to a sample

connecting the centers of the surface atoms and the cen-
ter of the closest tip atom), the van der Waals potential
is given by [13.13]:

VvdW = − AH

6z
. (13.1)

The “Hamaker constant”, AH, depends on the type
of materials (atomic polarizability and density) of the
tip and sample and is on the order of 1 eV for most
solids [13.13].

When the tip and sample are both conductive and
have an electrostatic potential difference, U �= 0, elec-
trostatic forces are important. For a spherical tip with
radius R, the force is given by [13.14]:

Felectrostatic = −πε0 RU2

z
. (13.2)

Chemical forces are more complicated. Empirical model
potentials for chemical bonds are the Morse potential
(see e.g., [13.13]).

VMorse = −Ebond

(
2e−κ(z−σ) − e−2κ(z−σ)

)
(13.3)

and the Lennard-Jones potential [13.13]:

VLennard-Jones = −Ebond

(
2
σ6

z6 − σ12

z12

)
. (13.4)

These potentials describe a chemical bond with
bonding energy Ebond and equilibrium distance σ . The
Morse potential has an additional parameter – a decay
length κ.
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13.1.2 Experimental Measurement and Noise

Forces between the tip and sample are typically meas-
ured by recording the deflection of a cantilever beam
that has a tip mounted to its end (see Fig. 13.2). Today’s
microfabricated silicon cantilevers were first created by
the Calvin F. Quate group [13.15–17] and Wolter et al.
at IBM [13.18].

The cantilever is characterized by its spring con-
stant k, eigenfrequency f0, and quality factor Q.

For a rectangular cantilever with dimensions w, t,
and L (see Fig. 13.2), the spring constant k is given
by [13.6]:

k = EYwt3

4L3 , (13.5)

where EY is Young’s modulus. The eigenfrequency f0
is given by [13.6]:

f0 = 0.162
t

L2

√
EY/ρ , (13.6)

where ρ is the mass density of the cantilever mater-
ial. The Q-factor depends on the damping mechanisms
present in the cantilever. For micromachined cantilevers
operated in air, Q is typically a few hundred but can
reach hundreds of thousands in vacuum.

In the first AFM, the deflection of the cantilever
was measured with an STM – the backside of the can-
tilever was metalized, and a tunneling tip was brought
close to it to measure the deflection [13.2]. Today’s
designs use optical (interferometer, beam-bounce) or
electrical methods (piezoresistive, piezoelectric) for
measuring the cantilever deflection. A discussion of
the various techniques can be found in [13.19], de-
scriptions of piezoresistive detection schemes are found

[110]

w
L

q'

[001]
t

Fig. 13.2 Top view and side view of a microfabricated
silicon cantilever (schematic)

1,000

100

10

1

0.1
0.1 1 100 10,000 f (Hz)

Spectral noise density of cantilever deflection (pm/Hz0,5)

1/f noise

1/f corner at f = fc

with noise nq'

Fig. 13.3 Schematic view of 1/ f noise apparent in force detectors.
Static AFMs operate in a frequency range from 0.01 Hz to a few
hundred Hz, while dynamic AFMs operate at frequencies around
10 kHz to a few hundred kHz. The noise of the cantilever deflection
sensor is characterized by the 1/ f corner frequency fc and the
constant deflection noise density nq′ for the frequency range where
white noise is dominating

in [13.17, 20], and piezoelectric methods are explained
in [13.21–24].

The quality of the cantilever deflection measurement
can be expressed in a schematic plot of the deflection
noise density versus frequency, as in Fig. 13.3.

The noise density has a 1/ f dependence for low fre-
quency and merges into a constant noise density (“white
noise”) above the “1/ f corner frequency”.

13.1.3 Static AFM Operating Mode

In the static mode of operation, the force translates into
a deflection q′ = Fts/k of the cantilever, yielding im-
ages as maps z(x, y, Fts = const.). The noise level of
the force measurement is then given by the cantilever’s
spring constant k times the noise level of the deflec-
tion measurement. In this respect, a small value for k
increases force sensitivity. On the other hand, instabil-
ities are more likely to occur with soft cantilevers (see
Sect. 13.1.5). Because the deflection of the cantilever
should be significantly larger than the deformation of
the tip and sample, the cantilever should be much softer
than the bonds between the bulk atoms in the tip and sam-
ple. Inter-atomic force constants in solids are in a range
from 10 N/m to about 100 N/m – in biological samples,
they can be as small as 0.1 N/m. Thus, typical values
for k in the static mode are 0.01–5 N/m.
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Even though it has been demonstrated that atomic
resolution is possible with static AFM, the method can
only be applied in certain cases. The detrimental effects
of 1/ f noise can be limited by working at low temper-
atures [13.25], where the coefficients of thermal expan-
sion are very small, or by building the AFM of a material
with a low thermal expansion coefficient [13.26]. The
long-range attractive forces have to be cancelled by im-
mersing the tip and sample in a liquid [13.26], or by
partly compensating the attractive force by pulling at the
cantilever after jump-to-contact has occurred [13.27].
Jarvis et al. have cancelled the long-range attractive
force with an electromagnetic force applied to the can-
tilever [13.28]. Even with these restrictions, static AFM
does not produce atomic resolution on reactive surfaces
like silicon, as the chemical bonding of the AFM tip and
sample pose an unsurmountable problem [13.29, 30].

13.1.4 Dynamic AFM Operating Mode

In the dynamic operation modes, the cantilever is de-
liberately vibrated. There are two basic methods of
dynamic operation: amplitude modulation (AM) and
frequency modulation (FM) operation. In AM-AFM
[13.31], the actuator is driven by a fixed amplitude Adrive
at a fixed frequency fdrive, where fdrive is close to f0.
When the tip approaches the sample, elastic and inelas-
tic interactions cause a change in both the amplitude and
the phase (relative to the driving signal) of the cantilever.
These changes are used as the feedback signal. While
the AM mode was initially used in a noncontact mode, it

4

3

2

1

0

– 1

– 2

– 3

– 4
0 5 10 15 20z (Å)

Fts (z) (nN) It(z) (nA)

Short-range force (Morse potential)
Long-range (vdW) force
Total force
Tunneling current

Fig. 13.4 Plot of tunneling current It and force Fts (typical values)
as a function of distance z between front atom and surface atom
layer

was later implemented very successfully at a closer dis-
tance range in ambient conditions involving repulsive
tip-sample interactions.

The change in amplitude in AM mode does not occur
instantaneously with a change in the tip-sample inter-
action, but on a time scale of τAM ≈ 2Q/ f0, and the
AM mode is slow with high-Q cantilevers. However,
the use of high Q-factors reduces noise. Albrecht et al.
found a way to combine the benefits of high Q and high
speed by introducing the frequency modulation (FM)
mode [13.32], where the change in the eigenfrequency
settles on a time scale of τFM ≈ 1/ f0.

Using the FM mode, the resolution was improved
dramatically, and finally atomic resolution [13.33, 34]
was obtained by reducing the tip-sample distance and
working in vacuum. For atomic studies in vacuum, the
FM mode (see Sect. 13.1.6) is now the preferred AFM
technique. However, atomic resolution in vacuum can
also be obtained with the AM mode, as demonstrated by
Erlandsson et al. [13.35].

13.1.5 The Four Additional Challenges
Faced by AFM

Some of the inherent AFM challenges are apparent by
comparing the tunneling current and tip-sample force as
a function of distance (Fig. 13.4).

The tunneling current is a monotonic function of
the tip-sample distance and has a very sharp distance
dependence. In contrast, the tip-sample force has long-
and short-range components and is not monotonic.

Jump-to-Contact and Other Instabilities
If the tip is mounted on a soft cantilever, the initially
attractive tip-sample forces can cause a sudden “jump-
to-contact” when the tip approaches the sample. This
instability occurs in the quasi-static mode if [13.36, 37]

k < max

(
−∂2Vts

∂z2

)
= kmax

ts . (13.7)

Jump-to-contact can be avoided even for soft cantilevers
by oscillating it at a large enough amplitude A [13.38]:

kA > max (−Fts) . (13.8)

If hysteresis occurs in the Fts(z)-relation, the en-
ergy ∆Ets needs to be supplied to the cantilever for each
oscillation cycle. If this energy loss is large compared
to the intrinsic energy loss of the cantilever, amplitude
control can become difficult. An additional approximate
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criterion for k and A is then
kA2

2
≥ ∆Ets Q

2π
. (13.9)

Contribution of Long-Range Forces
The force between tip and sample is composed of many
contributions: electrostatic, magnetic, van der Waals,
and chemical forces in vacuum. All of these force types
except for the chemical forces have strong long-range
components that conceal the atomic-force components.
For imaging by AFM with atomic resolution, it is de-
sirable to filter out the long-range force contributions
and only measure the force components that vary at the
atomic scale. While there is no way to discriminate be-
tween long- and short-range forces in static AFM, it is
possible to enhance the short-range contributions in dy-
namic AFM through the proper choice of the oscillation
amplitude A of the cantilever.

Noise in the Imaging Signal
Measuring the cantilever deflection is subject to noise,
especially at low frequencies (1/ f noise). In static AFM,
this noise is particularly problematic because of the
approximate 1/ f dependence. In dynamic AFM, the
low-frequency noise is easily discriminated when using
a bandpass filter with a center frequency around f0.

Non-monotonic Imaging Signal
The tip-sample force is not monotonic. In general, the
force is attractive for large distances, and upon de-
creasing the distance between tip and sample, the force
turns repulsive (see Fig. 13.4). Stable feedback is only
possible on a monotonic subbranch of the force curve.

Frequency-modulation AFM (FM-AFM) helps to
overcome challenges. The non-monotonic imaging sig-
nal in AFM is a remaining complication for FM-AFM.

13.1.6 Frequency-Modulation AFM (FM-AFM)

In FM-AFM, a cantilever with eigenfrequency f0 and
spring constant k is subject to controlled positive
feedback such that it oscillates with a constant ampli-
tude A [13.32], as shown in Fig. 13.5.

Experimental Setup
The deflection signal is phase shifted, routed through
an automatic gain control circuit and fed back to the
actuator. The frequency f is a function of f0, its quality
factor Q, and the phase shift φ between the mechanical
excitation generated at the actuator and the deflection of
the cantilever. If φ = π/2, the loop oscillates at f = f0.

Deflection
measuring

scheme

Bandpass
filter

Phase
shifter

Automatic
gain control

(AGC)

Actuator

Mount
Cantilever

Sample
Damping Frequency

Fig. 13.5 Block diagram of a frequency-modulation force
sensor

Three physical observables can be recorded:
1) a change in resonance frequency, ∆ f , 2) the control
signal of the automatic gain control unit as a measure
of the tip-sample energy dissipation and 3) an average
tunneling current (for conducting cantilevers and tips).

Applications
FM-AFM was introduced by Albrecht and coworkers in
magnetic force microscopy [13.32]. The noise level and
imaging speed were enhanced significantly compared
to amplitude modulation techniques. Achieving atomic
resolution on the Si(111)-(7 × 7) surface has been an im-
portant step in the development of the STM [13.39],
and in 1994, this surface was imaged by AFM with
true atomic resolution for the first time [13.33] (see
Fig. 13.6).

The initial parameters that provided true atomic res-
olution (see caption of Fig. 13.6) were found empirically.
Surprisingly, the amplitude necessary for obtaining good

10 nm

Fig. 13.6 First AFM image of the Si(111)-(7 × 7) surface.
Parameters k = 17 Nm, f0 = 114 kHz, Q = 28,000, A =
34 nm, ∆f = −70 Hz, Vt = 0 V

Part
B

1
3
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



390 Part B Scanning Probe Microscopy

results was very large compared to atomic dimensions. It
turned out later that the amplitudes had to be that large in
order to fulfill the stability criteria listed in Sect. 13.1.5.
Cantilevers with k ≈ 2,000 N/m can be operated with
amplitudes in the Å-range [13.24].

13.1.7 Relation Between Frequency Shift
and Forces

The cantilever (spring constant k, effective mass m∗) is
a macroscopic object and its motion can be described
by classical mechanics. Figure 13.7 shows the deflec-
tion q′(t) of the tip of the cantilever: It oscillates with an
amplitude A at a distance q(t) to a sample.

Generic Calculation
The Hamiltonian of the cantilever is:

H = p2

2m∗ + kq′2

2
+ Vts(q) , (13.10)

where p = m∗ dq′/dt. The unperturbed motion is given
by:

q′(t) = A cos(2� f0t) , (13.11)

and the frequency is:

f0 = 1

2π

√
k

m∗ . (13.12)

If the force gradient kts = −∂Fts/∂z = ∂2Vts/∂z2 is con-
stant during the oscillation cycle, the calculation of the
frequency shift is trivial:

∆ f = f0

2k
kts . (13.13)

However, in classic FM-AFM, kts varies in orders of
magnitude during one oscillation cycle, and a perturba-
tion approach, as shown below, has to be employed for
the calculation of the frequency shift.

Sample

d+2A

d+A

d
0

q(t) q'(t)

A

0

– A
d

Cantilever

Fig. 13.7 Schematic view of an oscillating cantilever and
definition of geometric terms

Hamilton-Jacobi Method
The first derivation of the frequency shift in FM-AFM
was achieved in 1997 [13.38] using canonical perturba-
tion theory [13.40]. The result of this calculation is:

∆ f = − f0

kA2

〈
Ftsq

′〉 (13.14)

= − f0

kA2

1/ f0∫
0

Fts(d + A +q′(t))q′(t) dt .

The applicability of first-order perturbation theory is jus-
tified, because in FM-AFM, E is typically in the range
of several keVs, while Vts is on the order of a few eVs.
Dürig [13.41] has found a generalized algorithm that
even allows the reconstruction of the tip-sample po-
tential if not only the frequency shift, but the higher
harmonics of the cantilever oscillation are known.

A Descriptive Expression for Frequency Shifts
as a Function of the Tip-Sample Forces

With integration by parts, the complicated expression
(13.14) transforms into a very simple expression that
resembles (13.13) [13.42].

∆ f = f0

2k

A∫
−A

kts(z −q′)

√
A2 −q′2
π
2 kA2 dq′ . (13.15)

This expression is closely related to (13.13): The con-
stant kts is replaced by a weighted average, where
the weight function w(q′, A) is a semicircle with ra-
dius A divided by the area of the semicircle πA2/2 (see
Fig. 13.8). For A → 0, w(q′, A) is a representation of
Dirac’s delta function and the trivial zero-amplitude re-
sult of (13.13) is immediately recovered. The frequency
shift results from a convolution between the tip-sample
force gradient and the weight function. This convolution
can easily be reversed with a linear transformation, and
the tip-sample force can be recovered from the frequency
shift versus distance curve [13.42].

The dependence of the frequency shift with ampli-
tude confirms an empirical conjecture: Small amplitudes
increase the sensitivity to short-range forces! Adjusting
the amplitude in FM-AFM resembles tuning an optical
spectrometer to a passing wavelength. When short-range
interactions are to be probed, the amplitude should be
in the range of the short-range forces. While using
amplitudes in the Å-range has been elusive with conven-
tional cantilevers, because of the instability problems
described in Sect. 13.1.5, cantilevers with a stiffness
on the order of 1,000 N/m like the ones introduced
in [13.23] are well suited for small-amplitude operation.
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13.1.8 Noise in Frequency-Modulation AFM
– Generic Calculation

The vertical noise in FM-AFM is given by the ratio
between the noise in the imaging signal and the slope of
the imaging signal with respect to z:

δz = δ∆f∣∣∣ ∂∆f
∂z

∣∣∣ . (13.16)

Figure 13.9 shows a typical frequency shift versus dis-
tance curve. Because the distance between the tip and
sample is measured indirectly through the frequency
shift, it is clearly evident from Fig. 13.9 that the noise
in the frequency measurement δ∆f translates into ver-
tical noise δz and is given by the ratio between δ∆f
and the slope of the frequency shift curve ∆f(z) (13.16).
Low vertical noise is obtained for a low-noise frequency
measurement and a steep slope of the frequency shift
curve.

The frequency noise δ∆f is typically inversely pro-
portional to the cantilever amplitude A [13.32, 43]. The
derivative of the frequency shift versus distance is con-
stant for A � λ, where λ is the range of the tip-sample
interaction and proportional to A−1.5 for A � λ [13.38].
Thus, minimal noise occurs if [13.44]

Aoptimal ≈ λ , (13.17)

for chemical forces, λ ≈ 1 Å. However, for stability rea-
sons (Sect. 13.1.5), extremely stiff cantilevers are needed
for small amplitude operation. The excellent noise per-
formance of the stiff cantilever and small amplitude
technique has been verified experimentally [13.24].

13.1.9 Conclusion

Dynamic force microscopy, in particular frequency-
modulation atomic force microscopy, has matured into
a viable technique that allows true atomic resolution of
conducting and insulating surfaces and spectroscopic
measurements on individual atoms [13.10, 45]. Even

z (Å)

kts (N/m), weight function w(z,A) (0.1/nm)
75

50

25

0

– 25

– 50
2 3 4 5 6 7 8 9 10 11 12 13

Tip- sample force gradient

w (z, A = 1 Å)

w (z, A = 5 Å)

w (z, A = 10 Å)

Fig. 13.8 Tip-sample force gradient kts and weight function for the
calculation of the frequency shift

z (arb. units)

∆f (arb. units)

δ∆f

δz

Fig. 13.9 Plot of frequency shift ∆f as a function of tip-sample
distance z. The noise in the tip-sample distance measurement is
given by the noise of the frequency measurement δ∆f divided by
the slope of the frequency shift curve

true atomic resolution in lateral force microscopy is
now possible [13.46]. Challenges remain in the chem-
ical composition and structural arrangement of the AFM
tip.

13.2 Applications to Semiconductors

For the first time, corner holes and adatoms on
Si(111)7 × 7 surface have been observed at a very lo-
cal area by Giessibl using the pure noncontact AFM
in ultrahigh vacuum (UHV) [13.33]. It became the

breakthrough for the true atomic resolution imaging
on a well-defined clean surface using noncontact AFM.
Then, Si(111)7 × 7 [13.34, 35, 45, 47], InP(110) [13.48],
and Si(100)2 × 1 [13.34] surfaces were successively
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resolved with true atomic resolution. Furthermore, ther-
mally induced motion of atoms or atomic-scale point
defects on InP(110) surface have been observed at room
temperature [13.48]. In this section, we will describe
typical results of atomically resolved noncontact AFM
imaging of semiconductor surfaces.

13.2.1 Si(111)7×7 Surface

Figure 13.10 shows the atomic resolution images of the
Si(111)7 ×7 surface [13.49]. Here, Fig. 13.10a (TYPE I)
was obtained using the Si tip without dangling, which is
covered with an inert oxide layer. Fig. 13.10b (TYPE II)
was obtained using the Si tip with dangling bond on
which the Si atoms were deposited, due to the mechan-
ical soft contact between the tip and the Si surface.
The variable frequency shift mode was used. We can
see not only adatoms and corner holes, but also miss-
ing adatoms described by the dimer-adatom-stacking
fault (DAS) model. We can see that the image con-
trast in Fig. 13.10b is clearly stronger than that in
Fig. 13.10a.

Interestingly, by using the Si tip with dangling bond,
we observed contrast between inequivalent halves and
between inequivalent adatoms of the 7 × 7 unit cell.
Namely, as shown in Fig. 13.11a, the faulted halves
surrounded with a solid line show brighter than the un-
faulted halves surrounded with a broken line. Here, the
positions of the faulted and unfaulted halves were de-
cided from the step direction. From the cross-sectional
profile along the long diagonal of the 7 × 7 unit cell
in Fig. 13.11b, the heights of the corner adatoms are
slightly higher than those of the adjacent center adatoms
in the faulted and unfaulted halves of the unit cell. The
measured corrugations are in the following decreasing

c)a) b)

15 Hz

46.6 Å

b

3Hza

Fig. 13.10a–c Noncontact mode AFM images of Si(111) 7 × 7 reconstructed surface obtained using the Si tips (a) without
and (b) with dangling bond. The scan area is 99 Å × 99 Å. (c) The cross sectional profiles along long diagonal of the 7 × 7
unit cell indicated by white lines in (a) and (b)

order:

Co-F > Ce-F > Co-U > Ce-U ,

where Co-F and Ce-F indicate the corner and center
adatoms in faulted halves, and Co-U and Ce-U indi-
cate the corner and center adatoms in unfaulted halves,
respectively. As averaging over several units, the cor-
rugation height differences are estimated to be 0.25 Å,
0.15 Å, and 0.05 Å for Co-F, Ce-F, and Co-U, respec-
tively, referring to Ce-U. This tendency, that the heights
of the corner adatoms are higher than those of the cen-
ter adatoms, is consistent with the experimental results
using a silicon tip [13.47], although they could not de-
termine faulted and unfaulted halves of the unit cell in
the measured AFM images. However, this tendency is
completely contrary to the experimental results using
a tungsten tip [13.35]. This difference may originate
from the difference in the materials of the tip, which
seems to affect the interaction between the tip and the
reactive sample surface. Another possibility is that the
tip is in contact with the surface during the small fraction
of the oscillating cycle in their experiments [13.35].

We consider that contrast between inequivalent
adatoms is not caused by tip artifacts for the following
reasons: 1) Each adatom, corner hole and defect were
clearly observed; 2) the apparent heights of adatoms are
the same whether they are located adjacent to defects
or not; 3) the same contrast in several images for the
different tips has been observed.

It should be noted that the corrugation amplitude of
adatoms ∼ 1.4 Å in Fig. 13.11b is higher than that of
0.8–1.0 Å obtained with the STM, although the depth
of corner holes obtained with noncontact AFM is al-
most the same as that observed with STM. Besides, in
noncontact mode AFM images, the corrugation ampli-
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tude of adatoms was frequently larger than the depth
of the corner holes. The origin of such a large corruga-
tion of adatoms may be due to the effect of the chemical
interaction, but that is yet unclear.

The atom positions, surface energies, dynamic prop-
erties, and chemical reactivities on the Si(111)7 × 7
reconstructed surface have been extensively investigated
theoretically and experimentally. From these investi-
gations, the possible origins of the contrast between
inequivalent adatoms in AFM images are the follow-
ing: the true atomic heights that correspond to the
adatom core positions, the stiffness (spring constant)
of inter-atomic bonding with the adatoms that corre-
sponds to the frequencies of the surface mode, the
amount of charge of adatom, and the chemical reactivity
of adatoms. Table 13.1 summarizes the decreasing or-
ders of the inequivalent adatoms for individual property.
From Table 13.1, we can see that the calculated adatom
heights and the stiffness of inter-atomic bonding cannot
explain the AFM data, while the amount of charge of
adatom and the chemical reactivity of adatoms can ex-
plain our data. The contrast due to the amount of charge
of adatom means that the AFM image originated from
the difference of the vdW, or the electrostatic physical
interactions between the tip and the valence electrons at
the adatoms. The contrast due to the chemical reactivity
of adatoms means that the AFM image originated from
the difference of covalent bonding chemical interaction
between the atoms at the tip apex and the dangling bond
of adatoms. Thus, we can see there are two possible
interactions that explain the strong contrast between in-
equivalent adatoms of the 7 × 7 unit cell observed using
the Si tip with dangling bond.

A weak contrast image in Fig. 13.10a is due to vdW
and/or electrostatic force interactions. On the other hand,
strong contrast images in Figs. 13.10b and 13.11a are
due to a covalent bonding formation between the AFM
tip with Si atoms and Si adatoms. These results signify
the capability of the noncontact mode AFM to image

Table 13.1 Comparison between the adatom heights observed in an AFM image and the variety of properties for
inequivalent adatoms

Decreasing order Agreement

AFM image Co−F > Ce−F > Co−U > Ce−U –

Calculated height Co−F > Co−U > Ce−F > Ce−U ×

Stiffness of inter-atomic bonding Ce−U > Co−U > Ce−F > Co−F ×

Amount of charge of adatom Co−F > Ce−F > Co−U > Ce−U ©
Calculated chemical reactivity Faulted > Unfaulted ©
Experimental chemical reactivity Co−F > Ce−F > Co−U > Ce−U ©

b)

a)

1.4 Å

23.3 Å

1.7 Å

Fig. 13.11 (a) Noncontact
mode AFM image with
contrast of unequivalent
adatoms and (b) a cross-
sectional profile indicated
by white line. The halves
of the 7 × 7 unit cell sur-
rounded with solid line
and broken line cor-
respond to faulted and
unfaulted halves, respec-
tively. The scan area is
89 Å × 89 Å

the variation in chemical reactivity of Si adatoms. In the
future, by controlling an atomic species at the tip apex,
the study of chemical reactivity on an atomic scale will
be possible using the noncontact AFM.

13.2.2 Si(100)2×1 and Si(100)2×1:H
Monohydride Surfaces

In order to investigate the imaging mechanism of the
noncontact AFM, a comparative study between a reac-
tive surface and an insensitive surface using the same
tip is very useful. Si(100)2 × 1:H monohydride surface
is a Si(100)2 × 1 reconstructed surface that is termi-
nated by a hydrogen atom. It does not reconstruct as
metal is deposited on the semiconductor surface. The
surface structure hardly changes. Thus, Si(100)2 × 1:H
monohydride surface is one of most useful surfaces for
a model system to investigate the imaging mechanism,
experimentally and theoretically. Furthermore, whether
the interaction between a very small atom such as hy-
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b)

a)

46 Å

9Hz

A

3.2 ± 0.1 Å

B

Fig. 13.12 (a) Noncontact AFM image of a Si(001)2 × 1 re-
constructed surface. The scan area was 69 × 46 Å. One 2 × 1
unit cell is outlined with a box. White rows are superimposed
to show the bright spots arrangement. The distance between
bright spots on dimer row is 3.2±0.1 Å. Into white arc,
the alternative bright spots are shown. (b) Cross-sectional
profile indicated by a white dotted line

drogen and a tip apex is observable with noncontact
AFM is interesting. Here, we show noncontact AFM im-
ages measured on a Si(100)2 × 1 reconstructed surface
with a dangling bond and a Si(100)2 × 1:H monohy-
dride surface with a dangling bond that is terminated by
a hydrogen atom [13.50].

Figure 13.12a shows the atomic resolution image of
a Si(100)2 × 1 reconstructed surface. The paired bright
spots arranged like rows with a 2 × 1 symmetry was
observed with clear contrast. Missing pairs of bright
spots were observed, as indicated by arrows. Further,
pairs of bright spots are shown by the white dashed arc
and appear to be the stabilize-buckled asymmetric dimer
structure. The distance between paired bright spots is
3.2±0.1 Å.

Figure 13.13a shows the atomic resolution image
of a Si(100)2 × 1:H monohydride surface. Paired bright
spots arranged like rows were observed. Missing paired
bright spots, as well as those paired in rows and sin-
gle bright spots were observed, as indicated by arrows.
The distance between paired bright spots is 3.5±0.1 Å.
This distance is 0.2 Å larger than that of a Si(100)2 × 1
reconstructed surface. It was found that the distance be-
tween bright spots increases in size due to the hydrogen
termination.

The bright spots in Fig. 13.12 do not merely im-
age the silicon atom site, because the distance between

34 Å

6 Hz
b)

a)

3.5 ± 0.1 Å

Fig. 13.13 (a) Noncontact AFM image of Si(001)2 × 1-H
surface. The scan area was 69 × 46 Å. One 2 × 1 unit cell is
outlined with a box. White rows are superimposed to show
the bright spots arrangement. The distance between bright
spots on dimer row is 3.5±0.1 Å. (b) Cross-sectional pro-
file indicated by a white dotted line

bright spots forming the dimer structure of Fig. 13.12a
(3.2±0.1 Å) is larger than the distance between silicon
atoms of every dimer structure model (2.9 Å is the max-
imum distance between upper silicons on asymmetric
dimer structures). This seems to be due to the contri-
bution to imaging of the chemical bonding interaction
between the dangling bond out of the silicon tip apex
and the dangling bond on the Si(100)2 × 1 reconstructed
surface. The chemical bonding interaction works with
strong direction dependence between the dangling bond
out of the silicon dimer structure on the Si(100)2 × 1 re-
constructed surface and the dangling bond out of the
silicon tip apex, and the dimer structure is obtained with
a larger distance than between silicons on the surface.

The bright spots of Fig. 13.13 seem to be located
at hydrogen atom sites on a Si(100)2 × 1:H monohy-
dride surface, because the distance between bright spots
forming the dimer structures (3.5±0.1 Å) agrees ap-
proximately with the distance between the hydrogen,
i. e., 3.52 Å. Thus, noncontact AFM atomically resolves
the individual hydrogen atoms on the topmost layer. On
this surface, the dangling bond is terminated by a hydro-
gen atom, and the hydrogen atom on the topmost layer
does not have a chemical reactivity. Therefore, the in-
teraction between the hydrogen atom on the top most
layer and the silicon tip apex does not contribute to the
chemical bonding interaction with strong direction de-
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pendence as in a silicon surface, and the bright spots of
a noncontact AFM image correspond to the hydrogen
atom sites on the topmost layer.

13.2.3 Metal-Deposited Si Surface

In this section, we will introduce the comparative study
of force interaction between a Si tip and a metal de-
posited Si surface and between a metal adsorbed Si
tip and a metal-deposited Si surface [13.51, 52]. As for
the metal-deposited Si surface, a Si(111)

√
3 ×

√
3-Ag

(hereafter referred to as
√

3-Ag) surface was used.
For the

√
3-Ag surface, the honeycomb-chained

trimer (HCT) model has been accepted as the appropriate
model. As shown in Fig. 13.14, this structure contains Si
trimer at the second layer, 0.75 Å below the Ag trimer
at the topmost layer. The topmost Ag atoms and the
lower Si atoms form covalent bonds. The inter-atomic
distances between the nearest neighbor Ag atoms form-
ing Ag trimer and between lower Si atoms forming Si
trimer are 3.43 Å and 2.31 Å, respectively. The apexes
of Si trimers and Ag trimers face the [112] direction
and the direction tilted a little to the [112] direction,
respectively.

In Fig. 13.15, we show the noncontact AFM images
measured using a normal Si tip at the frequency shift of
(a) −37 Hz, (b) −43 Hz, and (c) −51 Hz, respectively.
These frequency shifts correspond to the tip-sample dis-
tance of about 0–3 Å. We defined the zero position of
tip-sample distance, i. e., the contact point, where the
vibration amplitude began to decrease. The rhombus in-
dicates the

√
3 ×

√
3 unit cell. When the tip approached

the surface, the contrast of the noncontact AFM images
became strong and the pattern remarkably changed. That
is, by moving the tip toward the sample surface, the
hexagonal pattern, the trefoil-like pattern composed of
three dark lines, and the triangle pattern can be observed
sequentially. In Fig. 13.15a, the distance between the
bright spots is 3.9±0.2 Å. In Fig. 13.15c, the distance

a) b) c)

     _
[112]

~3.0 Å

     _
[112]

     _
[112]

~3.9 Å

Fig. 13.15a–c Noncontact AFM im-
ages obtained at the frequency shifts
of (a) −37 Hz, (b) −43 Hz, and
(c) −51 Hz on a Si(111)

√
3 ×

√
3-

Ag surface. This distance dependence
was obtained with the Si tip. Scan area
is 38 Å × 34 Å. A rhombus indicates√

3 ×
√

3 unit cell

Top view

Side view

[112]

[112]

Si

2.31 Å

6.65 Å
Ag

3.43 Å

0.75 Å

Fig. 13.14 HCT model for the structure of the Si(111)
√

3 ×
√

3-Ag
surface. Black closed circle, gray closed circle, open circle, and
closed circle with horizontal line indicate Ag atom at the topmost
layer, Si atom at the second layer, Si atom at the third layer, and Si
atom at the fourth layer, respectively. Rhombus indicates

√
3 ×

√
3

unit cell. Thick, large solid triangle indicates an Ag trimer. Thin,
small, solid triangle indicates a Si trimer
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~3.5Å

a) b) c)

     _
[112]

     _
[112]

     _
[112]

Fig. 13.16a–c Noncontact AFM im-
ages obtained at the frequency shifts
of (a) −4.4 Hz, (b) −6.9 Hz, and
(c) −9.4 Hz on a Si(111)

√
3 ×

√
3-Ag

surface. This distance dependence
was obtained with the Ag adsorbed
tip. Scan area is 38 Å × 34 Å

between the bright spots is 3.0±0.2 Å, and the direc-
tion of the apex of all triangles composed of three bright
spots is [112].

In Fig. 13.16, we show the noncontact AFM images
measured by using an Ag adsorbed tip at the frequency
shift of (a) −4.4 Hz, (b) −6.9 Hz, and (c) −9.4 Hz,
respectively. The tip-sample distances Z are roughly es-
timated to be Z = 1.9 Å, 0.6 Å, and ∼ 0 Å (in noncontact
region), respectively. When the tip approached the sur-
face, the pattern of the noncontact AFM images didn’t
change, although the contrasts became clearer. A trian-
gle pattern can be observed. The distance between the
bright spots is 3.5±0.2 Å. The direction of the apex
of all triangles composed of three bright spots is tilted
a little from the [112] direction.

Thus, noncontact AFM images measured on
a Si(111)

√
3 ×

√
3-Ag surface showed two types of dis-

tance dependence of the image patterns, depending on
the atom species on the tip apex.

By using the normal Si tip with dangling bond, as
in Fig. 13.15a, the measured distance between the bright
spot of 3.9±0.2 Å agrees with the distance of 3.84 Å
between the center of the Ag trimer in the HCT model
within the experimental error. Furthermore, the hexag-
onal pattern composed of six bright spots also agrees
with the honeycomb structure of the Ag trimer in the
HCT model. So the most appropriate site corresponding
to the bright spots in Fig. 13.15a is the site of the center
of the Ag trimers. In Fig. 13.15c, the measured distance
of 3.0±0.2 Å between the bright spots forming the tri-
angle pattern does not agree with either the distance
between the Si trimer of 2.31 Å or the distance between
the Ag trimer of 3.43 Å in the HCT model, while the di-
rection of the apex of triangles composed of three bright
spots agrees with the [112] direction of the apex of the Si
trimer in the HCT model. So the most appropriate site
corresponding to the bright spots in Fig. 13.15c is the
intermediate site between Si atoms and Ag atoms. On
the other hand, by using the Ag adsorbed tip, the meas-
ured distance of 3.5±0.2 Å between the bright spots in

Fig. 13.16 agrees with the distance of 3.43 Å between
the nearest neighbor Ag atoms forming the Ag trimer at
the topmost layer in the HCT model within the exper-
imental error. In addition, the direction of the apex of
the triangles composed of three bright spots also agrees
with the direction of the apex of the Ag trimer, i. e.,
tilted [112], in the HCT model. So the most appropriate
site corresponding to the bright spots in Fig. 13.16 is the
site of individual Ag atoms forming the Ag trimer at the
topmost layer.

It should be noted that by using the noncontact AFM
with an Ag adsorbed tip the individual Ag atom on the√

3-Ag surface could be resolved in real space for the
first time, although it could not be resolved by using the
noncontact AFM with a Si tip. So far, the

√
3-Ag surface

has been observed by the scanning tunneling microscope
(STM) with atomic resolution. However, the STM can
measure the local charge density of state near Fermi
level on the surface. From the first principle calculation,
it was proven that the unoccupied surface state is densely
distributed around the center of the Ag trimer. As a result,
bright contrast is obtained at the center of the Ag trimer
with the STM.

Finally, we consider the origin of the atomic resolu-
tion imaging of the individual Ag atoms on the

√
3-Ag

surface. Here, we discuss the difference of the force in-
teractions between the Si and the Ag adsorbed tips. As
shown in Fig. 13.17a, by using the Si tip, there is the
dangling bond out of the topmost Si atom on the Si tip
apex. As a result, the force interaction is dominated by
the physical bonding interaction such as Coulomb force
far from the surface and by chemical bonding interaction
very close to the surface. In other words, if the reactive
Si tip with dangling bond approaches the surface, at the
distance far from the surface, the Coulomb force acts
between the electron localized at the dangling bond out
of the topmost Si atom on the tip apex and the positive
charge distributed around the center of the Ag trimer.
At the distance very close to the surface, the chemical
bonding interaction will occur due to the onset of the or-
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Fig. 13.17a,b Schematic illustration of (a) the Si atom with
dangling bond and (b) the Ag adsorbed tip above the Si-Ag
covalent bond on Si(111)

√
3 ×

√
3-Ag surface

bital hybridization between the dangling bond out of the
topmost Si atom on the Si tip apex and the Si-Ag cova-
lent bond on the surface. Hence, the individual Ag atoms
will not be resolved, the image pattern will change de-
pending on the tip-sample distance. On the other hand,
as shown in Fig. 13.17b, by using an Ag adsorbed tip,
the dangling bond localized out of the topmost Si atom
on the Si tip apex is terminated by the adsorbed Ag atom.
As a result, even at very close tip-sample distance, the
force interaction is dominated by the physical bonding
interaction such as the vdW force interaction. If the Ag
adsorbed tip approaches the surface, the vdW force acts
between the Ag atom on the tip apex and Ag or Si atom
on the surface. Ag atoms at the topmost layer on the

√
3-

Ag surface are located higher than the Si atoms at the
lower layer. Hence, the individual Ag atoms (or nearly
true topography) will be resolved, and the image pattern
will not change even at very close tip-sample distance. It
should be emphasized that there is a possibility to iden-
tify or recognize atom species on a sample surface using
the noncontact AFM if we can control an atomic species
at the tip apex.

13.3 Applications to Insulators

Insulators such as alkali halides, fluorides, and metal ox-
ides are key materials in many applications, including
optics, microelectronics, catalysis, and so on. Surface
properties are important in these technologies, but they
are usually poorly understood. This is due to their low
conductivity, which makes it difficult to investigate them
using electron- and ion-based measurement techniques
such as low-energy electron diffraction, ion scatter-
ing spectroscopy, and scanning tunneling microscopy
(STM). Surface imaging by noncontact atomic force
microscopy (NC-AFM) does not require the sample
to exhibit high conductivity, because NC-AFM detects
a force between the tip on the cantilever and the surface
of the sample. Since the first report of atomically re-
solved NC-AFM on a Si(111) 7 × 7 surface [13.33], sev-
eral groups have succeeded in obtaining “true” atomic
resolution images of insulators, including defects, and
it has been shown that NC-AFM is a powerful new tool
for the atomic-scale surface investigation of insulators.

In this section, we will describe typical results of
atomically resolved NC-AFM imaging of insulators
such as alkali halides, fluorides, and metal oxides. For
alkali halides and fluorides, we will focus on the contrast
formation, which is the most important issue for inter-

preting atomically resolved images of binary compounds
on the basis of experimental and theoretical results.
For the metal oxides, typical examples of atomically
resolved imaging will be shown. Also, simultaneous
imaging using STM and NC-AFM will be described,
and the difference between the STM and NC-AFM im-
ages will be demonstrated. Finally, we will describe the
results obtained when we imaged an antiferromagnetic
NiO(001) surface with a ferromagnetic Fe-coated tip in
order to explore the possibility of detecting short-range
magnetic interaction using the NC-AFM.

13.3.1 Alkali Halides, Fluorides,
and Metal Oxides

The surfaces of alkali halides were the first insulat-
ing materials to be imaged by NC-AFM with true
atomic resolution [13.53]. Up until now, there have
been reports on atomically resolved images of (001)
cleaved surfaces for single crystal NaF, RbBr, LiF, KI,
NaCl [13.54], KBr [13.55], and thin films of NaCl(001)
on Cu(111) [13.56]. In this section, we describe the con-
trast formation of alkali halides surface on the basis of
experimental and theoretical results.
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Alkali Halides
In experiments of alkali halides, the symmetry of the
observed topographic images indicates that the protru-
sions exhibit only one type of ions, either positively or
negatively charged ions. This leads to the conclusion
that the atomic contrast is dominantly caused by elec-
trostatic interactions between a charged atom at the tip
apex and the surface ions, i. e., the long-range forces be-
tween the macroscopic tip and the sample such as van der
Waals force is modulated by an alternating short-range
electrostatic interaction of the surface ions. Theoreti-
cal work employing the atomistic simulation technique
has revealed the mechanism for contrast formation on
an ionic surface [13.57]. A significant part of the con-
trast is due to the displacement of ions in the force
field, not only enhancing the atomic corrugations, but
also contributing to the electrostatic potential by form-
ing dipoles at the surface. The experimentally observed
atomic corrugation height is determined by the inter-
play of the long- and short-range forces. In the case
of NaCl, it has been experimentally demonstrated that
a more blunt tip produces a larger corrugation when the
tip-sample distance is shorter [13.54]. This result shows
that the increased long-range forces induced by a blunt
tip allow for more stable imaging closer to the surface.
The stronger electrostatic short-range interaction and
the larger ion displacement produce a more pronounced
atomic corrugation.

At steps and kinks of an NaCl thin film on Cu(111),
the amplitude of the atomic corrugations has been ob-
served to increase by up to a factor of two, as large as that
of atomically flat terraces [13.56]. This increase in the
contrast is due to the low coordination of the step-edge
and the kinked ions. The low coordination of the ions
results in an enhancement of the electrostatic potential
over the site and an increase in the displacement induced
by the interaction with the tip. These results demonstrate
that the short-range interaction dominates the atomic
contrast and leads to a considerable displacement of the
surface ions from the ideal position.

Theoretical study predicts that the image contrast
depends on the chemical species of the tip apex. Ben-
newitz et al. [13.56] have performed the calculations
using an MgO tip terminated by oxygen, an Mg ion, and
an OH. The magnitude of the atomic contrast for the
Mg-terminated tip shows a slight increase in compari-
son with an oxygen-terminated tip. The atomic contrast
with the oxygen-terminated tip is dominated by the at-
tractive electrostatic interaction between the oxygen on
the tip apex and the Na ion, but the Mg-terminated
tip attractively interacts with the Cl ion. Also, it has

been demonstrated that the magnitude of the contrast
for an OH-terminated tip is almost an order of mag-
nitude less than for the oxygen- and Mg-terminated
tips.

In order to explore the imaging mechanism for the
alkali halides, the heterogeneous surface of NaCl crys-
tal containing (OCN)− molecules as impurities has been
observed by NC-AFM [13.58]. In this case, the atomic
periodicity of the NaCl lattice is imaged. However, high-
resolution investigations of impurities are limited by the
convolution between the tip apex and the molecules at
the surface. Bennewitz et al. [13.59] reported on the
heterogeneous surfaces of alkali halide crystals. In this
experiment, which was designed to observe the chem-
ically nonhomogeneous alkali halide surface, a mixed
crystal composing of 60% KCl and 40% KBr was used
as the sample. In this crystal, which is a so-called solid
solution, the Cl and Br ions are mixed randomly. The
image of the cleaved KCl0.6Br0.4(001) surface indicates
that only one type of ion is imaged as protrusions as if
it were a pure alkali halide crystal. However, there is
a significant difference in comparison with the surface
of a pure crystal. The amplitude of atomic corrugation
varies strongly between the positions of the ions im-
aged as depressions. This variation in the corrugations
corresponds to the constituents of the crystal, i. e., the
Cl and Br ions, and it is concluded that the tip apex is
negatively charged. Also, it is demonstrated that a com-
parison between the distribution of the deep depressions
and the composition of the mixed crystal assigns the
deep depressions to Br ions. Although an evaluation of
the effect of the surface buckling induced by a random
distribution of anions is needed in order to understand
the contrast mechanism, this result demonstrates that
NC-AFM measurement exhibits chemical sensitivity on
an atomic scale. For applications to alkali halide sur-
faces, real space imaging with NC-AFM presents the
possibility for chemical discrimination at the surface.

Fluorides
Fluorides are important materials for the progress of
atomic-scale resolution NC-AFM imaging on insulators.
There are reports in the literature of surface images for
single crystal BaF2, SrF2 [13.60], and CaF2 [13.61–63].
Surfaces of fluorite-type crystals are prepared by cleav-
ing along the (111) planes. Their structure is more
complex than the structure of alkali halides with the
NaCl structure. The complexity is of great interest
for atomic-resolution imaging using an NC-AFM and
also for theoretical predictions of the interpretation of
atomic-scale contrast information.
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The first atomically resolved images of a CaF2(111)
surface have been obtained in topographic mode [13.62]
in which the tip-sample distance is regulated by main-
taining a constant frequency shift. In this imaging mode,
the surface ions mostly appear as spherical caps. Sim-
ilar measurements have been performed on the (111)
surfaces of SrF2 and BaF2.

Barth et al. [13.64] have found that the CaF2(111)
surface images obtained using the constant height mode,
in which the frequency shift is recorded with a very
low loop gain, can be categorized into two contrast pat-
terns. In the first, the ions appear as triangles, and in
the other, they have the appearance of circles, similar to
the contrast obtained in a topographic image. These dif-
ferences are revealed by comparing the cross sections
along the [121] direction. Theoretical studies demon-
strated that these two different contrast patterns could
be explained as a result of imaging with tips of different
polarity [13.64–66]. When imaging with a positively
charged (cation-terminated) tip, the triangular pattern
appears. In this case, the contrast is dominated by the
strong short-range electrostatic attraction between the
positive tip and the negative F ions. The cross section
along the [121] direction of the triangular image shows
two maxima: one is a larger peak over the F ions located
in the topmost layer, and the other is a smaller peak at
the position of the F ions in the third layer. The min-
ima appear at the position of the Ca ions in the second
layer. When imaging with a negatively charged (anion-
terminated) tip, the spherical image contrast appears,
and the main periodicity is created by the Ca ions in the
second layer between the topmost and the third F ion
layers. In the cross section along the [121] direction, the
large maxima correspond to the Ca sites, because of the
strong attraction of the negative tip, and the minima ap-
pear at the sites of maximum repulsion over the F ions
in the first layer. At a position between two F ions, there
are smaller maxima. This reflects the weaker repulsion
over the third layer F ion sites compared to the protrud-
ing topmost F ion sites and a slower decay in the contrast
on one side of the Ca ions. These results demonstrate
that the image contrast of a CaF2(111) surface depends
on the state of the tip apex.

The triangular pattern obtained with a positively
charged tip appears at relatively large tip-sample dis-
tance, as shown in Fig. 13.18a. On the cross section
along the [121] direction, experimental results and theo-
retical studies both demonstrate the large peak and small
shoulder characteristic for the triangular pattern image
(Fig. 13.18d). When the tip approaches the surface more
closely, the triangular pattern of the experimental im-
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Fig. 13.18 (a)–(c) CaF2(111) surface images obtained by using the
constant height mode. From (a) to (c) the frequency shift was low-
ered. The white lines represent the positions of the cross section.
(d)–(f) The cross section extracted from the Fourier-filtered im-
ages of (a)–(c). The white and black arrows represent the scanning
direction. The images and the cross sections are from [13.64]

ages is more vivid (Fig. 13.18b), just as predicted in the
theoretical works. On the cross section along the [121]
direction, as the tip approaches, the amplitude of the
shoulder increases until it is equal to that of the main
peak, and this feature gives rise to the honeycomb pattern
image, as shown Fig. 13.18c. These results demonstrate
that there is a more complex process of image contrast
formation. Also, from detailed theoretical analysis of
the electrostatic potential [13.67], it is suggested that
the change in displacement of the ions due to the prox-
imity of the tip plays an important role in the formation
of the image contrast. Such a drastic change in image
contrast, depending on both the polarity of the termi-
nated tip atom and the tip-sample distance, is inherent in
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the fluoride (111) surface, and this image contrast fea-
ture cannot be seen on the (001) surface of alkali halides
with a simple crystal structure.

These results have demonstrated that there is good
agreement between experiment and theory. However,
the results of careful experiments show another feature:
The cross sections in the forward and backward scan
directions do not yield identical results [13.64]. Also,
it is shown that the structures of cross sections taken
along the three equivalent [121] directions are different.
It is thought that this can be attributed to the asymme-
try of the nano-cluster at the tip apex, which leads to
different interactions in the equivalent directions. A bet-
ter understanding of the asymmetric image contrast may
require a more complicated modeling of the tip struc-
ture. However, the most desirable solution would be the
development of the suitable techniques for well-defined
tip preparation. In fact, it should be mentioned that per-
fect tips on an atomic scale can occasionally be obtained.
These tips do yield identical results in forward and back-
ward scanning, and cross sections in the three equivalent
directions taken with this tip are almost identical [13.68].

The fluoride (111) surface is an excellent standard
surface for calibrating tips on an atomic scale. The
polarity of the tip-terminated atom can be determined
from the image contrast pattern (spherical or triangu-
lar pattern). The irregularities in the tip structure can
be detected, since the surface structure is highly sym-
metric. Therefore, once such a tip has been prepared,
it can be used as a calibrated tip for imaging unknown
surfaces.

The states of the tip apex play an important role
in interpreting NC-AFM images of alkali halide and
fluoride surfaces. It is expected that the achievement of
a good correlation between experimental and theoretical
studies will help advance surface imaging for insulators
by NC-AFM.

Metal Oxides
Most of the metal oxides that have attracted strong in-
terest for their technological importance are insulative.
Therefore, in the case of atomically resolved imaging
of metal oxide surfaces by STM, efforts to increase the
conductivity of the sample are needed, for example, the
introduction of defects of anions or cations, doping with
other atoms, and surface observations during heating
of the sample. However, in principle, NC-AFM pro-
vides the possibility of observing nonconductive metal
oxides without these efforts. In cases where the conduc-
tivity of the metal oxides is high enough for a tunneling
current to flow, it should be noted that most of the sur-

face images obtained by NC-AFM and STM are not
identical.

Since the first report of atomically resolved im-
ages on a TiO2(110) surface with oxygen point defects
[13.69], they have also been reported on TiO2(100)
[13.70–72], SnO2(110) [13.73], NiO(001) [13.74, 75],
SrTiO3(100) [13.76], and CeO2(111) [13.77] surfaces.
Also, Barth et al. [13.78] have succeeded in obtain-
ing atomically resolved NC-AFM images of a clean
α-Al2O3(0001) surface, which is impossible to inves-
tigate using STM. In this section, we describe typical
results of the imaging of metal oxides by NC-AFM.

The α-Al2O3(0001) surface exists in several ordered
phases that can be reversibly transformed into each
other by thermal treatments and oxygen exposure. It
is known that the high temperature phase has a large
(
√

31 ×
√

31)R ±9◦ unit cell. However, the details of
the atomic structure of this surface have not been re-
vealed, and two models are proposed from the results
of low-energy electron diffraction and X-ray diffrac-
tion studies. Recently, Barth et al. [13.78] have directly
observed this reconstructed α-Al2O3(0001) surface by
NC-AFM. They confirmed that the dominant contrast
of the low magnification image corresponds to a rhom-
bic grid representing a unit cell of (

√
31 ×

√
31)R +9◦,

as shown in Fig. 13.19a. Also, more details of atomic
structures are determined from the higher magnification
image (Fig. 13.19b), which was taken at a reduced tip-
sample distance. In this atomically resolved image, it is
revealed that each side of the rhombus is intersected by
10 atomic rows, and that a hexagonal arrangement of
atoms exists in the center of the rhombi (Fig. 13.19c).
This feature agrees with the proposed surface structure
that predicts order in the center of hexagonal surface
domains and disorder at the domain boundaries. Their
result is an excellent demonstration of the capabilities
of the NC-AFM as a powerful tool for the atomic-scale
surface investigation of insulators.

In addition, Barth et al. [13.78] have performed ob-
servations of the Al2O3(0001) surface when it is exposed
to water and hydrogen. It is suggested that the region of
atomic disorder has an extremely high reactivity. Such
investigations of the surface structure of adsorbed insu-
lator substrates can only be provided by NC-AFM. The
NC-AFM imaging of metal growth on oxides [13.79]
has also been reported. A description of the adsorbed
molecular arrangement on a TiO2 surface can be found
in the next section.

The atomic structure of SrTiO3(100)-(
√

5 ×
√

5)

R26.6◦ surface, as well as that of Al2O3(0001)-
(
√

31 ×
√

31)R ±9◦ can be determined on the basis of
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Fig. 13.19 (a) Image of the high temperature, reconstructed clean α-Al2O3 surface obtained by using the constant height
mode. The rhombus represents the unit cell of the (

√
31 ×

√
31)R +9◦ reconstructed surface. (b) Higher magnification

image of (a). Imaging was performed at a reduced tip-sample distance. (c) Schematic representation of the indicating
regions of hexagonal order in the center of reconstructed rhombi. (d) Superposition of the hexagonal domain with
reconstruction rhombi found by NC-AFM imaging. Atoms in gray shaded regions are well-ordered. The images and the
schematic representations are from [13.78]

the results of NC-AFM imaging [13.76]. SrTiO3 is one
of the perovskite oxides and its (100) surface exhibits the
many different kinds of reconstructed structures. In the
case of the (

√
5 ×

√
5)R26.6◦ reconstruction, the oxygen

vacancy-Ti3+-oxygen model (where the terminated sur-
face is TiO2 and the observed spots are related to oxygen
vacancies) was proposed from the results of STM imag-
ing. As shown in Fig. 13.20, Kubo et al. [13.76] have
performed measurements using both STM and NC-AFM
and have found that the size of the bright spots, as ob-
served by NC-AFM, is always smaller than that for
STM measurement and that the dark spots, which are
not observed by STM, are arranged along the [001] and
[010] directions in the NC-AFM image. A theoretical
simulation of the NC-AFM image using first-principles
calculations shows that the bright and dark spots cor-
respond to Sr and oxygen atoms, respectively. It has
been proposed that the structural model of the recon-
structed surface consists of an ordered Sr adatom located

2 nm c10 nm ba

ba

a) b) c)

Sr atom
Ti atom
O atom

[010]

[001]

Fig. 13.20 (a) STM and
(b) NC-AFM images of
a SrTiO3(100) surface.
(c) A proposed model
of the SrTiO3(100)-
(
√

5 ×
√

5)R26.6◦ surface
reconstruction. The im-
ages and the schematic
representations are
from [13.76]

at the oxygen fourfold site on the TiO2-terminated layer
(Fig. 13.20c).

Because STM images are related to the spatial distri-
bution of the wave functions near the Fermi level, atoms,
which do not have a local density of states near the Fermi
level, are generally invisible even on the conductive ma-
terials. On the other hand, the NC-AFM image reflects
the strength of the tip-sample interaction force originat-
ing from chemical, electrostatic interactions, and so on.
Therefore, even STM and NC-AFM images obtained
using an identical tip and sample will generally differ.

Simultaneous imaging of a TiO2(110) surface with
STM and NC-AFM shows a typical result that differs
in terms of the atoms that are visualized [13.72]. For
simultaneous imaging, the tip-sample distance is con-
trolled by keeping a constant frequency shift, and the
tunneling current between the oscillating cantilever and
the surface is measured. The two images show differ-
ent atomic contrasts, i. e., the atomic corrugation of the
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STM image is in antiphase in the (1 × 1) and in phase
in the (1 × 2) with respect to the NC-AFM image. In the
(1 × 1), the STM image shows that the dangling bond
states at the tip apex overlap with the dangling bonds of
the 3d states that are protruding from the Ti atom, while
the NC-AFM primarily imaged the uppermost oxygen
atom. The results of SrTiO3 and TiO2 surface imag-
ing show that the information obtained by STM and
NC-AFM differ, and that the simultaneous imaging of
a metal oxide surface enables the investigation of a more
detailed surface structure.

13.3.2 Atomically Resolved Imaging
of a NiO(001) Surface

The transition metal oxides such as NiO, CoO, and FeO
feature the simultaneous existence of an energy gap and
unpaired electrons, which gives rise to magnetic prop-
erties. Such magnetic insulators are widely used for the
exchange biasing in spin valve devices. The NC-AFM
enables the direct surface imaging of magnetic insula-
tors on an atomic scale. The forces detected by NC-AFM
originate from several kinds of interaction between the
surface and the tip, including magnetic interactions in
some cases. Theoretical studies predict that short-range
magnetic interactions such as the exchange interaction
should enable the NC-AFM to image magnetic moments
on an atomic scale. In this section, we will describe an
imaging of the antiferromagnetic NiO(001) surface us-
ing a ferromagnetic Fe-coated tip in order to explore
the detection of the short-range magnetic interaction.
Also, theoretical studies of the exchange force inter-
action between a magnetic tip and a sample will be
described.

Theoretical Studies of the Exchange Force
The NC-AFM measures various kinds of interaction
between tip and sample such as van der Waals, and elec-
trostatic and short-range chemical interactions. In the
case of a magnetic tip and sample, the interaction de-
tected by the NC-AFM includes the long-range magnetic
dipole interaction and the short-range magnetic interac-
tion. The short-range magnetic interaction between the
atoms at the tip apex and the sample surface is governed
by a combination of the Coulomb interaction and the
Pauli exclusion principle and may be included among
the short-range chemical interactions. The magnetic in-
teraction energy depends on the electron spin state of
the atoms, and the energy difference in spin alignments
(parallel or anti-parallel) is referred to as the exchange
interaction energy. Therefore, if the short-range mag-

netic interaction can be detected, an atomically resolved
NC-AFM image, in which the short-range interaction
contributes to the atomic protrusions, should reveal the
local energy difference in the spin alignment.

In the past, extensive theoretical studies on the short-
range magnetic interaction between a ferromagnetic tip
and a ferromagnetic sample have been performed by
a simple calculation [13.80], a tight-binding approxima-
tion [13.81], and first-principles calculations [13.82]. In
the calculations performed by Nakamura et al. [13.82],
three-atomic-layer Fe(001) films, which are separated
by a vacuum gap, are used as a model for the tip and
sample. The exchange force (Fex) is defined as the differ-
ence of the forces (FP, FAP) in each spin configuration
(parallel: P, anti-parallel: AP) of the tip and sample. The
tip-sample distance dependency of the exchange force
demonstrates that the amplitude of the exchange force
is on the order of 10−10 N or above and is large enough
to be detected by NC-AFM. Also, the site dependency
of the exchange force indicates that the discrimination
of the exchange force enables the direct imaging of the
magnetic moments on an atomic scale. Recently, the
interaction between a spin-polarized H atom and a Ni
atom on a NiO(001) surface has been investigated theo-
retically [13.83]. Foster and Shluger demonstrated that
the difference in magnitude of the exchange interac-
tion between opposite spin Ni ions in a NiO surface
could be sufficient to be measured in a low temperature
NC-AFM experiment. Also, in order to investigate the
effect of surface relaxation, they calculated the interac-
tion of different metal tips with the MgO surface used
as a model system. The results indicated that the inter-
action over the oxygen site is stronger than that over
the Mg site, and it was pointed out that the tips should
be coated in metals that interact weakly with the surface
for the detection of the exchange interaction between the
atom at the tip apex and the Ni atom on the NiO surface.
However, we must take into account another possibility,
that is, that a metal atom at the ferromagnetic tip apex
may interact with a Ni atom on the second layer through
a magnetic interaction mediated by the electrons in an
oxygen atom on the surface.

13.3.3 Atomically Resolved Imaging
Using Noncoated and Fe-Coated
Si Tips

It is thought that the magnetic insulator NiO is one of
the best candidates for detecting short-range magnetic
interactions such as the exchange interaction, because
an experimental configuration of a ferromagnetic tip
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and an antiferromagnetic sample minimizes the long-
range magnetic dipole interaction that might hinder the
detection of the short-range interaction.

Below the Néel temperature of 525 K, NiO is antifer-
romagnetic and has a rhombohedral structure contracted
along the 〈111〉 axes. The direction of the spin on nickel
atoms in the same {111} plane is parallel, a so-called fer-
romagnetic sheet. The direction of spin in the adjacent
{111} planes is anti-parallel. As a result, the spins at the
Ni atoms on the (001) surface are arranged in a checker-
board pattern, i. e., the spin alignment along the 〈111〉
direction is antiferromagnetic in order and that along the
〈1−1 0〉 direction is ferromagnetic in order.

Figure 13.21a shows an atomically resolved image
of a NiO(001) surface with a ferromagnetic Fe-coated
tip [13.84]. The bright protrusions correspond to atoms
spaced about 0.42 nm apart, consistent with the ex-
pected periodic arrangement of the NiO(001) surface.
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Fig. 13.21 (a) Atomically resolved image obtained with an
Fe-coated tip. (b) shows the cross sections of the middle
part in (a). Their corrugations are about 30 pm

The corrugation amplitude is typically 30 pm, which is
comparable to the value previously reported [13.74,75],
as shown in Fig. 13.21b. Also, because of the symme-
try of the image, it was concluded that only one type
of atom is visualized by NC-AFM. However, from this
image, we think that it is difficult to distinguish which
of the atoms are observed, oxygen or nickel. The theo-
retical works indicate that a metal tip interacts strongly
with the oxygen atoms on the MgO(001) surface [13.83].
From this result, it is presumed that the bright protru-
sions correspond to the oxygen atoms. However, it is
still questionable which of the atoms are visible with
a Fe-coated tip.

If the short-range magnetic interaction is included in
the interactions detected by NC-AFM, the corrugation
amplitude of the atoms should depend on the direction
of the spin at the atom-site. The results of a compari-
son of the corrugation amplitudes of the same species of
atoms with opposite spin can reveal the difference in the
short-range magnetic interaction, because the nonmag-
netic interactions peculiar to a particular atomic species
should be identical. From the results of first-principles
calculations [13.82], the contribution of the short-range
magnetic interaction to the measured corrugation am-
plitude is expected to be about a few percent of the
total interaction. Discrimination of such small perturba-
tions is therefore needed. In order to reduce the noise,
the corrugation amplitude was added on the basis of the
periodicity of the NC-AFM image. In addition, the topo-
graphical asymmetry, which is the index characterizing
the difference in atomic corrugation amplitude, has been
defined [13.85]. The result shows that the value of the
topographical asymmetry calculated from the image ob-
tained with an Fe-coated Si tip depends on the direction
of summing of the corrugation amplitude, and that the
dependency corresponds to the antiferromagnetic spin
ordering of the NiO(001) surface. With a paramagnetic
Si tip, no significant indication of a directional depen-
dency of the topographical asymmetry can be seen.
Therefore, it is believed that the results obtained using
a Fe-coated tip support the conclusion that the depen-
dency of the topographical asymmetry originates in the
short-range magnetic interaction.

The measurements presented here demonstrate the
possibility of imaging magnetic structures on an atomic
scale by NC-AFM. However, the origin of the detected
short-range magnetic interaction is under discussion.
Therefore, further experiments such as the measure-
ment of force-distance curves and a theoretical study
of the interaction between the ferromagnetic tip and an
antiferromagnetic sample are needed.
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13.4 Applications to Molecules

In the future, it is expected that electronic, chemical,
and medical devices will be downsized to a nanoscale.
To achieve this, visualizing and assembling individual
molecular components is of fundamental importance.
Topographic imaging of nonconductive materials is
a challenge for atomic force microscopy (AFM).
Nanometer-sized domains of surfactants terminated with
different functional groups have been identified by lat-
eral force microscopy (LFM) [13.88] and chemical
force microscopy (CFM) [13.89] as extensions of AFM.
At a higher resolution, a periodic array of molecules,
Langmuir–Blodgett films [13.90] for example, was rec-
ognized by AFM. However, it remains difficult to
visualize an isolated molecule, molecule vacancy, or the
boundary of different periodic domains with a micro-
scope with the tip in contact.

13.4.1 Why Molecules and What Molecules?

The access to individual molecules has not been a triv-
ial task even for noncontact atomic force microscopy
(NC-AFM). The force pulling the tip into the surface is
less sensitive to the gap width (r), especially when chem-
ically stable molecules cover the surface. The attractive
potential between two stable molecules is shallow and
exhibits r−6 decay [13.13].

High-resolution topography of formate (HCOO−)

[13.91] was first reported in 1997 as a molecu-
lar adsorbate. The number of imaged molecules
is now increasing because of the technological
importance of molecular interfaces. To date, the fol-
lowing studies on molecular topography have been
published: C60 [13.86, 92], DNAs [13.87, 93], ade-
nine and thymine [13.94], alkanethiols [13.94, 95],

Fig. 13.22 The constant
frequency-shift topogra-
phy of domain boundaries
on a C60 multilayered film
deposited on a Si(111)
surface based on [13.86].
Image size: 35 × 35 nm2

~0.33 nm

Distance (nm)

Height (pm)

0 27

0.5

Fig. 13.23 The constant frequency-shift topography of
a DNA helix on a mica surface based on [13.87]. Image size:
43 × 43 nm2. The image revealed features with a spacing of
3.3 nm, consistent with the helix turn of B-DNA

a perylene-derivative (PTCDA) [13.96], a metal por-
phyrin (Cu-TBPP) [13.97], glycine sulfate [13.98],
polypropylene [13.99], vinylidene fluoride [13.100], and
a series of carboxylates (RCOO−) [13.101–107]. Two
of these are presented in Figs. 13.22 and 13.23 to demon-
strate the current stage of achievement. The proceedings
of the annual NC-AFM conference represent a conve-
nient opportunity for us to update the list of molecules
imaged.

13.4.2 Mechanism of Molecular Imaging

A systematic study on carboxylate (RCOO−) with
R = H, CH3, C(CH3)3, C ≡ CH, and CF3 revealed that
the van der Waals force is responsible for the molecule-
dependent microscope topography despite its long-range
(r−6) nature. Carboxylates adsorbed on the (110) sur-
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Fig. 13.24a,b The carboxylates and TiO2 substrate. (a) Top and side view ball model. Small shaded and large shaded balls
represent Ti and O atoms in the substrate. Protons yielded in the dissociation reaction are not shown. (b) Atom geometry
of formate, acetate, pivalate, propiolate, and trifluoroacetate adsorbed on the TiO2(110) surface. The O-Ti distance and
O−C−O angle of the formate were determined in the quantitative analysis of photoelectron diffraction [13.109]

face of rutile TiO2 have been extensively studied as
a prototype of organic materials interfaced with an inor-
ganic metal oxide [13.108]. A carboxylic acid molecule
(RCOOH) dissociates on this surface to a carboxylate
(RCOO−) and a proton (H+) at room temperature, as il-
lustrated in Fig. 13.24. The pair of negatively charged
oxygen atoms in RCOO− coordinate two positively
charged Ti atoms at the surface. The adsorbed carboxy-
lates create a long-range ordered monolayer. The lateral
distances of the adsorbates in the ordered monolayer are

2 nm

0.06 nm

0.20 nm

0.11 nm

0.02 nm

[001]a) b) c) d) Fig. 13.25a–d The con-
stant frequency-shift
topography of carboxy-
late monolayers prepared
on the TiO2(110) sur-
face based on [13.102,
104, 106]. Image size:
10 × 10 nm2. (a) Pure
formate monolayer;
(b) formate-acetate mixed
layer; (c) formate-pivalate
mixed layer; (d) formate-
propiolate mixed layer.
Cross sections deter-
mined on the lines are
shown in the lower panel

regulated at 0.65 and 0.59 nm along the [110] and [001]
directions. By scanning a mixed monolayer containing
different carboxylates, the microscope topography of the
terminal groups can be quantitatively compared while
minimizing tip-dependent artifacts.

Figure 13.25 presents the observed constant
frequency-shift topography of four carboxylates termi-
nated by different alkyl groups. On the formate-covered
surface of panel (a) individual formates (R = H) were re-
solved as protrusions of a uniform brightness. The dark
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holes represent unoccupied surface sites. The cross sec-
tion in the lower panel shows that the accuracy of the
height measurement was 0.01 nm or better. Brighter par-
ticles appeared in the image when the formate monolayer
was exposed to acetic acid (CH3COOH), as shown in
panel (b). Some formates were exchanged with acetates
(R = CH3) impinging from the gas phase [13.110].
Because the number of brighter spots increased with
exposure time to acetic acid, the brighter particle was
assigned to the acetate [13.102]. Twenty-nine acetates
and 188 formates were identified in the topography. An
isolated acetate and its surrounding formates exhibited
an image height difference of 0.06 nm. Pivalate is ter-
minated by bulky R = C(CH3)3. Nine bright pivalates
were surrounded by formates of ordinary brightness in
the image of panel (c) [13.104]. The image height dif-
ference of an isolated pivalate over the formates was
0.11 nm. Propiolate with C≡CH is a needle-like adsor-
bate of single-atom diameter. That molecule exhibited
in panel (d) a microscope topography 0.20 nm higher
than that of the formate [13.106].

The image topography of formate, acetate, pivalate,
and propiolate followed the order of the size of the alkyl
groups. Their physical topography can be assumed on
the C−C and C−H bond lengths in the correspond-
ing RCOOH molecules in the gas phase [13.111] and
is illustrated in Fig. 13.24. The top hydrogen atom of
the formate is located 0.38 nm above the surface plane
containing the Ti atom pair, while three equivalent hy-
drogen atoms of the acetate are more elevated at 0.46 nm.
The uppermost H atoms in the pivalate are raised by
0.58 nm relative to the Ti plane. The H atom termi-
nating the triple-bonded carbon chain in the propiolate
is at 0.64 nm. Figure 13.26 summarizes the observed
image heights relative to the formate as a function of
the physical height of the topmost H atoms given in
the model. The straight line fitted the four observa-
tions [13.104]. When the horizontal axis was scaled with
other properties (molecular weight, the number of atoms
in a molecule, or the number of electrons in valence
states), the correlation became poor.

On the other hand, if the tip apex traced the con-
tour of a molecule composed of hard-sphere atoms, the
image topography would reproduce the physical topog-
raphy in a one-to-one ratio, as shown by the broken
line in Fig. 13.26. However, the slope of the fitted line
was 0.7. A slope of less than unity is interpreted with
the long-range nature of the tip-molecule force. The ob-
servable frequency shift reflects the sum of the forces
between the tip apex and individual molecules. When
the tip passes above a tall molecule embedded in short

0.70.60.50.40.3

0.2

0.1

0.0

Physical topography relative to Ti-plane (nm)

Microscope topography relative to formate (nm)

Fig. 13.26 The constant frequency-shift topography of the
alkyl-substituted carboxylates as a function of their phys-
ical topography given in the model of Fig. 13.3 based
on [13.104]

molecules, it is pulled up to compensate for the increased
force originating from the tall molecule. Forces between
the lifted tip and the short molecules are reduced due to
the increased tip-surface distance. Feedback regulation
pushes down the probe to restore the lost forces.

This picture predicts that microscope topography is
sensitive to the lateral distribution of the molecules, and
that was in fact the case. Two-dimensionally clustered
acetates exhibited enhanced image height over an iso-
lated acetate [13.102]. The tip-molecule force, therefore,
remained non-zero at distances over the lateral separa-
tion of the carboxylates on this surface (0.59–0.65 nm).
Chemical bond interactions cannot be important across
such a wide tip-molecule gap, whereas atom-scale im-
ages of Si(111)-(7 ×7) are interpreted with the fractional
formation of tip-surface chemical bonds [13.24,45,49].
Instead, the attractive component of the van der Waals
force is probable for the observed molecule-dependent
topography. The absence of the tip-surface chemical
bond is reasonable on the carboxylate-covered surface
terminated with stable C−H bonds.

The attractive component of the van der Waals
force contains electrostatic terms caused by permanent-
dipole/permanent-dipole coupling, permanent-dipole/in-
duced-dipole coupling, and induced-dipole/induced-
dipole coupling (dispersion force). The four carboxy-
lates examined are equivalent in terms of their permanent
electric dipole, because the alkyl groups are nonpolar.
The image contrast of one carboxylate relative to another
is thus ascribed to the dispersion force and/or the force
created by the coupling between the permanent dipole
on the tip and the induced dipole on the molecule. If we
further assume that the Si tip used exhibits the smallest
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permanent dipole, the dispersion force remains domi-
nant to create the NC-AFM topography dependent on
the nonpolar groups of atoms. A numerical simulation
on this assumption [13.106] successfully reproduced the
propiolate topography of Fig. 13.25d. A calculation that
does not include quantum chemical treatments is ex-
pected to work, unless the tip approaches the surface too
closely, or the molecule possesses a dangling bond.

In addition to the contribution of the dispersion force,
the permanent dipole moment of molecules may per-
turb the microscope topography through electrostatic
coupling with the tip. Its possible role was demon-
strated by imaging a fluorine-substituted acetate. The
strongly polarized C−F bonds were expected to perturb
the electrostatic field over the molecule. The constant
frequency-shift topography of acetate (R = CH3) and
trifluoroacetate (R = CF3) was indeed sensitive to the
fluorine substitution. The acetate was observed 0.05 nm
higher than the trifluoroacetate [13.103], although the
F atoms in the trifluoroacetate, as well as the H atoms
in the acetate were lifted by 0.46 nm from the surface
plane, as illustrated in Fig. 13.24.

13.4.3 Perspectives

Experimental results summarized in this section prove
the feasibility of NC-AFM in identifying individ-

ual molecules. A systematic study on the constant
frequency-shift topography of carboxylates with R = H,
CH3, C(CH3)3, C≡CH, and CF3 has revealed the
mechanism behind the high-resolution imaging of the
chemically stable molecules. The dispersion force is
primarily responsible for the molecule-dependent to-
pography. The permanent dipole moment of the imaged
molecule, if it exists, perturbs the topography through
the electrostatic coupling with the tip. A tiny calculation
containing empirical force fields works in simulating the
microscope topography.

These results make us optimistic about analyz-
ing physical and chemical properties of nanoscale
supramolecular assemblies constructed on a solid
surface. If the accuracy of topographic measure-
ment is developed by one more order of magnitude,
which is not an unrealistic concept, it may be
possible to identify structural isomers, chiral iso-
mers, and conformational isomers of a molecule.
Kelvin probe force microscopy (KPFM), an exten-
sion of NC-AFM, provides a nanoscale analysis of
molecular electronic properties [13.99, 100]. Force
spectroscopy with chemically modified tips seems
promising for the detection of a selected chemical
force. Operation in a liquid atmosphere [13.112] is
demanded to observe biochemical materials in the
raw.
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Low Temperat14. Low Temperature Scanning Probe Microscopy

This chapter is dedicated to scanning probe mi-
croscopy, one of the most important techniques
in nanotechnology. In general, scanning probe
techniques allow the measurement of physical
properties down to the nanometer scale. Some
techniques, such as the scanning tunneling mi-
croscope and the scanning force microscope even
go down to the atomic scale. The properties that
are accessible are various. Most importantly, one
can image the arrangement of atoms on conduct-
ing surfaces by scanning tunneling microscopy
and on insulating substrates by scanning force
microscopy. But also the arrangement of elec-
trons (scanning tunneling spectroscopy), the force
interaction between different atoms (scanning
force spectroscopy), magnetic domains (mag-
netic force microscopy), the local capacitance
(scanning capacitance microscopy), the local tem-
perature (scanning thermo microscopy), and local
light-induced excitations (scanning near-field
microscopy) can be measured with high spatial
resolution. In addition, some techniques even
allow the manipulation of atomic configurations.

Probably the most important advantage of
the low-temperature operation of scanning probe
techniques is that they lead to a significantly
better signal-to-noise ratio than measuring at
room temperature. This is why many researchers
work below 100 K. However, there are also physical
reasons to use low-temperature equipment.
For example, the manipulation of atoms or
scanning tunneling spectroscopy with high
energy resolution can only be realized at low
temperatures. Moreover, some physical effects
such as superconductivity or the Kondo effect
are restricted to low temperatures. Here, we
describe the design criteria of low-temperature
scanning probe equipment and summarize some
of the most spectacular results achieved since the
invention of the method about 20 years ago. We
first focus on the scanning tunneling microscope,
giving examples of atomic manipulation and
the analysis of electronic properties in different
material arrangements. Afterwards, we describe
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results obtained by scanning force microscopy,
showing atomic-scale imaging on insulators, as
well as force spectroscopy analysis. Finally, the
magnetic force microscope, which images domain
patterns in ferromagnets and vortex patterns in
superconductors, is discussed. Although this list is
far from complete, we feel that it gives an adequate
impression of the fascinating possibilities of
low-temperature scanning probe instruments.

In this chapter low temperatures are defined as
lower than about 100 K and are normally achieved
by cooling with liquid nitrogen or liquid helium.
Applications in which SPMs are operated close to
0 ◦C are not covered in this chapter.
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More than two decades ago, the first design of an ex-
perimental setup was presented where a sharp tip was
systematically scanned over a sample surface in order
to obtain local information on the tip-sample interac-
tion down to the atomic scale. This original instrument
used the tunneling current between a conducting tip and
a conducting sample as a feedback signal and was named
scanning tunneling microscope accordingly [14.1]. Soon
after this historic breakthrough, it became widely rec-
ognized that virtually any type of tip-sample interaction
can be used to obtain local information on the sample
by applying the same general principle, provided that
the selected interaction was reasonably short-ranged.
Thus, a whole variety of new methods has been intro-
duced, which are denoted collectively as scanning probe
methods. An overview is given by Wiesendanger [14.2].

The various methods, especially the above men-
tioned scanning tunneling microscopy (STM) and
scanning force microscopy (SFM) – which is of-
ten further classified into subdisciplines such as the
topography-reflecting atomic force microscopy (AFM),
the magnetic force microscopy (MFM), or the electro-
static force microscopy (EFM) – have been established
as standard methods for surface characterization on
the nanometer scale. The reason is that they feature
extremely high resolution (often down to the atomic
scale for STM and AFM), despite a principally simple,
compact, and comparatively inexpensive design.

A side effect of the simple working principle and the
compact design of many scanning probe microscopes
(SPMs) is that they can be adapted to different envi-
ronments such as air, all kinds of gaseous atmospheres,
liquids, or vacuum with reasonable effort. Another ad-

vantage is their ability to work within a wide temperature
range. A microscope operation at higher temperatures
is chosen to study surface diffusion, surface reactivity,
surface reconstructions that only manifest at elevated
temperatures, high-temperature phase transitions, or to
simulate conditions as they occur, e.g., in engines, cat-
alytic converters, or reactors. Ultimately, the upper limit
for the operation of an SPM is determined by the sta-
bility of the sample, but thermal drift, which limits the
ability to move the tip in a controlled manner over the
sample, as well as the depolarization temperature of the
piezoelectric positioning elements might further restrict
successful measurements.

On the other hand, low-temperature (LT) application
of SPMs is much more widespread than operation at high
temperatures. Essentially five reasons make researchers
adapt their experimental setups to low-temperature com-
patibility. These are: (1) the reduced thermal drift,
(2) lower noise levels, (3) enhanced stability of tip and
sample, (4) the reduction in piezo hysteresis/creep, and
(5) probably the most obvious, the fact that many phys-
ical effects are restricted to low temperature. Reasons
(1) to (4) only apply unconditionally if the whole mi-
croscope body is kept at low temperature (typically in
or attached to a bath cryostat, see Sect. 14.2). Setups in
which only the sample is cooled may show consider-
ably less favorable operating characteristics. As a result
of (1) to (4), ultrahigh resolution and long-term stabil-
ity can be achieved on a level that significantly exceeds
what can be accomplished at room temperature even
under the most favorable circumstances. Typical exam-
ples for (5) are superconductivity [14.3] and the Kondo
effect [14.4].

14.1 Microscope Operation at Low Temperatures

Nevertheless, before we devote ourselves to a small
overview of experimental LTSPM work, we will take
a closer look at the specifics of microscope opera-
tion at low temperatures, including a discussion of the
corresponding instrumentation.

14.1.1 Drift

Thermal drift originates from thermally activated move-
ments of the individual atoms, which are reflected
by the thermal expansion coefficient. At room tem-
perature, typical values for solids are on the order
of (1–50)× 10−6 K−1. If the temperature could be

kept precisely constant, any thermal drift would van-
ish, regardless of the absolute temperature of the
system. The close coupling of the microscope to
a large temperature bath that keeps a constant tem-
perature ensures a significant reduction in thermal
drift and allows for distortion-free, long-term mea-
surements. Microscopes that are efficiently attached to
sufficiently large bath cryostats, therefore, show a one-
to two-order-of-magnitude increase in thermal stability
compared with non-stabilized setups operated at room
temperature.

A second effect also helps suppress thermally in-
duced drift of the probing tip relative to a specific
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location on the sample surface. The thermal expansion
coefficients are at liquid helium temperature two or more
orders of magnitude smaller than at room temperature.
Consequently, the thermal drift during low-temperature
operation decreases accordingly.

For some specific scanning probe methods, there
may be additional ways a change in temperature can
affect the quality of the data. In frequency-modulation
SFM (FM-SFM), for example, the measurement prin-
ciple relies on the accurate determination of the
eigenfrequency of the cantilever, which is determined
by its spring constant and its effective mass. However,
the spring constant changes with temperature due to
both thermal expansion (i. e., the resulting change in
the cantilever dimensions) and the variation of Young’s
modulus with temperature. Assuming drift rates of about
2 mK/min, as is typical for room temperature measure-
ments, this effect might have a significant influence on
the obtained data.

14.1.2 Noise

The theoretically achievable resolution in SPMs often
increases with decreasing temperature due to a decrease
in thermally induced noise. An example is the thermal
noise in SFMs, which is proportional to the square root
of the temperature [14.5, 6]. Lowering the temperature
from T = 300 K to T = 10 K thus results in a reduction
of the thermal frequency noise of more than a factor of
five. Graphite, e.g., has been imaged atomically resolved
only at low temperatures due to its extremely low cor-
rugation, which was below the room temperature noise
level [14.7, 8].

Another, even more striking, example is the spec-
troscopic resolution in scanning tunneling spectroscopy
(STS). It depends linearly on the temperature [14.2] and
is consequently reduced even more at LT than the ther-
mal noise in AFM. This provides the opportunity to
study structures or physical effects not accessible at
room temperature such as spin and Landau levels in
semiconductors [14.9].

Finally, it might be worth mentioning that the en-
hanced stiffness of most materials at low temperatures
(increased Young’s modulus) leads to a reduced coupling
to external noise. Even though this effect is considered
small [14.6], it should not be ignored.

14.1.3 Stability

There are two major stability issues that considerably
improve at low temperature. First, low temperatures
close to the temperature of liquid helium inhibit most
of the thermally activated diffusion processes. As a con-
sequence, the sample surfaces show a significantly
increased long-term stability, since defect motion or
adatom diffusion is massively suppressed. Most strik-
ingly, even single xenon atoms deposited on suitable
substrates can be successfully imaged [14.10, 11], or
even manipulated [14.12]. In the same way, the low
temperatures also stabilize the atomic configuration
at the tip end by preventing sudden jumps of the
most loosely bound foremost tip atom(s). Second, the
large cryostat that usually surrounds the microscope
acts as an effective cryo pump. Thus samples can
be kept clean for several weeks, which is a multi-
ple of the corresponding time at room temperature
(about 3–4 h).

14.1.4 Piezo Relaxation and Hysteresis

The last important benefit from low-temperature oper-
ation of SPMs is that artifacts given by the response
of the piezoelectric scanners are substantially reduced.
After applying a voltage ramp to one electrode of
a piezoelectric scanner, its immediate initial deflection,
l0, is followed by a much slower relaxation, ∆l, with
a logarithmic time dependence. This effect, known as
piezo relaxation or “creep”, diminishes substantially at
low temperatures, typically by a factor of ten or more.
As a consequence, piezo nonlinearities and piezo hys-
teresis decrease accordingly. Additional information is
given by Hug et al. [14.13].

14.2 Instrumentation

The two main design criteria for all vacuum-based scan-
ning probe microscope systems are (1) to provide an
efficient decoupling of the microscope from the vac-
uum system and other sources of external vibrations,
and (2) to avoid most internal noise sources through

a high mechanical rigidity of the microscope body it-
self. In vacuum systems designed for low-temperature
applications, a significant degree of complexity is added,
since, on the one hand, close thermal contact of the SPM
and cryogen is necessary to ensure the (approximately)
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drift-free conditions described above, while, on the other
hand, a good vibration isolation (both from the outside
world, as well as from the boiling or flowing cryogen)
has to be maintained.

Plenty of microscope designs have been presented
in the last ten to 15 years, predominantly in the field of
STM. Due to the variety of the different approaches, we
will, somewhat arbitrarily, give two examples on differ-
ent levels of complexity that might serve as illustrative
model designs.

14.2.1 A Simple Design
for a Variable Temperature STM

A simple design for a variable temperature STM system
is presented in Fig. 14.1 (Similar systems are also of-

Scan head
manipulator

Linear motion
feedthrough

(6'' travel)

Sample holder
on holders dock

Tip transfer
holders on

storage elevator

Sample holder
on storage

elevator

Tip transfer holder
on transfer fork

Transfer arm

Load-lock

Wobble stick
for sample and

tip handling

Scan
head

LN
reservoir

Copper braid

Thermo-
couple

Sample
holder

Sample
stage

Heating/
cooling

Stage

Fig. 14.1 One chamber UHV system with variable temperature STM based on a flow cryostat design. (Courtesy of RHK
Technology, USA)

fered by Omicron (Germany) or Jeol (Japan)). It should
give an impression of what the minimum requirements
are, if samples are to be investigated successfully at
low temperatures. It features a single ultrahigh vac-
uum (UHV) chamber that houses the microscope in
its center. The general idea to keep the setup sim-
ple is that only the sample is cooled by means of
a flow cryostat that ends in the small liquid nitro-
gen (LN) reservoir. This reservoir is connected to the
sample holder with copper braids. The role of the
copper braids is to thermally attach the LN reser-
voir to the sample located on the sample holder in
an effective manner, while vibrations due to the flow
of the cryogen should be blocked as much as pos-
sible. In this way, a sample temperature of about
100 K is reached. Alternatively, with liquid helium
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operation, a base temperature of below 30 K can be
achieved, while a heater that is integrated into the
sample stage enables high-temperature operation up to
1,000 K.

A typical experiment would run as follows: First, the
sample is brought into the system by placing it in the
so-called load-lock. This small part of the chamber can
be separated from the rest of the system by a valve, so
that the main part of the system can remain under vac-
uum at all times (i. e., even if the load-lock is opened for
introducing the sample). After vacuum is re-established,
the sample is transferred to the main chamber using the
transfer arm. A linear motion feedthrough enables the
storage of sample holders or, alternatively, specialized
holders that carry replacement tips for the STM. Extend-
ing the transfer arm further, the sample can be placed on
the sample stage and subsequently cooled down to the
desired temperature. The scan head, which carries the
STM tip, is then lowered with the scan head manipula-
tor onto the sample holder (see Fig. 14.2). The special
design of the scan head (see [14.14] for details) allows
not only a flexible positioning of the tip on any desired
location on the sample surface, but also compensates to
a certain degree for thermal drift that inevitably occurs
in such a design due to temperature gradients.

In fact, thermal drift is often much more prominent
in LT-SPM designs, where only the sample is cooled,

Heating/
cooling
stage

Sample
holder

Tip

Scan head
manipulator

Copper
braids

Scan
head

Fig. 14.2 Photograph of the STM located inside the system
sketched in Fig. 14.1. After the scan head has been lowered
onto the sample holder, it is fully decoupled from the scan
head manipulator and can be moved laterally using the
three piezo legs it stands on. (Courtesy of RHK Technology,
USA)

than in room temperature designs. Therefore, to fully
benefit from the high stability conditions described in
the introduction, it is mandatory to keep the whole mi-
croscope at the exact same temperature. This is mostly
realized by using bath cryostats, which add a certain
degree of complexity.

14.2.2 A Low Temperature SFM
Based on a Bath Cryostat

As an example for an LT-SPM setup based on a bath
cryostat, let us take a closer look at the LT-SFM
system sketched in Fig. 14.3, which has been used
to acquire the images on graphite, xenon, NiO, and
InAs presented in Sect. 14.4. The force microscope is
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Fig. 14.3 Three-chamber UHV and bath cryostat system
for scanning force microscopy, front view
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Fig. 14.4a,b The scanning force microscope incorporated into the system presented in Fig. 14.3. (a) Section along plane
of symmetry. (b) Photo from the front

built into a UHV system that comprises three vacuum
chambers: one for cantilever and sample preparation,
which also serves as a transfer chamber, one for
analysis purposes, and a main chamber that houses
the microscope. A specially designed vertical trans-
fer mechanism based on a double chain allows the
lowering of the microscope into a UHV compatible
bath cryostat attached underneath the main chamber.
To damp the system, it is mounted on a table car-
ried by pneumatic damping legs, which, in turn, stand
on a separate foundation to decouple it from build-
ing vibrations. The cryostat and dewar are separated
from the rest of the UHV system by a bellow. In ad-
dition, the dewar is surrounded by sand for acoustic
isolation.

In this design, tip and sample are exchanged at room
temperature in the main chamber. After the transfer
into the cryostat, the SFM can be cooled by either li-
quid nitrogen or liquid helium, reaching temperatures
down to 10 K. An all-fiber interferometer as the de-
tection mechanism for the cantilever deflection ensures
high resolution, while simultaneously allowing the con-

struction of a comparatively small, rigid, and symmetric
microscope.

Figure 14.4 highlights the layout of the SFM body
itself. Along with the careful choice of materials, the
symmetric design eliminates most of the problems with
drift inside the microscope encountered when cooling
or warming it up. The microscope body has an over-
all cylindrical shape with a 13 cm height and a 6 cm
diameter and exact mirror symmetry along the can-
tilever axis. The main body is made of a single block
of macor, a machinable glass ceramic, which ensures
a rigid and stable design. For most of the metallic parts
titanium was used, which has a temperature coefficient
similar to macor. The controlled but stable accomplish-
ment of movements, such as coarse approach and lateral
positioning in other microscope designs, is a difficult
task at low temperatures. The present design uses a spe-
cial type of piezo motor that moves a sapphire prism
(see the “fiber approach” and the “sample approach”
signs in Fig. 14.3). It is described in detail in [14.15].
More information regarding this design is given
in [14.16].
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14.3 Scanning Tunneling Microscopy and Spectroscopy

In this section, we review some of the most important
results achieved by LTSTM. After summarizing the re-
sults with emphasis on the necessity of LT equipment,
we turn to details of the different experiments and the
physical meaning of the obtained results.

As described in Sect. 14.1, the LT equipment has
basically three advantages for scanning tunneling mi-
croscopy (STM) and spectroscopy (STS). First, the
instruments are much more stable with respect to thermal
drift and the coupling to external noise, allowing the es-
tablishment of new functionalities of the instrument. In
particular, the LTSTM has been used to move atoms on
a surface [14.12], cut molecules in pieces [14.17], reform
bonds [14.18], and, consequently, establish new struc-
tures on the nanometer scale. Also, the detection of light
resulting from tunneling into a particular atom [14.19]
and the visualization of thermally induced atomic move-
ments [14.20] partly require LT instrumentation.

Second, the spectroscopic resolution in STS depends
linearly on temperature and is, therefore, considerably
reduced at LT. This provides the opportunity to study
physical effects unaccessible at room temperature. Ob-
vious examples are the resolution of spin and Landau
levels in semiconductors [14.9], or the investigation of
lifetime broadening effects of particular electronic states
on the nanometer scale [14.21]. More spectacular, elec-
tronic wave functions have been imaged for the first time
in real space using an LTSTM [14.22], and vibrational
levels giving rise to additional inelastic tunneling have
been detected [14.23] and localized within particular
molecules [14.24].

Third and most obvious, many physical effects, in
particular, effects guided by electronic correlations, are
restricted to low temperature. Typical examples are su-
perconductivity [14.3], the Kondo effect [14.4], and
many of the electron phases found in semiconduc-
tors [14.25]. Here, the LTSTM provides the possibility
to study electronic effects on a local scale, and intensive
work has been done in this field, the most elaborate with
respect to high temperature superconductivity [14.26].

14.3.1 Atomic Manipulation

Although manipulation of surfaces on the atomic scale
can be achieved at room temperature [14.27], only the
use of LTSTMs allow the placement of individual atoms
at desired atomic positions [14.28].

The usual technique to manipulate atoms is to in-
crease the current above a certain atom, which reduces

the tip-atom distance, then to move the tip with the
atom to a desired position, and finally to reduce the
current again in order to decouple atom and tip. The
first demonstration of this technique was performed by
Eigler and Schweizer (1990), who used Xe atoms on
a Ni(110) surface to write the three letters “IBM” (their
employer) on the atomic scale (Fig. 14.5a). Nowadays,
many laboratories are able to move different kinds of
atoms and molecules on different surfaces with high pre-
cision. An example featuring CO molecules on Cu(110)
is shown in Fig. 14.5b–g. Basic modes of controlled
motion, pushing, pulling, and sliding of the molecules
have been established that depend on the tunneling
current, i. e., the distance and the particular molecule-
substrate combination [14.29]. It is believed that the
electric field between tip and molecule is the strongest
force moving the molecules, but other mechanisms
such as electromigration caused by the high current
density [14.28] or modifications of the surface poten-
tial due to the presence of the tip [14.30] have been
put forth as important for some of the manipulation
modes.

Meanwhile, other types of manipulation on the
atomic scale have been developed. Some of them re-
quire inelastic tunneling into vibrational or rotational
modes of molecules or atoms. They lead to con-
trolled desorption [14.31], diffusion [14.32], pick-up of
molecules by the tip [14.18], or rotation of individual
entities [14.33, 34]. Also, dissociation of molecules by
voltage pulses [14.17], conformational changes induced
by dramatic change of tip-molecule distance [14.35],
and association of pieces into larger molecules by re-
ducing their lateral distance [14.18] have been shown.
Fig. 14.5h–m shows the production of biphenyl from
two iodobenzene molecules [14.36]. The iodine is
abstracted by voltage pulses (Fig. 14.5i,j), then the io-
dine is moved to the terrace by the pulling mode
(Fig. 14.5k,l), and finally the two phenyl parts are slid
along the step edge until they are close enough to react
(Fig. 14.5m). The chemical identification of the com-
ponents is not deduced straightforwardly from STM
images and partly requires detailed calculations of their
apparent shape.

Low temperatures are not always required in these
experiments, but they increase the reproducibility be-
cause of the higher stability of the instrument, as
discussed in Sect. 14.1. Moreover, rotation or diffusion
of entities could be excited at higher temperatures, mak-
ing the intentionally produced configurations unstable.
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a)

b) c) d)

e) f) g)

h)

i)

j)

k)

l)

m)

Fig. 14.5 (a) STM image of single Xe atoms positioned on a Ni(110) surface in order to realize the letters IBM on
the atomic scale (courtesy of Eigler, IBM); (b)–(f) STM images recorded after different positioning processes of CO
molecules on a Cu(110) surface; (g) final artwork greeting the new millennium on the atomic scale ((b)–(g) courtesy of
Meyer, Berlin). (h)–(m) Synthesis of biphenyl from two iodobenzene molecules on Cu(111): First, iodine is abstracted
from both molecules (i),(j), then the iodine between the two phenyl groups is removed from the step (k), and finally one
of the phenyls is slid along the Cu-step (l) until it reacts with the other phenyl (m); the line drawings symbolize the actual
status of the molecules ((h)–(m) courtesy of Hla and Rieder, Ohio)

14.3.2 Imaging Atomic Motion

Since individual manipulation processes last seconds to
minutes, they probably cannot be used to manufacture
large and repetitive structures. A possibility to construct
such structures is self-assembled growth. It partly relies
on the temperature dependence of different diffusion
processes on the surface. A detailed knowledge of the

diffusion parameters is required, which can be deduced
from sequences of STM images measured at tempera-
tures close to the onset of the process of interest [14.37].
Since many diffusion processes set on at LT, LT are
partly required [14.20]. Consecutive images of so-called
HtBDC molecules on Cu(110) recorded at T = 194 K
are shown in Fig. 14.6a–c [14.38]. As indicated by the
arrows, the position of the molecules changes with time,
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Fig. 14.6 (a)–(c) Consecutive STM images of hexa-tert-
butyl decacyclene molecules on Cu(110) imaged at
T = 194 K; arrows indicate the direction of motion of the
molecules between two images. (d) Arrhenius plot of the
hopping rate h determined from images like (a)–(c) as
a function of inverse temperature (grey symbols); the brown
symbols show the corresponding diffusion constant D; lines
are fit results revealing an energy barrier of 570 meV for mo-
lecular diffusion ((a)–(d) courtesy of M. Schuhnack and
F. Besenbacher, Aarhus). (e) Arrhenius plot for D (crosses)
and H (circles) on Cu(001). The constant hopping rate of
H below 65 K indicates a non-thermal diffusion process,
probably tunneling (courtesy of Ho, Irvine)

implying diffusion. Diffusion parameters are obtained
from Arrhenius plots of the determined hopping rate h,
as shown in Fig. 14.6d. Of course, one must make sure

that the diffusion process is not influenced by the pres-
ence of the tip, since it is known from manipulation
experiments that the presence of the tip can move a mol-
ecule. However, particularly at low tunneling voltages
these conditions can be fulfilled.

Besides the determination of diffusion param-
eters, studies of the diffusion of individual molecules
showed the importance of mutual interactions in dif-
fusion, which can lead to concerted motion of several
molecules [14.20], or, very interestingly, the influence
of quantum tunneling [14.39]. The latter is deduced
from the Arrhenius plot of hopping rates of H and D
on Cu(001), as shown in Fig. 14.6e. The hopping rate of
H levels off at about 65 K, while the hopping rate of the
heavier D atom goes down to nearly zero, as expected
from thermally induced hopping.

Other diffusion processes such as the movement of
surface vacancies [14.40] or of bulk interstitials close to
the surface [14.41], and the Brownian motion of vacancy
islands [14.42] have also been displayed.

14.3.3 Detecting Light
from Single Atoms and Molecules

It had already been realized in 1988 that STM experi-
ments are accompanied by light emission [14.43]. The
fact that molecular resolution in the light intensity was
achieved at LT (Fig. 14.7a,b) [14.19] raised the hope of
performing quasi-optical experiments on the molecular
scale. Meanwhile, it is clear that the basic emission pro-
cess observed on metals is the decay of a local plasmon
induced in the area around the tip by inelastic tunneling
processes [14.44, 45]. Thus, the molecular resolution is
basically a change in the plasmon environment, largely
given by the increased height of the tip with respect to
the surface above the molecule [14.46]. However, the
electron can, in principle, also decay via single-particle
excitations. Indeed, signatures of single-particle levels
are observed. Figure 14.7c shows light spectra measured
at different tunneling voltage V above a nearly complete
Na monolayer on Cu(111) [14.47]. The plasmon mode
peak energy (arrow) is found, as usual, to be propor-
tional to V , but an additional peak that does not move
with V appears at 1.6 eV (p). Plotting the light inten-
sity as a function of photon energy and V (Fig. 14.7d)
clearly shows that this additional peak is fixed in pho-
ton energy and corresponds to the separation of quantum
well levels of the Na (En − Em).

Light has also been detected from semiconduc-
tors [14.48], including heterostructures [14.49]. There,
the light is mostly caused by single-particle relaxation
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Fig. 14.7 (a) STM image of C60 molecules on Au(110) im-
aged at T = 50 K. (b) STM-induced photon intensity map of
the same area; all photons from 1.5 eV to 2.8 eV contribute
to the image, tunneling voltage V = −2.8 V ((a),(b) cour-
tesy of Berndt, Kiel). (c) STM-induced photon spectrum
measured on 0.6 monolayer of Na on Cu(111) at different
tunneling voltages as indicated. Besides the shifting plas-
mon mode marked by an arrow, an energetically constant
part named p is recognizable. (d) Greyscale map of pho-
ton intensity as a function of tunnelling voltage and photon
energy measured on 2.0 monolayer Na on Cu(111). The
energetically constant photons are identified with intersub-
band transitions of the Na quantum well, as marked by
En − Em ((c),(d) courtesy of Hoffmann, Hamburg)

of the injected electrons, allowing a very local source of
electron injection.

14.3.4 High Resolution Spectroscopy

One of the most important modes of LTSTM is STS. It
detects the differential conductivity dI/dV as a func-
tion of the applied voltage V and the position (x, y).
The dI/dV -signal is basically proportional to the local
density of states (LDOS) of the sample, the sum over
squared single-particle wave functions Ψi [14.2]

dI

dV
(V, x, y) ∝ LDOS(E, x, y)

=
∑
∆E

|Ψi(E, x, y)|2 , (14.1)

where ∆E is the energy resolution of the experiment.
In simple terms, each state corresponds to a tunneling
channel if it is located between the Fermi levels (EF)
of the tip and the sample. Thus, all states located in
this energy interval contribute to I , while dI/dV(V)

detects only the states at the energy E correspond-
ing to V . The local intensity of each channel depends
further on the LDOS of the state at the correspond-
ing surface position and its decay length into vacuum.
For s-like tip states, Tersoff and Hamann have shown
that it is simply proportional to the LDOS at the posi-
tion of the tip [14.50]. Therefore, as long as the decay
length is spatially constant, one measures the LDOS
at the surface (14.1). Note that the contributing states
are not only surface states, but also bulk states. How-
ever, surface states usually dominate if present. Chen
has shown that higher orbital tip states lead to the so-
called derivation rule [14.51]: pz-type tip states de-
tect d(LDOS)/dz, d2

z -states detect d2(LDOS)/dz2, and
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so on. As long as the decay into vacuum is exponential
and spatially constant, this leads only to an additional
factor in dI/dV . Thus, it is still the LDOS that is meas-
ured (14.1). The requirement of a spatially constant
decay is usually fulfilled on larger length scales, but
not on the atomic scale [14.51]. There, states located
close to the atoms show a stronger decay into vacuum
than the less localized states in the interstitial region.
This effect can lead to corrugations that are larger than
the real LDOS corrugations [14.52].

The voltage dependence of dI/dV is sensitive to
a changing decay length with V , which increases with V .
Additionally, dI/dV(V)-curves might be influenced by
possible structures in the DOS of the tip, which also
contributes to the number of tunneling channels [14.53].
However, these structures can usually be identified, and
only tips free of characteristic DOS structures are used
for quantitative experiments.

Importantly, the energy resolution ∆E is largely de-
termined by temperature. It is defined as the smallest
energy distance of two δ-peaks in the LDOS that can still
be resolved as two individual peaks in dI/dV(V)-curves
and is ∆E = 3.3 kT [14.2]. The temperature dependence
is nicely demonstrated in Fig. 14.8, where the tunneling

Differential conductance (arb. units)

Sample bias (mV)
–8 –6 –4 –2 0 2 4 6 8

8.6 K

7.0 K

5.0 K

3.0 K

1.6 K

380 mK

Fig. 14.8 Differential conductivity curve dI/dV(V) meas-
ured on a Au surface by a Nb tip (symbols). Different
temperatures are indicated; the lines are fits according to
the superconducting gap of Nb folded with the temperature
broadened Fermi distribution of the Au (courtesy of Pan,
Houston)

gap of the superconductor Nb is measured at different
temperatures [14.54]. The peaks at the rim of the gap get
wider at temperatures well below the critical temperature
of the superconductor (Tc = 9.2 K).

Lifetime Broadening
Besides ∆E, intrinsic properties of the sample lead
to a broadening of spectroscopic features. Basically,
the finite lifetime of the electron or hole in the corre-
sponding state broadens its energetic width. Any kind
of interaction such as electron-electron interaction can
be responsible. Lifetime broadening has usually been
measured by photoemission spectroscopy (PES), but
it turned out that lifetimes of surface states on noble
metal surfaces determined by STS (Fig. 14.9a,b) are up
to a factor of three larger than the ones measured by
PES [14.55]. The reason is probably that defects broaden
the PES spectrum. Defects are unavoidable in a spa-
tially integrating technique such as PES, thus, STS has
the advantage of choosing a particularly clean area for
lifetime measurements. The STS results can be success-
fully compared to theory, highlighting the dominating
influence of intraband transitions for the surface state
lifetime on Au(111) and Cu(111), at least close to the
onset of the surface band [14.21].

With respect to band electrons, the analysis of the
width of the band onset in dI/dV(V)-curves has the
disadvantage of being restricted to the onset energy. An-
other method circumvents this problem by measuring the
decay of standing electron waves scattered from a step
edge as a function of energy [14.56]. Figure 14.9c,d
shows the resulting oscillating dI/dV -signal measured
for two different energies. To deduce the coherence
length LΦ , which is inversely proportional to the lifetime
τΦ , one has to consider that the finite ∆E in the experi-
ment also leads to a decay of the standing wave away
from the step edge. The dotted fit line using LΦ = ∞
indicates this effect and, more importantly, shows a dis-
crepancy with the measured curve. Only including
a finite coherence length of 6.2 nm results in good agree-
ment, which, in turn, determines LΦ and thus τΦ , as
displayed in Fig. 14.9c. The found 1/E2-dependence of
τΦ points to a dominating influence of electron-electron
interactions at higher energies in the surface band.

Landau and Spin Levels
Moreover, the increased energy resolution at LT allows
the resolution of electronic states that are not resolv-
able at RT. For example, Landau and spin quantization
appearing in magnetic field B have been probed on
InAs(110) [14.9, 57]. The corresponding quantization
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energies are given by ELandau = �eB/meff and
Espin = gµB. Thus InAs is a good choice, since it ex-
hibits a low effective mass meff/m e = 0.023 and a high

Fig. 14.9 (a),(b) spatially averaged dI/dV(V)-curves of
Ag(111) and Cu(111); both surfaces exhibit a surface
state with parabolic dispersion starting at −65 meV and
−430 meV, respectively. The lines are drawn to determine
the energetic width of the onset of these surface bands
((a),(b) courtesy of Berndt, Kiel); (c) dI/dV -intensity as
a function of position away from a step edge of Cu(111)
measured at the voltages (E − EF), as indicated (points); the
lines are fits assuming standing electron waves with a phase
coherence length LΦ as marked; (d) resulting phase coher-
ence time as a function of energy for Ag(111) and Cu(111).
Inset shows the same data on a double logarithmic scale
evidencing the E−2-dependence (line) ((c),(d) courtesy of
Brune, Lausanne)

g-factor of 14 in the bulk conduction band. The values in
metals are meff/m e ≈ 1 and g ≈ 2, resulting in energy
splittings of only 1.25 meV and 1.2 meV at B = 10 T.
This is obviously lower than the typical lifetime broad-
enings discussed in the previous section and also close
to ∆E = 1.1 meV achievable at T = 4 K.

Fortunately, the electron density in doped semicon-
ductors is much lower, and thus the lifetime increases
significantly. Figure 14.10a shows a set of spectroscopy
curves obtained on InAs(110) in different magnetic
fields [14.9]. Above EF, oscillations with increasing in-
tensity and energy distance are observed. They show the
separation expected from Landau quantization. In turn,
they can be used to deduce meff from the peak separation
(Fig. 14.10b). An increase of meff with increasing E has
been found as expected from theory. Also, at high fields
spin quantization is observed (Fig. 14.10c). It is larger
than expected from the bare g-factor due to contribu-
tions from exchange enhancement [14.58]. A detailed
discussion of the peaks revealed that they belong to the
so-called tip-induced quantum dot resulting from the
work function difference between tip and sample.

Vibrational Levels
As discussed with respect to light emission in STM, in-
elastic tunneling processes contribute to the tunneling
current. The coupling of electronic states to vibrational
levels is one source of inelastic tunneling [14.23]. It
provides additional channels contributing to dI/dV(V)

with final states at energies different from V . The final
energy is simply shifted by the energy of the vibra-
tional level. If only discrete vibrational energy levels
couple to a smooth electronic DOS, one expects a peak
in d2 I/dV 2 at the vibrational energy. This situation ap-
pears for molecules on noble metal surfaces. As usual,
the isotope effect on the vibrational energy can be used
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Fig. 14.10 (a) dI/dV -curves of n-InAs(110) at different magnetic fields as indicated; EBCBM marks the bulk conduction
band minimum; oscillations above EBCBM are caused by Landau quantization; the double peaks at B = 6 T are caused
by spin quantization. (b) Effective mass data deduced from the distance of adjacent Landau peaks ∆E according to
∆E = h eB/meff (open symbols); filled symbols are data from planar tunnel junctions (Tsui), the solid line is a mean-sqare
fit of the data and the dashed line is the expected effective mass of InAs according to kp-theory. (c) Magnification of
a dI/dV -curve at B = 6 T exhibiting spin splitting; the Gaussian curves marked by arrows are the fitted spin levels

to verify the vibrational origin of the peak. First indi-
cations of vibrational levels have been found for H2O
and D2O on TiO2 [14.59], and completely convinc-
ing work has been performed for C2H2 and C2D2 on
Cu(001) [14.23] (Fig. 14.11a). The technique can be
used to identify individual molecules on the surface
by their characteristic vibrational levels. In particular,
surface reactions, as described in Fig. 14.5h–m, can be
directly verified. Moreover, the orientation of complexes
with respect to the surface can be determined to a certain
extent, since the vibrational excitation depends on the
position of the tunneling current within the molecule.
Finally, the excitation of certain molecular levels can in-
duce such corresponding motions as hopping [14.32],
rotation [14.34] (Fig. 14.11b–e), or desorption [14.31],
leading to additional possibilities for manipulation on
the atomic scale.

Kondo Resonance
A rather intricate interaction effect is the Kondo effect.
It results from a second order scattering process be-
tween itinerate states and a localized state [14.60]. The
two states exchange some degree of freedom back and
forth, leading to a divergence of the scattering probabil-

ity at the Fermi level of the itinerate states. Due to the
divergence, the effect strongly modifies sample proper-
ties. For example, it leads to an unexpected increase in
resistance with decreasing temperature for metals con-
taining magnetic impurities [14.4]. Here, the exchanged
degree of freedom is the spin. A spectroscopic signature
of the Kondo effect is a narrow peak in the DOS at the
Fermi level disappearing above a characteristic tempera-
ture (Kondo temperature). STS provides the opportunity
to study this effect on the local scale [14.61, 62].

Figure 14.12a–d shows an example of Co clusters de-
posited on a carbon nanotube [14.63]. While a small dip
at the Fermi level, which is probably caused by curva-
ture influences on the π -orbitals, is observed without Co
(Fig. 14.12b) [14.64], a strong peak is found around a Co
cluster deposited on top of the tube (Fig. 14.12a, arrow).
The peak is slightly shifted with respect to V = 0 mV
due to the so-called Fano resonance [14.65], which re-
sults from interference of the tunneling processes into
the localized Co-level and the itinerant nanotube levels.
The resonance disappears within a several nanometer
distance from the cluster, as shown in Fig. 14.12d.

The Kondo effect has also been detected for
different magnetic atoms deposited on noble metal sur-
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Fig. 14.11 (a) d2 I/dV 2-curves taken above a C2H2 and
a C2D2 molecule on Cu(100); the peaks correspond to the
C-H, respectively, C-D stretch mode energy of the mol-
ecule. (b) Sketch of O2 molecule on Pt(111). (c) Tunnelling
current above an O2 molecule on Pt(111) during a voltage
pulse of 0.15 V; the jump in current indicates rotation of
the molecule. (d), (e) STM image of an O2 molecule on
Pt(111) (V = 0.05 V) prior and after rotation induced by
a voltage pulse to 0.15 V ((a)–(e) courtesy of Ho, Irvine)

faces [14.61,62]. There, it disappears at about 1 nm away
from the magnetic impurity, and the effect of the Fano
resonance is more pronounced, contributing to dips in
dI/dV(V)-curves instead of peaks.
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Fig. 14.12 (a) STM image of a Co cluster on a single-wall
carbon nanotube (SWNT). (b) dI/dV -curves taken directly
above the Co cluster (Co) and far away from the Co clus-
ter (SWNT); the arrow marks the Kondo peak. (c) STM
image of another Co cluster on a SWNT with symbols
marking the positions where the dI/dV -curves displayed
in (d) are taken. (d) dI/dV -curves taken at the positions
marked in (c) ((a)–(d) courtesy of Lieber, Cambridge).
(e) Lower part: STM image of a quantum corral of el-
liptic shape made from Co atoms on Cu(111); one Co atom
is placed in one of the focii of the ellipse. Upper part:
map of the strength of the Kondo signal in the corral; note
that there is also a Kondo signal in the focus, which is not
covered by a Co atom ((e) courtesy of Eigler, Almaden)
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Fig. 14.13 (a) Low voltage STM image of Cu(111), includ-
ing two defect atoms; the waves are electronic Bloch waves
scattered at the defects. (b) Low voltage STM image of
a rectangular quantum corral made from single atoms on
Cu(111); the pattern inside the corral is the confined state
of the corral close to EF; ((a),(b) courtesy of Eigler, Al-
maden). (c) STM image of GaAs(110) around a Si donor,
V = −2.5 V; the line scan along A shown in (d) exhibits an
additional oscillation around the donor caused by a stand-
ing Bloch wave; the grid like pattern corresponds to the
atomic corrugation of the Bloch wave ((c),(d) courtesy
of van Kempen, Nijmegen). (e)–(g) STM images of an
InAs/ZnSe-core/shell-nanocluster at different V . The im-
age is measured in the so-called constant-height mode, i. e.,
the images display the tunneling current at constant height
above the surface; the hill in (e) corresponds to the s-state of
the cluster, the ring in (f) to the degenerate px - and py-state
and the hill in (g) to the pz-state ((e)–(g) courtesy of Millo,
Jerusalem). (h) STM-image of a short-cut carbon nanotube.
(i) Colour plot of the dI/dV intensity inside the short-cut
nanotube as a function of position and tunneling voltage;
four wavy patterns of different wavelength are visible in
the voltage range from −0.1 to 0.15 V ((h),(i) courtesy of
Dekker, Delft)

A fascinating experiment has been performed by
Manoharan et al. [14.66], who used manipulation to
form an elliptic cage for the surface states of Cu(111)
(Fig. 14.12e, bottom). This cage was constructed to have
a quantized level at EF. Then, a cobalt atom was placed
in one focus of the elliptic cage, producing a Kondo
resonance. Surprisingly, the same resonance reappeared
in the opposite focus, but not away from the focus
(Fig. 14.12e, top). This shows amazingly that complex
local effects such as the Kondo resonance can be guided
to remote points.

Orbital scattering as a source of the Kondo resonance
has also been found around a defect on Cr(001) [14.67].
Here, it is believed that itinerate sp-levels scatter at
a localized d-level to produce the Kondo peak.

14.3.5 Imaging Electronic Wave Functions

Since STS measures the sum of squared wave func-
tions (14.1), it is an obvious task to measure the local
appearance of the most simple wave functions in solids,
namely, the Bloch waves.

Bloch Waves
The atomically periodic part of the Bloch wave is al-
ways measured if atomic resolution is achieved (inset

Height

10 nm

1 nm
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25Å

0.2Å

a) b)

c)

A

d)

e) f) g)

h)
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VB = 0.9 V VB = 1.4 V VB = 1.9 V

of Fig. 14.14a). However, the long-range, wavy part re-
quires the presence of scatterers. The electron wave
impinges on the scatterer and gets reflected, leading to
self-interference. In other words, the phase of the Bloch
wave gets fixed by the scatterer.

Such self-interference patterns were first found on
Graphite(0001) [14.68] and later on noble metal sur-
faces, where adsorbates or step edges scatter the surface
states (Fig. 14.13a) [14.22]. Fourier transforms of the
real-space images reveal the k-space distribution of the
corresponding states [14.69], which may include addi-
tional contributions besides the surface state [14.70].
Using particular geometries as the so-called quantum
corrals to form a cage for the electron wave, the scatter-
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Fig. 14.14 (a) dI/dV -image of InAs(110) at V = 50 mV,
B = 0 T; circular wave patterns corresponding to standing
Bloch waves around each S donor are visible; inset shows
a magnification revealing the atomically periodic part of
the Bloch wave. (b) Same as (a), but at B = 6 T; the stripe
structures are drift states. (c) dI/dV -image of a 2-D electron
system on InAs(110) induced by the deposition of Fe, B =
0 T. (d) Same as (c) but at B = 6 T; note that the contrast in
(a) is increased by a factor of ten with respect to (b)–(d)

ing state can be rather complex (Fig. 14.13b). Anyway,
it can usually be reproduced by simple calculations
involving single-particle states [14.71].

Bloch waves in semiconductors scattered at charged
dopants (Fig. 14.13c,d) [14.72], Bloch states confined
in semiconductor quantum dots (Fig. 14.13e–g) [14.73],
and Bloch waves confined in short-cut carbon nanotubes
(Fig. 14.13h,i) [14.74, 75] have been visualized.

Drift States
More complex wave functions result from interactions.
A nice playground to study such interactions are doped
semiconductors. The reduced electron density with re-
spect to metals increases the importance of electron
interactions with potential disorder and other electrons.
Applying a magnetic field quenches the kinetic energy,
further enhancing the importance of interactions. A dra-
matic effect can be observed on InAs(110), where 3-D
bulk states are displayed. While the usual scattering
states around individual dopants are observed at B = 0 T

(Fig. 14.14a) [14.76], stripe structures are found in high
magnetic field (Fig. 14.14b) [14.77]. They run along
equipotential lines of the disorder potential. This can be
understood by recalling that the electron tries to move in
a cyclotron orbit, which is accelerated and decelerated
in electrostatic potential, leading to a drift motion along
an equipotential line [14.78].

The same effect has been found in 2-D electron sys-
tems (2-DES) of the same substrate, where the scattering
states at B = 0 T are, however, found to be more com-
plex (Fig. 14.14c) [14.79]. The reason is the tendency
of a 2-DES to exhibit closed scattering paths [14.80].
Consequently, the self-interference does not result from
scattering at individual scatterers, but from complicated
self-interference paths involving many scatterers. But
drift states are also observed in the 2-DES at high
magnetic fields (Fig. 14.14d) [14.81].

Charge Density Waves
Another interaction modifying the LDOS is the electron-
phonon interaction. Phonons scatter electrons between
different Fermi points. If the wave vectors connect-
ing Fermi points exhibit a preferential orientation,
a so-called Peierls instability occurs [14.82]. The cor-
responding phonon energy goes to zero, the atoms are
slightly displaced with the periodicity of the correspond-
ing wave vector, and a charge density wave (CDW) with
the same periodicity appears. Essentially, the CDW in-
creases the overlap of the electronic states with the
phonon by phase fixing with respect to the atomic lattice.
The Peierls transition naturally occurs in 1-D systems,
where only two Fermi points are present, and, hence,
preferential orientation is pathological. It can also oc-
cur in 2-D systems if large areas of the Fermi line run in
parallel.

STS studies of CDWs are numerous (e.g., [14.83,
84]). Examples of a 1-D CDW on a quasi 1-D-
like bulk material and of a 2-D CDW are shown in
Fig. 14.15a–d and Fig. 14.15e, respectively [14.85, 86].
In contrast to usual scattering states where LDOS cor-
rugations are only found close to the scatterer, the
corrugations of CDWs are continous across the surface.
Heating the substrate toward the transition temperature
leads to a melting of the CDW lattice, as shown in
Fig. 14.15f–h.

CDWs have also been found on monolayers of ad-
sorbates such as a monolayer of Pb on Ge(111) [14.87].
These authors performed a nice temperature-dependent
study revealing that the CDW is nucleated by scatter-
ing states around defects as one might expect [14.88].
1-D systems have also been prepared on surfaces show-
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Fig. 14.15 (a) STM image of the ab-plane of the organic quasi 1-D conductor TTF-TCNQ, T = 300 K; while the TCNQ chains
are conducting, the TTF chains are insulating. (b) Stick and ball model of the ab-plane of TTF-TCNQ. (c) STM image taken at
T = 61 K, the additional modulation due to the Peierls-transition is visible in the profile along line A shown in (d); the open triangles
mark the atomic periodicity and the filled triangles the expected CDW periodicity ((a)–(d) courtesy of Kageshima, Kanagawa).
(e)–(h) Low voltage STM-images of the two-dimensional CDW-system 1 T-TaS2 at T = 242 K (e), 298 K (f), 349 K (g), 357 K (h).
A long-range, hexagonal modulation is visible besides the atomic spots; its periodicity is highlighted by big white dots in (e);
the additional modulation obviously weakens with increasing T , but is still apparent in (f) and (g), as evidenced in the lower
magnification images in the insets ((e)–(h) courtesy of Lieber, Cambridge)

ing Peierls transitions [14.89,90]. Finally, the energy gap
occurring at the transition has been studied by measuring
dI/dV(V)-curves [14.91].

Superconductors
An intriguing effect resulting from electron-phonon in-
teraction is superconductivity. Here, the attractive part
of the electron-phonon interaction leads to the cou-
pling of electronic states with opposite wave vector
and mostly opposite spin [14.92]. Since the result-
ing Cooper pairs are bosons, they can condense at
LT, forming a coherent many-particle phase, which
can carry current without resistance. Interestingly, de-
fect scattering does not influence the condensate if the
coupling along the Fermi surface is homogeneous (s-
wave superconductor). The reason is that the symmetry
of the scattering of the two components of a Cooper
pair effectively leads to a scattering from one Cooper
pair state to another without affecting the condensate.
This is different if the scatterer is magnetic, since the

different spin components of the pair are scattered dif-
ferently, leading to an effective pair breaking visible as
a single-particle excitation within the superconducting
gap. On a local scale, the effect has first been demon-
strated by putting Mn, Gd, and Ag atoms on a Nb(110)
surface [14.93]. While the nonmagnetic Ag does not
modify the gap shown in Fig. 14.16a, it is modified
in an asymmetric fashion close to Mn or Gd adsor-
bates, as shown in Fig. 14.16b. The asymmetry of the
additional intensity is caused by the breaking of the
particle-hole symmetry due to the exchange interac-
tion between the localized Mn state and the itinerate
Nb states.

Another important local effect is caused by the rel-
atively large coherence length of the condensate. At
a material interface, the condensate wave function can-
not stop abruptly, but laps into the surrounding material
(proximity effect). Consequently, a superconducting gap
can be measured in areas of non-superconducting ma-
terial. Several studies have shown this effect on the
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Fig. 14.16 (a) dI/dV -curve of Nb(110) at T = 3.8 K (symbols) in comparison with a BCS-fit of the superconducting gap
of Nb (line). (b) Difference between the dI/dV -curve taken directly above a Mn-atom on Nb(110) and the dI/dV -curve
taken above the clean Nb(110) (symbols) in comparison with a fit using the Bogulubov-de Gennes equations (line)
((a),(b) courtesy of Eigler, Almaden). (c)–(e) dI/dV -images of a vortex core in the type-II superconductor 2H-NbSe2 at
0 mV (c), 0.24 mV (d), and 0.48 mV (e) ((c)–(e) courtesy of H. F. Hess). (f)–(h) Corresponding calculated LDOS images
within the Eilenberger framework ((f)–(h) courtesy of Machida, Okayama). (i) Overlap of an STM image at V = −100 mV
(backround 2-D image) and a dI/dV -image at V = 0 mV (overlapped 3-D image) of optimally doped Bi2Sr2CaCu2O8+δ

containing 0.6% Zn impurities. The STM image shows the atomic structure of the cleavage plane, while the dI/dV -image
shows a bound state within the superconducting gap, which is located around a single Zn impurity. The fourfold symmetry
of the bound state reflects the d-like symmetry of the superconducting pairing function; (j) dI/dV -curves taken at different
positions across the Zn impurity; the bound state close to 0 mV is visible close to the Zn atom; (k) LDOS in the vortex core
of slightly overdoped Bi2Sr2CaCu2O8+δ, B = 5 T; the dI/dV -image taken at B = 5 T is integrated over V = 1–12 mV,
and the corresponding dI/dV -image at B = 0 T is subtracted to highlight the LDOS induced by the magnetic field. The
checkerboard pattern within the seven vortex cores exhibits a periodicity, which is fourfold with respect to the atomic
lattice shown in (i) and is thus assumed to be a CDW ((i)–(k) courtesy of S. Davis, Cornell and S. Uchida, Tokyo)
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local scale using metals and doped semiconductors as
surrounding materials [14.94, 95].

While the classical type-I superconductors are ideal
diamagnets, the so-called type-II superconductors can
contain magnetic flux. The flux forms vortices, each
containing one flux quantum. These vortices are ac-
companied by a disappearance of the superconducting
gap and, therefore, can be probed by STS [14.96].
LDOS maps measured inside the gap lead to bright
features in the area of the vortex core. Importantly,
the length scale of these features is different from the
length scale of the magnetic flux due to the differ-
ence between London’s penetration depth and coherence
length. Thus, STS probes another property of the
vortex than the usual magnetic imaging techniques
(see Sect. 14.4.4). Surprisingly, first measurements of
the vortices on NbSe2 revealed vortices shaped as
a sixfold star [14.97] (Fig. 14.16c). With increasing
voltage inside the gap, the orientation of the star ro-
tates by 30◦ (Fig. 14.16d,e). The shape of these stars
could finally be reproduced by theory, assuming an
anisotropic pairing of electrons in the superconduc-
tor (Fig. 14.16f–h) [14.98]. Additionally, bound states
inside the vortex core, which result from confine-
ment by the surrounding superconducting material, are
found [14.97]. Further experiments investigated the ar-
rangement of the vortex lattice, including transitions
between hexagonal and quadratic lattices [14.99], the
influence of pinning centers [14.100], and the vortex
motion induced by current [14.101].

An important topic is still the understanding of
high temperature superconductivity (HTCS). An al-
most accepted property of HTCS is its d-wave pairing
symmetry. In contrast to s-wave superconductors, scat-
tering can lead to pair breaking, since the Cooper
pair density vanishes in certain directions. Indeed,
scattering states (bound states in the gap) around
nonmagnetic Zn impurities have been observed in
Bi2Sr2CaCu2O8+δ (BSCCO) (Fig. 14.16i,j) [14.26].
They reveal a d-like symmetry, but not the one ex-
pected from simple Cooper pair scattering. Other
effects such as magnetic polarization in the environ-
ment probably have to be taken into account [14.102].
Moreover, it has been found that magnetic Ni im-
purities exhibit a weaker scattering structure than
Zn impurities [14.103]. Thus, BSCCO shows exactly
the opposite behavior of the Nb discussed above
(Fig. 14.16a,b). An interesting topic is the importance
of inhomogeneities in HTCS materials. Evidence for
inhomogeneities has indeed been found in underdoped
materials, where puddles of the superconducting phase

are shown to be embedded in non-superconducting
areas [14.104].

Of course, vortices have also been investigated in
HTCS materials [14.105]. Bound states are found, but
at energies that are in disagreement with simple models,
assuming a BCS-like d-wave superconductor [14.106,
107]. Theory predicts, instead, that the bound states are
magnetic-field-induced spin-density waves stressing the
competition between anti-ferromagnetic order and su-
perconductivity in HTCS materials [14.108]. Since the
spin density wave is accompanied by a charge den-
sity wave of half wavelength, it can be probed by
STS [14.109]. Indeed, a checkerboard pattern of the right
periodicity has been found in and around vortex cores
in BSCCO (Fig. 14.16k). It exceeds the width of an in-
dividual vortex core, implying that the superconducting
coherence length is different from the anti-ferromagnetic
one.

Complex Systems (Manganites)
Complex phase diagrams are not restricted to HTCS
materials (cuprates). They exist with similar complexity
for other doped oxides such as manganites. Only a few
studies of these materials have been performed by STS,
mainly showing the inhomogeneous evolution of metal-
lic and insulating phases [14.110, 111]. Similarities to
the granular case of an underdoped HTCS material are
obvious. Since inhomogeneities seem to be crucial in
many of these materials, a local method such as STS
might continue to be important for the understanding of
their complex properties.

14.3.6 Imaging Spin Polarization:
Nanomagnetism

Conventional STS couples to the LDOS, i. e., the charge
distribution of the electronic states. Since electrons also
have spin, it is desirable to also probe the spin distribu-
tion of the states. This can be achieved if the tunneling
tip is covered by a ferromagnetic material [14.112].
The coating acts as a spin filter or, more precisely, the
tunneling current depends on the relative angle αij be-
tween the spins of the tip and the sample according to
cos(αij). In ferromagnets, the spins mostly have one
preferential orientation along the so-called easy axis,
i. e., a particular tip is not sensitive to spin orientations
of the sample perpendicular to the spin orientation of
the tip. Different tips have to be prepared to detect dif-
ferent spin orientations of the sample. Moreover, the
magnetic stray field of the tip can perturb the spin
orientation of the sample. To avoid this, a technique
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Fig. 14.17 (a)–(d) Spin-polarized STM images of 1.65
monolayer of Fe deposited on a stepped W(110) surface
measured at different B-fields, as indicated. Double layer
and monolayer Fe stripes are formed on the W substrate;
only the double layer stripes exhibit magnetic contrast with
an out-of-plane sensitive tip as used here. White and grey
areas correspond to different domains. Note that more
white areas appear with increasing field. (e) STM image of
an antiferromagnetic Mn monolayer on W(110). (f) Spin-
polarized STM-image of the same surface (in-plane tip).
The insets in (e) and (f) show the calculated STM and
spin-polarized STM images, respectively, and the stick and
ball models symbolize the atomic and the magnetic unit cell
((a)–(f) courtesy of M. Bode, Hamburg). (g) Spin-polarized
STM image of a 6-nm-high Fe island on W(110) (in-plane
tip). Four different areas are identified as four different do-
mains with domain orientations as indicated by the arrows.
(h) Spin-polarized STM image of the central area of an is-
land; the size of the area is indicated by the rectangle in (g);
the measurement is performed with an out-of-plane sensi-
tive tip showing that the magnetization turns out-of-plane
in the center of the island

using anti-ferromagnetic Cr as a tip coating material has
been developed [14.113]. This avoids stray fields, but
still provides a preferential spin orientation of the few
atoms at the tip apex that dominate the tunneling current.
Depending on the thickness of the Cr coating, spin ori-
entations perpendicular or parallel to the sample surface
are prepared.

So far, the described technique has been used
to image the evolution of magnetic domains with
increasing B-field(Fig. 14.17a–d) [14.114], the anti-
ferromagnetic order of a Mn monolayer on W(110)
(Fig. 14.17e,f) [14.115], and the out-of-plane orienta-
tion predicted for a magnetic vortex core as it exists in
the center of a Fe island exhibiting four domains in the
flux closure configuration (Fig. 14.17g,h) [14.116].

Besides the obvious strong impact on nanomag-
netism, the technique might also be used to investigate
other electronic phases such as the proposed spin density
wave around a HTCS vortex core.
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14.4 Scanning Force Microscopy and Spectroscopy

SFSThe examples discussed in the previous section
show the wide variety of physical questions that have
been tackled with the help of LTSTM. Here, we turn
to the other prominent scanning probe method that is
applied at low temperatures, namely, SFM, which gives
complementary information on sample properties on the
atomic scale.

The ability to sensitively detect forces with spa-
tial resolution down to the atomic scale is of great
interest, since force is one of the most fundamental
quantities in physics. Mechanical force probes usually
consist of a cantilever with a tip at its free end that
is brought close to the sample surface. The cantilever
can be mounted parallel or perpendicular to the surface
(general aspects of force probe designs are described in
Chapt. 12). Basically, two methods exist to detect forces
with cantilever-based probes – the static and the dynamic
mode (see Chapt. 11). They can be used to generate a lat-
erally resolved image (microscopy mode) or determine
its distance dependence (spectroscopy mode). One can
argue about the terminology, since spectroscopy is usu-
ally related to energies and not to distance dependences.
Nevertheless, we will use it throughout the text, because
it avoids lenghty paraphrases and is established in this
sense throughout the literature.

In the static mode, a force that acts on the tip bends
the cantilever. By measuring its deflection ∆z the tip-
sample force Fts can be directly calculated with Hooke’s
law: Fts = cz ·∆z, where cz denotes the spring constant
of the cantilever. In the various dynamic modes, the
cantilever is oscillated with amplitude A at or near its
eigenfrequency f0, but in some applications also off
resonance. At ambient pressures or in liquids, ampli-
tude modulation (AM-SFM) is used to detect amplitude
changes or the phase shift between driving force and can-
tilever oscillation. In vacuum, the frequency shift ∆ f of
the cantilever due to a tip-sample interaction is meas-
ured by frequency modulation technique (FM-SFM).
The nomenclature is not standardized. Terms like tap-
ping mode or intermittent contact mode are used instead
of AM-SFM, and NC-AFM (noncontact atomic force
microscopy) or DFM (dynamic force microscopy) in-
stead of FM-SFM or FM-AFM. However, all these
modes are dynamic, i. e., they involve an oscillating
cantilever and can be used in the noncontact, as well
as in the contact regime. Therefore, we believe that the
best and most consistent way is to distinguish them by
their different detection schemes. Converting the meas-
ured quantity (amplitude, phase, or frequency shift) into

a physically meaningful quantity, e.g., the tip-sample in-
teraction force Fts or the force gradient ∂Fts/∂z, is not
always straightforward and requires an analysis of the
equation of motion of the oscillating tip (see Chaps. 15,
13).

Whatever method is used, the resolution of
a cantilever-based force detection is fundamentally lim-
ited by its intrinsic thermomechanical noise. If the
cantilever is in thermal equilibrium at a temperature T ,
the equipartition theorem predicts a thermally induced
root mean square (rms) motion of the cantilever in
z direction of zrms = (kBT/ceff)

1/2, where kB is the
Boltzmann constant and ceff = cz + ∂Fts/∂z. Note that
usually dFts/dz � cz in contact and dFts/dz < cz in
noncontact. Evidently, this fundamentally limits the
force resolution in the static mode, particularly if op-
erated in noncontact. Of course, the same is true for the
different dynamic modes, because the thermal energy
kBT excites the eigenfrequency f0 of the cantilever.
Thermal noise is white noise, i. e., its spectral density
is flat. However, if the cantilever transfer function is
taken into account, one can see that the thermal energy
mainly excites f0. This explains the term “thermo” in
thermomechanical noise, but what is the “mechanical”
part?

A more detailed analysis reveals that the thermally
induced cantilever motion is given by

zrms =
√

2kBTB

πcz f0 Q
, (14.2)

where B is the measurement bandwidth and Q is the
quality factor of the cantilever. Analog expressions can
be obtained for all quantities measured in dynamic
modes, because the deflection noise translates, e.g., into
frequency noise [14.5]. Note that f0 and cz are corre-
lated with each other via 2π f0 = (cz/meff)

1/2, where
the effective mass meff depends on the geometry, den-
sity, and elasticity of the material. The Q-factor of the
cantilever is related to the external damping of the can-
tilever motion in a medium and on the intrinsic damping
within the material. This is the “mechanical” part of the
fundamental cantilever noise.

It is possible to operate a low temperature force mi-
croscope directly immersed in the cryogen [14.117,118]
or in the cooling gas [14.119], whereby the cooling is
simple and very effective. However, it is evident from
(14.2) that the smallest fundamental noise is achievable
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in vacuum, where the Q-factors are more than 100 times
larger than in air, and at low temperatures.

The best force resolution up to now, which is bet-
ter than 1 × 10−18 N/Hz1/2, has been achieved by Mamin
et al. [14.120] in vacuum at a temperature below 300 mK.
Due to the reduced thermal noise and the lower ther-
mal drift, which results in a higher stability of the
tip-sample gap and a better signal-to-noise ratio, the
highest resolution is possible at low temperatures in
ultrahigh vacuum with FM-SFM. A vertical rms-noise
below 2 pm [14.121, 122] and a force resolution below
1 aN [14.120] have been reported.

Besides the reduced noise, the application of
force detection at low temperatures is motivated by
the increased stability and the possibility to observe
phenomena, which appear below a certain critical tem-
perature Tc, as outlined at page 414. The experiments,
which have been performed at low temperatures up until
now, were motivated by at least one of these reasons and
can be roughly divided into four groups: (i) atomic-scale
imaging, (ii) force spectroscopy, (iii) investigation of
quantum phenomena by measuring electrostatic forces,
and (iv) utilizing magnetic probes to study ferromagnets,
superconductors, and single spins. In the following, we
describe some exemplary results.

14.4.1 Atomic-Scale Imaging

In a simplified picture, the dimensions of the tip end
and its distance to the surface limit the lateral resolution
of force microscopy, since it is a near-field technique.
Consequently, atomic resolution requires a stable single
atom at the tip apex that has to be brought within a dis-
tance of some tenths of a nanometer to an atomically flat

1 nm
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In 2nd layer
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As 2nd layer

[1-10]
[00-1]

b) c) d)

Fig. 14.18a–d The structure of InAs(110) as seen from top (a) and three FM-AFM images of this surface obtained with
different tips at 14 K (b)–(d). In (b), only the arsenic atoms are imaged as protrusions, as predicted for a silicon tip. The
two features in (c) and (d) corresponds to the zigzag arrangement of the indium and arsenic atoms. Since force microscopy
is sensitive to short-range chemical forces, the appearance of the indium atoms can be associated with a chemically
different tip apex

surface. Both conditions can be fulfilled by FM-AFM,
and nowadays true atomic resolution is routinely ob-
tained (see Chapt. 13). However, the above statement
says nothing about the nature and the underlying pro-
cesses of imaging with atomic resolution. Si(111)-(7×7)
was the first surface on which true atomic resolu-
tion was achieved [14.123], and several studies have
been performed at low temperatures on this well-known
material [14.124–126]. First principle simulations per-
formed on semiconductors with a silicon tip revealed that
chemical interactions, i. e., a significant charge redistri-
bution between the dangling bonds of tip and sample,
dominate the atomic-scale contrast [14.127–129]. On V-
III semiconductors, it was found that only one atomic
species, the group V atoms, is imaged as protrusions
with a silicon tip [14.128,129]. Furthermore, these sim-
ulations revealed that the sample, as well as the tip atoms
are noticeably displaced from their equilibrium position
due to the interaction forces. At low temperatures, both
aspects could be observed with silicon tips on indium
arsenide [14.121, 130].

Chemical Sensitivity of Force Microscopy
The (110) surface of the III-V semiconductor in-
dium arsenide exhibits both atomic species in the top
layer (see Fig. 14.18a). Therefore, this sample is well
suited to study the chemical sensitivity of force mi-
croscopy [14.121]. In Fig. 14.18b, the usually observed
atomic-scale contrast on InAs(110) is displayed. As pre-
dicted, the arsenic atoms, which are shifted by 80 pm
above the indium layer due to the (1 × 1) relaxation,
are imaged as protrusions. While this general appear-
ance was similar for most tips, two other distinctively
different contrasts were also observed: a second protru-
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sion (c) and a sharp depression (d). The arrangement of
these two features corresponds well to the zigzag con-
figuration of the indium and arsenic atoms along the
[11̄0]-direction. A sound explanation would be as fol-
lows: The contrast usually obtained with one feature per
surface unit cell corresponds to a silicon-terminated tip,
as predicted by simulations. A different atomic species
at the tip apex, however, can result in a very different
charge redistribution. Since the atomic-scale contrast is
due to a chemical interaction, the two other contrasts
would then correspond to a tip that has been acci-
dentally contaminated with sample material (arsenic or
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Fig. 14.19a,b Two FM-AFM images of the identical
indium-site point defect (presumably an indium vacancy)
recorded at 14 K. If the tip is relatively far away, the theo-
retically predicted inward relaxation of two arsenic atoms
adjacent to an indium vacancy is visible (a). At a closer
tip-sample distance (b), the two arsenic atoms are pulled
farther toward the tip compared to the other arsenic atoms,
since they have only two instead of three bonds

indium-terminated tip apex). Nevertheless, this expla-
nation has not yet been verified by simulations for this
material.

Tip-Induced Atomic Relaxation
Schwarz et al. [14.121] were able to directly visualize
the predicted tip-induced relaxation during atomic-scale
imaging near a point defect. Figure 14.19 shows two
FM-AFM images of the same point defect recorded
with different constant frequency shifts on InAs(110),
i. e., the tip was closer to the surface in (b) compared
to (a). The arsenic atoms are imaged as protrusions
with the used silicon tip. From the symmetry of the
defect, an indium-site defect can be inferred, since the
distance-dependent contrast is consistent with what has
to be expected for an indium vacancy. This expecta-
tion is based on calculations performed for the similar
III-V semiconductor GaP(110), where the two surface
gallium atoms around a P-vacancy were found to relax
downward [14.131]. This corresponds to the situation in
Fig. 14.19a, where the tip is relatively far away and an
inward relaxation of the two arsenic atoms is observed.
The considerably larger attractive force in Fig. 14.19b,
however, pulls the two arsenic atoms toward the tip. All
other arsenic atoms are also pulled, but they are less dis-
placed, because they have three bonds to the bulk, while
the two arsenic atoms in the neighborhood of an indium
vacancy have only two bonds. This direct experimental
proof of the presence of tip-induced relaxations is also
relevant for STM measurements, because the tip-sample
distances are similar during atomic resolution imaging.
Moreover, the result demonstrates that FM-AFM can
probe elastic properties on an atomic level.

Imaging of Weakly Interacting
van der Waals Surfaces

For weakly interacting van der Waals surfaces like the
(0001) surface of graphite, much smaller atomic cor-
rugation amplitudes are expected compared to strongly
interacting surfaces such as semiconductors. In graphite,
a layered material, the carbon atoms are covalently
bonded and arranged in a honeycomb structure within
the (0001) plane. Individual layers of (0001) planes
(ABA . . . stacking) stick together only by weak van
der Waals forces. Three distinctive sites exist on the sur-
face: carbon atoms with (A-type) and without (B-type)
a neighbor in the next graphite layer and the hollow
site (H-site) in the hexagon center. Neither static con-
tact force microscopy nor STM can resolve the three
different sites. For both methods, the contrast is well
understood and exhibits protrusions with a sixfold sym-
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metry and a periodicity of 246 pm. In high resolution
FM-AFM images acquired at low temperatures, a large
maximum and two different minima have been resolved
(see Fig. 14.20a). A simulation using the Lennard-Jones
potential, in which the attractive part is given by the
short-range interatomic van der Waals force, reproduced
these three features very well. By comparison with the
experimental data (cf. the solid and the dotted line in
the section of Fig. 14.20a), the large maximum could
be assigned to the hollow site, while the two different
minima represent A- and B-type carbon atoms [14.132].
Note that the image contrast is inverted with respect the
arrangement of the atoms, i. e., the minima correspond to
the position of the carbon atoms. The carbon-carbon dis-
tance of only 142 pm is the smallest interatomic distance
that has been resolved with FM-AFM so far. Moreover,
the weak tip-sample interaction results in typical corru-
gation amplitudes around 10 pm peak-to-peak, i. e., just
above the noise level [14.7].

While experiments on graphite basically gain ad-
vantages from the increased stability and signal-to-noise
ratio at low temperatures, solid xenon (melting temper-
ature Tm = 161 K) can only be observed at sufficiently
low temperatures [14.8]. In addition, xenon is a pure van
der Waals crystal, and since it is an insulator, FM-AFM
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Fig. 14.20a,b FM-AFM images of graphite(0001) (a) and
Xe(111) (b) recorded at 22 K. On the right side, line sections
taken from the experimental data (solid lines) are compared
to simulations (dotted lines). A- and B-type carbon atoms,
as well as the hollow site (H-site) on graphite can be dis-
tinguished, but are imaged with inverted contrast, i. e., the
carbon sites are displayed as minima. Such an inversion
does not occur on Xe(111)

is the only real space method available today that allows
the study of solid xenon on the atomic scale.

Allers et al. [14.8] adsorbed a well-ordered xenon
film on cold graphite(0001) (T < 55 K) and subsequently
studied it at 22 K by FM-AFM (see Fig. 14.20b). The six-
fold symmetry and the distance between the protrusions
correspond well with the nearest neighbor distance in
the closed, packed (111) plane of bulk xenon, which
crystallizes in the face-centered cubic structure. A com-
parison between experiment and simulation confirmed
that the protrusions correspond to the position of the
xenon atoms [14.133]. However, the simulated corruga-
tion amplitudes do not fit as well as for graphite (see
sections in Fig. 14.20b). A possible reason is that tip-
induced relaxations, which were not considered in the
simulations, are more important for this pure van der
Waals crystal xenon than they are for graphite, because
in-plane graphite exhibits strong covalent bonds. Never-
theless, the results demonstrated that a weakly bonded
van der Waals crystal could be imaged nondestructively
on the atomic scale for the first time.

14.4.2 Force Spectroscopy

A wealth of information about the nature of the tip-
sample interaction can be obtained by measuring its
distance dependence. This is usually done by record-
ing the measured quantity (deflection, frequency shift,
amplitude change, phase shift) and applying an appro-
priate voltage ramp to the z-electrode of the scanner
piezo, while the z-feedback is switched off. Accord-
ing to (14.2), low temperatures and high Q-factors
(vacuum) considerably increase the force resolution. In
the static mode, long-range forces and contact forces
can be examined. Force measurements at small tip-
sample distances are inhibited by the jump-to-contact
phenomenon: If the force gradient ∂Fts/∂z becomes
larger than the spring constant cz , the cantilever can-
not resist the attractive tip-sample forces and the tip
snaps onto the surface. Sufficiently large spring con-
stants prevent this effect, but reduce the force resolution.
In the dynamic modes, the jump-to-contact can be
avoided due to the additional restoring force (cz A) at
the lower turnaround point. The highest sensitivity can
be achieved in vacuum by using the FM technique, i. e.,
by recording ∆ f(z)-curves. An alternative FM spec-
troscopy method, the recording of ∆ f(A)-curves, has
been suggested by Hölscher et al. [14.134]. Note that
if the amplitude is much larger than the characteris-
tic decay length of the tip-sample force, the frequency
shift cannot simply be converted into force gradients by
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using ∂Fts/∂z = 2cz ·∆ f/ f0 [14.135]. Several methods
have been published to convert ∆ f(z) data into the tip-
sample potential Vts(z) and tip-sample force Fts(z) (see,
e.g., [14.136, 137]).

Measurement of Interatomic Forces
at Specific Atomic Sites

FM force spectroscopy has been successfully used to
measure and determine quantitatively the short-range
chemical force between the foremost tip atom and spe-
cific surface atoms [14.109, 138, 139]. Figure 14.21
displays an example for the quantitative determination of
the short-range force. Figure 14.21a shows two ∆ f(z)-
curves measured with a silicon tip above a corner hole
and above an adatom. Their position is indicated by
arrows in the inset, which displays the atomically re-
solved Si(111)-(7 × 7) surface. The two curves differ
from each other only for small tip-sample distances,
because the long-range forces do not contribute to the
atomic-scale contrast. The low, thermally induced lat-
eral drift and the high stability at low temperatures were
required to precisely address the two specific sites. To
extract the short-range force, the long-range van der
Waals and/or electrostatic forces can be subtracted from
the total force. The grey curve in Fig. 14.21b has been
reconstructed from the ∆ f(z)-curve recorded above an
adatom and represents the total force. After removing
the long-range contribution from the data, the much
steeper black line is obtained, which corresponds to the
short-range force between the adatom and the atom at
the tip apex. The measured maximum attractive force
(−2.1 nN) agrees well with first principle calculations
(−2.25 nN).

Three-dimensional Force Field Spectroscopy
Further progress with the FM technique has been made
by Hölscher et al. [14.140]. They acquired a complete
3-D force field on NiO(001) with atomic resolution (3-D
force field spectroscopy). In Fig. 14.22a, the atomically
resolved FM-AFM image of NiO(001) is shown to-
gether with the used coordinate system and the tip to
illustrate the measurement principle. NiO(001) crystal-
lizes in the rock salt structure. The distance between
the protrusions corresponds to the lattice constant of
417 pm, i. e., only one type of atom (most likely the oxy-
gen) is imaged as protrusion. In an area of 1 nm × 1 nm,
32 × 32 individual ∆ f(z)-curves have been recorded
at every (x, y) image point and converted into Fts(z)-
curves. The ∆ f(x, y, z) data set is thereby converted
into the 3-D force field Fts(x, y, z). Figure 14.22b,
where a specific x-z-plane is displayed, demonstrates
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Fig. 14.21a,b FM force spectroscopy on specific atomic
sites at 7.2 K. In (a), an FM-SFM image of the
Si(111)-(7 × 7) surface is displayed together with two
∆ f(z)-curves, which have been recorded at the positions
indicated by the arrows, i. e., above the cornerhole (brown)
and above an adatom (black). In (b), the total force above
an adatom (brown line) has been recovered from the
∆ f(z)-curve. After subtraction of the long-range part, the
short-range force can be determined (black line) (courtesy
of H. J. Hug; cf. [14.138])

that atomic resolution is achieved. It represents a 2-D
cut Fts(x, y = const, z) along the [100]-direction (cor-
responding to the shaded slice marked in Fig. 14.22a).
Since a large number of curves have been recorded,
Langkat et al. [14.139] could evaluate the whole data
set by standard statistical means to extract the long-
and short-range forces. A possible future application
of 3-D force field spectroscopy could be to map the
short-range forces of complex molecules with function-
alized tips in order to locally resolve their chemical
reactivity.
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Fig. 14.22a,b Principle of the 3-D force filed spectroscopy
method (a) and a 2-D cut through the 3-D force fieldFts(x,y,z)
recorded at 14 K (b). At all 32 × 32 image points of the 1 nm × 1 nm
large scan area on NiO(001), a ∆ f(z)-curve has been recorded. The
obtained ∆ f(x, y, z) data set is then converted into the 3-D tip-
sample force field Fts(x, y, z). The shaded slice Fts(x, y = const, z)
in (a) corresponds to a cut along the [100]-direction and demon-
strates that atomic resolution has been obtained, because the distance
between the protrusions corresponds well to the lattice constant of
nickel oxide

Noncontact Friction
Another approach to achieve small tip-sample distances
in combination with high force sensitivity is to use
soft springs in a perpendicular configuration. The much
higher cantilever stiffness along the cantilever axis pre-
vents the jump-to-contact, but the lateral resolution is
limited by the magnitude of the oscillation amplitude.
However, with such a setup at low temperatures, Stipe
et al. [14.141] measured the distance dependence of the
very small force due to noncontact friction between tip
and sample in vacuum. The effect was attributed to elec-
tric charges, which are moved parallel to the surface
by the oscillating tip. Since the topography was not
recorded in situ, the influence of contaminants or surface
steps remained unknown.

14.4.3 Electrostatic Force Microscopy

Electrostatic forces are readily detectable by a force mi-
croscope, because tip and sample can be regarded as
two electrodes of a capacitor. If they are electrically
connected via their back sides and have different work
functions, electrons will flow between tip and sam-
ple until their Fermi levels are equalized. As a result,
an electric field and, consequently, an attractive elec-
trostatic force exists between them at zero bias. This

contact potential difference can be balanced by apply-
ing an appropriate bias voltage. It has been demonstrated
that individual doping atoms in semiconducting mater-
ials can be detected by electrostatic interactions due
to the local variation of the surface potential around
them [14.142, 143].

Detection of Edge Channels
in the Quantum Hall Regime

At low temperatures, electrostatic force microscopy has
been used to measure the electrostatic potential in the
quantum Hall regime of a two-dimensional electron gas
(2-DEG) buried in epitaxially grown GaAs/AlGaAs het-
erostructures [14.144–147]. In the 2-DEG, electrons can
move freely in the x-y-plane, but they cannot move in
z-direction. Electrical transport properties of a 2-DEG
are very different compared to normal metallic con-
duction. Particularly, the Hall resistance RH = h/ne2

(where h represents Planck’s constant, e is the electron
charge, and n = 1, 2, . . . ) is quantized in the quan-
tum Hall regime, i. e., at sufficiently low temperatures
(T < 4 K) and high magnetic fields (up to 20 T). Under
these conditions, theoretical calculations predict the ex-
istence of edge channels in a Hall bar. A Hall bar is a strip
conductor that is contacted in a specific way to allow
longitudinal and transversal transport measurements in
a perpendicular magnetic field. The current is not evenly
distributed over the cross section of the bar, but passes
mainly along rather thin paths close to the edges. This
prediction has been verified by measuring profiles of
the electrostatic potential across a Hall bar in different
perpendicular external magnetic fields [14.144–146].

Figure 14.23a shows the experimental setup used to
observe these edge channels on top of a Hall bar with
a force microscope. The tip is positioned above the sur-
face of a Hall bar under which the 2-DEG is buried.
The direction of the magnetic field is oriented perpen-
dicular to the 2-DEG. Note that although the 2-DEG is
located several tens of nanometers below the surface,
its influence on the electrostatic surface potential can be
detected. In Fig. 14.23b, the results of scans perpendic-
ular to the Hall bar are plotted against the magnitude of
the external magnetic field. The value of the electrostatic
potential is grey-coded in arbitrary units. In certain field
ranges, the potential changes linearly across the Hall
bar, while in other field ranges the potential drop is con-
fined to the edges of the Hall bar. The predicted edge
channels can explain this behavior. The periodicity of
the phenomenon is related to the filling factor ν, i. e.,
the number of Landau levels that are filled with elec-
trons (see also Sect. 14.3.4). Its value depends on 1/B
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Fig. 14.23a,b Configuration of the Hall bar within a low temperature (T < 1 K) force microscope (a) and profiles (y-axis)
at different magnetic field (x-axis) of the electrostatic potential across a 14-µm-wide Hall bar in the quantum Hall
regime (b). The external magnetic field is oriented perpendicular to the 2-DEG, which is buried below the surface. Bright
and dark regions reflect the characteristic changes of the electrostatic potential across the Hall bar at different magnetic
fields and can be explained by the existence of the theoretically predicted edge channels (courtesy of E. Ahlswede;
cf. [14.146])

and is proportional to the electron concentration ne in
the 2-DEG (ν = neh/eB, where h represents Planck’s
constant and e the electron charge).

14.4.4 Magnetic Force Microscopy

To detect magnetostatic tip-sample interactions with
magnetic force microscopy (MFM), a ferromagnetic
probe has to be used. Such probes are readily prepared by
evaporating a thin magnetic layer, e.g., 10 nm iron, onto
the tip. Due to the in-plane shape anisotropy of thin films,
the magnetization of such tips lies predominantly along
the tip axis, i. e., perpendicular to the surface. Since
magnetostatic interactions are long-range, they can be
separated from the topography by scanning in a certain
constant height (typically around 20 nm) above the sur-
face, where the z-component of the sample stray field
is probed (see Fig. 14.24a). Therefore, MFM is always
operated in noncontact. The signal from the cantilever
is directly recorded while the z-feedback is switched
off. MFM can be operated in the static mode or in the
dynamic modes (AM-MFM at ambient pressures and
FM-MFM in vacuum). A lateral resolution below 50 nm
can be routinely obtained.

Observation of Domain Patterns
MFM is widely used to visualize domain patterns of
ferromagnetic materials. At low temperatures, Moloni
et al. [14.148] observed the domain structure of
magnetite below its Verwey transition temperature

(TV = 122 K), but most of the work concentrated on
thin films of La1−xCaxMnO3 [14.149–151]. Below TV,
the conductivity decreases by two orders of magnitude
and a small structural distortion is observed. The do-
main structure of this mixed valence manganite is of
great interest, because its resistivity strongly depends
on the external magnetic field, i. e., it exhibits a large
colossal magneto resistive effect. To investigate the field
dependence of domain patterns in ambient conditions,
electromagnets have to be used. They can cause se-
vere thermal drift problems due to Joule-heating of the
coils by large currents. Field on the order of 100 mT
can be achieved. In contrast, much larger fields (more
than 10 T) can be rather easily produced by imple-
menting a superconducting magnet in low temperature
setups. With such a design, Liebmann et al. [14.151]
recorded the domain structure along the major hys-
teresis loop of La0.7Ca0.3MnO3 epitaxially grown on
LaAlO3 (see Fig. 14.24b–f). The film geometry (thick-
ness is 100 nm) favors an in-plane magnetization, but
the lattice mismatch with the substrate induces an out-
of-plane anisotropy. Thereby, an irregular pattern of strip
domains appears in zero field. If the external magnetic
field is increased, the domains with anti-parallel ori-
entation shrink and finally disappear in saturation (see
Fig. 14.24b,c). The residual contrast in saturation (d)
reflects topographic features. If the field is decreased
after saturation (see Fig. 14.24e,f), cylindrical domains
first nucleate and then start to grow. At zero field,
the maze-type domain pattern has been evolved again.
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Fig. 14.24a–f Principle of MFM operation (a) and field-dependent domain structure of a ferromagnetic thin film
(b)–(f) recorded at 5.2 K with FM-MFM. All images were recorded on the same 4 µm × 4 µm large scan area. The
La0.7Ca0.3MnO3/LaAlO3 system exhibits a substrate-induced out-of-plane anisotropy. Bright and dark areas are visi-
ble and correspond to attractive and repulsive magnetostatic interactions, respectively. The series shows how the domain
pattern evolves along the major hysteresis loop from, i. e., zero field to saturation at 600 mT and back to zero field

Such data sets can be used to analyze domain nucle-
ation and the domain growth mode. Moreover, due to
the negligible drift, domain structure and surface mor-
phology can be directly compared, because every MFM
can be used as a regular topography-imaging force
microscope.

Detection of Individual Vortices
in Superconductors

Numerous low temperature MFM experiments have
been performed on superconductors [14.152–159].
Some basic features of superconductors have been men-
tioned already in Sect. 14.3.5. The main difference of
STM/STS compared to MFM is the high sensitivity to
the electronic properties of the surface. Therefore, care-
ful sample preparation is a prerequisite. This is not so
important for MFM experiments, since the tip is scanned
at a certain distance above the surface.

Superconductors can be divided into two classes
with respect to their behavior in an external magnetic
field. For type-I superconductors, any magnetic flux is
entirely excluded below their critical temperature Tc
(Meissner effect), while for type-II superconductors,
cylindrical inclusions (vortices) of normal material ex-
ist in a superconducting matrix (vortex state). The radius

of the vortex core, where the Cooper pair density de-
creases to zero, is on the order of the coherence length ξ .
Since the superconducting gap vanishes in the core, they
can be detected by STS (see Sect. 14.3.5). Addition-
ally, each vortex contains one magnetic quantum flux
Φ = h/2e (where h represents Planck’s constant and
e the electron charge). Circular supercurrents around
the core screen the magnetic field associated with
a vortex; their radius is given by the London penetra-
tion depth λ of the material. This magnetic field of
the vortices can be detected by MFM. Investigations
have been performed on the two most popular copper
oxide high-Tc superconductors, YBa2Cu3O7 [14.152,
153, 155] and Bi2Sr2CaCu2O8 [14.153, 159], on the
only elemental conventional type-II superconductor
Nb [14.156, 157], and on the layered compound crystal
NbSe2 [14.154, 156].

Most often, vortices have been generated by cool-
ing the sample from the normal state to below Tc in
an external magnetic field. After such a field cool-
ing procedure, the most energetically favorable vortex
arrangement is a regular triangular Abrikosov lattice.
Volodin et al. [14.154] were able to observe such an
Abrikosov lattice on NbSe2. The intervortex distance d
is related to the external field during B cool down

Part
B

1
4
.4

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Low Temperature Scanning Probe Microscopy 14.4 Scanning Force Microscopy and Spectroscopy 441

a)

b)

Fig. 14.25a,b Two
5 µm × 5 µm FM-MFM im-
ages of vortices in a niobium
thin film after field-cooling at
0.5 mT (a) and −0.5 mT (b),
respectively. Since the ex-
ternal magnetic field was
parallel in (a) and antiparallel
in (b) with respect to the tip
magnetization, the vortices
exhibit reversed contrast.
Strong pinning dominates
the position of the vortices,
since they appear at identical
locations in (a) and (b) and
are not arranged in a regular
Abrikosov lattice (courtesy
of P. Grütter; cf. [14.157])

via d = (4/3)1/4(Φ/B)1/2. Another way to introduce
vortices into a type-II superconductor is vortex pene-
tration from the edge by applying a magnetic field at
temperatures below Tc. According to the Bean model,
a vortex density gradient exists under such conditions
within the superconducting material. Pi et al. [14.159]
slowly increased the external magnetic field until the
vortex front approaching from the edge reached the
scanning area.

If the vortex configuration is dominated by the
pinning of vortices at randomly distributed structural
defects, no Abrikosov lattice emerges. The influence
of pinning centers can be studied easily by MFM,
because every MFM can be used to scan the to-
pography in its AFM mode. This has been done
for natural growth defects by Moser et al. [14.155]
on YBa2Cu3O7 and for YBa2Cu3O7 and niobium
thin films, respectively, by Volodin et al. [14.158].
Roseman et al. [14.160] investigated the formation
of vortices in the presence of an artificial structure
on niobium films, while Pi et al. [14.159] pro-
duced columnar defects by heavy ion bombardment
in a Bi2Sr2CaCu2O8 single crystal to study the strong
pinning at these defects.

Figure 14.25 demonstrates that MFM is sensitive
to the polarity of vortices. In Fig. 14.25a, six vortices
have been produced in a niobium film by field cooling
in +0.5 mT. External magnetic field and tip magnetiza-
tion are parallel, and, therefore, the tip-vortex interaction
is attractive (bright contrast). To remove the vortices,
the niobium was heated above Tc (≈ 9 K). Thereafter,

vortices of opposite polarity were produced by field
cooling in −0.5 mT, which appear dark in Fig. 14.25b.
The vortices are probably bound to strong pinning sites,
because the vortex positions are identical in both im-
ages of Fig. 14.25. By imaging the vortices at different
scanning heights, Roseman et al. [14.157] tried to ex-
tract values for the London penetration depth from the
scan height dependence of their profiles. While good
qualitative agreement with theoretical predictions has
been found, the absolute values do not agree with
published literature values. The disagreement was at-
tributed to the convolution between tip and vortex stray
field. Better values might be obtained with calibrated
tips.

Toward Single Spin Detection
So far, only collective magnetic phenomena like ferro-
magnetic domains have been observed via magnetostatic
tip-sample interactions detected by MFM. However,
magnetic ordering exists due to the exchange interac-
tion between the electron spins of neighboring atoms
in a solid. The most energetically favorable situation
can be either ferromagnetic (parallel orientation) or
anti-ferromagnetic (anti-parallel orientation) ordering.
It has been predicted that the exchange force between
an individual spin of a magnetically ordered sample
and the spin of the foremost atom of a magnetic tip
can be detected at sufficiently small tip-sample dis-
tances [14.161, 162].

The experimental realization, however, is very dif-
ficult, because the exchange force is about a factor of
ten weaker and of even shorter range than the chem-
ical interactions that are responsible for the atomic-scale
contrast. FM-AFM experiments with a ferromagnetic
tip have been performed on the anti-ferromagnetic
NiO(001) surface at room temperature [14.163] and with
a considerable better signal-to-noise ratio at low tem-
peratures [14.122]. Although it was possible to achieve
atomic resolution, a periodic contrast that could be at-
tributed to the anti-ferromagnetically ordered spins of
the nickel atoms could not be observed.

Even more ambitious is the proposed detection of
individual nuclear spins by magnetic resonance force
microscopy (MRFM) using a magnetic tip [14.164,165].
The interest in this technique is driven by the possibil-
ity of reaching subsurface true 3-D imaging with atomic
resolution and chemical specificity. The idea of MRFM
is to combine aspects of force microscopy (atomic reso-
lution capability) with nuclear magnetic resonance (3-D
imaging and elemental selectivity). Low temperatures
are required, because the forces are extremely small.
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Up until now, no individual spins have been detected
by MRFM. However, electron spin resonance [14.166,
167], nuclear magnetic resonance [14.168], and
ferromagnetic resonance [14.169] experiments of
spin ensembles have been performed with mi-

crometer resolution. On the way toward single
spin detection, the design of ultrasensitive can-
tilevers made considerable progress, and the de-
tection of forces below 1 × 10−18 N has been
achieved [14.120].
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First principles investigation of tip-surface inter-
action on GaAs(110): Implication for atomic force

and tunneling microscopies, Phys. Rev. B 60 (1999)
11631–11638
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Dynamic Force15. Dynamic Force Microscopy

This chapter presents an introduction to the
concept of the dynamic operational mode of the
atomic force microscope (dynamic AFM). While
the static, or contact mode AFM is a widespread
technique to obtain nanometer resolution images
on a wide variety of surfaces, true atomic
resolution imaging is routinely observed only in
the dynamic mode. We will explain the jump-to-
contact phenomenon encountered in static AFM
and present the dynamic operational mode as
a solution to overcome this effect. The dynamic
force microscope is modeled as a harmonic
oscillator to gain a basic understanding of the
underlying physics in this mode.

Dynamic AFM comprises a whole family of
operational modes. A systematic overview of
the different modes typically encountered in
force microscopy is presented, and special care
is taken to explain the distinct features of each
mode. Two modes of operation dominate the
application of dynamic AFM. First, the amplitude
modulation mode (also called tapping mode) is
shown to exhibit an instability, which separates
the purely attractive force interaction regime
from the attractive–repulsive regime. Second,
the self-excitation mode is derived and its
experimental realization is outlined. While the
first is primarily used for imaging in air and
liquid, the second dominates imaging in UHV
(ultrahigh vacuum) for atomic resolution imaging.
In particular, we explain the influence of different
forces on spectroscopy curves obtained in dynamic
force microscopy. A quantitative link between the
measurement values and the interaction forces is
established.

Force microscopy in air suffers from small
quality factors of the force sensor (i. e., the
cantilever beam), which are shown to limit the

15.1 Motivation: Measurement
of a Single Atomic Bond ........................ 450

15.2 Harmonic Oscillator:
A Model System for Dynamic AFM ........... 454

15.3 Dynamic AFM Operational Modes ............ 455
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15.6 Conclusion ........................................... 471
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achievable resolution. Also, the above mentioned
instability in amplitude modulation mode often
hinders imaging of soft and fragile samples.
A combination of the amplitude modulation
with the self-excitation mode is shown to
increase the quality, or Q-factor, and extend
the regime of stable operation, making the
so-called Q-control module a valuable tool.
Apart from the advantages of dynamic force
microscopy as a nondestructive, high-resolution
imaging method, it can also be used to obtain
information about energy dissipation phenomena
at the nanometer scale. This measurement
channel can provide crucial information on
electric and magnetic surface properties. Even
atomic resolution imaging has been obtained
in the dissipation mode. Therefore, in the last
section, the quantitative relation between the
experimental measurement values and the
dissipated power is derived.
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15.1 Motivation: Measurement of a Single Atomic Bond

The direct measurement of the force interaction between
two distinct molecules has been the motivation for sci-
entists for many years now. The fundamental forces
responsible for the solid state of matter can be directly in-
vestigated, ultimately between defined single molecules.
But it has not been until very recently that the chem-
ical forces could be quantitatively measured for a single
atomic bond [15.1]. How can we reliably measure forces
that may be as small as one billionth of 1 N? How can
we identify one single pair of atoms as the source of the
force interaction?

The same mechanical principle that is used to mea-
sure the gravitational force exerted by your body weight
(e.g., with the scale in your bathroom) can be employed
to measure the forces between single atoms. A spring
with a defined elasticity is compressed by an arbitrary
force (e.g., your weight). The compression ∆z of the
spring (with spring constant k) is a direct measure of
the force F exerted, which in the regime of elastic
deformation obeys Hooke’s law:

F = k∆z . (15.1)

The only difference with regard to your bathroom scale
is the sensitivity of the measurement. Typically springs
with a stiffness of 0.1 N/m to 10 N/m are used, which
will be deflected by 0.1 nm to 10 nm upon application of
an interatomic force of some nN. Experimentally, a laser
deflection technique is used to measure the movement
of the spring. The spring is a bendable cantilever mi-
crofabricated from silicon wafers. If a sufficiently sharp
tip, usually directly attached to the cantilever, is ap-
proached toward a surface within some nanometers, we
can measure the interacting forces through changes in
the deflected laser beam. This is a static measurement;
hence it is called static AFM. Alternatively, the can-
tilever can be excited to vibrate at its resonant frequency.
Under the influence of tip-sample forces the resonant
frequency (and consequently also amplitude and phase)
of the cantilever will change and serve as measurement
parameters. This is called the dynamic AFM. Due to
the multitude of possible operational modes, expres-
sions like noncontact mode, intermittent-contact mode,
tapping mode, FM-mode, AM-mode, self-excitation,
constant-excitation, or constant-amplitude mode AFM
are found in the literature, which will be systematically
categorized in the following paragraphs.

In fact, the first AFMs were operated in the dynamic
mode. In 1986, Binnig, Quate and Gerber presented
the concept of the atomic force microscope [15.2]. The

deflection of the cantilever with the tip was measured
with sub-angstrom precision by an additional scanning
tunneling microscope (STM). While the cantilever was
externally oscillated close to its resonant frequency, the
amplitude and phase of the oscillation were measured.
If the tip is approached toward the surface, the oscilla-
tion parameters, amplitude and phase, are influenced by
the tip-surface interaction, and can, therefore, be used as
feedback channels. A certain set-point, for example, the
amplitude, is given, and the feedback loop will adjust
the tip-sample distance such that the amplitude remains
constant. The controller parameter is recorded as a func-
tion of the lateral position of the tip with respect to the
sample, and the scanned image essentially represents the
surface topography.

What then is the difference between the static and
the dynamic mode of operation for the AFM? The static
deflection AFM directly gives the interaction force be-
tween tip and sample using (15.1). In the dynamic mode,
we find that the resonant frequency, amplitude, and
phase of the oscillation change as a consequence of
the interaction forces (and also dissipative processes,
as discussed in the last section).

In order to get a basic understanding of the underly-
ing physics, it is instructive to consider a very simplified
case. Assume that the vibration amplitude is small com-
pared to the range of force interaction. Since van der
Waals forces range over typical distances of 10 nm, the
vibration amplitude should be less than 1 nm. Further-
more, we require that the force gradient ∂Fts/∂z does
not vary significantly over one oscillation cycle.

We can view the AFM setup as a coupling of two
springs (see Fig. 15.1). Whereas the cantilever is rep-
resented by a spring with spring constant k, the force
interaction between tip and surface can be modeled by

z0
Tip

Sample

z

k

kts

Fig. 15.1 Model of the AFM
tip while experiencing tip-
sample forces. The tip is
attached to a cantilever with
spring constant k, and the
force interaction is modeled
by a spring with a stiffness kts

equal to the force gradient.
Note that the force interaction
spring is not constant, but
depends on the tip-sample
distance z

Part
B

1
5
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Dynamic Force Microscopy 15.1 Motivation: Measurement of a Single Atomic Bond 451

a second spring. The derivative of the force with respect
to tip-sample distance is the force gradient and repre-
sents the spring constant kts of the interaction spring.
This spring constant kts is constant only with respect
to one oscillation cycle, but varies with the average tip-
sample distance as the probe is approached to the sample.
The two springs are coupled in series. Therefore, we can
write for the total spring constant of the AFM system:

ktotal = k + kts = k − ∂Fts

∂z
. (15.2)

From the simple harmonic oscillator (neglecting any
damping effects) we find that the resonant frequency ω

of the system is shifted by ∆ω from the free resonant
frequency ω0 due to the force interaction:

ω2 = (ω0 +∆ω)2

= ktotal/m∗ =
(

k + ∂Fts

∂z

)
/m∗ . (15.3)

Here m∗ represents the effective mass of the cantilever.
A detailed analysis of how m∗ is related to the geometry
and total mass of the cantilever can be found in the
literature [15.3]. In the approximation that ∆ω is much
smaller than ω0, we can write:

∆ω

ω0

∼= − 1

2k

∂Fts

∂z
. (15.4)

Therefore, we find that the frequency shift of the can-
tilever resonance is proportional to the force gradient of
the tip-sample interaction.

Although the above consideration is based on a very
simplified model, it shows qualitatively that in dynamic
force microscopy we will find that the oscillation fre-
quency depends on the force gradient, while static force
microscopy measures the force itself. In principle, we
can calculate the force curve from the force gradient
and vice versa (neglecting a constant offset). It seems,
therefore, that the two methods are equivalent, and our
choice will depend on whether we can measure the beam
deflection or the frequency shift with better precision at
the cost of technical effort.

However, we have neglected one important issue for
the operation of the AFM thus far: the mechanical stabil-
ity of the measurement. In static AFM, the tip is slowly
approached toward the surface. The force between the
tip and the surface will always be counteracted by the
restoring force of the cantilever. In Fig. 15.2, you can
see a typical force-distance curve. Upon approach of
the tip toward the sample, the negative attractive forces,
representing, e.g., van der Waals or chemical interac-
tion forces, increase until a maximum is reached. This

Force

Static mode
Dynamic mode

Probe-sample
distance z0

Oscillation amplitude

AB

C

D

Fig. 15.2 Force-distance curve of a typical tip-sample in-
teraction. In static mode AFM, the tip would follow the
force curve until point B is reached. If the slope of the
force curve becomes larger than the spring constant of the
cantilever (dashed line), the tip will suddenly jump to po-
sition C. Upon retraction, a different path will be followed
along D and A again. In dynamic AFM, the cantilever oscil-
lates with amplitude A. Although the equilibrium position
of the oscillation is far from the surface, the tip will experi-
ence the maximum attractive force at point D during some
parts of the oscillation cycle. However, the total force is al-
ways pointing away from the surface, therefore, avoiding
an instability

turnaround point is due to the onset of repulsive forces
caused by coulomb repulsion, which will start to dom-
inate upon further approach. The spring constant of the
cantilever is represented by the slope of the straight line.
The position of the z-transducer (typically a piezo el-
ement), which moves the probe, is at the intersection
of the line with the horizontal axis. The position of
the tip, shifted from the probe’s base due to the lever
bending, can be found at the intersection of the can-
tilever line with the force curve. Hence, the total force
is zero, i. e., the cantilever is in its equilibrium position
(note that the spring constant line here shows attractive
forces, although in reality the forces are repulsive, i. e.,
pulling back the tip from the surface). As soon as the
position A in Fig. 15.2 is reached, we find two possi-
ble intersection points, and upon further approach there
are even three force equilibrium points. However, be-
tween point A to B the tip is at a local energy minimum
and, therefore, will still follow the force curve. But at
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point B, when the adhesion force upon further approach
would become larger than the spring restoring force, the
tip will suddenly jump to point C. We can then probe
the predominantly repulsive force interaction by further
reducing the tip-sample distance. Then, while retract-
ing the tip, we will pass point C, because the tip is still
in a local energy minimum. At position D the tip will
jump suddenly to point A again, since the restoring force
now exceeds the adhesion. From Fig. 15.2 we can see
that the sudden instability will happen at exactly the
point where the slope of the adhesion force exceeds the
slope of the spring constant. Therefore, if the negative
force gradient of the tip-sample interaction will at any
point exceed the spring constant, a mechanical instabil-
ity occurs. Mathematically speaking, we demand that
for a stable measurement:

∂Fts

∂z

∣∣∣∣
z

> k for all points z . (15.5)

The phenomenon of mechanical instability is often re-
ferred to as the “jump-to-contact”.

Looking at Fig. 15.2, we realize that large parts of the
force curve cannot be measured if the jump-to-contact
phenomenon occurs. We will not be able to measure the
point at which the attractive forces reach their maximum,
representing the temporary chemical bonding of the tip
and the surface atoms. Secondly, the sudden instability,
the jump-to-contact, will often cause the tip to change
the very last tip or surface atoms. A smooth, careful
approach needed to measure the full force curve does
not seem feasible. Our goal of measuring the chemical
interaction forces of two single molecules may become
impossible.

There are several solutions to the jump-to-contact
problem: On the one hand, we can simply choose a suf-
ficiently stiff spring, so that (15.5) is fulfilled at all
points of the force curve. On the other hand, we can
resort to a trick to enhance the counteracting force of
the cantilever: We can oscillate the cantilever with large
amplitude, thereby making it virtually stiffer at the point
of strong force interaction.

Consider the first solution, which seems simpler at
first glance. Chemical bonding forces extend over a dis-
tance range of about 0.1 nm. Typical binding energies
of a couple of eV will lead to adhesion forces on the or-
der of some nN. Force gradients will, therefore, reach
values of some 10 N/m. A spring for stable force mea-
surements will have to be as stiff as 100 N/m to ensure
that no instability occurs (a safety factor of ten seems
to be a minimum requirement, since usually one cannot
be sure a priori that only one atom will dominate the in-

teraction). In order to measure the nN interaction force,
a static cantilever deflection of 0.01 nm has to be de-
tected. With standard beam deflection AFM setups this
becomes a challenging task.

This problem was solved [15.4, 5] using an in situ
optical interferometer measuring the beam deflection
at liquid nitrogen temperature in a UHV environment.
In order to ensure that the force gradients are smaller
than the lever spring constant (50 N/m), the tips were
fabricated to terminate in only three atoms, therefore,
minimizing the total force interaction. The only tool
known to be able to engineer SPM tips down to atomic
dimensions is the field ion microscope (FIM). This tech-
nique not only allows imaging of the tip apex with
atomic precision, but also can be used to manipulate
the tip atoms by field evaporation [15.6], as shown
in Fig. 15.3. Atomic interaction forces were measured
with sub-nanonewton precision, revealing force curves
of only a few atoms interacting without mechanical hys-
teresis. However, the technical effort to achieve this type
of measurement is considerable, and most researchers
today have resorted to the second solution.

Fig. 15.3 Manipulation of the apex atoms of an AFM tip
using field ion microscopy (FIM). Images are obtained at
a tip bias of 4.5 kV. The last six atoms of the tip can be
inspected in this example. Field evaporation to remove sin-
gle atoms is performed by increasing the bias voltage for
a short time to 5.2 kV. Each of the outer three atoms can
be consecutively removed, eventually leaving a trimer tip
apex
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The alternative solution can be visualized in
Fig. 15.2. The straight, dashed line now represents the
force values of the oscillating cantilever, with ampli-
tude A assuming Hooke’s law is valid. This is the tensile
force of the cantilever spring pulling the tip away from
the sample. The restoring force of the cantilever is at
all points stronger than the adhesion force. For exam-
ple, the total force at point D is still pointing away from
the sample, although the spring has the same stiffness
as before. Mathematically speaking, the measurement is
stable as long as the cantilever spring force Fcb = kA is
larger than the attractive tip-sample force Fts [15.7]. In
the static mode we would already experience an insta-
bility at that point. However, in the dynamic mode, the
spring is pre-loaded with a force stronger than the at-
tractive tip-sample force. The equilibrium point of the
oscillation is still far away from the point of closest con-
tact of the tip and surface atoms. The total force curve
can be probed by varying the equilibrium point of the
oscillation, i. e., by adjusting the z-piezo.

The diagram also shows that the oscillation ampli-
tude has to be quite large if fairly soft cantilevers are to
be used. With lever spring constants of 10 N/m, the am-
plitude must be at least 1 nm to ensure forces of 1 nN
can be reliably measured. In practical applications, am-
plitudes of 10–100 nm are used to stay on the safe side.
This means that the oscillation amplitude is much larger
than the force interaction range. The above simplifica-
tion, that the force gradient remains constant within one
oscillation cycle, does not hold anymore. Measurement
stability is gained at the cost of a simple quantitative
analysis of the experiments. In fact, dynamic AFM was
first used to obtain atomic resolution images of clean
surfaces [15.8], and it took another six years [15.1] be-
fore quantitative measurements of single bond forces
were obtained.

The technical realization of dynamic mode AFMs
is based on the same key components as a DC-AFM
setup. The most common principle is the method of
laser deflection sensing (see, e.g., Fig. 15.4). A laser
beam is focused on the back side of a microfabri-
cated cantilever. The reflected laser spot is detected with
a positional sensitive diode (PSD). This photodiode is
sectioned into two parts that are read-out separately
(usually even a four-quadrant diode is used to de-
tect torsional movements of the cantilever for lateral

Fig. 15.4 Representation of an AFM setup with the laser
beam deflection method. Cantilever and tip are micro-
fabricated from silicon wafers. A laser beam is deflected
from the back side of the cantilever and again focused
on a photosensitive diode. The diode is segmented into
four quadrants, which allows the measurement of vertical
and torsional bending of the cantilever (artwork from Jörg
Heimel rendered with POV-Ray 3.0)

friction measurements). With the cantilever at equilib-
rium, the spot is adjusted such that the two sections
show the same intensity. If the cantilever bends up or
down, the spot moves, and the difference signal be-
tween the upper and lower sections is a measure of the
bending.

In order to enhance sensitivity, several groups have
adopted an interferometer system to measure the can-
tilever deflection. A thorough comparison of different
measurement methods with analysis of sensitivity and
noise level is given by [15.3].

The cantilever is mounted on a device that allows os-
cillation of the beam. Often a piezo-element serves this
purpose. The reflected laser beam is analyzed for oscilla-
tion amplitude, frequency, and phase difference between
excitation and vibration. Depending on the mode of op-
eration, a feedback mechanism will adjust oscillation
parameters and/or tip-sample distance during the scan-
ning. The setup can be operated in air, UHV, and even in
fluids. This allows measurement of a wide range of sur-
face properties from atomic resolution imaging [15.8]
up to studying biological processes in liquid [15.9, 10].
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15.2 Harmonic Oscillator: A Model System for Dynamic AFM

The oscillating cantilever has three degrees of freedom:
the amplitude, the frequency, and the phase difference
between excitation and oscillation. Let us consider the
damped driven harmonic oscillator. The cantilever is
mounted on a piezoelectric element that is oscillating
with amplitude Ad at frequency ω:

zd(t) = Ad cos(ωt) . (15.6)

We assume that the cantilever spring obeys Hooke’s law.
Secondly, we introduce a friction force that is propor-
tional to the speed of the cantilever motion, whereas
α denotes the damping coefficient (Amontons’s law).
With Newton’s first law we find for the oscillating sys-
tem the following equation of motion for the position z(t)
of the cantilever tip (see also Fig. 15.1):

mz̈(t) = −αż(t)− kz(t)− kzd(t) . (15.7)

We define ω2
0 = k/m∗, which turns out to be the resonant

frequency of the free (undamped, i. e., α = 0) oscillat-
ing beam. We further define the dimensionless quality
factor Q = m∗ω0/α, antiproportional to the damping
coefficient. The quality factor describes the number of
oscillation cycles, after which the damped oscillation
amplitude decays to 1/e of the initial amplitude with
no external excitation (Ad = 0). After some basic math,
this results in the following differential equation:

z̈(t)+ ω0

Q
ż(t)+ω2

0z(t) = Adω
2
0 cos(ωt) . (15.8)

The solution is a linear combination of two
regimes [15.11]. Starting from rest and switching on
the piezo-excitation at t = 0, the amplitude will increase
from zero to the final magnitude and reach a steady
state, where amplitude, phase, and frequency of the
oscillation stay constant over time. The steady-state so-
lution z1(t) is reached after 2Q oscillation cycles and
follows the external excitation with amplitude A0 and
phase difference ϕ:

z1(t) = A0 cos(ωt +ϕ) . (15.9)

The oscillation amplitude in the transient regime during
the first 2Q cycles follows:

z2(t) = At e−ω0t/2Q sin(ω0t +ϕt) . (15.10)

We emphasize the important fact that the exponential
term causes z2(t) to diminish exponentially with time
constant τ :

τ = 2Q/ω0 . (15.11)

In vacuum conditions, only the internal dissipation due
to bending of the cantilever is present, and Q reaches
values of 10,000 at typical resonant frequencies of
100,000 Hz. This results in a relatively long transient
regime of τ ∼= 30 ms, which limits the possible op-
erational modes for dynamic AFM (detailed analysis
by [15.11]). Changes in the measured amplitude, which
reflect a change of atomic forces, will have a time lag of
30 ms, which is very slow considering one wants to scan
a 200 × 200 point image within a few minutes. In air,
however, viscous damping due to air friction dominates
and Q goes down to less than 1,000, resulting in a time
constant below the millisecond level. This response time
is fast enough to use the amplitude as a measurement
parameter.

If we evaluate the steady state solution z1(t) in the
differential equation, we find the following well-known
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Fig. 15.5 Amplitude and phase versus excitation frequency
curves for the damped harmonic oscillator with a quality
factor of Q = 4
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solution for amplitude and phase of the oscillation as
a function of the excitation frequency ω:

A0 = Ad Qω2
0√

ω2ω2
0 + Q2

(
ω2

0 −ω2
)2 (15.12)

ϕ = arctan

(
ωω0

Q
(
ω2

0 −ω2
)
)

. (15.13)

Amplitude and phase diagrams are depicted in Fig. 15.5.
As can be seen from (15.12), the amplitude will reach
its maximum at a frequency different from ω0, if Q
has a finite value. The damping term of the harmonic
oscillator causes the resonant frequency to shift from ω0
to ω∗

0:

ω∗
0 = ω0

√
1− 1

2Q2 . (15.14)

The shift is negligible for Q-factors of 100 and above,
which is the case for most applications in vacuum or air.
However, for measurements in liquids, Q can be smaller
than 10 and ω0 differs significantly from ω∗

0. As we will
discuss later, it is also possible to enhance Q by using
a special excitation method.

In the case that the excitation frequency is equal
to the resonant frequency of the undamped cantilever,
ω = ω0, we find the useful relation:

A0 = Q Ad for ω = ω0 . (15.15)

Since ω∗
0 ≈ ω0 for most cases, we find that (15.15) holds

true for exciting the cantilever at its resonance. From
a similar argument, the phase becomes approximately
90 deg for the resonance case. We also see that in order to
reach vibration amplitudes of some 10 nm, the excitation
only has to be as small as 1 pm for typical cantilevers
operated in vacuum.

So far, we have not considered an additional force
term, describing the interaction between the probing
tip and the sample. For typical, large vibration am-
plitudes of 10–100 nm no general solution for this
analytical problem has been found yet. The cantilever
tip will experience a whole range of force interac-
tions during one single oscillation cycle, rather than
one defined tip-sample force. Only in the special case
of a self-excited cantilever oscillation has the prob-
lem been solved semi-analytically, as we will see
later.

15.3 Dynamic AFM Operational Modes

While the quantitative interpretation of force curves in
contact AFM is straightforward using (15.1), we ex-
plained in the previous paragraphs that its application to
assess short-range attractive interatomic forces is rather
limited. The dynamic mode of operation seems to open
a viable direction toward achieving this task. However
interpretation of the measurements generally appears to
be more difficult. Different operational modes are em-
ployed in dynamic AFM, and the following paragraphs
are intended to distinguish these modes and categorize
them in a systematic way.

The oscillation trajectory of a dynamically driven
cantilever is determined by three parameters: the am-
plitude, the phase, and the frequency. Tip-sample
interactions can influence all three parameters, in the fol-
lowing, termed the internal parameters. The oscillation is
driven externally, with excitation amplitude Ad and exci-
tation frequency ω. These variables will be referred to as
the external parameters. The external parameters are set
by the experimentalist, whereas the internal parameters
are measured and contain the crucial information about
the force interaction. In scanning probe applications,

it is common to control the probe-surface distance z0
in order to keep an internal parameter constant (i. e.,
the tunneling current in STM or the beam deflection in
contact AFM), which represents a certain tip-sample in-
teraction. In z-spectroscopy mode, the distance is varied
in a certain range, and the change of the internal pa-
rameters are measured as a fingerprint of the tip-sample
interactions.

In dynamic AFM the situation is rather complex.
Any of the internal parameters can be used for feedback
of the tip-sample distance z0. However, we already real-
ized that, in general, the tip-sample forces could only be
fully assessed by measuring all three parameters. This
makes it difficult to obtain images where the distance z0
is representative of the surface at one force set-point.
A solution to this problem is to establish additional feed-
back loops, which keep the internal parameters constant
by adjusting the external variables.

In the simplest setup, the excitation frequency is
set to a predefined value, and the excitation ampli-
tude remains constant by a feedback loop. This is
called the AM mode (amplitude modulation), or tap-
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ping mode (TM). As stated before, in principle, any
of the internal parameters can be used for feedback
to the tip-sample distance – in AM mode the ampli-
tude signal is used. A certain amplitude (smaller than
the free oscillation amplitude) at a frequency close
to the resonance of the cantilever is chosen, the tip
is approached toward the surface under investigation,
and the approach is stopped as soon as the set-point
amplitude is reached. The oscillation-phase is usually
recorded during the scan, however, the shift of the res-
onant frequency of the cantilever cannot be directly
accessed, since this degree of freedom is blocked by
the external excitation at a fixed frequency. It turns
out that this mode is simple to operate from a tech-
nical perspective, but quantitative information about the
tip-sample interaction forces has so far not been reli-
ably extracted from AM-mode AFM. Still, it is one of
the most commonly used modes in dynamic AFM op-
erated in air, and even in liquid. The strength of this
mode is the qualitative imaging of a large variety of
surfaces.

It is interesting to discuss the AM mode in the ex-
treme situation that the external excitation frequency is
much lower than the resonant frequency [15.12,13]. This
results in a quasi-static measurement, although a dy-
namic oscillation force is applied, and, therefore, this
mode can be viewed as a hybrid between static and dy-
namic AFM. Unfortunately, it has the drawbacks of the
static mode, namely, that stiff spring constants must be
used and, therefore, the sensitivity of the deflection mea-
surement must be very good, typically employing a high
resolution interferometer. Still, it has the advantage of
the static measurement in quantitative interpretation,
since in the regime of small amplitudes (< 0.1 nm) a di-
rect interpretation of the experiments is possible. In
particular, the force gradient at tip-sample distance z0
is given by the change of the amplitude A and the phase
angle ϕ:

∂Fts

∂z

∣∣∣∣
z0

= k

(
1− A0

A
cos ϕ

)
. (15.16)

In effect, the modulated AFM, in contrast to the purely
static AFM, can enhance sensitivity due to the use of
lock-in techniques, which allows the measurement of
the amplitude and phase of the oscillation signal with
high precision.

As stated before, the internal parameters can be fed
back to the external excitation variables. One of the
most useful applications in this direction is the self-
excitation system. Here the resonant frequency of the
cantilever is detected and selected again as the exci-

tation frequency. In a typical setup, this is done with
a phase shift of 90 deg by feeding back the detector sig-
nal to the excitation piezo, i. e., the cantilever is always
excited in resonance. Influences of the tip-sample inter-
action forces on the resonant frequency do not change
the two other parameters of the oscillation, i. e., ampli-
tude and phase; only the oscillation frequency is shifted.
Therefore, it is sufficient to measure the frequency shift
between the free oscillation and the oscillation with tip-
sample interaction. Since the phase remains at a fixed
value, the oscillating system is much better defined than
before, and the degrees of freedom for the oscillation
are reduced. To even reduce the last degree of free-
dom, the oscillation amplitude, another feedback loop
can be established to keep the oscillation amplitude A
constant by varying the excitation amplitude Ad. Now,
all internal parameters have a fixed relation to the exter-
nal excitation variables, the system is well-defined, and
all parameters can be assessed during the measurement.
As it turns out, this mode is the only dynamic mode
in which a quantitative relation between tip-sample
forces and the change of the resonant frequency can
be established.

In the following section we want to discuss the two
most popular operational modes, tapping mode and self-
excitation mode, in more detail.

15.3.1 Amplitude-Modulation/
Tapping-Mode AFMs

In tapping mode, or AM-AFM, the cantilever is excited
externally at a constant frequency close to its resonance.
Oscillation amplitude and phase during approach of
tip and sample serve as the experimental observation
channels. Figure 15.6 shows a diagram of a typical
tapping-mode AFM setup. The oscillation amplitude
and the phase (not shown in diagram) detected with the
photodiode are analyzed with a lock-in amplifier. The
amplitude is compared to the set-point, and the differ-
ence or error signal is used to adjust the z-piezo, i. e.,
the probe-sample distance. The external modulation unit
supplies the signal for the excitation piezo, and, at the
same time, the oscillation signal serves as the reference
for the lock-in amplifier.

During one oscillation cycle with amplitudes of
10–100 nm, the tip-sample interaction will range over
a wide distribution of forces, including attractive, as
well as repulsive forces. We will, therefore, measure
a convolution of the force-distance curve with the oscil-
lation trajectory. This complicates the interpretation of
AM-AFM measurements appreciably.
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Fig. 15.6 Setup of a dynamic force microscope operated
in the AM or tapping mode. A laser beam is deflected
by the back side of the cantilever, and the deflection is
detected by a split photodiode. The excitation frequency is
chosen externally with a modulation unit, which drives the
excitation piezo. A lock-in amplifier analyzes phase and
amplitude of the cantilever oscillation. The amplitude is
used as the feedback signal for the probe-sample distance
control

At the same time, the resonant frequency of the
cantilever will change due to the appearing force gra-
dients, as could already be seen in the simplified model
from (15.4). If the cantilever is excited exactly at
its resonant frequency before, it will be excited off-
resonance after interaction forces are encountered. This,
in turn, changes amplitude and phase (15.12, 15.13),
which serve as the measurement signals. Consequently,
a different amplitude will cause a change in the en-
countered effective force. We can see already from
this simple gedanken-experiment that the interpreta-
tion of force curves will be highly complicated. In fact,
there is no quantitative theory for AM-AFM available,
which allows the experimentalist to unambiguously
convert the experimental data to a force-distance rela-
tionship.

The qualitative behavior for amplitude versus z0-
position curves is depicted in Fig. 15.7. At large
distances, where the forces between tip and sample are
negligible, the cantilever oscillates with its free oscil-
lation amplitude. Upon approach of the probe toward

Amplitude

z-position

Set-point

Fig. 15.7 Simplified model showing the oscillation am-
plitude in tapping-mode AFM for various probe-sample
distances

the surface the interaction forces cause the amplitude
to change, resulting typically in an amplitude getting
smaller with continuously decreased tip-sample dis-
tance. This is expected, since the force-distance curve
will eventually reach the repulsive part and the tip is hin-
dered from indenting further into the sample, resulting
in smaller oscillation amplitudes.

However, in order to gain some qualitative insight
into the complex relationship between forces and oscil-
lation parameters, we resort to numerical simulations.
Anczykowski et al. [15.14, 15] have calculated the oscil-
lation trajectory of the cantilever under the influence of
a given force model. Van der Waals interactions were
considered the only effective, attractive forces, and the
total interaction resembled a Lennard-Jones-type poten-
tial. Mechanical relaxations of the tip and sample surface
were treated in the limits of continuum theory with
the numerical MYD/BHW [15.16, 17] approach, which
allows the simulations to be compared to correspond-
ing experiments. Figure 15.8 shows the force-distance
curves for different tip radii underlying the dynamic
AFM simulations.

The cantilever trajectory was analyzed by solving
the differential equation (15.7) extended by the force-
distance relations from Fig. 15.8 using the numerical
Verlet algorithm [15.18, 19]. The results of the simula-
tion for the amplitude and phase of the tip oscillation
as a function of z-position of the probe are presented in
Fig. 15.9. One has to keep in mind that the z-position
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Fig. 15.8 Force curves and corresponding contact radius
calculated with the MYD/BHW-model as a function of tip
radius for a Si–Si contact. These force curves are used for
the tapping-mode AFM simulations

of the probe is not equivalent to the real tip-sample dis-
tance at equilibrium position, since the cantilever might
bend statically due to the interaction forces. The behav-
ior of the cantilever can be subdivided into three different
regimes. We distinguish the cases in which the beam is
oscillated below its resonant frequency ω0, exactly at
ω0, and above ω0. In the following, we will refer to ω0
as the resonant frequency, although the correct resonant
frequency is ω∗

0 if taking into account the finite Q-value.
Clearly, Fig. 15.9 exhibits more features than were

anticipated from the initial, simple arguments. Ampli-
tude and phase seem to change rather abruptly at certain
points when the z0-position is decreased. Besides, the
amplitude or phase-distance curves don’t resemble the
force-distance curves from Fig. 15.8 in a simple, di-
rect manner. Additionally, we find a hysteresis between
approach and retraction.

As an example, let us start by discussing the dis-
continuous features in the AFM spectroscopy curves of
the first case, where the excitation frequency is smaller
than ω0. Consider the oscillation amplitude as a function
of excitation frequency in Fig. 15.5 in conjunction with
a typical force curve, as depicted in Fig. 15.8. Upon
approach of probe and sample, attractive forces will
lower the effective resonant frequency of the oscillator.
Therefore, the excitation frequency will now be closer
to the resonant frequency, causing the vibration ampli-
tude to increase. This, in turn, reduces the tip-sample
distance, which again gives rise to a stronger attrac-
tive force. The system becomes unstable until the point
z0 = dapp is reached, where repulsive forces stop the self-
enhancing instability. This can be clearly observed in
Fig. 15.9. Large parts of the force-distance curve cannot
be measured due to this instability.

In the second case, where the excitation equals the
free resonant frequency, only a small discontinuity is ob-
served upon reduction of the z-position. Here, a shift of
the resonant frequency toward smaller values, induced
by the attractive force interaction, will reduce the oscil-
lation amplitude. The distance between tip and sample
is, therefore, reduced as well, and the self-amplifying
effect with the sudden instability does not occur as long
as repulsive forces are not encountered. However, at
closer tip-sample distances, repulsive forces will cause
the resonant frequency to shift again toward higher val-
ues, increasing the amplitude with decreasing tip-sample
distance. Therefore, a self-enhancing instability will also
occur in this case, but at the crossover from purely attrac-
tive forces to the regime where repulsive forces occur.
Correspondingly, a small kink in the amplitude curve
can be observed in Fig. 15.9. An even clearer indication
of this effect is manifested by the sudden change in the
phase signal at dapp.

In the last case, with ω > ω0, the effect of ampli-
tude reduction due to the resonant frequency shift is
even larger. Again, we find no instability in the amp-
litude signal during approach in the attractive force
regime. However, as soon as the repulsive force regime
is reached, the instability occurs due to the induced pos-
itive frequency shift. Consequently, a large jump in the
phase curve from values smaller than 90 deg to val-
ues larger than 90 deg is observed. The small change
in the amplitude curve is not resolved in the simulated
curves in Fig. 15.9, however, it can be clearly seen in the
experimental curves in Fig. 15.10.

Figure 15.10 depicts the corresponding experimen-
tal amplitude and phase curves. The measurements
were performed in air with a Si cantilever approaching

Part
B

1
5
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Dynamic Force Microscopy 15.3 Dynamic AFM Operational Modes 459

25

24

23

22 24 26

Amplitude (nm)

Phase (deg)

Force (nN)

a) ω < ω0 ω = ω0 ω > ω0b) c)

z-position (nm)

25

20

15

10

5

0

0

45

90

135

180

75

50

25

0

0 10 20 30 40
z-position (nm)

0 10 20 30 40
z-position (nm)

0 10 20 30 40

dret

dapp

dret

dapp

dret
dapp

dret
dapp

dret
dapp

dret
dapp

dret

dapp

dret

dapp

dret

dapp

dretdapp

Fig. 15.9a–c
Amplitude and phase
diagrams with excita-
tion frequency (a) below,
(b) exactly at, and
(c) above the resonant fre-
quency for tapping-mode
AFM from the numerical
simulations. Additionally,
the bottom diagrams show
the interaction forces at
the point of closest tip–
sample distance, i. e., the
lower turnaround point of
the oscillation

a Si wafer, with a cantilever resonant frequency of
299.95 kHz. Qualitatively, all prominent features of the
simulated curves can also be found in the experimental
data sets. Hence, the above model seems to capture the
important factors necessary for an appropriate descrip-
tion of the experimental situation.

But what is the reason for this unexpected behav-
ior? We have to turn to the numerical simulations again,
where we have access to all physical parameters, in or-
der to understand the underlying processes. The lower
part of Fig. 15.9 also shows the interaction force be-
tween the tip and the sample at the point of closest
approach, i. e., the sample-sided turnaround point of
the oscillation. We see that exactly at the points of
the discontinuities the total interaction force changes
from the net-attractive regime to the attractive-repulsive
regime, also termed the intermittent contact regime. The
term net-attractive is used to emphasize that the total
force is attractive, despite the fact that some minor con-
tributions might still originate from repulsive forces.

As soon as a minimum distance is reached, the tip
also starts to experience repulsive forces, which com-
pletely changes the oscillation behavior. In other words,
the dynamic system switches between two oscillatory
states.

Directly related to this fact is the second phe-
nomenon: the hysteresis effect. We find separate curves
for the approach of the probe toward the surface and
the retraction. This seems to be somewhat counter-
intuitive, since the tip is constantly approaching and
retracting from the surface, and the average values of
amplitude and phase should be independent of the di-
rection of the average tip-sample distance movement.
A hysteresis between approach and retraction within one
oscillation due to dissipative processes should directly
influence amplitude and phase. However, no dissipa-
tion models were included in the simulation. In this
case, the hysteresis in Fig. 15.9 is due to the fact that
the oscillation jumps into different modes, the sys-
tem exhibits bistability. This effect is often observed
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in oscillators under the influence of nonlinear forces
[15.20].

For the interpretation of these effects it is helpful to
look at Fig. 15.11, which shows the behavior of the simu-
lated tip vibration and force during one oscillation cycle
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Fig. 15.11a,b Simulation of the tapping-mode cantilever oscillation
in the (a) net-attractive and (b) the intermittent contact regime. The
dashed line represents the excitation amplitude and the solid line is
the oscillation amplitude

over time. The data is recorded at the same z-position
at a point where hysteresis is observed, while a) was
taken during the approach and b) during the retraction.
Excitation is in resonance, representing case 2, where
the amplitude shows a small hysteresis. Also note that
the amplitude is almost exactly the same in a) and b).
We see that the oscillation at the same z-position ex-
hibits two different modes: While in a) the experienced
force is net-attractive, in b) the tip is exposed to at-
tractive and repulsive interactions. Experimental and
simulated data show that the change between the net-
attractive and intermittent contact mode takes place at
different z-positions (dapp and dret) for approach and re-
traction. Between dapp and dret the system is in a bistable
mode. Depending on the history of the measurement,
e.g., whether the position dapp during the approach (or
dret during retraction) has been reached, the system
flips to the other oscillation mode. While the ampli-
tude might not be influenced strongly (case 2), the phase
is a clear indicator of the mode switch. On the other
hand, if point dapp is never reached during the approach,
the system will stay in the net-attractive regime and no
hysteresis is observed, i. e., the system remains stable.

In conclusion, we find that although a qualitative in-
terpretation of the interaction forces is possible, the AM-
nor tapping-mode AFM is not suitable to gain direct
quantitative knowledge of tip-sample force interactions.
However, it is a very useful tool for imaging nanometer-
sized structures in a wide variety of setups, in air or even
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in liquid. We find that two distinct modes exist for the
externally excited oscillation – the net-attractive and the
intermittent contact mode – which describe what kind
of forces the tip-sample interaction is governed by. The
phase can be used as an indicator of which mode the
system is running in.

In particular, it can be easily seen that if the free
resonant frequency of the cantilever is higher than the
excitation frequency, the system cannot stay in the net-
attractive regime due to a self-enhancing instability.
Since in many applications involving soft and deli-
cate biological samples strong repulsive forces should
be avoided, the tapping-mode AFM should be oper-
ated at frequencies equal to or above the free resonant
frequency [15.21]. Even then, statistical changes of tip-
sample forces during the scan might induce a sudden
jump into the intermittent contact mode, and the previ-
ously explained hysteresis will tend to keep the system
in this mode. It is, therefore, of high importance to tune
the oscillation parameters in such a way that the AFM
stays in the net-attractive regime [15.22]. A concept that
achieves this task is the Q-control system, which will be
discussed in some detail in the forthcoming paragraphs.

A last word concerning the overlap of simulation
and experimental data: While the qualitative agreement
down to the detailed shape of hysteresis and instabilities
is rather striking, we still find some quantitative dis-
crepancies between the positions of the instabilities dapp
and dret. This is probably due to the simplified force
model, which only takes into account van der Waals
and repulsive forces. Especially at ambient conditions,
an omnipresent water meniscus between tip and sam-

Phase (deg)

z-position

0

90

180

∆
1

Repulsive

Attractive

Free

∆
2

Fig. 15.12 Phase shift in tapping mode as a function of tip-
sample distance

ple will give rise to much stronger attractive and also
dissipative forces than considered in the model. A very
interesting feature is that the simulated phase curves in
the intermittent contact regime tend to have a steeper
slope in the simulation than in the experiments (see also
Fig. 15.12). We will later show that this effect is a fin-
gerprint of an effect that had not been included in the
above simulation at all: dissipative processes during the
oscillation, giving rise to an additional loss of oscillation
energy.

15.3.2 Self-Excitation Modes

Despite the wide range of technical applications of
the AM or tapping mode of dynamic AFM, it has
been found unsuitable for measurements in an environ-
ment extremely useful for scientific research: vacuum
or ultrahigh vacuum (UHV) with pressures reaching
1 × 10−10 mbar. The STM has already shown how much
insight can be gained from some highly defined experi-
ments under those conditions. Consider (15.11) from the
above section. The time constant τ for the amplitude to
adjust to a different tip-sample force scales with 1/Q.
In vacuum applications, Q of the cantilever is on the
order of 10,000, which means that τ is in the range of
some 10 ms. This is clearly too long for a scan of at
least (100 × 100) data points. The temperature-induced
drift of the sample will render useful interpretation
of images an impossible task. However, the resonant
frequency of the system will react instantaneously to
tip-sample forces. This has led Albrecht et al. [15.11] to
use a modified excitation scheme.

The system is always oscillated at its resonant fre-
quency. This is achieved by feeding back the oscillation
signal from the cantilever into the excitation piezo-
element. Figure 15.13 pictures the method in a block
diagram. The signal from the PSD is phase shifted by
90 deg (and, therefore, always exciting in resonance) and
used as the excitation signal of the cantilever. An addi-
tional feedback loop adjusts the excitation amplitude in
such a way that the oscillation amplitude remains con-
stant. This ensures that the tip-sample distance is not
influenced by changes in the oscillation amplitude. The
only degree of freedom of the oscillation system that
can react to the tip-sample forces is the change of the
resonant frequency. This shift of the frequency is de-
tected and used as the set-point signal for surface scans.
Therefore, this mode is also called the FM (frequency
modulated) mode.

Let us take a look at the sensitivity of the dynamic
AFM. If electronic noise, laser noise, and thermal drift
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Fig. 15.13 Dynamic AFM operated in the self-excitation mode,
where the oscillation signal is directly feedbacked to the excita-
tion piezo. The detector signal is amplified with the variable gain G
and phase shifted by phase φ. The frequency demodulator detects
the frequency shift due to tip-sample interactions, which serves as
the control signal for the probe-sample distance

can be neglected, the main noise contribution will come
from thermal excitation of the cantilever. A detailed
analysis of a dynamic system yields for the minimum
detectable force gradient the following relation [15.11]:

∂F

∂z

∣∣∣∣
MIN

=
√

4kBTB · k

ω0 Q〈z2
osc〉

. (15.17)

Here B is the bandwidth of the measurement, T the
temperature, and 〈z2

osc〉 is the mean-square amplitude
of the oscillation. Please note that this sensitivity limit
was deliberately calculated for the FM mode. A simi-
lar analysis of the AM mode, however, yields virtually
the same result [15.23]. We find that the minimum
detectable force gradient, i. e., the measurement sen-
sitivity, is inversely proportional to the square root of
the Q-factor of the cantilever. This means that it should
be possible to achieve very high-resolution imaging in
vacuum conditions. In contrast, AM- or tapping-mode
AFM cannot be usefully pursued with large Q. Only the
FM mode makes it possible to take practical advantage
of (15.17).

A breakthrough in high-resolution AFM application
was the atomic resolution imaging of the Si(111)-(7 × 7)

surface reconstruction by Giessibl [15.8] under UHV
conditions. Today, atomic resolution imaging has be-
come a standard feature guaranteed by industrially
produced dynamic AFM systems. While STM has al-
ready proven to be an indispensable tool to gain detailed
insight into surface structures of conductors with atomic
resolution, the dynamic AFM has opened up the avenue
into investigating nonconductive surfaces with equal
precision (for example, on aluminium oxide by Barth
et al. [15.24]).

However, we are concerned with measuring atomic
force potentials of a single pair of molecules. Clearly,
FM-mode AFM will allow us to identify single atoms,
and with sufficient care we will be able to ensure that
only one atom from the tip contributes to the total force
interaction. Can we, therefore, fill in the last bit of in-
formation and find a quantitative relation between the
oscillation parameters and the force?

Gotsmann et al. [15.25] investigated this relation by
employing a numerical approach. During each oscilla-
tion cycle the tip experiences a whole range of forces. For
each step during the approach the differential equation
for the whole oscillation loop (including also the feed-
back system) was evaluated and the relation between
force and frequency shift revealed. It was possible to de-
termine the quantitative interaction forces of a metallic
contact of nanometer dimensions.

However, it was shown that there also exists an
analytical relationship if some approximations are ac-
cepted [15.7, 26, 27]. Here, we will follow the route
indicated by Dürig [15.27], although different alterna-
tive ways have also proven successful. Consider the
tip oscillation trajectory reaching over a large part
of the force gradient curve in Fig. 15.2. We model
the tip-sample interaction as a spring constant of
stiffness kts(z) = ∂F/∂z|z0

, as in Fig. 15.1. For small
oscillation amplitudes, we already found that the fre-
quency shift is proportional to the force gradient in
(15.4). For large amplitudes, we can calculate an effec-
tive force gradient keff as a convolution of the force and
the fraction of time the tip spends between the positions x
and x + dx:

keff(z) = 2

πA2

z + 2A∫
z

F(x)g

(
x − z

A
−1

)
dx

with g(u) = − u√
1−u2

.

(15.18)

In the approximation that the vibration amplitude is
much larger than the range of the tip-sample forces,
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the above equation can be simplified to:

keff(z) =
√

2

π
A3/2

∞∫
z

F(x)√
x − z

dx . (15.19)

This effective force gradient can now be used in (15.4),
the relation between frequency shift and force gradient.
We find:

∆ f = f0√
2πkA3/2

∞∫
z

F(x)√
x − z

dx . (15.20)

If we separate the integral from other parameters, we
can define:

∆ f = f0

kA3/2 γ(z)

with γ(z) = 1√
2π

∞∫
z

F(x)√
x − z

dx . (15.21)

This means we can define γ(z), which is only dependent
on the shape of the force curve F(z) but independent
of the external parameters of the oscillation. The func-
tion γ(z) is also referred to as the “normalized frequency
shift” [15.7], a very useful parameter, which allows us
to compare measurements independent of resonant fre-
quency, amplitude and spring constant of the cantilever.

The dependence of the frequency shift on the vibra-
tion amplitude is an especially useful relation, since this
parameter can be easily varied during one experiment.
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Fig. 15.14
(a) Frequency-shift curves
for different oscillation
amplitudes for a silicon
tip on a graphite surface in
UHV, (b) γ -curves calcu-
lated from the ∆ f -curves
in (a). (After [15.28] with
permission, Copyright
(2000) by The American
Physical Society)

A nice example is depicted in Fig. 15.14, where fre-
quency shift curves for different amplitudes were found
to coincide very well in the γ(z) diagrams [15.28].

This relationship has been nicely exploited for
the calibration of the vibration amplitude by Guggis-
berg [15.29], which is a problem often encountered in
dynamic AFM operation and worthwhile discussing.
One approaches tip and sample and takes frequency
shift curves versus distance, which show a reproducible
shape. Then, the z-feedback is permanently turned off,
and several curves with different amplitudes are taken.
The amplitudes are typically chosen by adjusting the
amplitude set-point in volts. One has to take care that
drift in the z-direction is negligible. An analysis of the
corresponding γ(z)-curves will show the same curves
(as in Fig. 15.14), but the curves will be shifted in the
horizontal axis. These shifts correspond to the change in
amplitude, allowing one to correlate the voltage values
with the z-distances.

For the oft-encountered force contributions from
electrostatic, van der Waals, and chemical binding forces
the frequency shift has been calculated from the force
laws. In the approximation that the tip radius R is larger
than the tip-sample distance z, an electrostatic poten-
tial V will yield a normalized frequency shift of (adapted
from [15.30]):

γ(z) = πε0 RV 2

√
2

z−1/2 . (15.22)
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For van der Waals forces with Hamaker constant H and
with R larger than z, we find accordingly:

γ(z) = HR

12
√

2
z−3/2 . (15.23)

Finally, short-range chemical forces represented by
the well-known Morse potential (with the parameters
binding energy U0, decay length λ, and equilibrium
distance zequ) yield:

γ(z) = U0
√

2√
πλ

exp

(
− (z − zequ)

λ

)
. (15.24)

These equations allow the experimentalist to directly
interpret the spectroscopic measurements. For example,
the contributions of the electrostatic and van der Waals
forces can be easily distinguished by their slope in a log-
log plot (for an example, see [15.30]).

Alternatively, if the force law is not known be-
forehand, the experimentalist wants to analyze the
experimental frequency-shift data curves and extract the
force or energy potential curves. We, therefore, have
to invert the integral in (15.21) to find the tip-sample
interaction potential Vts from the γ(z)-curves [15.27]:

Vts(z) = √
2

∞∫
z

γ(x)√
x − z

dx . (15.25)

Using this method, quantitative force curves were
extracted from ∆f -spectroscopy measurements on dif-
ferent, atomically resolved sites of the Si(111)-(7 × 7)
reconstruction [15.1]. Comparison to theoretical MD
simulations showed good quantitative agreement with
theory and confirmed the assumption that force inter-
actions were governed by a single atom at the tip apex.
Our initially formulated goal seems to be achieved: With
FM-AFM we have found a powerful method that allows
us to measure the chemical bond formation of single
molecules. The last uncertainty, the exact shape and
identity of the tip apex atom, can possibly be resolved
by employing the FIM technique to characterize the tip
surface in combination with FM-AFM.

All the above equations are strictly valid only in
the approximation that the oscillation amplitudes are
much larger than the distance range of the encountered
forces. For amplitudes of 10 nm and long-range forces
like electrostatic interactions this approximation may
not be valid. An iterative approach has been presented
by Dürig [15.31] to overcome this problem. The interac-
tion force is calculated from the frequency shift curves
[gradient of (15.25)]. This force curve again is used to
calculate the frequency shift with the exact relation from
(15.18). The difference between the experimental ∆f -
curve and the reconstructed ∆f -curve can now be used
to calculate a first-order correction term to the interac-
tion force. This procedure can be iteratively followed
until sufficient agreement is found.

In this context it is worthwhile to point out a slightly
different dynamic AFM method. While in the typical
FM-AFM setup the oscillation amplitude is controlled to
stay constant by a dedicated feedback circuit, one could
simply keep the excitation amplitude constant (this has
been termed CA = constant amplitude, as opposed to
the CE = constant excitation mode). It is expected that
this mode is more gentle to the surface, because any
dissipative interaction will reduce the amplitude and
therefore increase the tip-sample distance. The tip is
prevented from deeply indenting the surface. This mode
has been employed to image soft biological molecules
like DNA or thiols in UHV [15.32]. However, quantita-
tive interpretation of the obtained frequency spectra is
more complicated, since the amplitude and tip-sample
distance are altered during the measurement. Until now,
we have always associated the self-excitation scheme
with vacuum applications. Although it is difficult to op-
erate the FM-AFM in constant amplitude mode in air,
since large dissipative effects make it difficult to ensure
a constant amplitude, it is indeed possible to use the
constant-excitation FM-AFM in air or even in liquid.
Still, only a few applications of FM-AFM under ambi-
ent or liquid conditions have been reported so far. In fact,
a low budget construction set (employing a tuning-fork
force sensor) for a CE-mode dynamic AFM setup has
been published on the Internet (http://www.sxm4.uni-
muenster.de).

15.4 Q-Control

We have already discussed the virtues of a high Q value
for high sensitivity measurements: The minimum de-
tectable force gradient was inversely proportional to the

square root of Q. In vacuum, Q mainly represents the in-
ternal dissipation of the cantilever during oscillation, an
internal damping factor. Little damping is obtained by
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using high quality cantilevers, which are cut (or etched)
from defect-free, single-crystal silicon wafers. Under
ambient or liquid conditions, the quality factor is domin-
ated by dissipative interactions between the cantilever
and the surrounding medium, and Q values can be as
low as 100 for air or even 5 in liquid. Still, we ask if
it is somehow possible to compensate for the damp-
ing effect by exciting the cantilever in a sophisticated
way?

It turns out that the shape of the resonance curves
in Fig. 15.15 can be influenced toward higher (or lower)
Q values by an amplitude feedback loop. In principle,
there are several mechanisms to couple the amplitude
signal back to the cantilever, by the photothermal ef-
fect [15.33] or capacitive forces [15.34]. Figure 15.16
shows a method in which the amplitude feedback is me-
diated directly by the excitation piezo [15.35]. This has
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Fig. 15.15 Amplitude and phase diagrams measured in air
with a Si cantilever far away from the sample. The quality
factor can be increased from 450 to 20,000 by using the
Q-Control feedback method
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Fig. 15.16 Schematic diagram of operating a Q-Control feedback
circuit with an externally driven dynamic AFM. The tapping mode
setup is in effect extended by an additional feedback loop

the advantage that no additional mechanical setups are
necessary.

The working principle of the feedback loop can be
understood by analyzing the equation of motion of the
modified dynamic system:

m∗ z̈(t)+αż(t)+ kz(t)− Fts (z0 + z(t))

= Fext cos(ωt)+ G eiφz(t) . (15.26)

This ansatz takes into account the feedback of the de-
tector signal through a phase shifter, amplifier, and adder
as an additional force, which is linked to the cantilever
deflection z(t) through the gain G and the phase shift eiφ.
To a good approximation, we assume that the oscillation
can be described by a harmonic trajectory. With a phase

Q-control off

Q-control on

Fig. 15.17 Enhancement of the contrast in the phase chan-
nel due to Q-Control on a magnetic hard disk measured
with a magnetic tip in tapping-mode AFM in air. Scan size
5 × 5 µm, phase range 10 deg (www.nanoanalytics.com)
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shift of φ = ±π/2 we find:

e±iπ/2z(t) = ± 1

ω
ż(t) . (15.27)

This means that the additional feedback force sig-
nal G eiφz(t) is proportional to the velocity of the
cantilever, just like the damping term in the equation
of motion. We can define an effective damping con-
stant αeff, which combines the two terms:

m∗ z̈(t)+αeff ż(t)+ kz(t)− Fts(z0 + z(t))

= Fext cos(ωt)

with αeff = α∓ 1

ω
G for φ = ±π

2
. (15.28)

Equation (15.28) shows that the dampening of the oscil-
lator can be enhanced or weakened by the choice of G,
φ = +π/2 or φ = −π/2, respectively. The feedback
loop, therefore, allows us to vary the effective quality
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Fig. 15.18 Signal-to-noise
analysis with a magnetic tip
in tapping-mode AFM on
a magnetic tape sample with
Q-Control

factor Qeff = mω0/αeff of the complete dynamic system.
Hence, we term this system Q-Control. Figure 15.15
shows experimental data on the effect of Q-Control on
the amplitude and phase as a function of the external
excitation frequency [15.35]. While Q = 449, without
Q-Control the quality factor of the system operated in
air is enhanced by a factor of more than 40 by applying
the feedback loop.

The effect of improved image contrast is demon-
strated in Fig. 15.17. Here, a computer hard disk was
analyzed with a magnetic tip in tapping mode, where the
magnetic contrast is observed in the phase image. The
upper part shows the recorded magnetic data structures
in standard mode, whereas in the lower part of the image
Q-Control feedback was activated, giving rise to an im-
proved signal, i. e., magnetic contrast. A more detailed
analysis of measurements on a magnetic tape shows that
the signal amplitude (upper diagrams in Fig. 15.18), i. e.,
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the image contrast, was increased by a factor of 12.4
by the Q-Control feedback. The lower image shows
a noise analysis of the signal, indicating an increase of
the signal-to-noise ratio by a factor of 2.3.

Note that the diagrams represent measurements in
air with an AFM operated in AM mode. Only then
can we make a distinction between excitation and vi-
bration frequency, since in the FM mode these two
frequencies are equal by definition. Although the re-
lation between sensitivity and Q-factor in (15.17) is the
same for AM and FM mode, it must be critically in-
vestigated to see whether the enhanced quality factor
by Q-Control can be inserted in the equation for FM-
mode AFM. In vacuum applications, Q is already very
high, which makes it oblique to operate an additional
Q-Control module.

As stated before, we can also use Q-Control to en-
hance the dampening in the oscillating system. This
would decrease the sensitivity of the system. But on the
other hand, the response time of the amplitude change is
decreased as well. For tapping-mode applications, where
high speed scanning is the goal, Q-Control will be able
to reduce the relaxation time [15.36].

A large quality factor Q does not only have the
virtue of increasing the force sensitivity of the in-
strument. It also has the advantage of increasing the
parameter space of stable AFM operation in tapping-
or AM-mode AFM. Consider the resonance curve of
Fig. 15.5. When approaching the tip toward the surface
there are two competing mechanisms: On the one hand,
we bring the tip closer to the sample, which results in
an increase in attractive forces (see Fig. 15.2). On the
other hand, for the case ω > ω0, the resonant frequency
of the cantilever is shifted toward smaller values due
to the attractive forces, which causes the amplitude to
become smaller, preventing a tip-sample contact. This
is the desirable regime, where stable operation of the
AFM is possible in the net-attractive regime. But as
explained before, below a certain tip-sample separa-
tion dapp, the system switches suddenly into intermittent
contact mode, where surface modifications are likely
due to the onset of strong repulsive forces. The steeper
the amplitude curve the larger the regime of stable, net-
attractive AFM operation. Looking at Fig. 15.5 we find
that the slope of the amplitude curve is governed by
the quality factor Q. A high Q, therefore, facilitates
stable operation of the AM-AFM in the net-attractive
regime.
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Fig. 15.19 Imaging of a delicate organic surface with
Q-Control. Sample was a Langmuir-Blodgett film (ethyl-
2,3-dihydroxyoctadecanoate) on a mica substrate. The
topographical image clearly shows that the highly sensi-
tive sample surface can only be imaged non-destructively
with active Q-Control, whereas the periodic repulsive con-
tact with the probe in standard operation without Q-Control
leads to a significant modification or destruction of the sur-
face structure. (Data courtesy of Lifeng Chi and coworkers,
Westfälische Wilhelms-Universität, Münster, Germany)

An example can be found in Fig. 15.19. Here, a sur-
face scan of an ultrathin organic film is acquired in
tapping mode under ambient conditions. First, the in-
ner square is scanned without the Q enhancement, and
then a wider surface area was scanned with applied
Q-Control. The high quality factor provides a larger pa-
rameter space for operating the AFM in the net-attractive
regime, allowing good resolution of the delicate organic
surface structure. Without the Q-Control the surface
structures are deformed and even destroyed due to
the strong repulsive tip-sample interactions [15.37–39].
This also allowed imaging of DNA structures with-
out predominantly depressing the soft material during
imaging. It was then possible to observe a DNA diam-
eter close to the theoretical value with the Q-Control
feedback [15.40].

In conclusion, we have shown that by applying an
additional feedback circuit to the dynamic AFM system
it is possible to influence the quality factor Q of the
oscillator system. High-resolution, high-speed, or low-
force scanning is then possible.
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15.5 Dissipation Processes Measured with Dynamic AFM

Dynamic AFM methods have proven their great po-
tential for imaging surface structures at the nanoscale,
and we have also discussed methods that allow the as-
sessment of forces between distinct single molecules.
However, there is another physical mechanism that can
be analyzed with the dynamic mode and has been men-
tioned in some previous paragraphs: energy dissipation.
In Fig. 15.12, we have already shown an example, where
the phase signal in tapping mode cannot be explained
by conservative forces alone; dissipative processes must
also play a role. In constant-amplitude FM mode, where
the quantitative interpretation of experiments has proven
to be less difficult, an intuitive distinction between
conservative and dissipative tip-sample interaction is
possible. While we have shown the correlation be-
tween forces and frequency shifts of the oscillating
system, we have neglected one experimental input chan-
nel. The excitation amplitude, which is necessary to
keep the oscillation amplitude constant, is a direct in-
dication of the energy dissipated during one oscillation
cycle. Dürig [15.41] has shown that in self-excitation
mode (with an excitation-oscillation phase difference
of 90 deg), conservative and dissipative interactions can
be strictly separated. Part of this energy is dissipated
in the cantilever itself, another part is due to external
viscous forces in the surrounding medium. But more in-
terestingly, some energy is dissipated at the tip-sample
junction. This is the focus of the following paragraphs.

In contrast to conservative forces acting at the tip-
sample junction, which at least in vacuum can be
understood in terms of van der Waals, electrostatic,
and chemical interactions, the dissipative processes are
poorly understood. Stowe et al. [15.42] have shown that
if a voltage potential is applied between tip and sam-
ple, charges are induced in the sample surface, which
will follow the tip motion (here the oscillation is parallel
to the surface). Due to the finite resistance of the sam-
ple material, energy will be dissipated during the charge
movement. This effect has been exploited to image the
doping level of semiconductors. Energy dissipation has
also been observed in imaging magnetic materials. Liu
et al. [15.43] found that energy dissipation due to mag-
netic interactions was enhanced at the boundaries of
magnetic domains, which was attributed to domain wall
oscillations. But also in the absence of external elec-
tromagnetic fields, energy dissipation was observed in
close proximity of tip and sample, within 1 nm. Clearly,
mechanical surface relaxations must give rise to energy
losses. One could model the AFM tip as a small hammer,

hitting the surface at high frequency, possibly result-
ing in phonon excitations. From a contiuum mechanics
point of view, we assume that the mechanical relaxation
of the surface is not only governed by elastic responses.
Viscoelastic effects of soft surfaces will also render a sig-
nificant contribution to energy dissipation. The whole
area of phase imaging in tapping mode is concerned
with those effects [15.44–47].

In the atomistic view, the last tip atom can be envis-
aged to change position while yielding to the tip-sample
force field. A strictly reversible change of position would
not result in a loss of energy. Still, it has been pointed out
by Sasaki et al. [15.48] that a change in atom position
would result in a change in the force interaction itself.
Therefore, it is possible that the tip atom changes po-
sition at different tip-surface distances during approach
and retraction, effectively causing an atomic-scale hys-
teresis to develop. In fact, Hoffmann et al. [15.13] have
measured short-range energy dissipation for a tungsten
tip on silicon in UHV. A theoretical model explaining
this effect on the basis of a two-energy-state system
was developed. However, a clear understanding of the
underlying physical mechanism is still lacking.

Nonetheless, the dissipation channel has been used
to image surfaces with atomic resolution [15.49]. In-
stead of feedbacking the distance on the frequency shift,
the excitation amplitude in FM mode has been used
as the control signal. The Si(111)-(7 × 7) reconstruction
was successfully imaged in this mode. The step edges
of monoatomic NaCl islands on single-crystalline cop-
per have also rendered atomic resolution contrast in the
dissipation channel [15.50]. The dissipation processes
discussed so far are mostly in the configuration in which
the tip is oscillated perpendicular to the surface. Friction
is usually referred to as the energy loss due to lateral
movement of solid bodies in contact. It is interesting
to note in this context that Israelachivili [15.51] has
pointed out a quantitative relationship between lateral
and vertical (with respect to the surface) dissipation. He
states that the hysteresis in vertical force-distance curves
should equal the energy loss in lateral friction. An exper-
imental confirmation of this conjecture at the molecular
level is still missing.

Physical interpretation of energy dissipation pro-
cesses at the atomic scale seems to be a daunting task at
this point. Notwithstanding, we can find a quantitative
relation between the energy loss per oscillation cycle
and the experimental parameters in dynamic AFM, as
will be shown in the following section.
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In static AFM it was found that permanent changes
of the sample surface by indentations can cause a hys-
teresis between approach and retraction (e.g., [15.5]).
The area between the approach and retraction curves in
a force-distance diagram represents the lost or dissipated
energy caused by the irreversible change of the surface
structure. In dynamic-mode AFM, the oscillation param-
eters like amplitude, frequency, and phase must contain
the information about the dissipated energy per cycle.
So far, we have resorted to a treatment of the equation of
motion of the cantilever vibration in order to find a quan-
titative correlation between forces and the experimental
parameters. For the dissipation it is useful to treat the
system from the energy conservation point of view.

Assuming a dynamic system is in equilibrium, the
average energy input must equal the average energy out-
put or dissipation. Applying this rule to an AFM running
in a dynamic mode means that the average power fed
into the cantilever oscillation by an external driver, de-
noted P̄in, must equal the average power dissipated by
the motion of the cantilever beam P̄0 and by tip-sample
interaction P̄tip:

P̄in = P̄0 + P̄tip . (15.29)

The term P̄tip is what we are interested in, since it
gives us a direct physical quantity to characterize the
tip-sample interaction. Therefore, we have first to cal-
culate and then measure the two other terms in (15.29)
in order to determine the power dissipated when the tip
periodically probes the sample surface. This requires an
appropriate rheological model to describe the dynamic
system. Although there are investigations in which the
complete flexural motion of the cantilever beam has
been considered [15.52], a simplified model, compris-
ing a spring and two dashpots (Fig. 15.20), represents
a good approximation in this case [15.53].

The spring, characterized by the constant k accord-
ing to Hooke’s law, represents the only channel through
which power Pin can be delivered to the oscillating
tip z(t) by the external driver zd(t). Therefore, the in-
stantaneous power fed into the dynamic system is equal
to the force exerted by the driver times the velocity of
the driver (the force that is necessary to move the base
side of the dashpot can be neglected, since this power is
directly dissipated and, therefore, does not contribute to
the power delivered to the oscillating tip):

Pin(t) = Fd(t)żd(t) = k [z(t)− zd(t)] żd(t) . (15.30)

Assuming a sinusoidal steady state response and that the
base of the cantilever is driven sinusoidally (see (15.6))

zd(t)

zd(t)

z (t)z (t)

k
α2α1

?

Fig. 15.20 Rheological model applied to describe the dy-
namic AFM system, comprising the oscillating cantilever
and tip interacting with the sample surface. The movement
of the cantilever base and the tip is denoted as zd(t) and z(t),
respectively. The cantilever is characterized by the spring
constant k and the damping constant α. In a first approach,
damping is broken into two pieces, α1 and α2. First, intrin-
sic damping caused by the movement of the cantilever’s tip
relative to its base. Second, damping related to the move-
ment of the cantilever body in a surrounding medium, e.g.,
air damping

with amplitude Ad and frequency ω, the deflection from
equilibrium of the end of the cantilever follows (15.9),
where A and 0 ≤ ϕ ≤ π are the oscillation amplitude and
phase shift, respectively. This allows us to calculate the
average power input per oscillation cycle by integrating
(15.30) over one period T = 2π/ω:

P̄in = 1

T

T∫
0

Pin(t) dt = 1

2
kωAd A sin ϕ . (15.31)

This contains the familiar result that the maximum power
is delivered to an oscillator when the response is 90 deg
out of phase with the drive.

The simplified rheological model, as it is depicted
in Fig. 15.20, exhibits two major contributions to the
damping term P̄0. Both are related to the motion of
the cantilever body and assumed to be well modeled
by viscous damping with coefficients α1 and α2. The
dominant damping mechanism in UHV conditions is in-
trinsic damping caused by the deflection of the cantilever
beam, i. e., the motion of the tip relative to the cantilever
base. Therefore, the instantaneous power dissipated by
such a mechanism is given by

P01(t) = |F01(t)ż(t)| = |α1 [ż(t)− żd(t)] ż(t)| .

(15.32)

Note that the absolute value has to be calculated, since
all dissipated power is “lost” and, therefore, cannot be
returned to the dynamic system.
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However, when running an AFM in ambient con-
ditions an additional damping mechanism has to be
considered. Damping due to the motion of the cantilever
body in the surrounding medium, e.g., air damping, is
in most cases the dominant effect. The corresponding
instantaneous power dissipation is given by

P02(t) = |F02(t)ż(t)| = α2 ż2(t) . (15.33)

In order to calculate the average power dissipation,
(15.32) and (15.33) have to be integrated over one
complete oscillation cycle. This yields

P̄01 = 1

T

T∫
0

P01(t) dt

= 1

π
α1ω

2 A

⎡
⎣ (A − Ad cos ϕ)

× arcsin

⎛
⎝ A − Ad cos ϕ√

A2 + A2
d −2AAd cos ϕ

⎞
⎠

+ Ad sin ϕ

⎤
⎦ , (15.34)

and

P02(t) = 1

T

T∫
0

P02(t) dt = 1

2
α2ω

2 A2 . (15.35)

Considering the fact that commonly used cantilevers
exhibit a quality factor of at least several hundreds (in
UHV several tens of thousands), we can assume that
the oscillation amplitude is significantly larger than the
drive amplitude when the dynamic system is driven at
or near its resonance frequency: A � Ad. Therefore,
(15.34) can be simplified in first order approximation
to an expression similar to (15.35). Combining the two
equations yields the total average power dissipated by
the oscillating cantilever

P̄0 = 1

2
αω2 A2 with α = α1 +α2 , (15.36)

where α denotes the overall effective damping constant.
We can now solve (15.29) for the power dissipation

localized to the small interaction volume of the probing
tip with the sample surface, represented by the ques-
tion mark in Fig. 15.20. Furthermore, by expressing the
damping constant α in terms of experimentally accessi-
ble quantities such as the spring constant k, the quality

factor Q, and the natural resonant frequency ω0 of the
free oscillating cantilever, α = k

Qω0
, we obtain:

P̄tip = P̄in − P̄0

= 1

2

kω

Q

(
Qcant Ad A sin ϕ− A2 ω

ω0

)
. (15.37)

Note that so far no assumptions have been made re-
garding how the AFM is operated, except that the
motion of the oscillating cantilever has to remain si-
nusoidal to a good approximation. Therefore, (15.37)
is applicable to a variety of different dynamic AFM
modes.

For example, in FM-mode AFM the oscillation fre-
quency ω changes due to tip-sample interaction, while
at the same time the oscillation amplitude A is kept con-
stant by adjusting the drive amplitude Ad. By measuring
these quantities, one can apply (15.37) to determine the
average power dissipation related to tip-sample inter-
action. In spectroscopy applications, usually Ad(d) is
not measured directly, but a signal G(d) proportional to
Ad(d) is acquired representing the gain factor applied
to the excitation piezo. With the help of (15.15) we can
write:

Ad(d) = A0G(d)

QG0
, (15.38)

while A0 and G0 are the amplitude and gain at large
tip-sample distances, where the tip-sample interactions
are negligible.

Now let us consider the tapping-mode, or AM-AFM.
In this case, the cantilever is driven at a fixed frequency
and with constant drive amplitude, while the oscillation
amplitude and phase shift may change when the probing
tip interacts with the sample surface. Assuming that the
oscillation frequency is chosen to be ω0, (15.37) can be
further simplified by again employing (15.15) for the
free oscillation amplitude A0. This yields

P̄tip = 1

2

kω0

Q

(
A0 A sin ϕ− A2

)
. (15.39)

Equation (15.39) implies that if the oscillation ampli-
tude A is kept constant by a feedback loop, like it
is commonly done in tapping mode, simultaneously
acquired phase data can be interpreted in terms of en-
ergy dissipation [15.45, 47, 54, 55]. When analyzing
such phase images [15.56–58], one has also to con-
sider the fact that the phase may also change due
to the transition from net-attractive (ϕ > 90◦) to in-
termittent contact (ϕ < 90◦) interaction between the
tip and the sample [15.15, 35, 59, 60]. For example,
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consider the phase shift in tapping mode as a func-
tion of z-position, Fig. 15.12. If phase measurements
are performed close to the point where the oscilla-
tion switches from the net-attractive to the intermittent
contact regime, a large contrast in the phase chan-
nel is observed. However, this contrast is not due to
dissipative processes. Only a variation of the phase
signal within the intermittent contact regime will
give information of the tip-sample dissipative pro-
cesses.

An example of a dissipation measurement is depicted
in Fig. 15.21. The surface of a polymer blend was im-
aged in air, simultaneously acquiring the topography and
dissipation. The dissipation on the softer polyurethane-
matrix is significantly larger than on the embedded,
mechanically stiffer polypropylene particles.

PP PUR

Topography Dissipation
x,y,z-range: 5 µm × 5 µm × 546 nm Data range: 3.0 pW or 257 eV

Fig. 15.21 Topography and phase image in tapping-mode AFM of
a polymer blend composed of polypropylene (PP) particles embed-
ded in a polyurethane (PUR) matrix. The dissipation image shows
a strong contrast between the harder PP (little dissipation, dark) to
the softer PUR (large dissipation, bright) surface

15.6 Conclusion

Dynamic force microscopy is a powerful tool that is cap-
able of imaging surfaces with atomic precision. It also
allows us to look at surface dynamics, and it can operate
in vacuum, air, or even in liquid. However, the oscillating
cantilever system introduces a level of complexity that
disallows a straightforward interpretation of acquired
images. An exception is the self-excitation mode, where
tip-sample forces can be successfully extracted from
spectroscopic experiments. However, not only conserva-
tive forces can be investigated with dynamic AFM; en-
ergy dissipation also influences the cantilever oscillation
and can, therefore, serve as a new information channel.

Open questions still exist concerning the exact
geometric and chemical identity of the probing tip,
which significantly influences the imaging and spectro-
scopic results. Using predefined tips like single-walled
nanotubes or atomic resolution techniques like field
ion microscopy to image the tip itself are possi-
ble approaches to addressing this issue. Furthermore,
little is known about the dissipative processes at
the scale where only a few atoms between tip and
sample interact. It is also desirable to learn more
about the interpretation of images acquired in tapping
mode.
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Molecular Rec16. Molecular Recognition Force Microscopy

Atomic force microscopy (AFM), developed in the
late eighties to explore atomic details on hard
material surfaces, has evolved to an imaging
method capable of achieving fine structural details
on biological samples. Its particular advantage in
biology is that the measurements can be carried
out in aqueous and physiological environment,
which opens the possibility to study the dynamics
of biological processes in vivo. The additional
potential of the AFM to measure ultra-low forces
at high lateral resolution has paved the way
for measuring inter- and intra-molecular forces
of bio-molecules on the single molecule level.
Molecular recognition studies using AFM open
the possibility to detect specific ligand–receptor
interaction forces and to observe molecular
recognition of a single ligand–receptor pair.
Applications include biotin–avidin, antibody–
antigen, NTA nitrilotriacetate–hexahistidine 6,
and cellular proteins, either isolated or in cell
membranes.

The general strategy is to bind ligands to
AFM tips and receptors to probe surfaces (or vice
versa), respectively. In a force–distance cycle,
the tip is first approached towards the surface
whereupon a single receptor–ligand complex
is formed, due to the specific ligand receptor
recognition. During subsequent tip–surface
retraction a temporarily increasing force is exerted
to the ligand–receptor connection thus reducing
its lifetime until the interaction bond breaks at
a critical force (unbinding force). Such experiments
allow for estimation of affinity, rate constants, and
structural data of the binding pocket. Comparing
them with values obtained from ensemble-
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average techniques and binding energies is of
particular interest. The dependences of unbinding
force on the rate of load increase exerted to
the receptor–ligand bond reveal details of the
molecular dynamics of the recognition process and
energy landscapes. Similar experimental strategies
were also used for studying intra-molecular force
properties of polymers and unfolding–refolding
kinetics of filamentous proteins. Recognition
imaging, developed by combing dynamic force
microscopy with force spectroscopy, allows for
localization of receptor sites on surfaces with
nanometer positional accuracy.

Macromolecular interactions play a key role in cellular
regulation and biological function. Molecular recogni-
tion is one of the most important regulatory elements,
as it is often the initiating step in reaction pathways and
cascades. Since the immune system has evolved recogni-
tion molecules that are both highly specific and versatile,

antibody-antigen interaction is often used as a paradigm
for molecular recognition. However, molecular recog-
nition also plays fundamental roles in the regulation of
gene expression, cellular metabolism, and drug design.

Molecular recognition studies emphasize specific
biological interactions between receptors and their cog-
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nitive ligands. Despite a growing literature on the
structure and function of receptor-ligand complexes, it
is still not possible to predict reaction kinetics or ener-
getics for any given complex formation, even when the
structures are known. Additional insights, in particu-
lar about the molecular dynamics within the complex
during the association and dissociation process, are
needed. The high-end strategy is to probe quantitatively
the science that underlies a specific biological recog-
nition in which the chemical structures can be defined
at atomic resolution, and genetic or chemical means
are available to vary the structure of the interacting
partners.

Receptor-ligand complexes are usually formed by
a few tens of parallel weak interactions of contacting
chemical groups in complementary determining regions
supported by framework residues providing structurally
conserved scaffolding. Both the complementary deter-
mining regions and the framework have a considerable
amount of plasticity and flexibility resulting in con-
formational changes upon association and dissociation
(induced fit). In addition to what is known about struc-
ture, energies, and kinetic constants, information about
conformational movements is required for the under-
standing of the recognition process. It is likely that
insight into the temporal and spatial action of the many

weak interactions, in particular the cooparativity of bond
formation, is the key to understanding receptor-ligand
recognition.

For this, experiments on the single-molecule level
at time scales typical for receptor-ligand complex for-
mation and dissociation appear to be required. The
potential of the atomic force microscope (AFM) [16.1]
to measure ultralow forces at high lateral resolution
has paved the way for single-molecule recognition
force microscopy studies. The particular advantage of
AFM in biology is that the measurements can be car-
ried out in aqueous and physiological environments,
which opens the possibility for studying biological pro-
cesses in vivo. The methodology for investigating the
molecular dynamics of receptor-ligand interactions de-
scribed in this chapter, Molecular Recognition Force
Microscopy (MRFM) [16.2–4], was developed from
scanning probe microscopy (SPM) [16.1]. A force is
exerted on a receptor-ligand complex, and the dissoci-
ation process is followed over time. Dynamic aspects
of recognition are addressed in force spectroscopy (FS)
experiments, in which distinct force-time profiles are ap-
plied to give insight into the changes in conformations
and states during receptor-ligand dissociation. It will be
shown that MRFM is a versatile tool to explore kinetic
and structural details of receptor-ligand recognition.

16.1 Ligand Tip Chemistry

In MRFM experiments, the binding of ligands on
AFM tips to surface-bound receptors (or vice versa)
is studied by applying a force to the receptor-ligand
complex that reduces its lifetime until the bond
breaks at a measurable unbinding force. This re-
quires a careful AFM tip sensor design, including
tight attachment of the ligands to the tip surface. In
the first pioneering demonstrations of single-molecule
recognition force measurements [16.2, 3], strong phys-
ical adsorption of bovine serum albumin (BSA) was
used to directly coat the tip [16.3] or, alternatively,
a glass bead glued to it [16.2]. This physisorbed
protein layer may then serve as a functional matrix
for the biochemical modification with chemically ac-
tive ligands (Fig. 16.1). In spite of the large number
of probe molecules on the tip (103 –104/µm2), the
low fraction of properly oriented molecules, or in-
ternal blocks of most reactive sites (see Fig. 16.1),
allowed the measurement of single receptor-ligand
unbinding forces. Nevertheless, parallel breakage of

multiple bonds was predominately observed with this
configuration.

For measuring interactions between isolated
receptor-ligand pairs, strictly defined conditions need to
be fulfilled. Covalently coupling ligands to gold-coated
tip surfaces via freely accessible SH-groups guarantees
a sufficiently stable attachment, because these bonds are
about ten times stronger than typical ligand-receptor in-
teractions [16.5]. This chemistry has been used to detect
the forces between complementary DNA strands [16.6]
and single nucleotides [16.7]. Self-assembled monolay-
ers of dithio-bis(succinimidylundecanoate) were formed
to enable covalent coupling of biomolecules via
amines [16.8], and were used to study the binding
strength between cell adhesion proteoglycans [16.9]
and between biotin-directed IgG antibodies and bi-
otin [16.10]. A vectorial orientation of Fab molecules
on gold tips was achieved by a firsthand site-directed
chemical binding via their SH-groups [16.11], without
the need of additional linkers. For this, antibodies were
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Biotin

Avidin

With
blocking

Biotinyfated agarose bead

Si3N4 AFM tip

Fig. 16.1 Avidin-functionalized AFM tip. A dense layer of
biotinylated BSA was adsorbed to the tip and subsequently
saturated with avidin. The biotinylated agarose bead oppos-
ing the tip also contained a high surface density of reactive
sites, which were, therefore, partly blocked with avidin to
achieve single-molecule binding events (after [16.3])

digested with papain and subsequently purified to gen-
erate Fab fragments with freely accessible SH-groups in
the hinge region.

Gold surfaces provide a unique and selective affin-
ity for thiols, although the adhesion strength of the
formed bond is weaker than that of other covalent
bonds [16.5]. Since all commercially available AFM
tips are etched of silicon nitride or silicon oxide ma-
terial, deposition of a gold layer onto the tip surface
is required prior to using this chemistry. Therefore,
designing a sensor with covalent attachments of the
biomolecules to the silicon surface may be more straight-
forward. Amine-functionalization procedures, a strategy
widely used in surface bio-chemistry, were applied using
ethanolamine [16.4, 12] and various silanization meth-
ods [16.13–15] as a first step in thoroughly developed
surface anchoring protocols suitable for single molecule
experiments. Since the amine density achieved in these
procedures often determines the number of ligands on
the tip that can specifically bind to the receptors on the
surface, it has to be sufficiently low to guarantee single
molecule detection [16.4,12]. One molecule per tip apex
(∼ 5–20 nm) corresponds to a macroscopic density of
about 500 molecules per µm2. A most striking example
of a single ligand molecule tip was realized by gluing
a single nanotube to the cantilever, thus minimizing the
contact between tip and surface with a chemically well-
defined and extremely small tip apex [16.16]. The ligand
molecule was reacted to an activated chemical site at the
open end of the nanotube.

In a number of laboratories, a distensible and flexible
linker was used to space the ligand molecule from the
tip surface (e.g., [16.4, 14]) (Fig. 16.2). At a given low
number of spacer molecules per tip, the ligand can freely
orient and diffuse within a certain volume provided by
the length of the tether to achieve unconstrained bind-
ing to its receptor. The unbinding process occurs with
little torque, and the ligand molecule escapes the dan-
ger of being squeezed between the tip and the surface.
It also opens the possibility of site-directed coupling
for a defined orientation of the ligand relative to the re-
ceptor at receptor-ligand unbinding. As a crosslinking
element, poly(ethylene glycol) (PEG), a water soluble,
nontoxic polymer with a wide range of applications
in surface technology and clinical research, was often
used [16.17]. PEG is known to prevent surface adsorp-
tion of proteins and lipid structures and therefore appears
ideally suited for this purpose. Gluteraldehyde [16.13]
and DNA [16.6] were also successfully applied in recog-
nition force studies. Crosslinker lengths, ideally arriving
at a good compromise between high tip molecule mobil-
ity and narrow lateral resolution of the target recognition
site, varied from 2 to 100 nm.

For coupling to the tip surface and to the lig-
ands, respectively, the crosslinker is mostly equipped
with two different functional ends, e.g., an N-hydroxy-

NH2

NHS

Cantilever

PEG

PDP
Cys

Lig

NH2
NH2

NH2

Fig. 16.2 Linkage of ligands to AFM tips. Ligands were
covalently coupled to AFM tips via a heterobifunctional
polyethylene glycol (PEG) derivative of 8 nm length.
Silicon tips were first functionalized with ethanolamine
(NH2 −C2H4OH ·HCl). Then, the NHS (N-hydroxy-
succinimide) end of the PEG linker was covalently bound
to amines on the tip surface before ligands were attached to
the PDP (Pyridoyldithiopropionate) end via a free thiol or
cysteine
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succinimidyl (NHS) residue on the one end is reactive
to amines on the tip and a 2-pyridyldithiopropionyl
(PDP) [16.18] or a vinyl sulfon [16.19] residue on the
other end, can be covalently bound to thiols of ligands
(Fig. 16.2). This sulfur chemistry is highly advanta-
geous, since it is very reactive and renders site-directed
coupling possible. However, free thiols are hardly avail-
able on native ligands and must, therefore, be generated.

Different strategies were used to achieve this
goal. Lysins of protein-ligands were derived from the
short heterobifunctional linker N-succinnimidyl-3-(S-
acethylthio)propionate (SATP) and subsequent depro-
tection with NH2OH led to reactive SH groups [16.18].
Since it is very delicate to react distinct lysins with
this method, the coupling to the crosslinker is of-
ten not specifically site directed. Several protocols
are commercially available (Pierce, Rockford, IL) to
generate active antibody fragments with free cys-
teines. Half-antibodies are produced by cleaving the
two disulfides in the central region of the heavy
chain using 2-mercaptoethylamine HCl [16.20] and
Fab fragments are generated from digestion using

papain [16.11]. The most elegant methods are to mu-
tate a cysteine into the primary sequence of proteins
and to append a thiol to the end of synthesized
DNA strands [16.6], because they allow for a de-
fined, sequence-specific coupling of the ligand to the
crosslinker.

A nice alternative for a most common, strong but
noncovalent site-directed anchor on the spacer has been
introduced recently. The binding strength of the NTA
(nitrilotriacetate) - His6 (histidine 6) system, routinely
used on chromatographic and biosensor matrices for the
binding of recombinant proteins to which a His6 tag
is appended to the primary sequence, was found to be
significantly larger than typical values of other ligand-
receptor systems [16.21–23]. Therefore, a crosslinker
containing an NTA residue is ideally suited for coupling
a recombinant ligand carrying a His6 in its sequence
to the AFM tip. This general, site-directed, and ori-
ented coupling strategy also allows rigid and fast control
of the specificity of ligand-receptor recognition by us-
ing Ni++ as a molecular switch of the NTA-His6
bond.

16.2 Fixation of Receptors to Probe Surfaces

For the recognition by ligands on the AFM tip, recep-
tors should be tightly attached to probe surfaces. Loose
receptor fixation could lead to a pull-off of the recep-
tor from the surface by the ligand on the tip, which
would consequently block ligand-receptor recognition
and obscure the recognition force experiments.

Freshly cleaved muscovite mica is a perfectly pure
and atomically flat surface and, therefore, ideally suited
for MRFM studies. Moreover, the strong negative charge
of mica accomplishes very tight electrostatic bind-
ing of certain types of biomolecules. Some receptor
proteins such as lysozyme [16.20] or avidin [16.24]
strongly adhere to mica due to the strong positive
charge of these highly basic proteins at pH < 8. In
this case, it is safe to purely adsorb the receptors
from the solution, since the unspecific attachment
to the surface is sufficiently strong for recognition
force experiments. Nucleic acids are firmly bound
to mica via Zn2+, Ni2+, or Mg2+ bridges [16.25].
Electrostatic interaction has also been used to adsorb
the strongly acidic sarcoplasmic domain of the Ca2+
release channel via Ca2+-bridges to probe the cyto-
plasmic surface [16.26]. Similarly, protein crystals and
bacterial layers have been deposited onto mica in de-

fined orientations with an appropriate choice of buffer
conditions [16.27, 28].

In many cases, however, one cannot rely on elec-
trostatic binding toward surfaces. Ideally, water-soluble
receptors like globular antigenic proteins or extracellu-
lar protein chimeras are then anchored covalently. When
glass, silicon, or mica is used as the probe surface,
exactly the same surface chemistry described for the
silicon AFM tips applies (see above). The number of
reactive SiOH groups of the relatively chemically in-
ert mica can be optionally increased by water plasma
treatment [16.29]. Frequently, crosslinkers were also
used on probe surfaces to provide the receptors with
motional freedom, too [16.4]. Protein binding to photo-
crosslinkers thereby enables rigid temporal control of
the reaction [16.30].

A major limitation of the silicon chemistry is
the impossibility of reaching a high surface density
of functional sites (< 1,000/µm2). By compari-
son, a monolayer of streptavidin would consist of
60,000 molecules per µm2 and a phospholipid mono-
layer would consist of 1.7 × 106 molecules per µm2. The
latter density is also achieved by chemisorption of alka-
nethiols to gold. Tightly bound, ordered, self-assembled
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monolayers are formed on ultraflat gold surfaces and
display excellent probes for AFM [16.10]. Alkanethi-
ols can carry reactive groups at the free end that allow
for covalent attachment of biomolecules [16.10, 31]
(Fig. 16.3).

A recently developed anchoring strategy to gold uses
dithio-phospholipids consisting of a propyldithio group
at their hydrophobic end and either a phosphocholine
head group (as host lipid) or a phosphethanolamine head
group [16.32]. The latter head group is chemically re-
active and was derived from a long chain biotin for the
molecular recognition of streptavidin molecules in an
initial study [16.32]. This phospholipid layer closely
mimicks a cell surface and has been optimized by na-
ture to afford little nonspecific adsorption. Additionally,
it can be spread as an insoluble monolayer at an air-water
interface. Thereby, the ratio of functionalized thio-lipids
in host thio-lipids accurately defines the surface density
of bio-reactive sites in the monolayer. Subsequent trans-
fer onto gold substrates leads to covalent and, therefore,
tight attachment of the monolayer, and thus it is suited
for recognition force studies.

Immobilization of cells mainly depends on the type
of cell. Cells with adherent growth are readily usable
for MRFM, whereas cells that grow in solution with-
out contact to a surface have to be adsorbed. Various
protocols for a tight cell anchoring are available. The
easiest way is to grow the cells directly on glass or
other surfaces in their cell culture medium [16.33]. Var-
ious adhesive coatings like Cell-Tak [16.34], gelatin, and
poly-lysin increase the strength of adhesion and/or dis-
play appropriate surfaces to immobilize spherical cells.
Other hydrophic surfaces like gold or carbon are suit-
able matrices as well [16.35]. Covalent binding of cells
to surfaces can be accomplished by using PEG crosslink-
ers as the one described for the tip chemistry, since they

100 nm

0

10
nm

Fig. 16.3 AFM image of hisRNAP molecules specifically
bound to nickel-NTA domains on a functionalized gold sur-
face. Alkanethiols terminated with ethylene glycol groups
to resist unspecific protein adsorption served as host ma-
trices and were doped with 10% nickel-NTA alkenthiols.
The sample was prepared to achieve full monolayer cover-
age. Ten individual hisRNAP molecules can be clearly seen
bound to the surface. The more abundant, smaller, lower
features are NTA islands with no bound molecules. The un-
derlying morphology of the gold can also be distinguished
(after [16.31])

react with free thiols on the cell surface [16.34]. Alterna-
tively, PEG crosslinkers carrying a fatty acid penetrate
into the interior of the cell membrane, which guarantees
a sufficiently strong fixation without interference with
membrane proteins [16.34].

16.3 Single-Molecule Recognition Force Detection

Quantification of recognition forces goes back to en-
semble techniques such as shear flow detachment
measurements (SFD) [16.36] and the surface force ap-
paratus (SFA) [16.37]. In SFD, receptors are fixed to
a surface to which beads or cells containing ligands
attach via their specific bonds. A fluid shear stress is
applied to the surface-bound particles by a flow of
given velocity that disrupts the ligand-receptor-bonds
at a critical force. However, the unbinding force per
single bond can only be estimated, because the calcu-

lation of the net force on the particle is complicated
by the stress distribution and the number of bonds per
particle is assumed from the geometry of the contact
area.

SFA directly measures the vertical forces between
two macroscopic surfaces containing receptors and lig-
ands, respectively, using a spring as a force prober and
interferometry for detection. Although SFA does not
have a great sensitivity in measuring absolute forces and
requires assumptions to be made for down-scaling to
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480 Part B Scanning Probe Microscopy

Fig. 16.4 Experimental setup of the biomembrane force
probe (BFP). The spring in the BFP is a pressurized mem-
brane capsule. Its spring constant is set by the membrane
tension, which is controlled by micropipette suction. The
BFP tip, a glass microbead of 1–2 µm diameter, was chem-
ically glued to the membrane. Operated on the stage of an
inverted microscope, the BFP (on the left) was kept sta-
tionary and the microbead test surface (on the right) was
translated to/from contact with the BFP tip by precision
piezo control (after [16.38])

single bonds, its z-resolution is highly accurate (better
than 1 Å) over a long range. Adhesion and compression
forces, as well as rapid transient effects can be followed
in real time.

The bio force probe (BFP) technique (for a recent
paper see [16.38]) (Fig. 16.4) uses soft membranes as
the force transducer, rather than a mechanical spring.
A single cell or giant vesicle is held by suction at the
tip of a glass micropipette and its spring constants are
adjusted by the aspiration pressure and can be varied
over several orders of magnitude. Interaction forces
with opposing cells, vesicles, or functionalized beads
are obtained from the micromechanical analysis of the
deformations of the membranes and/or via interference
contrast microscopy. A force range from 0.1 pN to 1 nN
is accessible with high force sensitivity down to the
single-bond level.

In optical tweezers (OT) small particles are ma-
nipulated by optical traps [16.39]. Three-dimensional
light intensity gradients of a focused laser beam
are used to pull or push the particles against an-
other one. Particle displacements can be followed with
nanometer resolution. Movements of single molecular
motors [16.40] and force-extension profiles of single ex-
tensible molecules such as titin [16.41] and DNA [16.42]
were measured. Defined, force-controlled twisting of
DNA using rotating, magnetically manipulated par-
ticles gave even further insights into DNA viscoelastic
properties [16.43].

The atomic force microscope (AFM) is the force
measuring method with the smallest-sized force sen-
sor and therefore achieves the highest lateral resolution.

Radii of commercially available AFM tips vary be-
tween 2 and 50 nm. In contrast, the sensing particles
in SFD, BFP, and OT are in the 1 to 10 µm range,
and the surfaces used in SFA exceed millimeter ex-
tensions. The small apex of the AFM tip allows for
the probing of single biomolecules. Originally designed
to explore the topography of rigorous surfaces with
atomic resolution [16.1] in area scans, the AFM was
used in biology to image the secondary structures of nu-
cleotides [16.25], as well as polar lipid head groups and
subunits of proteins embedded in membranes in liquid
environments [16.27, 28].

The additional potential of the AFM to detect ul-
tralow forces has been successfully applied to the
detection of interaction forces of single receptor-
ligand pairs [16.2–4]. These forces are measured in so
called force-distance cycles using a ligand-carrying tip
mounted to a cantilever and a probe surface with re-
ceptors firmly attached. A force-distance cycle, where
a distensible tether was used to couple ligands to tips and
receptors to surfaces is shown in Fig. 16.5 (from [16.4]).
At a fixed lateral position the tip approaches the probe
surface and is subsequently retracted, and the can-
tilever deflection ∆x is measured in dependence of the
tip-surface separation ∆z. Cantilever deflections are de-
tected by reflecting a laser beam off the back of the
cantilever onto a split photodiode. Bending of the can-
tilever causes a change in the position where the laser
beam strikes the photodiode and, therefore, a change in
the output voltage of the photodiode.

The force F acting on the cantilever directly re-
lates to the cantilever deflection ∆x according to Hook’s
law F = k∆x, where k is the cantilever spring constant.
During tip-surface approach (trace, and line 1 to 5), the
cantilever deflection remains zero far away from the sur-
face (1 to 4), because there is no detectable tip-surface
interaction. Upon tip-surface contact (4), the cantilever
bends upward (4 to 5), consistent with a repulsive force
that increases linearly with z the harder the tip is pushed
into the surface. Subsequent tip-surface retraction (re-
trace, 5 to 7) first leads to relaxation of the cantilever
bending and the repulsive force drops back down to
zero (5 to 4).

When ligand-receptor binding has occurred, the
cantilever bends downward upon retraction, reflect-
ing an attractive force (retrace, 4 to 7) that increases
with increasing tip-surface separation. Since the cog-
nitive molecules were tethered to the surfaces via
flexible and distensible crosslinkers, the shape of the
attractive force-distance profile is, in contrast to the
repulsive force-distance profile of the contact region
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Fig. 16.5 Single-molecule recognition event de-
tected with AFM. Raw data from a force-distance
cycle with 100 nm z-amplitude at 1 Hz sweep fre-
quency measured in PBS. Binding of the antibody
on the tip to the antigen on the surface during ap-
proach (trace points 1 to 5) physically connects
tip to probe. This causes a distinct force signal of
distinct shape (points 6 to 7) during tip retraction,
reflecting extension of the distensible crosslinker-
antibody-antigen connection. The force increases
until unbinding occurs at an unbinding force of
268 pN (points 7 to 2). (After [16.4])

(4 to 7), nonlinear. Its shape is determined by the elas-
tic properties of the flexible PEG crosslinker [16.17,44]
and shows parabolic-like characteristics, which reflects
the increase of the spring constant of the crosslinker
during extension. The force attractive profile con-
tains the features of a single-molecule recognition
event.

The physical connection between the tip and surface
sustains the increasing force until the ligand-receptor
complex dissociates at a certain critical force (unbinding
force, 7), and the cantilever finally jumps back to the
resting position (7 to 2). The quantitative force measure
of the unbinding force f of a single receptor-ligand
pair is directly given by the force at the moment of
unbinding (7).

If the ligand on the tip does not form a specific
bond with one of the receptors on the probe surface,
the recognition event is missing and retrace looks like
trace. Also, the specificity of the ligand-receptor bind-
ing is usually demonstrated in block experiments. Free
ligands are injected in solution so as to block receptor
sites on the surfaces. As a further consequence, recogni-
tion signals completely disappear, because the receptor
sites on the surface are blocked by the ligand of the so-
lution and, thus, prevent recognition by the ligand on the
tip.

The force resolution of the AFM is limited by the
thermal noise of the cantilever that is determined by
its spring constant. According to the equipartition the-

orem, the cantilever has on average a thermal energy
of 0.5 kBT , therefore, 0.5 k∆z2 = 0.5 kBT , where kB
is Boltzmann’s constant and T the absolute temper-
ature. Since F = k∆x, the force sensitivity is given
by ∆F = (kBTk)1/2 and is, therefore, better the softer
the cantilever. The smallest force that can be detected
with commercially available cantilevers is in the few
picoNewton range. For thinner levers with low spring
constants, the force resolution decreases by an order
of magnitude [16.45]. Due to their smaller mass, they
have a higher resonance frequency (30–100 kHz in
liquid). When deflection is recorded at a typical band-
width of 10 kHz, only a fraction of the thermal noise is
included and fast movements of the tip can still be de-
tected [16.45]. An alternative route for improving the
force resolution was found by electronically increas-
ing the apparent damping constant, which results in the
reduction of thermal noise [16.46].

Besides the detection of intermolecular forces be-
tween receptors and ligands, the AFM also shows great
potential in measuring intramolecular force profiles of
single molecules. The molecule is clamped in between
the tip and the probe surface and its visco-elastic prop-
erties are studied in force-distance cycles. The detailed
force extension profile of the recognition event shown
in Fig. 16.5 contains, for example, the elastic features
of the crosslinker (PEG in this particular case) [16.44]
with which the ligand is tethered to the tip of the
AFM.
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16.4 Principles of Molecular Recognition Force Spectroscopy

Specific interactions underlying molecular recognition
are a distinct class of highly complementary, non-
covalent bonds between biological macromolecules
composed typically of a few tens of weak interactions
such as electrostatic, polar, van der Waals, hydrophobic,
and hydrogen bonds. The energy of each single bond is
just slightly higher than the thermal energy kBT . Due to
the power law dependence of each weak interaction po-
tential and the directionality of the hydrogen bonds, the
attractive forces between the receptors and their cogni-
tive ligands are extremely short-range. Therefore, a close
geometrical and chemical fit within the binding pocket
is a prerequisite for molecular recognition.

Conformational flexibility of at least one of the two
binding partners is required for their structural adap-
tation. The weak interaction bonds are believed to be
formed in a spatially and temporarily correlated fash-
ion, thus creating a strong and highly specific molecular
interaction. Recognition binding sites are structurally
and chemically unique and selective for distinct recep-
tor/ligand combinations. The overall affinity or binding
energy of a receptor-ligand bond of a few tens of kBT
is typically sufficient to effect chemical or physical
changes of the binding partners, which often initi-
ate biochemical reaction cascades or cellular metabolic
pathways.

The binding energy EB, given by the free energy
difference between the bound and the free state, is the
common parameter to describe the strength of a bond
and can be determined in ensemble average calorimetric
experiments. EB determines the ratio of bound com-
plexes, [RL], to the product of free reactants, [R] [L],
at equilibrium in solution and is related to the equilib-
rium dissociation constant KD, the affinity parameter,
according to EBα− log(KD). At thermodynamic equi-
librium, the number of complexes that form per unit
of time, kon [R] [L], equals the number of complexes
that dissociate per time unit, koff [RL]. The empiri-
cal kinetic rate constants, on-rate kon and off-rate koff,
are related to the equilibrium dissociation constant KD
through KD = koff/kon.

In order to get an estimate for the interaction
forces f from binding energies EB, the dimension of
the binding pocket may be used as the characteristic
length dimension l; thus f = EB/l. Typical values of
EB = 20 kBT and l = 0.5 nm yields f ∼ 170 pN as an
order of magnitude feeling for the strength of a sin-
gle receptor-ligand bond. Classical mechanics describes
the force required to separate interacting molecules as

the gradient in energy along the interaction potential.
The complexed molecules would, therefore, dissociate
when force exceeds the steepest gradient in energy. How-
ever, activation barriers, temperature, time scales, and
the detailed characteristics of the energy landscape, all
known to be essential for the understanding of receptor-
ligand dissociation, are not considered in this purely
mechanical picture.

Ligand-receptor binding is generally a reversible re-
action. Viewed on the single-molecule level, the average
lifetime of a ligand-receptor bond, τ(0), is given by the
inverse of the kinetic off-rate, koff, so τ(0) = k−1

off . There-
fore, ligands will dissociate from receptors without any
force applied to the bond at times larger than τ(0) (cov-
ering a range from milliseconds to days for different
receptor-ligand combinations). In contrast, if molecules
are pulled faster than τ(0), the bond will resist and re-
quire a force for detachment. The size of the unbinding
force may vary over more than one order of magni-
tude, and even exceed the adiabatic limit given by the
steepest energy gradient of the interaction potential if
bond breakage occurs faster than diffusive relaxation
(nanosecond range for biomolecules in viscous aqueous
medium) and friction effects become dominant [16.47].
Therefore, unbinding forces do not resemble unitary val-
ues, and the dynamics of the experiment defines the
physics underlying the unbinding process.

At the millisecond to second time scale of AFM
experiments, thermal impulses govern the unbinding
process. In the thermal activation model, the lifetime
of a complex in solution is described by a Boltzmann
ansatz, τ(0) = τosc exp(Eb/kBT ) [16.48], where τosc is
the inverse of the natural oscillation frequency and Eb
the energy barrier for dissociation. Hence, due to the
thermal energy there is a finite probability of overcom-
ing the energy barrier Eb, which leads to the separation
of the receptor-ligand complex. The mean complex life-
time in solution is, therefore, determined by the ratio of
Eb over the thermal energy.

A force acting on a binding complex deforms
the interaction energy landscape and lowers the ac-
tivation energy barrier, very similar to the mode of
operation of an enzyme (Fig. 16.6). Thus the in-
put of thermal energy by forces acting in this time
regime reduces the bond lifetime. The lifetime τ( f )

of a bond loaded with a constant force f is given
as τ( f ) = τosc exp[(Eb − xβ f )/kBT ] [16.48], xβ be-
ing interpreted as the distance of the energy barrier Eb
from the energy minimum along the direction of the
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F

Fig. 16.6 Dissociation over a single sharp energy barrier.
Under a constant force, the barrier is linearly decreased by
the applied force F, giving rise to a characteristic length
scale x that is interpreted as the distance of the energy
barrier from the energy minimum along the projection of
the force (after [16.50])

applied force. In this model, the energy barrier de-
creases linearly with the force applied. A detailed
physical basis for Bell’s theory has been derived
in [16.49], where the strength of weak non-covalent
bonds was studied in liquid using Kramer’s theory
for reaction kinetics in liquids under the influence of
force.

The lifetime τ( f ) under constant force f com-
pares to the lifetime at zero force, τ(0), according to
τ( f ) = τ(0) exp(−xβ f/kBT ) [16.4] for a single sharp
energy barrier for which a mono-exponential depen-
dence is characteristic. Using AFM, receptor-ligand
unbinding is commonly measured in force-distance cy-
cles (cf. previous chapter), during which the applied
force to the complex does not remain constant. Rather,
it increases in a complex fashion at a nonlinear rate
determined by the pulling velocity, the spring constant
of the cantilever, and the force-distance profile of the
complexed biomolecules. The main contribution of the
thermal activation, however, comes from the part of
the force curve, which is close to unbinding. There-
fore, an effective force increase or loading rate r can
be deduced from r = d f/dt = pulling velocity times ef-
fective spring constant at the end of the force curve
just before unbinding occurs. The approximation of
a constant loading rate using force-distance cycles with
AFM is sound with a properly defined effective loading
rate [16.51].

The dependence of the unbinding force on a lin-
ear loading rate in the thermally activated regime
was first derived in [16.49] and further described
in [16.50]. Force-induced dissociation of receptor-
ligand complexes using AFM or BFP can be regarded
as an irreversible process, because the two bind-
ing partners are further separated after dissociation
has occurred. Therefore, rebinding and back-reactions
are negligible. The unbinding process itself is of
a stochastic nature, and the likelihood of bond
survival is expressed in the master equation as
time-dependent probability N(t) to be in the bound
state under a linearly increasing force f = rt, thus
dN(t) = −koff(rt)N(t) [16.50].

Rewriting Bell’s formula using τ( f ) = k−1
off ( f )

relates the kinetic off-rate at a given force f ,
koff( f ), to the off-rate at zero force, koff(0):
koff( f ) = koff(0) exp(lr f/kBT ). The master equation
combined with Bell’s formula results in a spectrum
of Gaussian-like distributions of unbinding forces (fre-
quency of occurrence versus force) parameterized by
the loading rate r [16.50]. Thus the maximum of each
force distribution, f ∗(r), reflects the most probable
force of unbinding for the respective loading rate r.
f ∗ is related to r through f ∗ = fβ loge(rk−1

off / fβ), where
the slope is governed by fβ , a force scale set by
the ratio of the thermal energy kBT to the length
scale xβ , which marks the thermally averaged posi-
tion of the energy barrier along the direction of the
force [16.49, 50]. Apparently, the unbinding force f ∗
scales linearly with the logarithm of the loading rate.
For a single barrier, this would give rise to a sim-
ple, linear dependence of the force versus log loading
rate. In cases where more barriers are involved along
the escape path, the curve will follow a sequence
of linear regimes, each of which marks a particu-
lar barrier [16.38]. Hence, transition from one regime
to the other is associated with an abrupt change of
slope determined by the characteristic barrier length
scale.

In force spectroscopy experiments, the dynamics
of pulling on specific receptor-ligand bonds is varied,
which leads to detailed structural and kinetic infor-
mation of the bond breakage, as discussed above and
shown in the following chapter on explicit examples.
Length scales of energy barriers are obtained from the
slope of the spectroscopy plot (force versus loading rate)
and their relative heights may be gained from the force
shifts [16.38]. Extrapolation to zero forces yields the ki-
netic off-rate constant for the dissociation of the complex
in solution [16.52].
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16.5 Recognition Force Spectroscopy:
From Isolated Molecules to Biological Membranes

In the early pioneering AFM studies receptor-ligand
bond strengths were only measured at one loading rate.
Therefore, only a single point in the spectrum of forces,
that depend on the dynamics of the experiment, was
determined. Avidin–biotin is often regarded as the proto-
type of receptor-ligand interaction due to its enormously
high affinity (KD = 10−13 M) and long bond lifetime
(τ(0) = 80 days). Hence, it may not be too surprising
that the first realizations of single-molecule recogni-
tion force detections were made with biotin and its
cognitive receptors, streptavidin [16.2], the succinilated
form of avidin, and avidin [16.3]. Unbinding forces of
250–300 pN and 160 pN were found for streptavidin and
avidin, respectively. It was also shown [16.53] that the
forces vary with the spring constant of the cantilever
using the same pulling velocity, which is consistent
with the loading rate dependency of the unbinding force
discussed above. The recognition forces of various bi-
otin analogs with avidin and streptavidin [16.53], as
well as with site-directed streptavidin mutants [16.54]
were related to their energies and found to be cor-
related with the equilibrium binding enthalpy [16.53]
and the enthalpic activation barrier [16.54] but inde-
pendent of free energy parameters. It was suggested
that internal energies of the bond breakage, rather than
entropic changes were probed by the force measure-
ments [16.54].

16.5.1 Forces, Energies, and Kinetic Rates

In first measurements of inter- and intramolecular forces
of the DNA double helix [16.6], complementary single-
strand DNA oligonucleotides covalently attached to
the AFM tip and the probe surface, respectively, were
probed. The multimodal force distributions obtained
(three distinct, separated force peaks) were associ-
ated with interchain interactions of single pairs of
12, 16, and 20 base sequence length. A long strain
single-strand DNA with cohesive ends was sandwiched
in between tip and substrate and its intramolecular
force pattern revealed elastic properties comparable
to polymeric molecules [16.6]. Single molecule in-
teractions between all possible 16 combinations of
the four bases were also studied [16.7] and yielded
specific binding only when complemetary bases were
present on the tip and the probe surface, indicating
that AFM is capable of following Watson-Crick base
pairing.

Anibody-antigen interactions are of key impor-
tance for the function of the immune system. Their
affinities are known to vary over orders of magni-
tudes. For single-molecule recognition AFM studies,
the molecules were surface-coupled via flexible and
distensible crosslinkers [16.4, 10, 13, 14] to provide
them with sufficient motional freedom, so that prob-
lems of misorientation and steric hindrance that can
obscure specific recognition are avoided. In [16.4, 12],
the tips were functionalized with a low antibody den-
sity, so that on the average only a single antibody
on the tip end could access the antigens on the sur-
face. Hence, isolated single molecular antibody-antigen
complexes could be examined. It was observed that
the interaction sites of the two Fab fragments of the
antibody (the antibody consists of two antigen-active
Fab-fragments and one Fc-portion) are able to bind
simultaneously and independently with equal bind-
ing probability. Single antibody-antigen binding events
were also studied with tip-bound antigens [16.10] using
an antibody biosensor probe surface [16.13], or single
chain antibody-fragments attached to gold via freely ac-
cessible sulfhidryl groups [16.14]. In the latter study, the
unbinding forces of two mutant single-chain antibodies,
varying by an order of magnitude in their affinity, were
compared. The mutant of ten times lower affinity (con-
sistent with 12% lower free energy due to the logarithmic
dependence of the affinity on free energy) showed 20%
lower unbinding force.

All these studies describe detection of intermolecu-
lar forces between single receptors and their cognitive
ligands. However, the AFM can also be used to char-
acterize single-molecule intramolecular forces, e.g.,
interactions responsible for stabilizing the conforma-
tions and tertiary structures of polymers and proteins.
The force-extension profile (cf. also stretching of
PEG in Fig. 16.5) of polysaccharide dextran revealed
multiple elastic regimes dominated by entropic ef-
fects, internal bond angle twistings, and conformational
changes [16.55, 56]. The complex quantities of elastic
and viscous force contributions upon stretching a sin-
gle dextran molecule were resolved by resonant energy
tracking using dynamic force spectroscopy [16.57].
Titin, a fibrillose muscle protein, contains a large number
of repetitive IgG domains that shows a characteris-
tic sawtooth pattern in the force profile, reflecting
their sequential unfolding (Fig. 16.7) [16.58]. Unfold-
ing and refolding kinetics and energetics of proteins
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Fig. 16.7 Force extension profile of a single titin
molecule. The periodic sawtooth-like pattern
reflects domain unfolding in the peptide chain
consistent with its modular construction and
can be explained as a stepwise increase of the
molecule’s length upon each unfolding event
(after [16.58])

were studied in pull-hold-release cycles [16.59] by
carefully handling the molecule between tip and sur-
face. These studies yield crucial information on the
relation between structure and function of single
molecules.

Besides the investigation of forces, single-molecule
recognition force microscopy studies allow for the es-
timation of association and dissociation rates [16.4, 12,
22, 52, 60, 61], energies [16.38], and structural param-
eters of the binding pocket [16.4, 12, 15, 60, 61]. For
single molecule studies, quantification of the on-rate
constant kon for the association of the ligand on the tip
to a receptor on the surface requires determination of the
interaction time t0.5 needed for half-maximal probability
of binding. This value is obtained from an experiment
in which the encounter duration of the ligand-coated
tip on the receptor-containing surface is varied until
a range of the unbinding activity from zero to satu-
ration is achieved [16.60]. With the knowledge of the
effective ligand concentration ceff on the tip available
for receptor interaction, kon is given by kon = t−1

0.5 c−1
eff .

The effective concentration ceff is described by the
effective volume Veff the tip-tethered ligand diffuses
about the tip, which yields ceff = N−1

A V−1
eff , where NA

is the Avogadro’s number. Veff is essentially a half-
sphere with a radius of the effective tether length, and
the kinetic on-rate can, therefore, be calculated from
kon = t−1

0.5 NA2π/3r3. However, since kon critically de-
pends on the tether length r, only order of magnitude
estimates are gained [16.60].

Additional information about the unbinding process
is contained in the unbinding force distributions. Not
only the maximum f ∗, but also its intrinsic width σ

increases with increasing loading rate [16.22, 38]. Ap-
parently, at slower loading rates the systems adjust closer

to equilibrium, which leads to smaller values of both the
force f ∗ and its variation σ . This is another indica-
tion that dynamics is an important issue when studying
recognition forces. An effective lifetime τ( f ) of the
bond under an applied force f was estimated by the
time the cantilever spends in the force window spanned
by the standard deviation σ of the f distribution [16.4].
The time the force increases from f ∗ −σ to f ∗ +σ

is thus given by τ( f ) ≈ 2σ/d f/dt [16.4]. In an ex-
ample of the Ni2+-chelating ligand/receptor interaction
nitrotrilacetate/hexa-histidin [16.22], the lifetime τ( f )

decreased with increasing pulling force f from 17 ms at
150 pN to 2.5 ms at 194 pN. The data were fitted with
Bell’s formula, confirming the theoretically predicted
exponential lifetime-force relation for the reduction of
the lifetime τ( f ) by the applied force f and, thus
yielding a lifetime at zero force, τ0 = 15 s. Direct mea-
surements of lifetimes are only possible by using a force
clamp, where a constant adjustable force is applied to
the complex via a feedback loop and the time duration of
bond survival is detected. This configuration has been
developed recently to study the force dependence of
the unfolding probability of the filament muscle protein
titin [16.62].

Theory predicts (cf. previous chapter) that the un-
binding force of specific and reversible ligand-receptor
bonds is dependent on the rate of the increasing
force [16.47, 49, 63] during force-distance cycles. In-
deed, in experiments unbinding forces were found to
assume not a unitary value, but rather were dependent
on both the pulling velocity [16.52, 60] and the can-
tilever spring constant [16.2]. The theoretical findings
were confirmed by experimental studies and revealed
a logarithmic dependence of the unbinding force on
the loading rate [16.15, 22, 38, 52, 60, 61], consistent
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with the exponential lifetime-force relation described
above. On a half-logarithmic plot, a single linear slope
is characteristic for a single energy barrier probed
in the thermally activated regime [16.38]. The same
relation was also found for unfolding forces of pro-
teins [16.55]. The slope of the force spectroscopy curve
contains the length scale of the energy barrier, which
may be connected to the length dimension of the inter-
action binding pocket [16.60]. The kinetic off-rate koff
at zero force is gained from the extrapolation to zero
force [16.52, 60]. Combining koff with kon leads to
a value for the equilibrium dissociation constant KD,
according to KD = koff/kon.

A simple correlation between unbinding force and
solution kinetics was found for nine different single-
chain Fv fragments constructed from point mutations
of three unrelated anti-fluorescein antibodies [16.61].
These molecules provide a good model system because
they are monovalent and follow a 1:1 binding model
without allosteric effects, and the ligand (fluoerscein)
is inert and rigid. For each mutant, the affinity KD, the
kinetic rate constants kon and koff, and the temperature
dependence of koff yielding the activation barrier Eb,
were determined in solution. In a series of single-
molecule AFM recognition events, the loading rate (r)

F (pN)

r (pN/s)
0.01

160

120

80

40

0
0.1 1 10 100 1000 104

FITC-E2 w.t.

4D5-Flu

koff (Solution)= 0.0044

koff (Solution)= 0.0062

Fig. 16.8 Loading rate dependence of the unbinding force
dependence of two anti-fluoresceins. For both FITC-E2 w.t.
and 4D5-Flu, a strictly mono-logarithmic dependence was
found in the range accessed, indicating that only a single en-
ergy barrier was probed. The same energy barrier dominates
dissociation without forces applied, because extrapolation
to zero force matches kinetic off-rates determined in solu-
tion (indicated by arrow) (after [16.61])

dependence of the unbinding forces ( f ) was measured.
The maxima of the force distributions f ∗ scaled linearly
with log r. Therefore, unbinding was dictated by a sin-
gle energy barrier along the reaction path (Fig. 16.8).
Since the measured unbinding forces of all mutants
precisely correlated with koff, the unbinding path fol-
lowed and the transition state crossed cannot be too
dissimilar in spontaneous and forced unbinding. Inter-
estingly, the distance of the energy barrier along the
unbinding pathway determined from the force spec-
troscopy curve was found to be proportional to the
barrier height and, thus, most likely includes elastic
stretching of the antibody construct during the unbinding
process.

16.5.2 Complex Bonds
and Energy Landscapes

More complex force spectra were found from unbind-
ing force measurements between complementary DNA
strands of different lengths [16.15]. DNA duplexes with
10, 20, and 30 base pairs, were investigated to reveal un-
binding forces from 20 to 50 pN of single duplexes,
depending on the loading rate and sequence length.
The unbinding force of the respective duplexes scaled

Force (pN)
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Fig. 16.9 Dependence of the unbinding force between
DNA single-strand duplexes on the retract velocity.
Besides the mono-logarithmic behavior, the unbinding
force scales with the length of the strands, increasing
from the 10- to 20- to 30-base-pair duplexes (af-
ter [16.15])
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with the logarithm of the loading rate, however, each
of them with a different slope (Fig. 16.9). The distance
of the energy barrier along the separation path and the
logarithm of the kinetic off-rate, both obtained from
the force spectroscopy plot as parameters describing
the energy landscape, were found to be proportional
to the number of DNA complexes per duplex. This
defined scaling leads to a model of fully cooperative
bonds in a series for the unbinding of the base pairs in
the duplex, described by one distinct length and time
scale for each duplex length, where each single bond
contributes a defined increment [16.15]. A tempera-
ture study revealed that entropic contributions also play
a role in the unbinding between complementary DNA
strands [16.64].

Energy landscapes of receptor-ligand bonds in bi-
ology can be rugged terrains with more than one
prominent energy barrier. The inner barriers are unde-
tectable in solution assays, but can become predominant
for certain time scales in force-induced unbinding.
Therefore, force spectroscopy appears to be a proper
tool to discover hidden activation barriers and ex-
plore the energy landscape in greater detail. In initial
AFM studies [16.53, 54], it was concluded that the
interaction strength of biotin-streptavidin is in the
range of 200–300 pN and the strength of biotin-
avidin is somewhat lower (∼ 150 pN). However, using

– (f cosθ)x

200

150

100

50

0
106100 102 10410–2

104

0.050

0.025

100

102

106

300

200

100

a) b) c)
Force (pN)

Loading rate (pN/s)

AFM
Streptavidin
Avidin

E (x)

x ts

x
Frequency Force (pN)

Loading rate
(pN/s)

Fig. 16.10a–c Unbinding force distributions and energy landscape of a complex molecular bond. (a) Force histograms of single
biotin-streptavidin bonds recorded at different loading rates. The shift in peak location and the increase in width with increasing
loading rate is clearly demonstrated. (b) Dynamic force spectra for biotin-streptavidin (circles) and biotin-avidin (triangles). The
slopes of the linear regimes mark distinct activation barriers along the direction of force. (c) Conceptual energy landscape traversed
along a reaction coordinate under force under an angle θ to the molecular coordinate. The external force f adds a mechanical
potential that tilts the energy landscape and lowers the barriers. The inner barrier starts to dominate when the outer has fallen
below it due to the applied force (after [16.38])

BFP, the loading rate was varied over eight orders
of magnitude (from 10−2 to 106 pN/s) and gained
a detailed picture of the force spectroscopy curve
with forces increasing from 5 to 200 pN (Fig. 16.10)
[16.38].

Distinct linear regimes that demonstrate the ther-
mally activated nature of the bond breakage are visible,
abrupt changes in slope imply a number of sharp bar-
riers along the dissociation pathway. Above 85 pN,
there is a common high strength regime for both
biotin-streptavidin and biotin-avidin with a slope of
fβ = 34 pN, locating a barrier deep in the binding pocket
at xβ = 0.12 nm. Below 85 pN, the slopes for biotin-
streptavidin and biotin-avidin are different. fβ = 8 pN
for biotin-strepavidin marks a barrier at xβ = 0.5 nm,
whereas the steeper slope fβ = 13–14 pN between 38
and 85 pN in the biotin-avidin spectrum indicates that
its next barrier is located at 0.3 nm. Below 11 pN, the
biotin-avidin spectrum exhibits a very low strength
regime with a slope of fβ = 1.4 pN that maps to
xβ = 3 nm. In addition to the map of barrier locations,
the logarithmic intercepts found by extrapolation of
each linear regime to zero force also yield estimates
of the energy differences between the activation barriers
(Fig. 16.10).

A meticulous picture of the biotin-avidin bond rup-
ture process with amino acid resolution was obtained
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with molecular dynamics simulation (MDS) [16.47,63].
Although the time scales of MDS for AFM pulling
experiments are orders of magnitudes faster, forces
in laboratory speeds were approximated. By recon-
structing the interaction potential, the experimentally
found transition states were readily identified. Simula-
tions of antibody-antigen unbinding, however, revealed
a large heterogeneity of enforced unbinding pathways
and a correspondingly large flexibility of the binding
pocket region, which exhibited significant induced fit
motions [16.65].

The velocity dependence of rupture forces and
adhesion probability of the receptor/ligand system
P-selectin/P-selectin glycoprotein ligand-1 (PSGL-1)
and their relation to kinetic and thermodynamic pa-
rameters obtained in ensemble average assays were
analyzed in detail in [16.52]. The adhesive interactions
of this system play a central immunogenic role in di-
recting the PSGLT-1-containing leukocytes out of the
blood stream and into sites of inflammation on cell lay-
ers via P-selectin. The high molecular elasticity of the
P-selectin/PSGL-1 complex was determined from the
force extension profile gained in force-distance cycles
and described by the freely jointed chain, a polymer
model that yields the Contour length (overall maximum
extension), the persistence length (effective segment di-
mension), and the molecular spring constant. Rupture
forces of single complex unbinding increased logarith-
mically with the loading rate (spring constant times
pulling velocity), as expected from theory, and yielded
koff = 0.02 s−1 and l = 0.25 nm.

Another characteristic of the P-selectin/PSGL-1
relevant to its biological function was found by inves-
tigating the adhesion probability, defined as the ratio
between the force-distance cycles showing an adhe-
sion event and the total number of cycles, on the
pulling velocity. Counterintuitively and in contrast to
experiments with antibody-antigen [16.4], cell adhe-
sion proteins [16.9] and cadherins [16.60], the adhesion
probability increased with increasing velocities [16.52].
Since the adhesion probability approaches 1.0 at fast
velocities, P-selectin/PSGL-1 complex formation must
occur as soon as the tip reaches the surface, thus re-
flecting a fast kinetic on-rate. Upon the increase in
force during pulling, the complexes only dissociate un-
der a measurable force when pulled at fast velocities.
No force will be detected at low velocities because
the complex has already dissociated by the pure ther-
mal energy and/or a force beneath the noise limit.
A quantitative analysis revealed a fast kinetic off-rate of
koff = 15±2 s−1. The fast kinetic rates and high chain-

like elasticity of the PSGL-1 system guarantee a rapid
exchange of the leukocytes on endothelial cell surfaces
and therefore provide the basis of the physiological
leukocyte roling process [16.52].

PSGL-1 recognition to another member of the se-
lectin family, L-selectin, was studied using BFP [16.66].
The loading rate was varied over three orders of mag-
nitude, thereby gaining rupture forces from a few to
200 pN. Plotted on a logarithmic scale of loading rates,
the rupture forces reveal two prominent energy barriers
along the unbinding pathway. Strengths above 75 pN
arise from rapid detachment (< 0.01 s) impeded by
an inner barrier that requires Ca2+, whereas strengths
below 75 pN occur under slow detachment (> 0.01 s)
impeded by an outer barrier, most likely constituted by
an array of weak hydrogen bonds. It was speculated
that a complex hierarchy of inner and outer barriers is
significant in selectin-mediated function [16.66].

Single molecule recognition was also used to investi-
gate the mechanism of the cadherin-mediated adhesion
process of vascular endothelial cells. A monolayer of
these cells constitutes the major barrier of the body
that separates the blood compartment from the extra-
cellular space of tissues. Homophilic cadherin adhesion
acting within the cell junctions allows fast dynamic cel-
lular remodeling to change the barrier properties of the
cell layers. Recordings of force-distance cycles showed
specific recognition events between tip- and surface-
bound chimeric VE-cadherin dimers. Measuring the
binding activity in dependence of the free Ca2+ con-
centration [16.60] revealed an apparent KD of 1.15 mM
with a Hill coefficient of nH = 5.04, indicating high
cooperativity and steep dependency. It might be of phys-
iological relevance that a local drop of free Ca2+ in
the narrow intercellular cleft weakens intercellular ad-
hesion and is, therefore, involved in facilitating cellular
remodeling.

The rather low trans-interaction force of a single
bond between two cadherin strand dimers was found
to be amplified by complexes of cumulative binding
strength, visible as distinct force quanta in the adhe-
sion force distributions. These associates were formed
by time-controlled lateral and trans-oligomerization,
suggesting that cadherins from opposing cells as-
sociate to form complexes and, thus, increase the
intercellular binding strength. The rather low values
for the kinetic rates and the adhesive binding activ-
ity determined as described above, make cadherins
ideal candidates for adhesion regulation by cytoskele-
tal tethering, thereby setting the kinetic rate of lateral
self-association [16.60].
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16.5.3 Live Cells and Membranes

So far, there have been only a few attempts to apply
recognition force microscopy to living cells. Recently,
Lehenkari et al. [16.67] measured the binding forces be-
tween integrin receptors in intact cells and Arg-Gly-Asp
(RGD) amino acid sequence containing extracellular
matrix protein ligands. Ligands, which had a higher pre-
dicted affinity for the receptor, gave greater unbinding
forces, and the amino acid sequence/pH/divalent cation
dependency of the receptor-ligand interaction examined
by AFM was similar to the one observed under bulk
measurement conditions using other techniques. In an-
other study [16.68], the AFM was used to detect the
adhesive strength between concavalin A (con A) cou-
pled to an AFM tip and Con A receptors on the surface
of NIH3T3 fibroblast cells. Crosslinking of receptors
led to an increase in adhesion that could be attributed
to enhanced cooperativity among adhesion complexes,
which has been proposed as a physiological mechanism
for modulating cell adhesion.

The sidedness and accessability of protein epi-
topes of the Na2+/D-glucose co-transporter in intact
brush border membrane vesicles was sensed with an
AFM tip containing an antibody directed against an
a sequence close to the glucose binding site [16.35].
Orientations and conformations of the transporter mol-

ecule were found to change during glucose binding and
transmembrane transport, as evident from the observa-
tion of three distinct states discernable in interaction
strength and binding activity. Force spectroscopy exper-
iments between leukocyte function-associated antigen-1
(LFA-1) on the tip and intercellular adhesion molecule-
1 (ICAM-1) expressed on cell surfaces [16.69] revealed
a bilinear behavior in the force vs. log loading rate curve,
marking a steep inner activation barrier and a wide outer
activation barrier. Since addition of Mg2+, a co-factor
that stabilizes the LFA-1/ICAM-1 interaction, elevated
the unbinding force of the complex in the slow load-
ing regime and EDTA suppressed the inner barrier, it
was suggested that the equilibrium dissociation con-
stant is regulated by the energetics of the outer barrier,
whereas the inner barrier determines the ability to resist
an external force.

Forces about ten times higher (3 nN) were achieved
when whole cells were used to modify the tip instead of
single molecules, as shown in measurements of inter-cell
force detections between trophoplasts and uterine pithe-
lium cells [16.70]. In a similar configuration but with
defined control of the interaction, de-adhesion forces
at the resolution of individual cell adhesion molecules
in cell membranes were detected and the expression of
a gene was quantitatively linked to the function of its
product in cell adhesion [16.71].

16.6 Recognition Imaging

Besides studying ligand-receptor recognition processes,
the identification and localization of receptor binding
sites on bio-surfaces such as cells and membranes are
of particular interest. For this, high resolution imaging
must by combined with force detection, so that binding
sites can be assigned to structures.

A method for imaging functional groups using chem-
ical force microscopy was developed in [16.72]. Both tip
and surface were chemically modified, and the adhesive
interactions between tip and surface directly correlated
with friction images of the patterned sample surfaces. Si-
multaneous information for topography and recognition
forces on a µm-sized streptavidin pattern was obtained
by lateral force mapping on a µm-sized streptavidin pat-
tern with a biotinylated AFM tip. An approach-retract
cycle was performed in every pixel of the image, and the
information for topography was gained from the contact
region, whereas a recognition image was constructed
from the recognition forces of the force curve [16.72].

This method was also used to map functional receptors
on living cells [16.73] and differentiate red blood cells
of different blood groups within a mixed population us-
ing AFM tips conjugated with a blood group A specific
lectin [16.74].

A first identification and localization of single-
molecule antigenic sites was realized by laterally
scanning an AFM tip containing antibodies in one di-
mension across a surface containing a low density of
antigens during recording force-distance cycles. The
binding probability was determined in dependence of
the lateral position, resulting in Gaussian-like pro-
files [16.4, 12]. The position of the antigen could be
determined from the position of the maximum, yield-
ing a positional accuracy of 1.5 nm. The width of the
binding profile of 6 nm reflects the dynamical reach
of the antibody on the tip, provided by the crosslinker
used for coupling the antibody to the tip, and can be
considered the lateral resolution obtained by this tech-
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nique [16.4]. With a similar configuration, height and
adhesion force images were simultaneously obtained
with resolution approaching the single-molecule level
as well [16.75].

The strategies of force mapping, however, lack high
lateral resolution [16.72] and/or are much slower in data
acquisition [16.4,12,75] than topography imaging, since
the frequency of the retract-approach cycles performed
in every pixel is limited by hydrodynamic forces in the
aqueous solution. In addition, obtaining the force im-
age requires the ligand to be disrupted from the receptor
in each retract-approach cycle. For this, the z-amplitude
of the retract-approach cycle must be at least 50 nm
and, therefore, the ligand on the tip is without access to
the receptor on the surface for most of the experiment.
The development of shorter cantilevers [16.45], how-
ever, increases the speed for force mapping, because the
hydrodynamic forces are significantly reduced and the
resonance frequency is higher than that of commercially
available cantilevers. The short cantilevers were also re-

5 nm

0 nm

100 nm 100 nm

15 nm

1 nm

a) b)

c) e)d)

Fig. 16.11a–e Topography and recognition image. (a) AFM tip-lysozyme interaction during topography imaging. The
brown line indicates the height profile obtained from a single lysozyme molecule with the AFM using a bare tip. (b) AFM
tip-lysozyme interaction during recognition imaging. Half-antibodies are bound to the AFM tip via a flexible tether
(jagged line) for the recognition of lysozyme on the surface. Imaging results in a height profile, as indicated (brown line).
(c) Topography image. Single lysozyme molecules can be clearly resolved. Sometimes small lysozyme aggregates are
observed. Image size was 500 nm. False color bar for heights from 0 (dark) to 5 (bright) nm. (d) Height profiles. Cross-
sectional profiles of single lysozyme molecules obtained from the topography (black line) and the recognition (brown
line) image. (e) Recognition image. The bright dots represent recognition profiles of single lysozyme molecules. Imaging
was performed using an AFM tip carrying one half-antibody with access to the antigens on the surface. Conditions were
exactly the same as in (c). (After [16.20])

cently applied to follow the association and dissociation
of individual chaperonin proteins GroES to GroEL in
real time using dynamic force microscopy topography
imaging [16.76].

An imaging method for the mapping of antigenic
sites on surfaces was recently developed [16.20] by com-
bining molecular recognition force spectroscopy [16.4]
with dynamic force microscopy (DFM) [16.25, 77]. In
DFM, the AFM tip is oscillated across a surface and
the amplitude reduction arising from tip-surface inter-
actions is held constant by a feedback loop that lifts or
lowers the tip according to the detected amplitude sig-
nal. Since the tip only intermittently contacts the surface,
this technique provides very gentle tip-surface interac-
tions, and the specific interaction of the antibody on the
tip with the antigen on the surface can be used to lo-
calize antigenic sites for recording recognition images.
The principles of this method are described in detail
below and in Fig. 16.11. A magnetically coated tip is
oscillated by an alternating magnetic field at an ampli-
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tude of 5 nm while being scanned along the surface.
Since the tether has a length of 8 nm, the antibody on
the tip always has a chance of recognition when passing
an antigenic site, which increases the binding probabil-
ity enormously. Since the oscillation frequency is more
than 100 times faster than typical frequencies in conven-
tional force mapping, the data acquisition rate is much
higher.

Half-antibodies were used to provide a monovalent
ligand on the tip. The antigen, lysozyme, was tightly
adsorbed to mica in conditions that yielded a low sur-
face coverage (for details see [16.20]). A topographic
image of this preparation was first recorded in buffer
using a bare AFM tip as a control (Fig. 16.11c). Single
lysozyme molecules were clearly resolved (Fig. 16.11c).
A cross-sectional analysis (Fig. 16.11d, profile in black)
reveals that the molecules appear 8 to 12 nm in diameter
and 2.0 to 2.5 nm in height. Imaging with a half-antibody
tethered to the tip in conditions identical to those used
to obtain the topographical image gave strikingly differ-
ent images (Fig. 16.11e). They differ significantly both
in height and diameter compared to the topography im-
age (Fig. 16.11c). Cross-sectional analysis (Fig. 16.11d,
trace in red) reveals a height of 3.0 to 3.5 nm and a diam-
eter of 20 to 25 nm. Therefore, profiles obtained from
the recognition image appear at least 1 nm higher and
10 nm broader than profiles from the topography image.

The antibody-antigen recognition process during
imaging is depicted in Fig. 16.11b. Approaching the
antigen in a lateral scan from the left, the antibody
on the tip binds to the antigen about 10 nm before
the tip end is above the antigenic site (Fig. 16.11b,
left tip), due to the flexible tethering provided by the
crosslinker. In the bound state, the z-oscillation of the
cantilever is further reduced by the attractive force of

the crosslinker-antibody-antigen connection, which is
acting as a nonlinear spring. Since the AFM detects the
z-projection of the force, the amount of the attractive
force measured increases when the tip moves further
to the right and reaches its maximum just above the
position of the antigenic site (Fig. 16.11b, tip in mid-
dle). At lateral distances comparable to the length of the
antibody-crosslinker connection, the antibody on the tip
dissociates from the antibody on the surface and the
attractive force goes to zero.

The diameter of cross-sectional profiles obtained
from the recognition image (Fig. 16.11d, brown trace)
corresponds to about twice the length of the crosslinker
(6 nm) plus antibody (6 nm). Increased heights detected
in comparison to profiles of the topography image
(Fig. 16.11d, black trace) reflect the amplitude reduction
owing to antibody-antigen recognition. The maxima of
the cross-sectional profiles of the recognition image, as
shown in Fig. 16.11d (brown trace), indicate the posi-
tion of the antigenic site. The accuracy of maximum
determination, which in turn reflects the positional ac-
curacy of determining the position of the antigenic site,
was 3 nm. The specific nature of the antibody-antigen
interaction was tested by injecting free antibody into
the liquid cell, so as to block the antigenic sites on the
surface, and subsequent images showed a reduction in
apparent height.

With this methodology, topography and recognition
images can be obtained at the same time and distinct
receptor sites in the recognition image can be assigned
to structures from the topography image. The described
methodology [16.20] is applicable to any ligand and,
therefore, it should prove possible to recognize many
types of proteins or protein layers and carry out epitope
mapping on a nanometer scale on membranes and cells.

16.7 Concluding Remarks

Atomic force microscopy has evolved into the imag-
ing method that yields the greatest structural details
on live, biological samples like proteins, nucleotides,
membranes and cells in their native, aqueous environ-
ment at ambient conditions. Due to its high lateral
resolution and sensitive force detection capability, the
exciting possibility of measuring inter- and intramolec-
ular forces of biomolecules on the single-molecule
level has become possible. The proof-of-principle stage
of the pioneering experiments has already developed
into a high-end analysis method for exploring ki-

netic and structural details of interactions underlying
protein folding and molecular recognition by taking
the advantages of single molecule studies. The in-
formation obtained from force spectroscopy includes
physical parameters unachievable by other methods
and opens new perspectives in exploring the regula-
tion of the dynamics of biological processes such as
molecular recognition. With ongoing instrumental de-
velopments to increase sensitivity and speed, exciting
new fields may also open up in drug and cell screening
technologies.
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497

Micro/Nanotri17. Micro/Nanotribology and Materials
Characterization Studies

Using Scanning Probe Microscopy

A sharp AFM/FFM tip sliding on a surface simulates
just one asperity contact. However, asperities
come in all shapes and sizes. The effect of radius
of a single asperity (tip) on the friction/adhesion
performance can be studied using tips of
different radii. AFM/FFM are used to study the
various tribological phenomena, which include
surface/roughness, adhesion, friction, scratching,
wear, indentation, detection of material transfer,
and boundary lubrication.

Directionality in the friction is observed on
both micro- and macroscales and results from
the surface roughness and surface preparation.
Microscale friction is generally found to be smaller
than the macrofriction, as there is less plowing
contribution in microscale measurements. The
mechanism of material removal on the microscale
is studied. Evolution of wear has also been studied
using AFM. Wear is found to be initiated at
nanoscratches. For a sliding interface requiring
near-zero friction and wear, contact stresses
should be below the hardness of the softer
material to minimize plastic deformation, and
surfaces should be free of nanoscratches. Wear
precursors can be detected at early stages of
wear by using surface potential measurements.
Detection of material transfer on a nanoscale is
possible with AFM. In situ surface characterization
of local deformation of materials and thin coatings
can be carried out using a tensile stage inside an
AFM.

Boundary lubrication studies can be conducted
using AFM. Chemically bonded lubricant films
and self-assembled monolayers are superior
in friction and wear resistance. For chemically
bonded lubricant films, the adsorption of water,
the formation of meniscus and its change during
sliding, viscosity, and surface properties play an
important role on the friction, adhesion, and
durability of these films. For SAMs, their friction
mechanism is explained by a so-called “molecular
spring” model.
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498 Part C Nanotribology and Nanomechanics

The mechanisms and dynamics of the interactions of two
contacting solids during relative motion ranging from
atomic- to microscale need to be understood in order
to develop a fundamental understanding of adhesion,
friction, wear, indentation, and lubrication processes. At
most solid-solid interfaces of technological relevance
contact occurs at many asperities. Consequently, the
importance of investigating single asperity contacts in
studies of the fundamental micro/nanomechanical and
micro/nanotribological properties of surfaces and inter-
faces has long been recognized. The recent emergence
and proliferation of proximal probes, including scanning
probe microscopies (the scanning tunneling microscope
and the atomic force microscope), the surface force ap-
paratus, and computational techniques for simulating
tip-surface interactions and interfacial properties, have
allowed systematic investigations of interfacial prob-
lems with high resolution, as well as ways and means of
modifying and manipulating nanoscale structures. These
advances have led to the appearance of the new field
of micro/nanotribology, which pertains to experimental
and theoretical investigations of interfacial processes on
scales ranging from the atomic- and molecular- to the mi-
croscale, occurring during adhesion, friction, scratching,
wear, indentation, and thin-film lubrication at sliding
surfaces [17.1–12].

Micro/nanotribological studies are needed to de-
velop a fundamental understanding of interfacial
phenomena on a small scale and study interfacial

Table 17.1 Comparison of typical operating parameters in SFA, STM, and AFM/FFM used for micro/nanotribological studies

Operating parameter SFA STMa AFM/FFM

Radius of mating surface/tip ∼ 10 mm 5–100 nm 5–100 nm

Radius of contact area 10–40 µm N/A 0.05–0.5 nm

Normal load 10–100 mN N/A < 0.1 nN−500 nN

Sliding velocity 0.001–100 µm/s 0.02–200 µm/s 0.02–200 µm/s
(scan size ∼ 1 nm (scan size ∼ 1 nm
×1 nm to 125 µm ×1 nm to 125 µm
×125 µm; scan ×125 µm; scan
rate < 1–122 Hz) rate < 1–122 Hz)

Sample limitations Typically atomically smooth, Electrically None
optically transparent mica; conducting
opaque ceramic, smooth samples
surfaces can also be used

a Can only be used for atomic-scale imaging

phenomena in micro/nanostructures used in mag-
netic storage systems, micro/nanoelectromechanical
systems (MEMS/NEMS), and other applications [17.3,
7–9, 13, 14]. Friction and wear of lightly loaded
micro/nanocomponents are highly dependent on the sur-
face interactions (few atomic layers). These structures
are generally lubricated with molecularly thin films.
Micro/nanotribological studies are also valuable in un-
derstanding interfacial phenomena in macrostructures
and provide a bridge between science and engineering.

The surface force apparatus (SFA), the scanning tun-
neling microscopes (STM), atomic force and friction
force microscopes (AFM and FFM) are widely used
in micro/nanotribological studies. Typical operating pa-
rameters are compared in Table 17.1. The SFA was
developed in 1968 and is commonly employed to study
both static and dynamic properties of molecularly thin
films sandwiched between two molecularly smooth sur-
faces. The STM, developed in 1981, allows imaging of
electrically conducting surfaces with atomic resolution
and has been used for the imaging of clean surfaces, as
well as of lubricant molecules. The introduction of the
atomic force microscope in 1985 provided a method for
measuring ultra-small forces between a probe tip and an
engineering (electrically conducting or insulating) sur-
face and has been used for topographical measurements
of surfaces on the nanoscale, as well as for adhesion and
electrostatic force measurements. Subsequent modifica-
tions of the AFM led to the development of the friction
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Micro/Nanotribology 17.1 Description of AFM/FFM and Various Measurement Techniques 499

force microscope (FFM), designed for atomic-scale and
microscale studies of friction. This instrument measures
forces in the scanning direction. The AFM is also used in
investigations of scratching, wear, indentation, detection
of transfer of material, boundary lubrication, and fabri-
cation and machining. Meanwhile, significant progress
in understanding the fundamental nature of bonding and
interactions in materials, combined with advances in
computer-based modeling and simulation methods, have
allowed theoretical studies of complex interfacial phe-
nomena with high resolution in space and time. Such
simulations provide insights into atomic-scale energet-
ics, structure, dynamics, thermodynamics, transport and
rheological aspects of tribological processes.

The nature of interactions between two surfaces
brought close together and those between two surfaces
in contact as they are separated have been studied exper-
imentally with the surface force apparatus. This has led
to a basic understanding of the normal forces between
surfaces and the way in which these are modified by the
presence of a thin liquid or a polymer film. The fric-
tional properties of such systems have been studied by
moving the surfaces laterally, and such experiments have
provided insights into the molecular-scale operation of

Engineering interface Scanning probe microscope tip on
a surface

Simulation of a single asperity
contact

Fig. 17.1 Schematics of an engineering interface and scanning probe
microscope tip in contact with an engineering interface

lubricants such as thin liquid or polymer films. Comple-
mentary to these studies are those in which the AFM or
FFM is used to provide a model asperity in contact with
a solid or lubricated surface, Fig. 17.1. These experi-
ments have demonstrated that the relationship between
friction and surface roughness is not always simple or
obvious. AFM studies have also revealed much about
the nanoscale nature of intimate contact during wear
and indentation.

In this chapter, we present a review of significant as-
pects of micro/nanotribological studies conducted using
AFM/FFM.

17.1 Description of AFM/FFM and Various Measurement Techniques

An atomic force microscope (AFM) was developed by
Binnig et al. in 1985. It is capable of investigating sur-
faces of scientific and engineering interest on an atomic
scale [17.15, 16]. The AFM relies on a scanning tech-
nique to produce very high resolution, 3-D images of
sample surfaces. It measures ultrasmall forces (less than
1 nN) present between the AFM tip surface mounted on
a flexible cantilever beam and a sample surface. These
small forces are determined by measuring the motion
of a very flexible cantilever beam with an ultra-small
mass by a variety of measurement techniques includ-
ing optical deflection, optical interference, capacitance,
and tunneling current. The deflection can be measured
to within 0.02 nm, so for a typical cantilever spring
constant of 10 N/m, a force as low as 0.2 nN can be
detected. To put these numbers in perspective, individ-
ual atoms and human hair are typically a fraction of
a nanometer and about 75 µm in diameter, respectively,
and a drop of water and an eyelash have a mass of
about 10 µN and 100 nN, respectively. In the operation
of high resolution AFM, the sample is generally scanned,
rather than the tip, because any cantilever movement

would add vibrations. AFMs are available for measure-
ment of large samples where the tip is scanned and
the sample is stationary. To obtain atomic resolution
with the AFM, the spring constant of the cantilever
should be weaker than the equivalent spring between
atoms. A cantilever beam with a spring constant of
about 1 N/m or lower is desirable. For high lateral
resolution, tips should be as sharp as possible. Tips
with a radius ranging from 10–100 nm are commonly
available.

A modification to AFM, providing a sensor to meas-
ure the lateral force, led to the development of the friction
force microscope (FFM), or the lateral force micro-
scope (LFM), designed for atomic-scale and microscale
studies of friction [17.3–5, 7, 8, 11, 17–25] and lubri-
cation [17.26–30]. This instrument measures lateral or
friction forces (in the plane of sample surface and in the
scanning direction). By using a standard or a sharp dia-
mond tip mounted on a stiff cantilever beam, AFM is
also used in investigations of scratching and wear [17.6,
9,11,22,31–33], indentation [17.6,9,11,22,34,35], and
fabrication/machining [17.4, 11, 22].
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Fig. 17.2a,b Schematics (a) of a commercial small sample atomic
force microscope/friction force microscope (AFM/FFM) and
(b) a large sample AFM/FFM

Surface roughness, including atomic-scale imaging,
is routinely measured using the AFM, Fig. 17.2. Ad-
hesion, friction, wear, and boundary lubrication at the
interface between two solids with and without liquid
films are studied using AFM and FFM. Nanomechan-
ical properties are also measured using an AFM. In

situ surface characterization of local deformation of
materials and thin coatings has been carried out by imag-
ing the sample surfaces using an AFM during tensile
deformation using a tensile stage.

17.1.1 Surface Roughness
and Friction Force Measurements

Simultaneous measurements of surface roughness
and friction force can be made with a commercial
AFM/FFM. These instruments are available for the
measurement of small samples and large samples. In
a small sample AFM, shown in Fig. 17.2a, the sample,
generally no larger than 10 mm × 10 mm, is mounted on
a PZT tube scanner that consists of separate electrodes
to scan precisely the sample in the x-y plane in a raster
pattern and move it in the vertical (z) direction. A sharp
tip at the free end of a flexible cantilever is brought in
contact with the sample. Normal and frictional forces
being applied at the tip-sample interface are measured
using a laser beam deflection technique. A laser beam
from a diode laser is directed by a prism onto the back of
a cantilever near its free end, which is tilted downward
at about 10◦ with respect to the horizontal plane. The re-
flected beam from the vertex of the cantilever is directed
through a mirror onto a quad photodetector (split pho-
todetector with four quadrants). The differential signal
from the top and bottom photodiodes provides the AFM
signal, which is a sensitive measure of the cantilever
vertical deflection. Topographic features of the sample
cause the tip to deflect in the vertical direction as the
sample is scanned under the tip. This tip deflection will
change the direction of the reflected laser beam, chang-
ing the intensity difference between the top and bottom
sets of photodetectors (AFM signal). In the AFM op-
erating mode, called the height mode, for topographic
imaging, or for any other operation in which the ap-
plied normal force is to be kept a constant, a feedback
circuit is used to modulate the voltage applied to the
PZT scanner to adjust the height of the PZT, so that
the cantilever vertical deflection (given by the intensity
difference between the top and bottom detector) will
remain constant during scanning. The PZT height vari-
ation is thus a direct measure of the surface roughness
of the sample.

In a large sample AFM both force sensors using op-
tical deflection method and scanning unit are mounted on
the microscope head, Fig. 17.2b. Because of vibrations
added by cantilever movement, lateral resolution of this
design is somewhat poorer than the design in Fig. 17.2a
in which the sample is scanned instead of cantilever
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Micro/Nanotribology 17.1 Description of AFM/FFM and Various Measurement Techniques 501

beam. The advantage of the large sample AFM is that
large samples can be measured readily.

Most AFMs can be used for topography measure-
ments in the so-called tapping mode (intermittent contact
mode), also referred to as dynamic force microscopy.
In the tapping mode, during scanning over the sur-
face, the cantilever/tip assembly is sinusoidally vibrated
by a piezo mounted above it, and the oscillating tip
slightly taps the surface at the resonant frequency of the
cantilever (70–400 Hz) with a constant (20–100 nm)
oscillating amplitude introduced in the vertical direc-
tion with a feedback loop keeping the average normal
force constant, Fig. 17.3. The oscillating amplitude is
kept large enough so that the tip does not get stuck to
the sample because of adhesive attractions. The tapping
mode is used in topography measurements to minimize
the effects of friction and other lateral forces and to
measure topography of soft surfaces.

For measurement of friction force being applied at
the tip surface during sliding, left-hand and right-hand
sets of quadrants of the photodetector are used. In the
so-called friction mode, the sample is scanned back and
forth in a direction orthogonal to the long axis of the
cantilever beam. A friction force between the sample
and the tip will produce a twisting of the cantilever. As
a result, the laser beam will be reflected out of the plane
defined by the incident beam and the beam reflected
vertically from an untwisted cantilever. This produces
an intensity difference of the laser beam received in
the left-hand and right-hand sets of quadrants of the
photodetector. The intensity difference between the two
sets of detectors (FFM signal) is directly related to the

Feedback Computer

Photo-
detector

Sample

xy controlz control xyz  piezo

Canti-
lever
piezo

Substrate
holder

Cantilever substrate

Laser

Fig. 17.3 Schematic of tapping mode used for surface to-
pography measurements

degree of twisting and, hence, to the magnitude of the
friction force. One problem associated with this method
is that any misalignment between the laser beam and the
photodetector axis would introduce error in the measure-
ment. However, by following the procedures developed
by Ruan and Bhushan [17.19], in which the average FFM
signal for the sample scanned in two opposite directions
is subtracted from the friction profiles of each of the
two scans, the misalignment effect is eliminated. This
method provides three-dimensional maps of friction
force. By following the friction force calibration proce-
dures developed by Ruan and Bhushan [17.19], voltages
corresponding to friction forces can be converted to force
units. The coefficient of friction is obtained from the
slope of friction force data measured as a function of
normal loads typically ranging from 10–150 nN. This
approach eliminates any contributions due to the adhe-
sive forces [17.22]. For calculation of the coefficient of
friction based on a single point measurement, friction
force should be divided by the sum of applied nor-
mal load and intrinsic adhesive force. Furthermore, it
should be pointed out that for a single asperity con-
tact, the coefficient of friction is not independent of
load. This will be discussed in greater detail later in
the chapter.

Topographic measurements in the contact mode are
typically made using a sharp, microfabricated square-
pyramidal Si3N4 tip with a radius of 30–50 nm on
a triangular cantilever beam (Fig. 17.4a) with normal
stiffness on the order of 0.5 N/m at a normal load of
about 10 nN, and friction measurements are carried out
in the load range of 10–150 nN. Topography measure-
ments in the tapping mode utilize a stiff cantilever with
high resonant frequency; typically, a square-pyramidal,
etched, single-crystal silicon tip with a tip radius of
5–10 nm mounted on a stiff rectangular silicon can-
tilever beam (Fig. 17.4a) with a normal stiffness on the
order of 50 N/m is used. Carbon nanotube tips with
small diameters (few nm) and high aspect ratios at-
tached on the single-crystal silicon, square pyramidal
tips are used for high resolution imaging of surfaces and
deep trenches in the tapping mode or noncontact mode
(Fig. 17.4b). To study the effect of the radius of a sin-
gle asperity (tip) on adhesion and friction, microspheres
of silica with radii ranging from about 4–15 µm are at-
tached with epoxy at the ends of tips of Si3N4 cantilever
beams. Optical micrographs of two of the microspheres
mounted at the ends of triangular cantilever beams are
shown in Fig. 17.4c.

The tip is scanned in such a way that its trajec-
tory on the sample forms a triangular pattern, Fig. 17.5.
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2µm

5µm

10µm

a)

Si3N4 – 0.05 µm

SiO2 – 3.8 µm

SiO2 – 14.5 µm

c)

200 nm

25 µm

b)
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Fig. 17.5 Schematic of triangular pattern trajectory of the
tip as the sample (or the tip) is scanned in two dimensions.
During scanning, data are recorded only during scans along
the solid scan lines

Fig. 17.4 (a) SEM micrographs of a square-pyramidal
PECVD Si3N4 tip with a triangular cantilever beam (top),
a square-pyramidal etched single-crystal silicon tip with
a rectangular silicon cantilever beam (middle), and a three-
sided pyramidal natural diamond tip with a square stainless
steel cantilever beam (bottom), (b) SEM micrograph of
a multiwalled carbon nanotube (MWNT) physically at-
tached on the single-crystal silicon, square-pyramidal tip,
and (c) optical micrographs of a commercial Si3N4 tip and
two modified tips showing SiO2 spheres mounted over the
sharp tip and at the end of the triangular Si3N4 cantilever
beams. (Radii of the tips are given in the figure)

Scanning speeds in the fast and slow scan directions de-
pend on the scan area and scan frequency. Scan sizes
ranging from less than 1 nm × 1 nm to 125 µm × 125 µm
and scan rates from less than 0.5 to 122 Hz typi-
cally can be used. Higher scan rates are used for
smaller scan lengths. For example, scan rates in the
fast and slow scan directions for an area of 10 µm ×
10 µm scanned at 0.5 Hz are 10 µm/s and 20 nm/s,
respectively.
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Micro/Nanotribology 17.1 Description of AFM/FFM and Various Measurement Techniques 503

17.1.2 Adhesion Measurements

Adhesive force measurements are performed in the
so-called force calibration mode. In this mode, force-
distance curves are obtained, for an example, see
Fig. 17.6. The horizontal axis gives the distance the piezo
(and hence the sample) travels, and the vertical axis gives
the tip deflection. As the piezo extends, it approaches the
tip, which is at this point in free air and hence shows no
deflection. This is indicated by the flat portion of the
curve. As the tip approaches within a few nanometers of
the sample (point A), an attractive force exists between
the atoms of the tip surface and the atoms of the sample
surface. The tip is pulled toward the sample and con-
tact occurs at point B on the graph. From this point on,
the tip is in contact with the surface, and as the piezo
extends farther, the tip gets deflected farther. This is rep-
resented by the sloped portion of the curve. As the piezo
retracts, the tip goes beyond the zero deflection (flat)
line, due to attractive forces (van der Waals forces and
long-range meniscus forces), into the adhesive regime.
At point C in the graph, the tip snaps free of the adhesive
forces and is again in free air. The horizontal distance
between points B and C along the retrace line gives the
distance the tip moved in the adhesive regime. This dis-
tance multiplied by the stiffness of the cantilever gives
the adhesive force. Incidentally, the horizontal shift be-
tween the loading and unloading curves results from the
hysteresis in the PZT tube [17.4, 36].

17.1.3 Scratching, Wear
and Fabrication/Machining

For microscale scratching, microscale wear, nanofab-
rication/nanomachining, and nanoindentation hardness
measurements, an extremely hard tip is required.
A three-sided pyramidal single-crystal natural diamond
tip with an apex angle of 80◦ and a radius of about
100 nm mounted on a stainless steel cantilever beam with
normal stiffness of about 25 N/m is used at relatively
higher loads (1–150 µN), Fig. 17.4a. For scratching and
wear studies, the sample is generally scanned in a di-
rection orthogonal to the long axis of the cantilever
beam (typically at a rate of 0.5 Hz), so that friction
can be measured during scratching and wear. The tip
is mounted on the cantilever such that one of its edges is
orthogonal to the long axis of the beam. Therefore, wear
during scanning along the beam axis is higher (about
two to three times) than during scanning orthogonal
to the beam axis. For wear studies, an area on the or-
der of 2 µm × 2 µm is scanned at various normal loads

Tip deflection (6 nm/div)

PZT vertical position (15 nm/div)

Retracting
Extending

C

B

A

Fig. 17.6 Typical force-distance curve for a contact be-
tween Si3N4 tip and single-crystal silicon surface in
measurements made in the ambient environment. Contact
between the tip and silicon occurs at point B; tip breaks
free of adhesive forces at point C as the sample moves
away from the tip

(ranging from 1 to 100 µN) for a selected number of
cycles [17.4, 22].

Scratching can also be performed at ramped loads
and the coefficient of friction can be measured during
scratching [17.33]. A linear increase in the normal load
approximated by a large number of normal load incre-
ments of small magnitude is applied using a software
interface (lithography module in Nanoscope III) that al-
lows the user to generate controlled movement of the tip
with respect to the sample. The friction signal is tapped
out of the AFM and is recorded on a computer. A scratch
length on the order of 25 µm and a velocity on the order
of 0.5 µm/s are used and the number of loading steps is
usually 50.

Nanofabrication/nanomachining is conducted by
scratching the sample surface with a diamond tip at
specified locations and scratching angles. The nor-
mal load used for scratching (writing) is on the order
of 1–100 µN with a writing speed on the order of
0.1–200 µm/s [17.4, 5, 11, 22, 37].

17.1.4 Surface Potential Measurements

To detect wear precursors and study the early stages
of localized wear, the multimode AFM can be used to
measure the potential difference between the tip and the
sample by applying a DC bias potential and an oscillat-
ing (AC) potential to a conducting tip over a grounded
substrate in a Kelvin probe microscopy, or so-called
“nano-Kelvin probe” technique [17.38–40].

Mapping of the surface potential is made in the so-
called “lift mode” (Fig. 17.7). These measurements are
made simultaneously with the topography scan in the
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Fig. 17.7 Schematic of lift mode used to make surface po-
tential measurement. The topography is collected in tapping
mode in the primary scan. The cantilever piezo is de-
activated. Using topography information of the primary
scan, the cantilever is scanned across the surface at a con-
stant height above the sample. An oscillating voltage at
the resonant frequency is applied to the tip and a feed-
back loop adjusts the DC bias of the tip to maintain the
cantilever amplitude at zero. The output of the feedback
loop is recorded by the computer and becomes the surface
potential map [17.4]

tapping mode using an electrically conducting (nickel-
coated single-crystal silicon) tip. After each line of the
topography scan is completed, the feedback loop con-
trolling the vertical piezo is turned off, and the tip is lifted
from the surface and traced over the same topography
at a constant distance of 100 nm. During the lift mode,
a DC bias potential and an oscillating potential (3–7 V)
is applied to the tip. The frequency of oscillation is cho-
sen to be equal to the resonant frequency of the cantilever
(∼ 80 kHz). When a DC bias potential equal to the neg-
ative value of surface potential of the sample (on the
order of ±2 V) is applied to the tip, it does not vibrate.
During scanning, a difference between the DC bias po-
tential applied to the tip and the potential of the surface
will create DC electric fields that interact with the oscil-
lating charges (as a result of the AC potential), causing
the cantilever to oscillate at its resonant frequency, as
in tapping mode. However, a feedback loop is used to
adjust the DC bias on the tip to exactly nullify the elec-
tric field and, thus, the vibrations of the cantilever. The
required bias voltage follows the localized potential of
the surface. The surface potential was obtained by re-
versing the sign of the bias potential provided by the

electronics [17.39, 40]. Surface and subsurface changes
of structure and/or chemistry can cause changes in the
measured potential of a surface. Thus, the mapping of
the surface potential after sliding can be used for de-
tecting wear precursors and studying the early stages of
localized wear.

17.1.5 In Situ Characterization
of Local Deformation Studies

In situ characterization of local deformation of mater-
ials can be carried out by performing tensile, bending,
or compression experiments inside an AFM and by
observing nanoscale changes during the deformation
experiment [17.6]. In these experiments, small defor-
mation stages are used to deform the samples inside an
AFM. In tensile testing of the polymeric films carried
out by Bobji and Bhushan [17.41, 42], a tensile stage
was used (Fig. 17.8). The stage with a left-right combi-
nation lead screw (which helps to move the slider in the
opposite direction) was used to stretch the sample and
minimize the movement of the scanning area, which
was kept close to the center of the tensile specimen.
One end of the sample was mounted on the slider via
a force sensor to monitor the tensile load. The samples
were stretched for various strains using a stepper mo-
tor, and the same control area at different strains was
imaged. In order to better locate the control area for
imaging, a set of four markers was created at the corners
of a 30 µm × 30 µm square at the center of the sample
by scratching the sample with a sharp silicon tip. The
scratching depth was controlled such that it did not affect
cracking behavior of the coating. A minimum displace-
ment of 1.6 µm could be obtained. This corresponded
to a strain increment of 8 × 10−3% for a sample length
of 38 mm. The maximum travel was about 100 mm. The
resolution of the force sensor was 10 mN with a capac-
ity of 45 N. During stretching, a stress-strain curve was
obtained during the experiment to study any correlation
between the degree of plastic strain and propensity of
cracks.

17.1.6 Nanoindentation Measurements

For nanoindentation hardness measurements, the scan
size is set to zero, and a normal load is then applied
to make the indents using the diamond tip. During this
procedure, the tip is continuously pressed against the
sample surface for about two seconds at various inden-
tation loads. The sample surface is scanned before and
after the scratching, wear, or indentation to obtain the
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Fig. 17.8 Schematic of the
tensile stage to conduct
in situ tensile testing of
the polymeric films in
AFM [17.42]

initial and final surface topographies at a low normal
load of about 0.3 µN using the same diamond tip. An
area larger than the indentation region is scanned to ob-
serve the indentation marks. Nanohardness is calculated
by dividing the indentation load by the projected residual
area of the indents [17.34].

Direct imaging of the indent allows one to quan-
tify piling up of ductile material around the indenter.
However, it becomes difficult to identify the bound-
ary of the indentation mark with great accuracy. This
makes the direct measurement of contact area some-
what inaccurate. A technique with the dual capability
of depth-sensing, as well as in situ imaging, which
is most appropriate in nanomechanical property stud-
ies, is used for accurate measurement of hardness
with shallow depths [17.4, 35]. This indentation sys-
tem is used to make load-displacement measurement
and, subsequently, carry out in situ imaging of the
indent, if required. The indentation system consists
of a three-plate transducer with electrostatic actua-
tion hardware used for direct application of normal
load and a capacitive sensor used for measurement
of vertical displacement. The AFM head is replaced
with this transducer assembly while the specimen is
mounted on the PZT scanner, which remains station-
ary during indentation experiments. Indent area and,
consequently, hardness value can be obtained from
the load-displacement data. The Young’s modulus of
elasticity is obtained from the slope of the unloading
curve.

17.1.7 Localized Surface Elasticity
and Viscoelasticity Mapping

Indentation experiments provide a single-point measure-
ment of the Young’s modulus of elasticity calculated
from the slope of the indentation curve during unload-
ing. Localized surface elasticity maps can be obtained
using dynamic force microscopy in which an os-
cillating tip is scanned over the sample surface in
contact under steady and oscillating load. Lower fre-
quency operation mode in the kHz range such as force
modulation microscopy [17.43–45] and pulsed force mi-
croscopy [17.46] are well suited for soft samples such
as polymers. However, if the tip-sample contact stiff-
ness becomes significantly higher than the cantilever
stiffness, the sensitivity of these techniques strongly de-
creases. In this case, sensitivity of the measurement of
stiff materials can be improved by using high-frequency
operation modes in the MHz range such as acoustic (ul-
trasonic) force microscopy [17.47]. We only describe
here the force modulation technique.

In the force modulation technique, the oscillation is
applied to the cantilever substrate with a cantilever piezo
(bimorph), Fig. 17.9a. For measurements, an etched sil-
icon tip is first brought in contact with a sample under
a static load of 50–300 nN. In addition to the static
load applied by the sample piezo, a small oscillating
(modulating) load is applied by a bimorph, generally at
a frequency (about 8 kHz) far below that of the natu-
ral resonance of the cantilever (70–400 kHz). When the
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Fig. 17.9a,b Schematics (a) of the bimorph assembly and
(b) of the motion of the cantilever and tip as a result of the
oscillations of the bimorph for an infinitely stiff sample, an
infinitely compliant sample, and an intermediate sample.
The thin line represents the cantilever at the top cycle, and
the thick line corresponds to the bottom of the cycle. The
dashed line represents the position of the tip if the sample
was not present or was infinitely compliant. dc, ds and db are
the oscillating (AC) deflection amplitude of the cantilever,
penetration depth, and oscillating (AC) amplitude of the
bimorph, respectively [17.44]

tip is brought into contact with the sample, the surface
resists the oscillations of the tip, and the cantilever de-
flects. Under the same applied load, a stiff area on the
sample would deform less than a soft one; i. e., stiffer ar-
eas cause greater deflection amplitudes of the cantilever,
Fig. 17.9b. The variations in the deflection amplitudes
provide a measure of the relative stiffness of the surface.
Contact analyses can be used to obtain a quantitative
measure of localized elasticity of soft surfaces [17.44].
The elasticity data are collected simultaneously with
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Fig. 17.10 Schematic of tapping mode used to obtain height
and phase data and definitions of tapping amplitude and
set point. During scanning the cantilever is vibrated at its
resonant frequency and the sample x-y-z piezo is adjusted
by feedback control in the z-direction to maintain a constant
set point. The computer records height and phase angle
(which is a function of the viscoelastic properties of the
sample materials) data
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the surface height data using a so-called negative lift
mode technique. In this mode, each scan line of each to-
pography image (obtained in tapping mode) is replaced
with the tapping action disabled and the tip lowered into
steady contact with the surface.

Another form of dynamic force microscopy, phase
contrast microscopy, is used to detect the contrast in
viscoelastic (viscous energy dissipation) properties of
the different materials across the surface [17.48–52].
In this technique, both deflection amplitude and phase
angle contrasts are measured, which are the measures
of the relative stiffness and viscoelastic properties, re-
spectively. Tapping mode is utilized. For tapping mode
during scanning, the cantilever/tip assembly is sinu-
soidally vibrated at its resonant frequency, and the
sample X-Y -Z piezo is adjusted using feedback con-
trol in the z-direction to maintain a constant set point.
As shown in Fig. 17.10, the cantilever/tip assembly is vi-
brated at some amplitude, here referred to as the tapping
amplitude, by a cantilever piezo before the tip engages
the sample. The tip engages the sample at some set point,
which may be thought of as the amplitude of the can-
tilever as influenced by contact with the sample. A lower
set point gives a reduced amplitude and closer mean tip-
to-sample distance. This is also depicted in Fig. 17.10.
The feedback signal to the z-direction sample piezo (to
keep the set point constant) is a measure of topogra-
phy. This height data is recorded on a computer. The
extender electronics is used to measure the phase an-
gle lag between the cantilever piezo drive signal and the

cantilever response during sample engagement. As il-
lustrated in Fig. 17.10, the phase angle lag is (at least
partially) a function of the viscoelastic properties of the
sample material. A range of tapping amplitudes and set
points can be used for measurements. A commercially
etched single-crystal silicon tip (DI TESP) used for tap-
ping mode, with a radius of 5–10 nm, a stiffness of
20–100 N/m, and a natural frequency of 350–400 kHz
is normally used. Scanning is normally set to a rate of
1 Hz along the fast axis.

17.1.8 Boundary Lubrication Measurements

To study nanoscale boundary lubrication, adhesive
forces are measured in the force calibration mode, as
previously described. The adhesive forces are also cal-
culated from the horizontal intercept of friction versus
normal load curves at a zero value of friction force.
For friction measurements, the samples are typically
scanned using an Si3N4 tip over an area of 2 × 2 µm at
the normal load ranging from 5 to 130 nN. The samples
are generally scanned with a scan rate of 0.5 Hz resulting
in a scanning speed of 2 µm/s. Velocity effects on fric-
tion are studied by changing the scan frequency from 0.1
to 60 Hz while the scan size is maintained at 2 × 2 µm,
which allows the velocity to vary from 0.4 to 240 µm/s.
To study the durability properties, the friction force and
coefficient of friction are monitored during scanning at
a normal load of 70 nN and a scanning speed of 0.8 µm/s
for a desired number of cycles [17.27, 28, 30].

17.2 Friction and Adhesion

17.2.1 Atomic-Scale Friction

To study friction mechanisms on an atomic scale, a well
characterized, freshly cleaved surface of highly ori-
ented pyrolytic graphite (HOPG) has been used by Mate
et al. [17.17] and Ruan and Bhushan [17.20].

The atomic-scale friction force of HOPG exhibited
the same periodicity as that of the corresponding to-
pography (Fig. 17.11a), but the peaks in friction and
those in topography are displaced relative to each other
(Fig. 17.11b). A Fourier expansion of the interatomic
potential was used to calculate the conservative inter-
atomic forces between atoms of the FFM tip and those
of the graphite surface. Maxima in the interatomic forces
in the normal and lateral directions do not occur at the
same location, which explains the observed shift be-
tween the peaks in the lateral force and those in the

corresponding topography. Furthermore, the observed
local variations in friction force were explained by varia-
tion in the intrinsic lateral force between the sample and
the FFM tip resulting from an atomic-scale stick-slip
process [17.17, 20].

17.2.2 Microscale Friction

Local variations in the microscale friction of cleaved
graphite have been observed (Fig. 17.12). These arise
from structural changes that occur during the cleaving
process [17.21]. The cleaved HOPG surface is largely
atomically smooth, but exhibits line-shaped regions in
which the coefficient of friction is more than an order of
magnitude larger. Transmission electron microscopy in-
dicates that the line-shaped regions consist of graphite
planes of different orientation, as well as of amorphous
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carbon. Differences in friction have also been observed
for multiphase ceramic materials [17.53]. Figure 17.13
shows the surface roughness and friction force maps
of Al2O3-TiC (70–30 wt%). TiC grains have a Knoop
hardness of about 2,800 kg/mm2. Therefore, they do not
polish as much and result in a slightly higher elevation
(about 2–3 nm higher than that of Al2O3 grains). TiC
grains exhibit higher friction force than Al2O3 grains.
The coefficients of friction of TiC and Al2O3 grains are
0.034 and 0.026, respectively, and the coefficient of fric-
tion of Al2O3-TiC composite is 0.03. Local variation in
friction force also arises from the scratches present on
the Al2O3-TiC surface. Meyer et al. [17.54] also used
FFM to measure structural variations of organic mono-
and multilayer films. All of these measurements suggest
that the FFM can be used for structural mapping of the

Fig. 17.12 (a) Surface roughness and (b) friction force maps
at a normal load of 42 nN of freshly cleaved HOPG surface
against an Si3N4 FFM tip. Friction in the line-shaped re-
gion is over an order of magnitude larger than the smooth
areas [17.20]

Fig. 17.11 (a) Gray-scale plots of surface topography and
friction force maps of a 1 nm × 1 nm area of freshly cleaved
HOPG showing the atomic-scale variation of topography
and friction and (b) schematic of superimposed topogra-
phy and friction maps from (a); the symbols correspond to
maxima. Note the spatial shift between the two plots [17.20]
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Fig. 17.13 Gray-scale surface roughness (σ = 0.80 nm) and
friction force maps (mean = 7.0 nN, σ = 0.90 nN) for
Al2O3-TiC (70–30 wt%) at a normal load of 138 nN [17.53]

surfaces. FFM measurements can be used to map chem-
ical variations, as indicated by the use of the FFM with
a modified probe tip to map the spatial arrangement of
chemical functional groups in mixed organic monolayer
films [17.55]. Here, sample regions that had stronger
interactions with the functionalized probe tip exhibited
larger friction.

Local variations in the microscale friction of
nominally rough, homogeneous surfaces can be sig-
nificant and are seen to depend on the local surface
slope, rather than the surface height distribution,
Fig. 17.14. This dependence was first reported by
Bhushan and Ruan [17.18], Bhushan et al. [17.22],
and Bhushan [17.37] and later discussed in more detail
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Fig. 17.14 Surface roughness map (σ = 4.4 nm); surface
slope map taken in the sample sliding direction, the hor-
izontal axis, (mean = 0.023, σ = 0.197); and friction force
map (mean = 6.2 nN, σ = 2.1 nN) for a lubricated thin-film
magnetic rigid disk for a normal load of 160 nN [17.22]

in [17.56] and [17.57]. In order to show elegantly any
correlation between local values of friction and surface
roughness, surface roughness and friction force maps of
a gold-coated ruling with somewhat rectangular grids
and a silicon grid with square pits were obtained, see
Fig. 17.15 [17.57]. Figures 17.14 and 17.15 show the
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surface roughness map, the slopes of the roughness map
taken along the sliding direction (surface slope map),
and the friction force map for various samples. There
is a strong correlation between the surface slopes and
friction forces. For example, in Fig. 17.15, friction force
is high locally at the edge of the grids and pits with
a positive slope and is low at the edges with a negative
slope.

We now examine the mechanism of microscale fric-
tion, which may explain the resemblance between the
slope of surface roughness maps and the corresponding
friction force maps [17.4,5,18,20–22,56,57]. There are
three dominant mechanisms of friction: adhesive, adhe-
sive and roughness (ratchet), and plowing [17.10, 57].
First, we may assume these to be additive. The adhe-
sive mechanism cannot explain the local variation in
friction. Next, we consider the ratchet mechanism. We
consider a small tip sliding over an asperity making an
angle θ with the horizontal plane, Fig. 17.16. The normal
force W (normal to the general surface) applied by the
tip to the sample surface is constant. The friction force F
on the sample would be a constant for a smooth surface
if the friction mechanism does not change. For a rough
surface, as shown in Fig. 17.16, if the adhesive mechan-
ism does not change during sliding, the local value of
coefficient of friction remains constant,

µ0 = S/N , (17.1)

Fig. 17.15a,b Surface roughness map, surface slope map
taken in the sample sliding direction (the horizontal axis),
and friction force map for (a) a gold-coated ruling (with
somewhat rectangular grids with a pitch of 1 µm and a rul-
ing step height of about 70 nm) at a normal load of 25 nN
and (b) a silicon grid (with 5 µm square pits of 180-nm
depth and a pitch of 10 µm) [17.57]
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Fig. 17.16 Schematic illustration showing the effect of an
asperity (making an angle θ with the horizontal plane) on
the surface in contact with the tip on local friction in the
presence of adhesive friction mechanism. W and F are the
normal and friction forces, respectively, and S and N are
the force components along and perpendicular to the local
surface of the sample at the contact point, respectively

where S is the local friction force and N is the local
normal force. However, the friction and normal forces
are measured with respect to global horizontal and nor-
mal axes, respectively. The measured local coefficient
of friction µ1 in the ascending part is

µ1 = F/W

= (µ0 + tan θ) / (1−µ0 tan θ) ∼ µ0 + tan θ ,

for small µ0 tan θ , (17.2)

indicating that in ascending part of the asperity one may
simply add the friction force and the asperity slope to one
another. Similarly, on the right-hand side (descending
part) of the asperity,

µ2 = (µ0 − tan θ) / (1+µ0 tan θ) ∼ µ0 − tan θ ,

for small µ0 tan θ . (17.3)

For a symmetrical asperity, the average coefficient of
friction experienced by the FFM tip traveling across the
whole asperity is

µave = (µ1 +µ2) /2

= µ0

(
1+ tan2 θ

)
/
(

1−µ2
0 tan2 θ

)
∼ µ0

(
1+ tan2 θ

)
,

for small µ0 tan θ . (17.4)

Finally, we consider the plowing component of friction
with tip sliding in either direction, which is [17.10, 58]

µp ∼ tan θ . (17.5)

Because we notice little damage of the sample surface in
FFM measurements, the contribution by plowing is ex-
pected to be small and the ratchet mechanism is believed
to be the dominant mechanism for the local variations in
the friction force map. With the tip sliding over the lead-
ing (ascending) edge of an asperity, the surface slope
is positive; it is negative during sliding over the trailing
(descending) edge of an asperity. Thus, measured fric-
tion is high at the leading edge of asperities and low
at the trailing edge. In addition to the slope effect, the
collision of the tip when encountering an asperity with
a positive slope produces additional torsion of the can-
tilever beam, leading to higher measured friction force.
When encountering an asperity with the same negative
slope, however, there is no collision effect and hence no
effect on torsion. This effect also contributes to the dif-
ference in friction forces when the tip scans up and down
on the same topography feature. The ratchet mechanism
and the collision effects thus explain semiquantitatively
the correlation between the slopes of the roughness
maps and friction force maps observed in Figs. 17.14
and 17.15. We note that in the ratchet mechanism, the
FFM tip is assumed to be small compared to the size of
asperities. This is valid since the typical radius of curva-
ture of the tips is about 10–50 nm. The radii of curvature
of samples, the asperities measured here (the asperities
that produce most of the friction variation) are found to
typically be about 100–200 nm, which is larger than that
of the FFM tip [17.59]. It is important to note that the
measured local values of friction and normal forces are
measured with respect to global (and not local) horizon-
tal and vertical axes, which are believed to be relevant
in applications.

17.2.3 Directionality Effect on Microfriction

During friction measurements, the friction force data
from both the forward (trace) and backward (retrace)
scans are useful in understanding the origins of the ob-
served friction forces. Magnitudes of material-induced
effects are independent of the scanning direction,
whereas topography-induced effects are different be-
tween forward and backward scanning directions. Since
the sign of the friction force changes as the scanning
direction is reversed (because of the reversal of torque
applied to the end of the tip), addition of the friction
force data of the forward and backward scan eliminates
the material-induced effects, while topography-induced
effects still remain. Subtraction of the data between
forward and backward scans does not eliminate either
effect, see Fig. 17.17 [17.57].
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Owing to the reversal of the sign of the retrace (R)
friction force with respect to the trace (T) data, the fric-
tion force variations due to topography are in the same
direction (peaks in trace correspond to peaks in retrace).
However, the magnitudes of the peaks in trace and re-
trace at a given location are different. An increase in
the friction force experienced by the tip when scanning
up a sharp change in topography is more than the de-
crease in the friction force experienced when scanning
down the same topography change, partly due to the
collision effects discussed earlier. Asperities on engi-
neering surfaces are asymmetrical, which also affect the
magnitude of friction force in the two directions. In ad-
dition, asymmetry in tip shape may have an effect on
the directionality effect of friction. We will later note
that the magnitude of surface slopes are virtually identi-
cal. Therefore, the tip shape asymmetry should not have
much effect.

Figure 17.18 shows surface height and friction force
data for gold ruler and a silicon grid in the trace and re-

trace directions. Subtraction of two friction data yields
a residual peak, because of the differences in the magni-
tudes of friction forces in the two directions. This effect
is observed at all locations of significant changes in
topography.

In order to facilitate comparison of directionality ef-
fect on friction, it is important to take into account the
sign change of the surface slope and friction force in
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Fig. 17.18 (a) Gray-scale images and two-dimensional pro-
files of surface height and friction forces across a single
ruling of the gold-coated ruling and (b) (see next page) two-
dimensional profiles of surface height and friction forces
across a silicon grid pit. Friction force data in trace (T)
and retrace (R) directions and substrated force data are
presented
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the trace and retrace directions. Figure 17.19 shows sur-
face height, surface slope, and friction force data for
the two samples in the trace and retrace directions. The
correlation between surface slope and friction forces
is clear. The third column in the figures shows retrace
slope and friction data with an inverted sign (−retrace).
Now we can compare trace data with −retrace data. It
is clear that the friction experienced by the tip is de-
pendent upon the scanning direction because of surface
topography. In addition to the effect of topographical
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changes discussed earlier, during surface-finishing pro-
cesses, material can be transferred preferentially onto
one side of the asperities, which also causes asymmetry
and direction dependence. Reduction in local variations
and in directionality of friction properties requires care-
ful optimization of surface roughness distributions and
of surface-finishing processes.

The directionality as a result of surface asperities
effect will also be manifested in macroscopic friction
data, i. e., the coefficient of friction may be different in
one sliding direction than in the other direction. Asym-
metrical shape of asperities accentuates this effect. The
frictional directionality can also exist in materials with
particles with a preferred orientation. The directional-
ity effect in friction on a macroscale is observed in
some magnetic tapes. In a macroscale test, a 12.7-mm
wide polymeric magnetic tape was wrapped over an alu-
minum drum and slid in a reciprocating motion with
a normal load of 0.5 N and a sliding speed of about
60 mm/s [17.3]. The coefficient of friction as a func-
tion of sliding distance in either direction is shown in
Fig. 17.20. We note that the coefficient of friction on
a macroscale for this tape varies in different directions.
Directionality in friction is sometimes observed on the
macroscale; on the microscale this is the norm [17.4,13].
On the macroscale, the effect of surface asperities is nor-
mally averaged out over a large number of contacting
asperities.

17.2.4 Velocity Dependence on Microfriction

AFM/FFM experiments are generally conducted at rel-
ative velocities as high as a few tens of µm/s. To
simulate applications, it is of interest to conduct fric-
tion experiments at higher velocities. High velocities
can be achieved by mounting either the sample or the
cantilever beam on a shear wave transducer (ultrasonic
transducer) to produce surface oscillations at MHz fre-
quencies [17.24, 25, 60]. The velocities on the order of
a few mm/s can thus be achieved. The effect of in-plane
and out-of-plane sample vibration amplitude on the co-
efficient of friction is shown in Fig. 17.21. Vibration
of a sample at ultrasonic frequencies (> 20 kHz) can
substantially reduce the coefficient of friction, known
as ultrasonic lubrication or sonolubrication. When the
surface is vibrated in-plane, classical hydrodynamic
lubrication develops hydrodynamic pressure, which sup-
ports the tip and reduces friction. When the surface is
vibrated out-of-plane, a lift-off caused by the squeeze-
film lubrication (a form of hydrodynamic lubrication),
reduces friction.
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Fig. 17.19 (a) Gray-scale images of surface heights, surface slopes, and friction forces for scans across a gold-coated
ruling, and (b) two-dimensional profiles of surface heights, surface slopes, and friction forces for scans across the silicon
grid pit. Arrows indicate the tip sliding direction [17.57]
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Fig. 17.20 Coefficient of macroscale friction as a function
of drum passes for a polymeric magnetic tape sliding over
an aluminum drum in a reciprocating mode in both direc-
tions. Normal load = 0.5 N over 12.7-mm wide tape, sliding
speed = 60 mm/s [17.37]
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Fig. 17.21a,b Reduction of coefficient of friction measured
at a normal load of 100 nN and average tip separation as
a function of surface amplitude on a single-crystal silicon
subjected to (a) in-plane and (b) out-of-plane vibrations at
about 1 MHz against a silicon nitride tip [17.24]

17.2.5 Effect of Tip Radii and Humidity
on Adhesion and Friction

The tip radius and relative humidity affect adhesion and
friction for dry and lubricated surfaces [17.23, 36].

Experimental Observations
Figure 17.22 shows the variation of single-point
adhesive-force measurements as a function of tip ra-
dius on a Si(100) sample for several humidities. The
adhesive force data are also plotted as a function of rel-
ative humidity for several tip radii. The general trend

at humidities up to the ambient is that a 50-nm radius
Si3N4 tip exhibits a slightly lower adhesive force com-
pared to the other microtips of larger radii; in the latter
case, values are similar. Thus, for the microtips there is
no appreciable variation in adhesive force with tip ra-
dius at a given humidity up to the ambient. The adhesive
force increases as relative humidity increases for all tips.

Sources of adhesive force between a tip and a sam-
ple surface are van der Waals attraction and meniscus
formation [17.10,58]. Relative magnitudes of the forces
from the two sources are dependent upon various fac-
tors, including the distance between the tip and the
sample surface, their surface roughness, their hydropho-
bicity, and relative humidity [17.61]. For most rough
surfaces, meniscus contribution dominates at moderate
to high humidities, which arise from capillary conden-
sation of water vapor from the environment. If enough
liquid is present to form a meniscus bridge, the menis-
cus force should increase with an increase in tip radius
(proportional to tip radius for a spherical tip). In ad-
dition, an increase in tip radius results in increased
contact area leading to higher values of van der Waals
forces. However, if nanoasperities on the tip and the
sample are considered, then the number of contacting
and near-contacting asperities forming meniscus bridges
increases with an increase of humidity leading to an
increase in meniscus forces. These explain the trends
observed in Fig. 17.22. From the data, the tip radius has
little effect on the adhesive forces at low humidities,
but increases with tip radius at high humidity. Adhe-
sive force also increases with an increase in humidity
for all tips. This observation suggests that thickness of
the liquid film at low humidities is insufficient to form
continuous meniscus bridges to affect adhesive forces in
the case of all tips.

Figure 17.22 also shows the variation in coefficient
of friction as a function of tip radius at a given humidity
and as a function of relative humidity for a given tip ra-
dius for Si(100). It can be observed that for 0% RH, the
coefficient of friction is about the same for the tip radii
except for the largest tip, which shows a higher value.
At all other humidities, the trend consistently shows that
the coefficient of friction increases with tip radius. An
increase in friction with tip radius at low to moderate
humidities arises from increased contact area (higher
van der Waals forces) and higher values of shear forces
required for larger contact area. At high humidities, sim-
ilar to adhesive force data, an increase with tip radius
occurs due to both contact area and meniscus effects.
Although AFM/FFM measurements are able to measure
the combined effect of the contribution of van der Waals
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Fig. 17.22 Adhesive force
and coefficient of friction
as a function of tip radius
at several humidities and as
a function of relative humid-
ity (RH) at several tip radii
on Si(100) [17.23]

and meniscus forces toward friction force or adhesive
force, it is difficult to measure their individual contri-
butions separately. It can be seen that for all tips, the
coefficient of friction increases with humidity to about
ambient, beyond which it starts to decrease. The ini-
tial increase in the coefficient of friction with humidity
arises from the fact that the thickness of the water film
increases with an increase in the humidity, which results
in a larger number of nanoasperities forming meniscus
bridges and leads to higher friction (larger shear force).
The same trend is expected with the microtips beyond
65% RH. This is attributed to the fact that at higher hu-
midities, the adsorbed water film on the surface acts as
a lubricant between the two surfaces. Thus the interface
is changed at higher humidities, resulting in lower shear
strength and, hence, lower friction force and coefficient
of friction.

Adhesion and Friction Force Expressions
for a Single-Asperity Contact

We now obtain the expressions for the adhesive force
and coefficient of friction for a single-asperity contact
with a meniscus formed at the interface. For a spherical
asperity of radius R in contact with a flat and smooth
surface with the composite modulus of elasticity E∗ and
with a concave meniscus, the attractive meniscus force

(adhesive force) Wad is given as [17.10, 58]

Wad = 2πRγ1 (cos θ1 + cos θ2) . (17.6)

For an elastic contact for both extrinsic (W) and in-
trinsic (Wad) normal load, the friction force is given
as

Fe = πτ

(
3 (W + Wad) R

4E∗

)2/3

, (17.7)

where γ1 is the surface tension of the liquid in air, θ1
and θ2 are the contact angles between the liquid and the
two surfaces, W is the external load, and τ is the average
shear strength of the contacts. (Surface energy effects are
not considered here.) Note that adhesive force increases
linearly with an increase in the tip radius, and the friction
force increases with an increase in tip radius as R2/3 and
with normal load as (W + Wad)

2/3. The experimental
data in support of W2/3 dependence on the friction force
can be found in various references (see, for example,
[17.62]). The coefficient of friction µe is obtained from
(17.7) as

µe = Fe

(W + Wad)

= πτ

(
3R

4E∗

)2/3 1

(W + Wad)1/3 . (17.8)
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In the plastic contact regime [17.58], the coefficient
of friction µp is obtained as

µp = Fp

(W + Wad)
= τ

Hs
, (17.9)

where Hs is the hardness of the softer material. Note that
in the plastic contact regime, the coefficient of friction
is independent of external load, adhesive contributions,
and surface geometry.

In comparison, for multiple-asperity contacts in the
elastic contact regime, the total adhesive force Wad is the
summation of adhesive forces at n individual contacts,

Wad =
n∑

i=1

(Wad)i and

µe ≈ 3.2τ

E∗ (σp/Rp
)1/2 + Wad/W

, (17.10)

where σp and Rp are the standard deviation of summit
heights and average summit radius, respectively. Note
that the coefficient of friction depends upon the surface
roughness. In the plastic contact regime, the expression
for µp in (17.9) does not change.

The source of the adhesive force, in a wet contact
in the AFM experiments being performed in an ambient
environment, includes mainly attractive meniscus force
due to capillary condensation of water vapor from the
environment. The meniscus force for a single contact in-
creases with an increase in tip radius. A sharp AFM tip
in contact with a smooth surface at low loads (on the or-
der of a few nN) for most materials can be simulated as
a single-asperity contact. At higher loads, for rough and
soft surfaces, multiple contacts would occur. Further-
more, at low loads (nN range) for most materials, the
local deformation would be primarily elastic. Assum-
ing that shear strength of contacts does not change, the
adhesive force for smooth and hard surfaces at low nor-
mal load (on the order of few nN) (for a single-asperity
contact in the elastic contact regime) would increase
with an increase in tip radius, and the coefficient of
friction would decrease with an increase in total nor-
mal load as (W + Wad)

−1/3 and would increase with an
increase of tip radius as R2/3. In this case, the Amon-
tons law of friction, which states that the coefficient
of friction is independent of normal load and is inde-
pendent of apparent area of contact, does not hold. For
a single-asperity plastic contact and multiple-asperity
plastic contacts, neither the normal load nor tip radius
come into play in the calculation of the coefficient of
friction. In the case of multiple-asperity contacts, the

number of contacts increase with an increase of nor-
mal load. Therefore, adhesive force increases with an
increase in load.

In the data presented earlier in this section, the effect
of tip radius and humidity on the adhesive forces and co-
efficient of friction is investigated for experiments with
Si(100) surface at loads in the range of 10–100 nN. The
multiple-asperity elastic contact regime is relevant for
this study. An increase in humidity generally results in
an increase in the number of meniscus bridges that would
increase the adhesive force. As suggested earlier, that in-
crease in humidity may also decrease the shear strength
of contacts. A combination of an increase in adhesive
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Fig. 17.23 (a) Coefficient of friction as a function of nor-
mal load and (b) corresponding wear depth as a function of
normal load for silicon, SiO2 coating, and natural diamond.
Inflections in the curves for silicon and SiO2 correspond
to the contact stresses equal to the hardnesses of these
materials [17.63]
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Table 17.2 Surface roughness (standard deviation of surface heights or σ) and coefficients of friction on nano- and
macroscales of various samples in air

Material σ(nm) Coefficient of Coefficient of
nanoscale macroscale friction
friction versus Si3N4 tipa versus Si3N4 ballb

Graphite (HOPG) 0.09 0.006 0.1

Natural diamond 2.3 0.04 0.2

Si(100) 0.14 0.07 0.4

a Tip radius of about 50 nm in the load range of 10–150 nN (2.5–6.1 GPa) and a scanning speed of 0.5 nm/s and scan area of
1 nm × 1 nm for HOPG and a scanning speed of 4 µm/s and scan area of 1 µm × 1 µm for diamond and Si(100)

b Ball radius of 3 mm at a normal load of 1 N (0.6 GPa) and average sliding speed of 0.8 mm/s

force and a decrease in shear strength would affect the
coefficient of friction. An increase in tip radius would in-
crease the meniscus force (adhesive force). A substantial
increase in the tip radius may also increase interatomic
forces. These effects influence the coefficient of friction
with an increase in the tip radius.

17.2.6 Scale Dependence on Friction

Table 17.2 shows the coefficient of friction measured for
various materials on nano- and macroscales [17.19]. It is
clearly observed that friction values are scale-dependent.
The values on the nano/microscale are much lower than
those on the macroscale. There can be the following four,
and possibly more, differences in the operating condi-
tions responsible for these differences. First, the contact
stresses at AFM conditions, in spite of small tip radii,
generally do not exceed the sample hardness that min-
imizes plastic deformation. Average contact stresses in
macrocontacts are generally lower than in AFM con-
tacts, however, a large number of asperities come into
contact that go through some plastic deformation. Sec-
ond, when measured for the small contact areas and
very low loads used in microscale studies, indentation
hardness is higher than at the macroscale, as will be dis-
cussed later [17.11, 34, 35]. Lack of plastic deformation
and improved mechanical properties reduce the degree

of wear and friction. Third, the small apparent area of
contact reduces the number of particles trapped at the
interface, and thus minimizes the third-body plowing
contribution to the friction force [17.11]. As a fourth
and final difference, we have seen in the previous sec-
tion that coefficient of friction increases with an increase
in the AFM tip radius. AFM data are taken with a sharp
tip, whereas asperities coming in contact in macroscale
tests range from nanoasperities to much larger asperities,
which may be responsible for larger values of friction
force on the macroscale.

To demonstrate the load dependence on the coeffi-
cient of friction, stiff cantilevers were used to conduct
friction experiments at high loads, see Fig. 17.23
[17.63]. At higher loads (with contact stresses exceeding
the hardness of the softer material), as anticipated, the
coefficient of friction for microscale measurements in-
creases toward values comparable to those obtained from
macroscale measurements, and surface damage also in-
creases. At high loads, plowing is a dominant contributor
to the friction force. Based on these results, Amon-
tons rule of friction, which states that the coefficient
of friction is independent of apparent area and normal
load, does not hold for microscale measurements. These
findings also suggest that microcomponents sliding un-
der lightly loaded conditions should experience ultralow
friction and near-zero wear [17.11].

17.3 Scratching, Wear, Local Deformation, and Fabrication/Machining

17.3.1 Nanoscale Wear

Bhushan and Ruan [17.18] conducted nanoscale wear
tests on polymeric magnetic tapes using conventional
silicon nitride tips at two different loads of 10 and

100 nN (Fig. 17.24). For a low normal load of 10 nN,
measurements were made twice. There was no dis-
cernible difference between consecutive measurements
for this load. However, as the load was increased
from 10 nN to 100 nN, topographical changes were ob-
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Fig. 17.24 Surface roughness maps of a polymeric mag-
netic tape at the applied normal load of 10 nN and 100 nN.
Location of the change in surface topography as a result of
nanowear is indicated by arrows [17.18]

served during subsequent scanning at a normal load
of 10 nN; material was pushed in the sliding direction
of the AFM tip relative to the sample. The material
movement is believed to occur as a result of plastic de-
formation of the tape surface. Thus, deformation and
movement of the soft materials on a nanoscale can be
observed.

17.3.2 Microscale Scratching

The AFM can be used to investigate how surface
materials can be moved or removed on micro- to
nanoscales, for example, in scratching and wear [17.4]
(where these things are undesirable), and nanofab-
rication/nanomachining (where they are desirable).
Figure 17.25a shows microscratches made on Si(111)
at various loads and scanning velocity of 2 µm/s af-
ter 10 cycles [17.22]. As expected, the scratch depth
increases linearly with load. Such microscratching
measurements can be used to study failure mechanisms
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Fig. 17.25a,b Surface plots of (a) Si(111) scratched for
10 cycles at various loads and a scanning velocity of 2 µm/s.
Note that x and y axes are in µm and z axis is in nm.
(b) Si(100) scratched in one unidirectional scan cycle at
a normal force of 80 µN and different scanning velocities

on the microscale and evaluate the mechanical integrity
(scratch resistance) of ultrathin films at low loads.

To study the effect of scanning velocity, unidirec-
tional scratches, 5 µm in length, were generated at
scanning velocities ranging from 1–100 µm/s at var-
ious normal loads ranging from 40–140 µN. There is
no effect of scanning velocity obtained at a given nor-
mal load. (For representative scratch profiles at 80 µN,
see Fig. 17.25b.) This may be because of a small ef-
fect of frictional heating with the change in scanning
velocity used here. Furthermore, for a small change in
interface temperature, there is a large underlying volume
to dissipate the heat generated during scratching.

Scratching can be performed under ramped load-
ing to determine the scratch resistance of materials and
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Fig. 17.26 (a) Applied normal load and friction signal measured during the microscratch experiment on Si(100) as
a function of scratch distance, (b) friction data plotted in the form of coefficient of friction as a function of normal load,
and (c) AFM surface height image of scratch obtained in tapping mode [17.33]

coatings. The coefficient of friction is measured dur-
ing scratching, and the load at which the coefficient
of friction increases rapidly is known as the “critical
load”, which is a measure of scratch resistance. In ad-
dition, post-scratch imaging can be performed in situ
with the AFM in tapping mode to study failure mecha-
nisms. Figure 17.26 shows data from a scratch test on
Si(100) with a scratch length of 25 µm and a scratching
velocity of 0.5 µm/s. At the beginning of the scratch,
the coefficient of friction is 0.04, which indicates a typ-
ical value for silicon. At about 35 µN (indicated by the
arrow in the figure), there is a sharp increase in the co-
efficient of friction, which indicates the critical load.
Beyond the critical load, the coefficient of friction con-
tinues to increase steadily. In the post-scratch image,
we note that at the critical load, a clear groove starts to
form. This implies that Si(100) was damaged by plow-
ing at the critical load, associated with the plastic flow
of the material. At and after the critical load, small and
uniform debris is observed and the amount of debris
increases with increasing normal load. Sundararajan
and Bhushan [17.33] have also used this technique to
measure the scratch resistance of diamond-like carbon
coatings ranging in thickness from 3.5–20 nm.

17.3.3 Microscale Wear

By scanning the sample in two dimensions with the
AFM, wear scars are generated on the surface. Fig-
ure 17.27 shows the effect of normal load on wear
depth. We note that wear depth is very small be-
low 20 µN of normal load [17.64, 65]. A normal load
of 20 µN corresponds to contact stresses comparable

Wear depth (nm)

Normal load (µN)
0 100
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100

75

50

25

0
20 40 60 80

Fig. 17.27 Wear depth as a function of normal load for
Si(100) after one cycle [17.65]
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to the hardness of the silicon. Elastic deformation at
loads below 20 µN is primarily responsible for low
wear [17.63].

A typical wear mark, of the size 2 µm × 2 µm, gen-
erated at a normal load of 40 µN for one scan cycle
and imaged using AFM with scan size of 4 µm × 4 µm
at 300 nN load is shown in Fig. 17.28a [17.64]. The in-
verted map of wear marks shown in Fig. 17.28b indicates
the uniform material removal at the bottom of the wear
mark. An AFM image of the wear mark shows small de-
bris at the edges, swiped during AFM scanning. Thus,
the debris is loose (not sticky) and can be removed during
the AFM scanning.

Next, we examine the mechanism of material re-
moval on a microscale in AFM wear experiments [17.23,
64, 65]. Figure 17.29 shows a secondary electron im-
age of the wear mark and associated wear particles.
The specimen used for the scanning electron micro-
scope (SEM) was not scanned with the AFM after
initial wear, in order to retain wear debris in the wear
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Fig. 17.28 (a) Typical gray-scale and (b) inverted AFM im-
ages of wear mark created using a diamond tip at a normal
load of 40 µN and one scan cycle on Si(100) surface

Tip sliding direction

1 µm

40 µN

Fig. 17.29 Secondary electron image of wear mark and de-
bris for Si(100) produced at a normal load of 40 µN and
one scan cycle

region. Wear debris is clearly observed. In the SEM
micrographs, the wear debris appear to be agglomer-
ated because of high surface energy of the fine particles.
Particles appear to be a mixture of rounded and so-
called cutting type (feather-like or ribbon-like material).
Zhao and Bhushan [17.65] reported an increase in
the number and size of cutting-type particles with the
normal load. The presence of cutting-type particles in-
dicates that the material is removed primarily by plastic
deformation.

To better understand the material removal mech-
anisms, transmission electron microscopy (TEM) has
been used. The TEM micrograph of the worn region and
associated diffraction pattern are shown in Fig. 17.30a,b.
The bend contours are observed to pass through the
wear mark in the micrograph. The bend contours around
and inside the wear mark are indicative of a strain
field, which, in the absence of applied stresses, can be
interpreted as plastic deformation and/or elastic resid-
ual stresses. Often, localized plastic deformation during
loading would lead to residual stresses during unload-
ing; therefore, bend contours reflect a mix of elastic
and plastic strains. The wear debris is observed out-
side the wear mark. The enlarged view of the wear
debris in Fig. 17.30c shows that much of the debris
is ribbon-like, indicating that material is removed by
a cutting process via plastic deformation, which is
consistent with the SEM observations. The diffraction
pattern from inside the wear mark is similar to that of
virgin silicon, showing no evidence of any phase trans-
formation (amorphization) during wear. A selected area
diffraction pattern of the wear debris shows some dif-
fuse rings, which indicates the existence of amorphous
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Fig. 17.30a–d Bright field TEM micrographs (left) and diffraction
patterns (right) of wear mark (a),(b) and wear debris (c),(d) in
Si(100) produced at a normal load of 40 µN and one scan cycle.
Bend contours around and inside wear mark are observed
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Fig. 17.31 (a) Bright field and (b) weak beam TEM micrographs of
wear mark in Si(100) produced at a normal load of 80 µN and one
scan cycle showing bend contours and dislocations [17.65]

material in the wear debris, confirmed as silicon ox-
ide products from chemical analysis. It is known that
plastic deformation occurs by generation and propaga-
tion of dislocations. No dislocation activity or cracking
was observed at 40 µN. However, dislocation arrays
could be observed at 80 µN. Figure 17.31 shows the
TEM micrographs of the worn region at 80 µN; for
better observation of the worn surface, wear debris
was moved out of the wear mark using AFM with
a large area scan at 300 nN after the wear test. The
existence of dislocation arrays confirms that material
removal occurs by plastic deformation. This corrobo-
rates the observations made in scratch tests at ramped
load in the previous section. It is concluded that the
material on microscale at high loads is removed by plas-
tic deformation with a small contribution from elastic
fracture [17.65].

To understand wear mechanisms, evolution of wear
can be studied using AFM. Figure 17.32 shows evolu-
tion of wear marks of a DLC-coated disk sample. The
data illustrate how the microwear profile for a load of
20 µN develops as a function of the number of scanning
cycles [17.22]. Wear is not uniform, but is initiated at
the nanoscratches. Surface defects (with high surface en-
ergy) present at nanoscratches act as initiation sites for
wear. Coating deposition also may not be uniform on
and near nanoscratches, which may lead to coating de-
lamination. Thus, scratch-free surfaces will be relatively
resistant to wear.

Wear precursors (precursors to measurable wear)
can be studied by making surface potential measure-
ments [17.38–40]. The contact potential difference, or
simply surface potential between two surfaces, depends
on a variety of parameters such as electronic work
function, adsorption, and oxide layers. The surface po-
tential map of an interface gives a measure of changes
in the work function, which is sensitive to both physi-
cal and chemical conditions of the surfaces, including
structural and chemical changes. Before material is actu-
ally removed in a wear process, the surface experiences
stresses that result in surface and subsurface changes
of structure and/or chemistry. These can cause changes
in the measured potential of a surface. An AFM tip
allows mapping of surface potential with nanoscale res-
olution. Surface height and change in surface potential
maps of a polished single-crystal aluminum (100) sam-
ple abraded using a diamond tip at loads of 1 µN and
9 µN are shown in Fig. 17.33a. (Note that the sign of
the change in surface potential is reversed here from
that in [17.38].) It is evident that both abraded regions
show a large potential contrast (∼ 0.17 V) with respect
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Fig. 17.32 Surface plots of diamond-like carbon-coated
thin-film disk showing the worn region; the normal load
and number of test cycles are indicated [17.22]

to the non-abraded area. The black region in the lower
right-hand part of the topography scan shows a step
that was created during the polishing phase. There is
no potential contrast between the high region and the
low region of the sample, indicating that the technique
is independent of surface height. Figure 17.33b shows
a close-up scan of the upper (low load) wear region
in Fig. 17.33a. Notice that while there is no detectable
change in the surface topography, there is, nonethe-
less, a large change in the potential of the surface in
the worn region. Indeed, the wear mark of Fig. 17.33b
might not have been visible at all in the topography map
were it not for the noted absence of wear debris gen-
erated nearby and then swept off during the low load
scan. Thus, even in the case of zero wear (no mea-

Surface height Surface potential

10 µm 10 µm

0 200 mV0 100 nm

5 µm 5 µm

0 150 mV0 25 nm

a)a)

b)

Fig. 17.33 (a) Surface height and change in surface potential maps of
wear regions generated at 1 µN (top) and 9 µN (bottom) on a single-
crystal aluminum sample showing bright contrast in the surface
potential map on the worn regions. (b) Close up of upper (low load)
wear region [17.38]
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surable deformation of the surface using AFM), there
can be a significant change in the surface potential in-
side the wear mark, which is useful for the study of
wear precursors. It is believed that the removal of the
thin contaminant layer including the natural oxide layer
gives rise to the initial change in surface potential. The
structural changes, which precede generation of wear
debris and/or measurable wear scars, occur under ul-
tralow loads in the top few nanometers of the sample and
are primarily responsible for the subsequent changes in
surface potential.

17.3.4 In Situ Characterization
of Local Deformation

In situ surface characterization of local deforma-
tion of materials and thin films is carried out using
a tensile stage inside an AFM. Failure mechanisms

Strain
0.83%

Loading
direction

1.88%
2.75%

3.75%

5.06%

6.10%

30
nm

15

0

1µm

Fig. 17.34 Topographical images of the MP magnetic tape at differ-
ent strains [17.41]

of polymeric thin films were studied by Bobji and
Bhushan [17.41, 42]. The specimens were strained at
a rate of 4 × 10−3% per second, and AFM images were
captured at different strains up to about 10% to monitor
generation and propagation of cracks and deformation
bands.

Bobji and Bhushan [17.41, 42] studied three mag-
netic tapes with thickness ranging from 7 to 8.5 µm.
One of these was with acicular-shaped metal particle
(MP) coating, and the other two with metal-evaporated
(ME) coating and with and without a thin diamond-like
carbon (DLC) overcoat, both on a polymeric substrate
and all with particulate back coating [17.13]. They also
studied the polyethylene terephthalate (PET) substrate
with 6 µm thickness. They reported that cracking of the
coatings started at about 1% strain for all tapes, much
before the substrate starts to yield at about 2% strain.
Figure 17.34 shows the topographical images of the MP
tape at different strains. At 0.83% strain, a crack can be
seen originating at the marked point. As the tape is fur-
ther stretched along the direction, as shown in Fig. 17.34,
the crack propagates along the shorter boundary of the
ellipsoidal particle. However, the general direction of
the crack propagation remains perpendicular to the di-
rection of the stretching. The length, width, and depth
of the cracks increase with strain, and at the same time,
newer cracks keep on nucleating and propagating with
reduced crack spacing. At 3.75% strain, another crack
can be seen nucleating. This crack continues to grow
parallel to the first. When the tape is unloaded after
stretching up to a strain of about 2%, i. e., within the
elastic limit of the substrate, the cracks rejoin perfectly
and it is impossible to determine the difference from the
unstrained tape.

Figure 17.35 shows topographical images of the
three magnetic tapes and the PET substrate after being
strained to 3.75%, which is well beyond the elastic limit
of the substrate. MP tape develops short and numerous
cracks perpendicular to the direction of loading. In tapes
with metallic coating, the cracks extend throughout the
tape width. In ME tape with DLC coating, there is a bulge
in the coating around the primary cracks that are initiated
when the substrate is still elastic, like crack A in the fig-
ure. The white band on the right-hand side of the figure is
the bulge of another crack. The secondary cracks like B
and C are generated at higher strains and are straighter
compared to the primary cracks. In ME tape, which has
a Co-O film on PET substrate, with a thickness ratio
of 0.03, both with and without DLC coating, no differ-
ence is observed in the rate of growth between primary
and secondary cracks. The failure is cohesive with no

Part
C

1
7
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Micro/Nanotribology 17.3 Scratching, Wear, Local Deformation, and Fabrication/Machining 525

Fig. 17.35 Comparison of crack morphologies at 3.75%
strain in three magnetic tapes and PET substrate. Cracks B
and C, nucleated at higher strains, are more linear than
crack A [17.42]

bulging of the coating. This seems to suggest that the
DLC coating has residual stresses that relax when the
coating cracks, causing delamination. Since the stresses
are already relaxed, the secondary crack does not result
in delamination. The presence of the residual stress is
confirmed by the fact that a freestanding ME tape curls
up (in a cylindrical form with its axis perpendicular to
the tape length) with a radius of curvature of about 6 mm;
the ME tape without the DLC does not curl. The mag-
netic coating side of PET substrate is much smoother
at smaller scan lengths. However, in 20 µm scans it has
a lot of bulging out, which appears as white spots in
the figure. These spots change shape even while scan-
ning the samples in tapping mode at very low contact
forces.

The variation of average crack width and aver-
age crack spacing with strain is plotted in Fig. 17.36.
The crack width is measured at a spot along a given
crack over a distance of 1 µm in the 5 µm scan image
at different strains. The crack spacing is obtained by
averaging the inter-crack distance measured in five sep-
arate 50 µm scans at each strain. It can be seen that
the cracks nucleate at a strain of about 0.7–1.0%, well
within the elastic limit of the substrate. There is a defi-
nite change in the slope of the load-displacement curve
at the strain where cracks nucleate, and the slope af-
ter that is closer to the slope of the elastic portion of
the substrate. This would mean that most of the load
is supported by the substrate once the coating fails by
cracking.

In situ surface characterization of unstretched and
stretched films has been used to measure Poisson’s ra-
tio of polymeric thin films [17.66]. Uniaxial tension
is applied by the tensile stage. Surface height profiles
obtained from the AFM images of unstretched and
stretched samples are used to monitor simultaneously
the changes in displacements of the polymer films in the
longitudinal and lateral directions.

Fig. 17.36 Variation of stress, crack width, and crack
spacing with strain in three magnetic tapes and PET sub-
strate [17.41]
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Fig. 17.37 (a) Trim and (b) spiral patterns generated by
scratching a Si(100) surface using a diamond tip at a normal
load of 15 µN and writing speed of 0.5 µm/s

17.3.5 Nanofabrication/Nanomachining

An AFM can be used for nanofabrication/nanomachining
by extending the microscale scratching operation [17.4,
11,22,37]. Figure 17.37 shows two examples of nanofab-
rication. The patterns were created on a single-crystal
silicon (100) wafer by scratching the sample surface
with a diamond tip at specified locations and scratching
angles. Each line is scribed manually at a normal load
of 15 µN and a writing speed of 0.5 µm/s. The separa-
tion between lines is about 50 nm, and the variation in
line width is due to the tip asymmetry. Nanofabrication
parameters – normal load, scanning speed, and tip ge-
ometry – can be controlled precisely to control the depth
and length of the devices.

Nanofabrication using mechanical scratching has
several advantages over other techniques. Better control
over the applied normal load, scan size, and scanning
speed can be used for nanofabrication of devices. Us-
ing the technique, nanofabrication can be performed on
any engineering surface. Use of chemical etching or
reactions is not required, and this dry nanofabrication
process can be used where use of chemicals and electric
field is prohibited. One disadvantage of this technique is
the formation of debris during scratching. At light loads,
debris formation is not a problem compared to high-load
scratching. However, debris can be removed easily from
the scan area at light loads during scanning.
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17.4 Indentation

Mechanical properties such as hardness and Young’s
modulus of elasticity can be determined on micro- to
picoscales using the AFM [17.18,22,31,34] and a depth-
sensing indentation system used in conjunction with an
AFM [17.35, 67–69].

17.4.1 Picoindentation

Indentability on the scale of subnanometers of soft
samples can be studied in the force calibration mode
(Fig. 17.6) by monitoring the slope of cantilever deflec-
tion as a function of sample traveling distance after the

tip is engaged and the sample is pushed against the tip.
For a rigid sample, cantilever deflection equals the sam-
ple traveling distance, but the former quantity is smaller
if the tip indents the sample. In an example of a poly-
meric magnetic tape shown in Fig. 17.38, the line in the
left portion of the figure is curved with a slope of less
than 1 shortly after the sample touches the tip, which
suggests that the tip has indented the sample [17.18].
Later, the slope is equal to 1, suggesting that the tip no
longer indents the sample. This observation indicates
that the tape surface is soft locally (polymer-rich) but
hard (as a result of magnetic particles) underneath. Since
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C
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Fig. 17.38 Tip deflection (normal load) as a function of
the Z (separation distance) curve for a polymeric magnetic
tape [17.18]

the curves in extending and retracting modes are identi-
cal, the indentation is elastic up to a maximum load of
about 22 nN used in the measurements.

Detection of transfer of material on a nanoscale is
possible with the AFM. Indentation of C60-rich fullerene
films with an AFM tip has been shown [17.70] to result
in the transfer of fullerene molecules to the AFM tip, as
indicated by discontinuities in the cantilever deflection
as a function of sample traveling distance in subsequent
indentation studies.

17.4.2 Nanoscale Indentation

The indentation hardness of surface films with an in-
dentation depth as small as about 1 nm can be measured
using an AFM [17.11, 34, 35]. Figure 17.39 shows the
gray-scale plots of indentation marks made on Si(111)
at normal loads of 60, 65, 70, and 100 µN. Triangu-
lar indents can be clearly observed with very shallow
depths. At a normal load of 60 µN, indents are observed
and the depth of penetration is about 1 nm. As the nor-
mal load is increased, the indents become clearer and
indentation depth increases. For the case of hardness
measurements at shallow depths on the same order as
variations in surface roughness, it is desirable to sub-
tract the original (unindented) map from the indent map
for accurate measurement of the indentation size and
depth [17.22].

To make accurate measurements of hardness at
shallow depths, a depth-sensing indentation system is
used [17.35]. Figure 17.40 shows the load-displacement
curves at different peak loads for Si(100). Load-
ing/unloading curves often exhibit sharp discontinuities,
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Fig. 17.39 Gray-scale plots of indentation marks on the
Si(111) sample at various indentation loads. Loads, in-
dentation depths, and hardness values are listed in the
figure [17.34]

particularly at high loads. Discontinuities, referred to as
pop-ins, during the initial loading part of the curve mark
a sharp transition from pure elastic loading to a plastic
deformation of the specimen surface, thus correspond-
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Fig. 17.40 Load-displacement curves at various peak loads
for Si(100) [17.35]

ing to an initial yield point. The sharp discontinuities
in the unloading part of the curves are believed to be
due to the formation of lateral cracks that form at the
base of the median crack, which results in the surface of
the specimen being thrust upward. Load-displacement
data at residual depths as low as about 1 nm can be ob-
tained, and the indentation hardness of surface films has
been measured for Si(100) [17.35, 67–69]. The hard-
ness of silicon on a nanoscale is found to be higher
than on a microscale (Fig. 17.41). Microhardness has
also been reported to be higher than on the millimeter
scale by several investigators. The data reported to date
show that hardness exhibits size effect. According to
the strain gradient plasticity theory advanced by Fleck
et al. [17.71], large strain gradients inherent in small
indentations lead to the accumulation of geometrically
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Fig. 17.41
Indentation
hardness as
a function of
residual inden-
tation depth for
Si(100) [17.35]

necessary dislocations for strain compatibility reasons
that cause enhanced hardening. In addition, the decrease
in hardness with an increase in indentation depth can
possibly be rationalized on the basis that as the vol-
ume of deformed material increases, there is a higher
probability of encountering material defects.

Bhushan and Koinkar [17.31] have used AFM mea-
surements to show that ion implantation of silicon
surfaces increases their hardness and thus their wear re-
sistance. Formation of surface alloy films with improved
mechanical properties by ion implantation is of growing
technological importance as a means of improving the
mechanical properties of materials. Hardness of 20 nm-
thick diamond-like carbon films has been measured by
Kulkarni and Bhushan [17.69].

The creep and strain-rate effects (viscoelastic ef-
fects) of ceramics can be studied using a depth-sensing
indentation system. Bhushan et al. [17.35] and Kulka-
rni and Bhushan [17.67–69] have reported that ceramics
exhibit significant plasticity and creep on a nanoscale.
Figure 17.42a shows the load-displacement curves for
single-crystal silicon at various peak loads held at 180 s.
To demonstrate the creep effects, the load-displacement
curves for a 500 µN peak load held at 0 and 30 s are also
shown as an inset. Note that significant creep occurs
at room temperature. Nanoindenter experiments con-
ducted by Li et al. [17.72] exhibited significant creep
only at high temperatures (greater than or equal to
0.25 times the melting point of silicon). The mechanism
of dislocation glide plasticity is believed to dominate
the indentation creep process on the macroscale. To
study the strain-rate sensitivity of silicon, data at two
different (constant) rates of loading are presented in
Fig. 17.42b. Note that a change in the loading rate by
a factor of about five results in a significant change in
the load-displacement data. The viscoelastic effects ob-
served here for silicon at ambient temperature could
arise from size effects mentioned earlier. Most likely,
creep and strain rate experiments are being conducted
on the hydrated films present on the silicon surface in
ambient environment, and these films are expected to be
viscoelastic.

17.4.3 Localized Surface Elasticity
and Viscoelasticity Mapping

The Young’s modulus of elasticity is calculated from
the slope of the indentation curve during unloading.
However, these measurements provide a single-point
measurement. By using the force modulation technique,
it is possible to get localized elasticity maps of soft and

Part
C

1
7
.4

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Micro/Nanotribology 17.4 Indentation 529

a) b)Load (µN)

Displacement (nm)
0 90

2500

2000

1500

1000

500

0
15 30 45 60 75

0

600

500

400

300

200

100

0
5 3510 15 20 25 30

Load (µN)

Displacement (nm)
0 60

1200

1000

800

600

400

200

0
10 20 30 40 50

Hold period =30 s
Hold period = 0 s

Silicon (100)
Hold period = 180 s

Load/unload period = 950s
Load/unload period = 180s

Silicon (100)

Fig. 17.42 (a) Creep behavior and (b) strain-rate sensitivity of Si(100) [17.35]

compliant materials with penetration depths of less than
100 nm. This technique has been successfully used for
polymeric magnetic tapes, which consist of magnetic
and nonmagnetic ceramic particles in a polymeric ma-
trix. Elasticity maps of a tape can be used to identify
relative distribution of hard magnetic and nonmagnetic
ceramic particles on the tape surface, which has an effect
on friction and stiction at the head-tape interface [17.13].
Figure 17.43 shows surface height and elasticity maps
on a polymeric magnetic tape [17.44]. The elasticity im-
age reveals sharp variations in surface elasticity due to
the composite nature of the film. As can be clearly seen,
regions of high elasticity do not always correspond to
high or low topography. Based on a Hertzian elastic-
contact analysis, the static indentation depth of these
samples during the force modulation scan is estimated
to be about 1 nm. We conclude that the contrast seen
is influenced most strongly by material properties in
the top few nanometers, independent of the composite
structure beneath the surface layer.

By using phase contrast microscopy, it is possible
to get phase contrast maps or the contrast in viscoelas-
tic properties of near surface regions. This technique has
been used successfully for polymeric films and magnetic
tapes that consist of ceramic particles in a polymeric ma-
trix [17.51, 52]. Figure 17.44 shows topography, phase
angle, and friction force images for polyethylene tereph-
thalate (PET) film. Three particles, which show up as
approximately circular, lightly shaded (high points) re-

gions, are seen in the topography image. In the phase
angle images, the particles show up dark against the
film background. A combination of high tapping ampli-
tude and low set point was found to maximize contrast
in phase images. This result may be explained by the de-
gree to which the tip is able to penetrate and thus deform
the sample. A high tapping amplitude and low set point
should maximize the force with which the tip strikes the
sample. This should give more penetration. So the mater-
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Fig. 17.43 Surface height and elasticity maps on a polymeric mag-
netic tape (σ = 6.72 nm and P-V = 31.7 nm; σ and P-V refer to
standard deviation of surface heights and peak-to-valley distance,
respectively). The gray scale on the elasticity map is arbitrary [17.44]
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Fig. 17.44 Tapping mode height and phase angle images
acquired using a TESP tip at a tapping amplitude of 190 nm
and a setpoint of 40% (74 nm), and contact mode height
and friction force (trace) images using an MESP tip with
a normal load between 9 and 47 nN for PET film with
embedded ceramic particles [17.51]

ial or viscoelastic contribution, as opposed to the surface
force and adhesion hysteresis contributions, should be
more dominant for this tapping condition. The phase
angle image shown in Fig. 17.44 was acquired using
tapping mode with a relatively high tapping amplitude
of 190 nm and a relatively low set point of 40% (of
the tapping amplitude) to emphasize viscoelastic prop-
erties. Very little correlation is found between the phase
angle and friction force images. Friction force images
were obtained using an etched single-crystal silicon tip
(DI MESP) with a radius of 20–50 nm, a stiffness of
1–5 N/m, and a natural frequency of 60–70 kHz. A lack
of correlation may be a further indication that something
other than adhesion, which should correlate to friction
force, causes the phase angle contrast; this may im-
ply that viscoelastic properties may be dominant. These
results also indicate that phase angle imaging yields
information that cannot be obtained using other, more
conventional AFM modes.

17.5 Boundary Lubrication

17.5.1 Perfluoropolyether Lubricants

The classical approach to lubrication uses freely sup-
ported multimolecular layers of liquid lubricants [17.10,
13, 58, 73]. The liquid lubricants are sometimes chem-
ically bonded to improve their wear resistance [17.10,
13, 58]. Partially chemically bonded, molecularly thick
perfluoropolyether (PFPE) films are used for lubrication
of magnetic storage media [17.13]. These are considered
potential candidate lubricants for micro/nanoelectro-
mechanical systems (MEMS/NEMS). Molecularly thick
PFPEs are well suited because of the following proper-
ties: low surface tension and low contact angle, which
allow easy spreading on surfaces and provide hydropho-
bic properties; chemical and thermal stability, which
minimize degradation under use; low vapor pressure,
which provides low out-gassing; high adhesion to sub-
strate via organic functional bonds; and good lubricity,
which reduces contact surface wear.

For boundary lubrication studies, friction, adhe-
sion, and durability experiments have been performed
on virgin Si(100) surfaces and silicon surfaces lubri-
cated with two PFPE lubricants – Z-15 (with −CF3
nonpolar end groups) and Z-DOL (with −OH polar
end groups) [17.27, 28, 30]. Z-DOL film was thermally
bonded at 150 ◦C for 30 minutes and an unbonded
fraction was removed by a solvent (BW) [17.13]. The
thicknesses of Z-15 and Z-DOL films were 2.8 nm and
2.3 nm, respectively.

The adhesive forces of Si(100), Z-15, and Z-DOL
(BW) measured by force calibration plot and fric-
tion force versus normal load plot are summarized in
Fig. 17.45. The results measured by these two meth-
ods are in good agreement. Figure 17.45 shows that the
presence of mobile Z-15 lubricant film increases the ad-
hesive force as compared to that of Si(100) by meniscus
formation. The presence of solid phase Z-DOL (BW)
film reduces the adhesive force as compared to that of
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Si(100) because of the absence of mobile liquid. The
schematic (bottom) in Fig. 17.45 shows relative size and
sources of meniscus. It is well-known that the native
oxide layer (SiO2) on the top of a Si(100) wafer ex-
hibits hydrophilic properties, and some water molecules
can be adsorbed on this surface. The condensed water
will form meniscus as the tip approaches the sample
surface. The larger adhesive force in Z-15 is not only
caused by the Z-15 meniscus; the nonpolarized Z-15 li-
quid does not have good wettability and strong bonding
with Si(100). In the ambient environment, the condensed
water molecules from the environment will permeate
through the liquid Z-15 lubricant film and compete with
the lubricant molecules present on the substrate. The
interaction of the liquid lubricant with the substrate is
weakened, and a boundary layer of the liquid lubricant
forms puddles [17.27,28]. This de-wetting allows water
molecules to be adsorbed on the Si(100) surface as ag-
gregates along with Z-15 molecules. And both of them
can form meniscus while the tip approaches the surface.
Thus, the de-wetting of liquid Z-15 film results in higher
adhesive force and poorer lubrication performance. In
addition, as the Z-15 film is pretty soft compared to the
solid Si(100) surface, and penetration of the tip in the
film occurs while pushing the tip down. This leads the
large area of the tip involved to form the meniscus at the
tip-liquid (mixture of Z-15 and water) interface. It should
also be noted that Z-15 has a higher viscosity compared
to water and, therefore, Z-15 film provides higher resis-
tance to motion and coefficient of friction. In the case of
Z-DOL (BW) film, both of the active groups of Z-DOL
molecules are mostly bonded on Si(100) substrate. Thus,
the Z-DOL (BW) film has low free surface energy and
cannot be displaced readily by water molecules or read-
ily adsorb water molecules. Therefore, the use of Z-DOL
(BW) can reduce the adhesive force.

To study the velocity effect on friction and adhesion,
the variation of friction force, adhesive force, and coef-
ficient of friction of Si(100), Z-15 and Z-DOL (BW) as
a function of velocity are summarized in Fig. 17.46. It in-
dicates that for silicon wafer the friction force decreases
logarithmically with increasing velocity. For Z-15, the
friction force decreases with increasing velocity up to
10 µm/s, after which it remains almost constant. The
velocity has very small effect on the friction force of
Z-DOL (BW): It reduced slightly only at very high ve-
locity. Figure 17.46 also indicates that the adhesive force
of Si(100) increases when the velocity is higher than
10 µm/s. The adhesive force of Z-15 is reduced dra-
matically with a velocity increase up to 20 µm/s, after
which it is reduced slightly. And the adhesive force of
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0
Z-DOL (BW)Z-15Si(100)

Z-DOL

Z-15

Z-15 Z-DOL (BW)Si(100)

H2O

22 °C, RH 45–55%

O Si O

O

Adhesive force (nN)

Force
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Friction
force plot

Fig. 17.45 Summary of the adhesive forces of Si(100) and Z-15
and Z-DOL (BW) films measured by force calibration plots and
friction force versus normal load plots in ambient air. The schematic
(bottom) showing the effect of meniscus formed between the AFM
tip and surface sample on the adhesive and friction forces [17.30]

Z-DOL (BW) also decreases at high velocity. In the test-
ing range of velocity, only the coefficient of friction of
Si(100) decreases with velocity, but the coefficients of
friction of Z-15 and Z-DOL (BW) almost remain con-
stant. This implies that the friction mechanisms of Z-15
and Z-DOL (BW) do not change with the variation of
velocity.

The mechanisms of the effect of velocity on the ad-
hesion and friction are explained based on schematics
shown in Fig. 17.46 (right). For Si(100), tribochemical
reaction plays a major role. Although at high velocity
the meniscus is broken and does not have enough time
to rebuild, the contact stresses and high velocity lead to
tribochemical reactions of Si(100) wafer (which has na-
tive oxide (SiO2)) and a Si3N4 tip with water molecules
and form Si(OH)4. The Si(OH)4 is removed and con-
tinuously replenished during sliding. The Si(OH)4 layer
between the tip and Si(100) surface is known to be of low
shear strength and causes a decrease in friction force and
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coefficient of friction [17.10,58]. The chemical bonds of
Si−OH between the tip and Si(100) surface induce large
adhesive force. For Z-15 film, at high velocity the menis-
cus formed by condensed water and Z-15 molecules is
broken and does not have enough time to rebuild. There-
fore, the adhesive force and, consequently, friction force

Fig. 17.46 The influence of velocity on the friction force,
adhesive force, and coefficient of friction of Si(100) and
Z-15 and Z-DOL (BW) films at 70 nN, in ambient air. The
schematic (right) shows the change of surface composi-
tion (by tribochemical reaction) and formation of meniscus
while increasing the velocity [17.30]

are reduced. The friction mechanism for Z-15 film still
is shearing the same viscous liquid even at high velocity
range, thus, the coefficient of friction of Z-15 does not
change with velocity. For Z-DOL (BW) film, the surface
can adsorb few water molecules in ambient condition,
and at high velocity these molecules are displaced, which
causes a slight decrease in friction and adhesive forces.
Koinkar and Bhushan [17.27,28] have suggested that in
the case of samples with mobile films such as condensed
water and Z-15 films, alignment of liquid molecules
(shear thinning) is responsible for the drop in friction
force with an increase in scanning velocity. This could
be another reason for the decrease in friction force for
Si(100) and Z-15 film with velocity in this study.

To study the relative humidity effect on friction and
adhesion, the variations of friction force, adhesive force,
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Fig. 17.47 The influence of relative humidity (RH) on the
friction force, adhesive force, and coefficient of friction of
Si(100) and Z-15 and Z-DOL (BW) films at 70 nN, 2 µm/s,
and in 22 ◦C air. Schematic (right) shows the change of
meniscus while increasing the relative humidity. In this fig-
ure, the thermally treated Si(100) represents the Si(100)
wafer that was baked at 150 ◦C for 1 hour in an oven (in or-
der to remove the adsorbed water) just before it was placed
in the 0% RH chamber [17.30]

and coefficient of friction of Si(100), Z-15, and Z-DOL
(BW) as a function of relative humidity are shown in
Fig. 17.47. It shows that for Si(100) and Z-15 film, the
friction force increases with a relative humidity increase
of up to 45%, and then slightly decreases with a fur-
ther increase in the relative humidity. Z-DOL (BW) has
a smaller friction force than Si(100) and Z-15 in the
whole testing range. And its friction force shows a rel-
ative apparent increase when the relative humidity is
higher than 45%. For Si(100), Z-15, and Z-DOL (BW),
their adhesive forces increase with relative humidity,
and their coefficients of friction increase with relative
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humidity up to 45%, after which they decrease with
further increasing of the relative humidity. It is also ob-
served that the humidity effect on Si(100) really depends
on the history of the Si(100) sample. As the surface
of Si(100) wafer readily adsorbs water in air, without
any pre-treatment the Si(100) used in our study almost
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reaches to its saturate stage of adsorbed water and is
responsible for less effect during increasing relative hu-
midity. However, once the Si(100) wafer was thermally
treated by baking at 150 ◦C for 1 hour, a bigger effect
was observed.

Fig. 17.48 The influence of temperature on the friction
force, adhesive force, and coefficient of friction of Si(100)
and Z-15 and Z-DOL (BW) films at 70 nN, at 2 µm/s, and
in RH 40–50% air. The schematic (right) shows that at
high temperature desorption of water decreases the adhe-
sive forces. And the reduced viscosity of Z-15 leads to the
decrease of the coefficient of friction. High temperature
facilitates orientation of molecules in Z-DOL (BW) film,
which results in lower coefficient of friction [17.30]

The schematic in Fig. 17.47 (right) shows that
Si(100), because its high free surface energy, can adsorb
more water molecules with increasing relative humidity.
As discussed earlier, for Z-15 film in the humid environ-
ment, the condensed water from the humid environment
competes with the lubricant film present on the sam-
ple surface, interaction of the liquid lubricant film with
the silicon substrate is weakened, and a boundary layer
of the liquid lubricant forms puddles. This dewetting
allows water molecules to be adsorbed on the Si(100)
substrate mixed with Z-15 molecules [17.27, 28]. Obvi-
ously, more water molecules can be adsorbed on Z-15
surface while increasing relative humidity. The more ad-
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sorbed water molecules in the case of Si(100), along with
lubricant molecules in Z-15 film case, form bigger wa-
ter meniscus which leads to an increase of friction force,
adhesive force, and coefficient of friction of Si(100) and
Z-15 with humidity. But at a very high humidity of
70%, large quantities of adsorbed water can form a wa-
ter layer that separates the tip and sample surface and act
as a kind of lubricant, which causes a decrease in the fric-
tion force and coefficient of friction. For Z-DOL (BW)
film, because of its hydrophobic surface properties, wa-
ter molecules can be adsorbed at a humidity higher than
45% and causes an increase in the adhesive and friction
forces.

To study the temperature effect on friction and ad-
hesion, the variations of friction force, adhesive force,
and coefficient of friction of Si(100), Z-15, and Z-DOL
(BW) as a function of temperature are summarized
in Fig. 17.48. It shows that the increasing temperature
causes a decrease in friction force, adhesive force, and
coefficient of friction of Si(100), Z-15, and Z-DOL
(BW). The schematic (right) in Fig. 17.48 indicates that
at high temperature, desorption of water leads to the de-
crease of friction force, adhesive forces, and coefficient
of friction for all of the samples. For Z-15 film, the reduc-
tion of viscosity at high temperature also contributes to
the decrease of friction force and coefficient of friction.
In the case of Z-DOL (BW) film, molecules are more
easily oriented at high temperature, which may be partly
responsible for the low friction force and coefficient of
friction.

To study the durability of lubricant films at the
nanoscale, the friction of Si(100), Z-15, and Z-DOL
(BW) as a function of the number of scanning cycles is
shown in Fig. 17.49. As observed earlier, friction force
and coefficient of friction of Z-15 is higher than that of
Si(100) with the lowest values for Z-DOL (BW). Dur-
ing cycling, friction force and coefficient of friction of
Si(100) show a slight decrease during the initial few cy-
cles then remain constant. This is related to the removal
of the top adsorbed layer. In the case of Z-15 film, the
friction force and coefficient of friction show an increase
during the initial few cycles, and then approach higher
and stable values. This is believed to be caused by the
attachment of the Z-15 molecules to the tip. The mo-
lecular interaction between these attached molecules to
the tip and molecules on the film surface is responsible
for an increase in friction. But after several scans, this
molecular interaction reaches the equilibrium, and af-
ter that, friction force and coefficient of friction remain
constant. In the case of Z-DOL (BW) film, the friction
force and coefficient of friction start out low and remain
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Fig. 17.49 Friction force and coefficient of friction versus number
of sliding cycles for Si(100) and Z-15 and Z-DOL (BW) films at
70 nN, 0.8 µm/s, and in ambient air. Schematic (bottom) shows that
some liquid Z-15 molecules can be attached to the tip. The molecular
interaction between the attached molecules to the tip with the Z-15
molecules in the film results in an increase of the friction force with
multiple scanning [17.30]
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low during the entire test for 100 cycles, suggesting that
Z-DOL (BW) molecules do not get attached or displaced
as readily as Z-15 molecules.

As a brief summary, the influence of velocity, relative
humidity, and temperature on the friction force of mobile
Z-15 film is presented in Fig. 17.50. The changing trends
are also addressed in this figure.

Friction force (nN)

Log velocity

Lack of meniscus
reformation decreases
friction with
increasing velocity

Molecularly thick Z-15 film

Reaches to
equilibrium

Friction force (nN)

Relative humidity

Meniscus formation
increases friction with
increasing RH

Thick H2O
film serves
as a lubricant

Friction force (nN)

Temperature

Desorption of water and
decrease of viscosity decrease
friction with increase of
temperature

Fig. 17.50 Schematic shows the change of friction force
of molecularly thick Z-15 films with log velocity, relative
humidity, and temperature. The changing trends are also
addressed in this figure [17.30]

17.5.2 Self-Assembled Monolayers

For lubrication of MEMS/NEMS, another effective ap-
proach involves the deposition of organized and dense
molecular layers of long-chain molecules. Two com-
mon methods to produce monolayers and thin films
are the Langmuir–Blodgett (L-B) deposition and self-
assembled monolayers (SAMs) by chemical grafting of
molecules. L-B films are physically bonded to the sub-
strate by weak van der Waals attraction, while SAMs are
chemically bonded via covalent bonds to the substrate.
Because of the choice of chain length and terminal link-
ing group that SAMs offer, they hold great promise for
boundary lubrication of MEMS/NEMS. A number of
studies have been conducted to study tribological prop-
erties of various SAMs [17.26, 29, 74–76]. It has been
reported that SAMs with high-compliance long carbon
chains exhibit low friction; chain compliance is desirable
for low friction. Based on [17.29], the friction mecha-
nism of SAMs is explained by a so-called “molecular
spring” model (Fig. 17.51). According to this model,
the chemically adsorbed self-assembled molecules on
a substrate are just like assembled molecular springs an-
chored to the substrate. An asperity sliding on the surface
of SAMs is like a tip sliding on the top of “molecu-
lar springs or brush”. The molecular spring assembly
has compliant features and can experience orientation
and compression under load. The orientation of the mo-
lecular springs or brush under normal load reduces the
shearing force at the interface, which, in turn, reduces
the friction force.

The SAMs with high-compliance long carbon chains
also exhibit the best wear resistance [17.29,75]. In wear
experiments, the wear depth as a function of normal
load curves shows critical normal loads (Fig. 17.52).
Below the critical normal load SAMs undergo orien-

α2α1

Substrate

Fig. 17.51 Molecular spring model of SAMs. In this figure,
α1 < α2, which is caused by the further orientation under
the normal load applied by an asperity tip [17.29]

Part
C

1
7
.5

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Micro/Nanotribology 17.5 Boundary Lubrication 537

Decrease of surface height (nm)

Normal load (µN)
0 7

7

5

3

1

–1
1 2 3 4 5 6

Critical load

Fig. 17.52 Illustration of the wear mechanism of SAMs
with increasing normal load [17.75]

tation, at the critical load SAMs wear away from the
substrate due to weak interface bond strengths, while
above the critical normal load severe wear takes place
on the substrate.

17.5.3 Liquid Film Thickness Measurements

Liquid film thickness measurement of thin lubricant
films (on the order of 10 nm or thicker) with nanometer
lateral resolution can be made with the AFM [17.4,59].
The lubricant thickness is obtained by measuring the
force on the tip as it approaches, contacts, and pushes
through the liquid film and ultimately contacts the sub-
strate. The distance between the sharp snap-in (owing
to the formation of a liquid meniscus between the film
and the tip) at the liquid surface and the hard repulsion
at the substrate surface is a measure of the liquid film
thickness.

Lubricant film thickness mapping of ultrathin films
(on the order of 2 nm) can be obtained using friction
force microscopy [17.27] and adhesive force map-
ping [17.36]. Figure 17.53 shows gray-scale plots of the
surface topography and friction force obtained simul-
taneously for unbonded Demnum-type PFPE lubricant
film on silicon. The friction force plot shows well
distinguished low and high friction regions roughly
corresponding to high and low regions in surface topog-
raphy (thick and thin lubricant regions). A uniformly
lubricated sample does not show such a variation in
the friction. Friction force imaging can thus be used to
measure the lubricant uniformity on the sample surface,
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0 2.50 5.00 0 2.50 5.00
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Friction
force

0 1.3 2.5 nm 0 4.0 8.0 nm

Fig. 17.53 Gray-scale plots of the surface topography
and friction force obtained simultaneously for unbonded
Demnum-type perfluoropolyether lubricant film on sili-
con [17.27]

which cannot be identified by surface topography alone.
Figure 17.54 shows the gray-scale plots of the adhesive
force distribution for silicon samples coated uniformly
and nonuniformly with Z-DOL type PFPE lubricant. It
can be clearly seen that a region exists that has an ad-
hesive force distinctly different from the other region
for the nonuniformly coated sample. This implies that
the liquid film thickness is nonuniform, giving rise to
a difference in the meniscus forces.

Adhesive force
3.5 nm uniform Z-DOL/ Si(100)

30
µm

0

20 nN

2–10 nm nonuniform Z-DOL/ Si(100)
30

µm

60

0 30
µm

Adhesive force
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20 nN60

Fig. 17.54 Gray-scale plots of the adhesive force distribution of
a uniformly coated, 3.5-nm thick unbonded Z-DOL film on sili-
con and 3- to 10-nm thick unbonded Z-DOL film on silicon that was
deliberately coated nonuniformly by vibrating the sample during the
coating process [17.36]
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17.6 Closure

At most solid-solid interfaces of technological rel-
evance, contact occurs at many asperities. A sharp
AFM/FFM tip sliding on a surface simulates just one
such contact. However, asperities come in all shapes
and sizes. The effect of radius of a single asperity
(tip) on the friction/adhesion performance can be stud-
ied using tips of different radii. AFM/FFM are used
to study various tribological phenomena, including sur-
face roughness, adhesion, friction, scratching, wear,
indentation, detection of material transfer, and bound-
ary lubrication. Measurement of atomic-scale friction of
a freshly cleaved, highly oriented pyrolytic graphite ex-
hibits the same periodicity as that of the corresponding
topography. However, the peaks in friction and those in
the corresponding topography are displaced relative to
one another. Variations in atomic-scale friction and the
observed displacement can be explained by the variation
in interatomic forces in the normal and lateral direc-
tions. Local variations in microscale friction occur and
are found to correspond to the local slopes, suggesting
that a ratchet mechanism and collision effects are re-
sponsible for this variation. Directionality in the friction
is observed on both micro- and macroscales, result-
ing from the surface roughness and surface preparation.
Anisotropy in surface roughness accentuates this effect.
Microscale friction is generally found to be smaller than
the macrofriction, as there is less plowing contribution in
microscale measurements. Microscale friction is load-
dependent, and friction values increase with an increase
in the normal load, approaching the macrofriction at con-
tact stresses higher than the hardness of the softer ma-
terial. The tip radius also affects adhesion and friction.

Mechanism of material removal on the microscale
is studied. Wear rate for single-crystal silicon is neg-
ligible below 20 µN and is much higher and remains
approximately constant at higher loads. Elastic defor-
mation at low loads is responsible for negligible wear.
Most of the wear debris is loose. SEM and TEM studies
of the wear region suggest that the material on the mi-
croscale is removed by plastic deformation with a small
contribution from elastic fracture; this observation cor-
roborates the scratch data. Evolution of wear has also
been studied using AFM. Wear is found to be initiated
at nanoscratches. For a sliding interface requiring near-
zero friction and wear, contact stresses should be below
the hardness of the softer material to minimize plastic de-
formation, and surfaces should be free of nanoscratches.
Furthermore, wear precursors can be detected at early
stages of wear by using surface potential measurements.

It is found that even in the case of zero wear (no measur-
able deformation of the surface using AFM), there can
be a significant change in the surface potential inside the
wear mark, which is useful for study of wear precursors.
Detection of material transfer on a nanoscale is possible
with AFM.

In situ surface characterization of local deformation
of materials and thin coatings can be carried out using
a tensile stage inside an AFM. An AFM can also be used
for nanofabrication/nanomachining.

By using the force modulation technique, localized
surface elasticity maps of composite materials with pen-
etrating depths of less than 100 nm can be obtained. It is
possible using phase contrast microscopy to get phase
contrast maps or the contrast in viscoelastic properties
of near surface regions. Scratching and indentation on
nanoscales are powerful ways to screen for adhesion and
resistance to deformation of ultrathin films. Modified
AFM can be used to obtain load-displacement curves
and for measurement of nanoindentation hardness and
Young’s modulus of elasticity, with depth of indentation
as low as 1 nm. Hardness of ceramics on the nanoscale is
found to be higher than that on the microscale. Ceramics
exhibit significant plasticity and creep on a nanoscale.

Boundary lubrication studies and measurement of
lubricant-film thickness with a lateral resolution on
a nanoscale can be conducted using AFM. Chemically
bonded lubricant films and self-assembled monolayers
are superior in friction and wear resistance. For chem-
ically bonded lubricant films, the adsorption of water,
the formation of meniscus, and its change during slid-
ing, viscosity, and surface properties play an important
role on the friction, adhesion, and durability of these
films. For SAMs, their friction mechanism is explained
by a so-called “molecular spring” model. The films with
high-compliance long carbon chains exhibit low friction
and wear.

Investigations of wear, scratching, and indentation
on the nanoscale using the AFM can provide insights
into failure mechanisms of materials. Coefficients of
friction, wear rates, and mechanical properties such
as hardness have been found to be different on the
nanoscale than on the macroscale; generally, coefficients
of friction and wear rates on micro- and nanoscales
are smaller, whereas hardness is greater. Therefore, mi-
cro/nanotribological studies may help define the regimes
for ultralow friction and near-zero wear. These studies
also provide insight into the atomic origins of adhesion,
friction, wear, and lubrication mechanisms.
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Surface Forces18. Surface Forces and Nanorheology
of Molecularly Thin Films

In this chapter, we describe the static and dynamic
normal forces that occur between surfaces in
vacuum or liquids and the different modes of
friction that can be observed between (i) bare
surfaces in contact (dry or interfacial friction),
(ii) surfaces separated by a thin liquid film
(lubricated friction), and (iii) surfaces coated with
organic monolayers (boundary friction).

Experimental methods suitable for measuring
normal surface forces, adhesion and friction
(lateral or shear) forces of different magnitude at
the molecular level are described. We explain the
molecular origin of van der Waals, electrostatic,
solvation and polymer mediated interactions, and
basic models for the contact mechanics of adhesive
and nonadhesive elastically deforming bodies.
The effects of interaction forces, molecular shape,
surface structure and roughness on adhesion and
friction are discussed.

Simple models for the contributions of the
adhesion force and external load to interfacial
friction are illustrated with experimental data
on both unlubricated and lubricated systems,
as measured with the surface forces apparatus.
We discuss rate-dependent adhesion (adhesion
hysteresis) and how this is related to friction. Some
examples of the transition from wearless friction
to friction with wear are shown.

Lubrication in different lubricant thickness
regimes is described together with explanations of
nanorheological concepts. The occurrence of and
transitions between smooth and stick–slip sliding
in various types of dry (unlubricated and solid
boundary lubricated) and liquid lubricated systems
are discussed based on recent experimental results
and models for stick–slip involving memory
distance and dilatency.

18.1 Introduction: Types of Surface Forces ..... 544
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18.1 Introduction: Types of Surface Forces

In this chapter, we discuss the most important types of
surface forces and the relevant equations for the force
and friction laws. Several different attractive and repul-
sive forces operate between surfaces and particles. Some
forces occur in vacuum, for example, attractive van
der Waals and repulsive hard-core interactions. Other
types of forces can arise only when the interacting sur-
faces are separated by another condensed phase, which
is usually a liquid. The most common types of sur-
face forces and their main characteristics are listed in
Table 18.1.

In vacuum, the two main long-range interactions are
the attractive van der Waals and electrostatic (Coulomb)
forces. At smaller surface separations (corresponding to
molecular contact at surface separations of D ≈ 0.2 nm),
additional attractive interactions can be found such as co-
valent or metallic bonding forces. These attractive forces
are stabilized by the hard-core repulsion. Together they
determine the surface and interfacial energies of planar
surfaces, as well as the strengths of materials and adhe-
sive junctions. Adhesion forces are often strong enough
to elastically or plastically deform bodies or particles
when they come into contact.

In vapors (e.g., atmospheric air containing water and
organic molecules), solid surfaces in or close to con-
tact will generally have a surface layer of chemisorbed
or physisorbed molecules, or a capillary condensed li-
quid bridge between them. A surface layer usually
causes the adhesion to decrease, but in the case of
capillary condensation, the additional Laplace pressure
or attractive “capillary” force may make the adhe-
sion between the surfaces stronger than in inert gas or
vacuum.

When totally immersed in a liquid, the force be-
tween particles or surfaces is completely modified from
that in vacuum or air (vapor). The van der Waals at-
traction is generally reduced, but other forces can now
arise that can qualitatively change both the range and

even the sign of the interaction. The attractive force in
such a system can be either stronger or weaker than in
the absence of the intervening liquid. For example, the
overall attraction can be stronger in the case of two hy-
drophobic surfaces separated by water, but weaker for
two hydrophilic surfaces. Depending on the different
forces that may be operating simultaneously in solution,
the overall force law is not generally monotonically at-
tractive even at long range; it can be repulsive, or the
force can change sign at some finite surface separation.
In such cases, the potential energy minimum, which de-
termines the adhesion force or energy, occurs not at true
molecular contact between the surfaces, but at some
small distance farther out.

The forces between surfaces in a liquid medium can
be particularly complex at short range, i. e., at surface
separations below a few nanometers or 4–10 molecular
diameters. This is partly because with increasing con-
finement, a liquid ceases to behave as a structureless
continuum with bulk properties; instead, the size and
shape of its molecules begin to determine the overall
interaction. In addition, the surfaces themselves can no
longer be treated as inert and structureless walls (i. e.,
mathematically flat) and their physical and chemical
properties at the atomic scale must now be taken into ac-
count. The force laws will then depend on whether the
surfaces are amorphous or crystalline (and whether the
lattices of crystalline surfaces are matched or not), rough
or smooth, rigid or soft (fluid-like), and hydrophobic or
hydrophilic.

It is also important to distinguish between static (i. e.,
equilibrium) interactions and dynamic (i. e., nonequilib-
rium) forces such as viscous and friction forces. For
example, certain liquid films confined between two con-
tacting surfaces may take a surprisingly long time to
equilibrate, as may the surfaces themselves, so that
the short-range and adhesion forces appear to be time-
dependent, resulting in “aging” effects.
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Table 18.1 Types of surface forces in vacuum vs. in liquid (colloidal forces)

Type of force Subclasses or alternative names Main characteristics

Attractive forces
van der Waals Debye induced dipole force (v & s)

London dispersion force (v & s)
Casimir force (v & s)

Ubiquitous, occurs both in vacuum and in liquids

Electrostatic Ionic bond (v)
Coulombic force (v & s)
Hydrogen bond (v)
Charge-exchange interaction (v & s)
Acid–base interaction (s)
“Harpooning” interaction (v)

Strong, long-range, arises in polar solvents;
requires surface charging or charge-separation
mechanism

Ion correlation van der Waals force of
polarizable ions (s)

Requires mobile charges on surfaces in
a polar solvent

Quantum
mechanical

Covalent bond (v)
Metallic bond (v)
Exchange interaction (v)

Strong, short-range, responsible for contact bind-
ing of crystalline surfaces

Solvation Oscillatory force (s)
Depletion force (s)

Mainly entropic in origin, the oscillatory force
alternates between attraction and repulsion

Hydrophobic Attractive hydration force (s) Strong, apparently long-range; origin not yet un-
derstood

Specific
binding

“Lock-and-key” or
complementary binding (v & s)
Receptor–ligand interaction (s)
Antibody–antigen interaction (s)

Subtle combination of different non-covalent
forces giving rise to highly specific binding; main
recognition mechanism of biological systems

Repulsive forces
van der Waals van der Waals disjoining pressure (s) Arises only between dissimilar bodies interacting

in a medium
Electrostatic Coulombic force (v & s) Arises only for certain constrained surface charge

distributions
Quantum
mechanical

Hard-core or steric repulsion (v)
Born repulsion (v)

Short-range, stabilizing attractive covalent and
ionic binding forces, effectively determine molecu-
lar size and shape

Solvation Oscillatory solvation force (s)
Structural force (s)
Hydration force (s)

Monotonically repulsive forces, believed to arise
when solvent molecules bind strongly to surfaces

Entropic Osmotic repulsion (s)
Double-layer force (s)
Thermal fluctuation force (s)
Steric polymer repulsion (s)
Undulation force (s)
Protrusion force (s)

Due to confinement of molecular or ionic species;
requires mechanism that keeps trapped species
between the surfaces

Dynamic interactions
Non-
equilibrium

Hydrodynamic forces (s)
Viscous forces (s)
Friction forces (v & s)
Lubrication forces (s)

Energy-dissipating forces occurring during relative
motion of surfaces or bodies

Note: (v) applies only to interactions in vacuum, (s) applies only to interactions in solution (or to surfaces
separated by a liquid), and (v & s) applies to interactions occurring both in vacuum and in solution.
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18.2 Methods Used to Study Surface Forces

18.2.1 Force Laws

The full force law F(D) between two surfaces, i. e.,
the force F as a function of surface separation D,
can be measured in a number of ways [18.2–6]. The
simplest is to move the base of a spring by a known
amount, ∆D0. Figure 18.1 illustrates this method when
applied to the interaction of two magnets. However,
the method is applicable also at the microscopic or
molecular level, and it forms the basis of all direct
force-measuring apparatuses such as the surface forces
apparatus (SFA; [18.3, 7]) and the atomic force micro-

0

∆D0

∆DD

R'

Repulsion

Jump
A

A'
Slope = ks

Jump
R

Attraction

Force F

Distance D

Base

ks

Fig. 18.1 Schematic attractive force law between two
macroscopic objects such as two magnets, or between two
microscopic objects such as the van der Waals force be-
tween a metal tip and a surface. On lowering the base
supporting the spring, the latter will expand or contract
such that at any equilibrium separation D the attractive
force balances the elastic spring restoring force. If the gra-
dient of the attractive force dF/dD exceeds the gradient
of the spring’s restoring force (defined by the spring con-
stant ks), the upper surface will jump from A into contact
at A′ (A for “advancing”). On separating the surfaces by
raising the base, the two surfaces will jump apart from R to
R′ (R for “receding”). The distance R−R′ multiplied by ks

gives the adhesion force, i. e., the value of F at the point R
(after [18.1] with permission)

scope (AFM; [18.8–10]). If there is a detectable force
between the surfaces, this will cause the force-measuring
spring to deflect by ∆Ds, while the surface separation
changes by ∆D. These three displacements are related
by

∆Ds = ∆D0 −∆D . (18.1)

The difference in force, ∆F, between the initial and final
separations is given by

∆F = ks∆Ds , (18.2)

where ks is the spring constant. The equations above
provide the basis for measurements of the force differ-
ence between any two surface separations. For example,
if a force-measuring apparatus with a known ks can
measure D (and thus ∆D), ∆D0, and ∆Ds, the force dif-
ference ∆F can be measured between a large initial or
reference separation D, where the force is zero (F = 0),
and another separation D−∆D. By working one’s way
in increasing increments of ∆D = ∆D0 −∆Ds, the full
force law F(D) can be constructed over any desired
distance regime.

In order to measure an equilibrium force law, it is
essential to establish that the two surfaces have stopped
moving before the displacements are measured. When
displacements are measured while two surfaces are still
in relative motion, one also measures a viscous or fric-
tional contribution to the total force. Such dynamic
force measurements have enabled the viscosities of li-
quids near surfaces and in thin films to be accurately
determined [18.11–13].

In practice, it is difficult to measure the forces be-
tween two perfectly flat surfaces, because of the stringent
requirement of perfect alignment for making reliable
measurements at distances of a few tenths of a nanome-
ter. It is far easier to measure the forces between curved
surfaces, e.g., two spheres, a sphere and a flat surface,
or two crossed cylinders. Furthermore, the force F(D)

measured between two curved surfaces can be directly
related to the energy per unit area E(D) between two
flat surfaces at the same separation, D, by the so-called
Derjaguin approximation [18.14]:

E(D) = F(D)

2πR
, (18.3)

where R is the radius of the sphere (for a sphere and a flat
surface) or the radii of the cylinders (for two crossed
cylinders).
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18.2.2 Adhesion Forces

The most direct way to measure the adhesion of two
solid surfaces (such as two spheres or a sphere on a flat)
is to suspend one of them on a spring and measure
the adhesion or “pull-off” force needed to separate the
two bodies from its deflection. If ks is the stiffness of
the force-measuring spring and ∆D the distance the
two surfaces jump apart when they separate, then the
adhesion force Fs is given by

Fs = Fmax = ks∆D , (18.4)

where we note that in liquids, the maximum or mini-
mum in the force may occur at some nonzero surface
separation (see Fig. 18.7). From Fs and a known surface
geometry, and assuming that the surfaces were every-
where in molecular contact, one may also calculate the
surface or interfacial energy γ . For an elastically de-
formable sphere of radius R on a flat surface, or for two
crossed cylinders of radius R, we have [18.3, 15]

γ = Fs

3πR
, (18.5)

while for two spheres of radii R1 and R2

γ = Fs

3π

(
1

R1
+ 1

R2

)
, (18.6)

where γ is in units of J m−2 (see Sect. 18.5.2).

18.2.3 The SFA and AFM

In a typical force-measuring experiment, at least two of
the above displacement parameters – ∆D0, ∆D, and
∆Ds – are directly or indirectly measured, and from
these the third displacement and the resulting force law
F(D) are deduced using (18.1) and (18.2) together with
a measured value of ks. For example, in SFA exper-
iments, ∆D0 is changed by expanding or contracting
a piezoelectric crystal by a known amount or by mov-
ing the base of the spring with sensitive motor-driven
mechanical stages. The resulting change in surface
separation ∆D is measured optically, and the spring de-
flection ∆Ds can then be obtained according to (18.1).
In AFM experiments, ∆D0 and ∆Ds are measured using
a combination of piezoelectric, optical, capacitance or
magnetic techniques, from which the change in surface
separation ∆D is deduced. Once a force law is estab-
lished, the geometry of the two surfaces (e.g., their radii)
must also be known before the results can be compared
with theory or with other experiments.

The SFA (Fig. 18.2) is used for measurements of ad-
hesion and force laws between two curved molecularly
smooth surfaces immersed in liquids or controlled va-
pors [18.3, 7, 16]. The surface separation is measured
by multiple beam interferometry with an accuracy of
±0.1 nm. From the shape of the interference fringes one
also obtains the radius of the surfaces, R, and any surface
deformation that arises during an interaction [18.17–19].
The resolution in the lateral direction is about 1 µm. The
surface separation can be independently controlled to
within 0.1 nm, and the force sensitivity is about 10−8 N.
For a typical surface radius of R ≈ 1 cm, γ values can
be measured to an accuracy of about 10−3 mJ m−2.

Several different materials have been used to
form the surfaces in the SFA, including mica [18.20,
21], silica [18.22], sapphire [18.23], and polymer
sheets [18.24]. These materials can also be used as
supporting substrates in experiments on the forces
between adsorbed or chemically bound polymer lay-
ers [18.13, 25–30], surfactant and lipid monolayers and
bilayers [18.31–34], and metal and metal oxide lay-
ers [18.35–42]. The range of liquids and vapors that can
be used is almost endless, and have thus far included
aqueous solutions, organic liquids and solvents, poly-
mer melts, various petroleum oils and lubricant liquids,
and liquid crystals.

Friction attachments for the SFA [18.43–47] allow
for the two surfaces to be sheared laterally past each
other at varying sliding speeds or oscillating frequencies,
while simultaneously measuring both the transverse
(frictional or shear) force and the normal force (load)
between them. The ranges of friction forces and slid-
ing speeds that can be studied with such methods are
currently 10−7 –10−1 N and 10−13 –10−2 m s−1, respec-
tively [18.48]. The externally applied load, L , can be
varied continuously, and both positive and negative
loads can be applied. The distance between the sur-
faces, D, their true molecular contact area, their elastic
(or viscoelastic or elastohydrodynamic) deformation,
and their lateral motion can all be monitored simul-
taneously by recording the moving interference fringe
pattern.

In the atomic force microscope (Fig. 18.3), the
force is measured by monitoring the deflection of
a soft cantilever supporting a sub-microscopic tip
(R ≈ 10–200 nm) as this is interacting with a flat, macro-
scopic surface [18.8, 49, 50]. The measurements can be
done in a vapor or liquid. The normal (bending) spring
stiffness of the cantilever can be as small as 0.01 N m−1,
allowing measurements of normal forces as small as
1 pN (10−12 N), which corresponds to the bond strength
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Fig. 18.2 A surface forces apparatus (SFA) where the intermolecular forces between two macroscopic, cylindrical surfaces
of local radius R can be directly measured as a function of surface separation over a large distance regime from tenths of
a nanometer to micrometers. Local or transient surface deformations can be detected optically. Various attachments for
moving one surface laterally with respect to the other have been developed for friction measurements in different regimes
of sliding velocity and sliding distance (after [18.16] with permission)

of single molecules [18.51, 52]. Distances can be in-
ferred with an accuracy of about 1 nm, and changes in
distance can be measured to about 0.1 nm. Since the con-
tact area is small, different interaction regimes can be
resolved on samples with a heterogeneous composition
on lateral scales of about ten nanometers. Height differ-
ences and the roughness of the sample can be measured
directly from the cantilever deflection or, alternatively,
by using a feedback system to raise or lower the sample
so that the deflection (the normal force) is kept constant
during a scan over the area of interest. Weak interaction
forces and larger (microscopic) interaction areas can be
investigated by replacing the tip with a micrometer-sized
sphere to form a “colloidal probe” [18.9].

The atomic force microscope can also be used for
friction measurements (lateral force microscopy, LFM)
by monitoring the torsion of the cantilever as the sample
is scanned in the direction perpendicular to the long axis
of the cantilever [18.10, 50, 53, 54]. Typically, the stiff-
ness of the cantilever to lateral bending is much larger
than to bending in the normal direction and to torsion,
so that these signals are decoupled and height and fric-
tion can be detected simultaneously. The torsional spring
constant can be as low as 0.1 N m−1, giving a lateral
(friction) force sensitivity of 10−11 N.

Rapid technical developments have facilitated the
calibrations of the normal [18.55, 56] and lateral spring
constants [18.54,57], as well as in situ measurements of
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Fig. 18.3 Schematic drawing of an
atomic force microscope (AFM) tip
supported on a triangular cantilever
interacting with an arbitrary solid sur-
face. The normal force and topology
are measured by monitoring the cali-
brated deflection of the cantilever as
the tip is moved across the surface by
means of a piezoelectric transducer.
Various designs have been developed
that move either the sample or the can-
tilever during the scan. Friction forces
can be measured from the torsion of
the cantilever when the scanning is in
the direction perpendicular to its long
axis (after [18.62] with permission)

the macroscopic tip radius [18.58]. Cantilevers of dif-
ferent shapes with a large range of spring constants, tip
radii, and surface treatments (inorganic or organic coat-
ings) are commercially available. The flat surface, and
also the particle in the colloidal probe technique, can be
any material of interest. However, remaining difficulties
with this technique are that the distance between the tip
and the substrate, D, and the deformations of the tip and
sample are not directly measurable. Another important
difference between the AFM/LFM and SFA techniques
is the different size of the contact area, and the related
observation that even when a cantilever with a very low
spring constant is used in the AFM, the pressure in the
contact zone is typically much higher than in the SFA.
Hydrodynamic effects in liquids also affect the mea-
surements of normal forces differently on certain time
scales [18.59–61].

18.2.4 Some Other Force-Measuring
Techniques

A large number of other techniques are available for
the measurements of the normal forces between solid or
fluid surfaces (see [18.5,62]). The techniques discussed
in this section are not used for lateral (friction) force
measurements, but are commonly used to study normal
forces, particularly in biological systems.

Micropipette aspiration is used to measure the forces
between cells or vesicles, or between a cell or vesicle
and another surface [18.63–65]. The cell or vesicle is
held by suction at the tip of a glass micropipette and de-

forms elastically in response to the net interactions with
another surface and to the applied suction. The shape of
the deformed surface (cell membrane) is measured and
used to deduce the force between the surfaces and the
membrane tension [18.64]. The membrane tension, and
thus the stiffness of the cell or vesicle, is regulated by
applying different hydrostatic pressures. Forces can be
measured in the range of 0.1 pN to 1 nN, and the distance
resolution is a few nanometers. The interactions between
a colloidal particle and another surface can be studied
by attaching the particle to the cell membrane [18.66].

In the osmotic stress technique, pressures are meas-
ured between colloidal particles in aqueous solution,
membranes or bilayers, or other ordered colloidal
structures (viruses, DNA). The separation between the
particle surfaces and the magnitude of membrane un-
dulations are measured by X-ray or neutron scattering
techniques. This is combined with a measurement of the
osmotic pressure of the solution [18.67–70]. The tech-
nique has been used to measure repulsive forces, such as
DLVO interactions, steric forces, and hydration forces
[18.71]. The sensitivity in pressure is 0.1 mN m−2, and
distances can be resolved to 0.1 nm.

The optical tweezers technique is based on the trap-
ping of dielectric particles at the center of a focused
laser beam by restoring forces arising from radiation
pressure and light intensity gradients [18.72, 73]. The
forces experienced by particles as they are moved to-
ward or away from one another can be measured with
a sensitivity in the pN range. Small biological molecules
are typically attached to a larger bead of a material
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with suitable refractive properties. Recent develop-
ment allows determinations of position with nanometer
resolution [18.74], which makes this technique use-
ful for studying the forces during extension of single
molecules.

In total internal reflection microscopy (TIRM), the
potential energy between a micrometer-sized colloidal
particle and flat surface in aqueous solution is deduced
from the average equilibrium height of the particle above
the surface, measured from the intensity of scattered
light. The average height (D ≈ 10–100 nm) results from
a balance of gravitational force, radiation pressure from
a laser beam focused at the particle from below, and
intermolecular forces [18.75]. The technique is partic-
ularly suitable for measuring weak forces (sensitivity
ca. 10−14 N), but is more difficult to use for systems

with strong interactions. A related technique is reflec-
tion interference contrast microscopy (RICM), where
optical interference is used to also monitor changes
in the shape of the approaching colloidal particle or
vesicle [18.76].

An estimate of bond strengths can be obtained from
the hydrodynamic shear force exerted by a fluid on par-
ticles or cells attached to a substrate [18.77, 78]. At
a critical force, the bonds are broken and the particle
or cell will be detached and move with the velocity of
the fluid. This method requires knowledge of the contact
area and the flow velocity profile of the fluid. Further-
more, a uniform stress distribution in the contact area is
generally assumed. At low bond density, this technique
can be used to determine the strength of single bonds
(1 pN).

18.3 Normal Forces Between Dry (Unlubricated) Surfaces
18.3.1 Van der Waals Forces in Vacuum

and Inert Vapors

Forces between macroscopic bodies (such as colloidal
particles) across vacuum arise from interactions between
the constituent atoms or molecules of each body across
the gap separating them. These intermolecular interac-
tions are electromagnetic forces between permanent or
induced dipoles (van der Waals forces), and between
ions (electrostatic forces). In this section, we describe
the van der Waals forces, which occur between all atoms
and molecules and between all macroscopic bodies (see
[18.3]).

The interaction between two permanent dipoles with
a fixed relative orientation can be attractive or re-
pulsive. For the specific case of two freely rotating
permanent dipoles in a liquid or vapor (orientational or
Keesom interaction), and for a permanent dipole and
an induced dipole in an atom or polar or nonpolar
molecule (induction or Debye interaction), the inter-
action is on average always attractive. The third type
of van der Waals interaction, the fluctuation or Lon-
don dispersion interaction, arises from instantaneous
polarization of one nonpolar or polar molecule due to
fluctuations in the charge distribution of a neighboring
nonpolar or polar molecule (Fig. 18.4a). Correlation be-
tween these fluctuating induced dipole moments gives
an attraction that is present between any two molecules
or surfaces across vacuum. At very small separa-
tions, the interaction will ultimately be repulsive as

the electron clouds of atoms and molecules begin to
overlap. The total interaction is thus a combination
of a short-range repulsion and a relatively long-range
attraction.

Except for in highly polar materials such as water,
London dispersion interactions give the largest con-
tribution (70–100 %) to the van der Waals attraction.
The interaction energy of the van der Waals force be-
tween atoms or molecules depends on the separation r
as

E(D) = −CvdW

r6
, (18.7)

where the constant CvdW depends on the dipole mo-
ments and polarizabilities of the molecules. At large
separations (> 10 nm), the London interaction is weak-
ened by a randomizing effect caused by the rapid
fluctuations. That is, the induced temporary dipole mo-
ment of one molecule may have changed during the
time needed for the transmission of the electromag-
netic wave (photon) generated by its fluctuating charge
density to another molecule and the return of the pho-
ton generated by the induced fluctuation in this second
molecule. This phenomenon is called retardation and
causes the interaction energy to decay as r−7 at large
separations [18.79].

Dispersion interactions are to a first approximation
additive, and their contribution to the interaction energy
between two macroscopic bodies (such as colloidal par-
ticles) across vacuum can be found by summing the
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pair-wise interactions [18.80]. The interaction is gen-
erally described in terms of the Hamaker constant, AH.
Another approach is to treat the interacting bodies and an
intervening medium as continuous phases and determine
the strength of the interaction from bulk dielectric prop-
erties of the materials [18.81, 82]. Unlike the pair-wise

Table 18.2 Van der Waals interaction energy and force between macroscopic bodies of different geometries

Geometry of bodies van der Waals interaction

with surfaces D apart (D � R) Energy, E Force, F

Two atoms or
small molecules

σ

r

r � σ
−CvdW

r6

−6CvdW

r7

Two flat surfaces
(per unit area)

r

D

Area = πr2

r � D
−AH

12πD2

−AH

6πD3

Two spheres or
macromolecules
of radii R1 and R2

D

R1

R2 R1, R2 � D
−AH

6D

(
R1 R2

R1 + R2

) −AH

6D2

(
R1 R2

R1 + R2

)

Sphere or
macromolecule
of radius R
near a flat surface

R

D R � D
−AH R

6D

−AH R

6D2

Two parallel
cylinders or rods of
radii R1 and R2
(per unit length) Length

R1 R2

R1, R2 � D
−AH

12
√

2 D3/2

(
R1 R2

R1 + R2

)1/2 −AH

8
√

2 D5/2

(
R1 R2

R1 + R2

)1/2

Cylinder of
radius R
near a flat surface
(per unit length)

D

R

R � D
−AH

√
R

12
√

2 D3/2

−AH
√

R

8
√

2 D5/2

Two cylinders or
filaments of radii R1
and R2 crossed
at 90◦

R1

R2
D R1, R2 � D

−AH
√

R1 R2

6D

−AH
√

R1 R2

6D2

A negative force (AH positive) implies attraction, a positive force means repulsion (AH negative)
(after [18.62] with permission)

summation, this method takes into account the screening
of the interactions between molecules inside the bodies
by the molecules closer to the surfaces and the effects
of the intervening medium. For the interaction between
material 1 and material 3 across material 2, the non-
retarded Hamaker constant given by the Lifshitz theory
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is approximately [18.3]:

AH,123 = AH,ν=0 + AH,ν>0

≈ 3
4 kBT

(
ε1−ε2
ε1+ε2

) (
ε3−ε2
ε3+ε2

)
+ 3hνe

8
√

2

(
n2

1−n2
2

)(
n2

3−n2
2

)
√(

n2
1+n2

2

)√(
n2

3+n2
2

)(√(
n2

1+n2
2

)+√(n2
3+n2

2

)) , (18.8)

where the first term (ν = 0) represents the permanent
dipole and dipole–induced dipole interactions and the
second (ν > 0) the London (dispersion) interaction.
εi and ni are the static dielectric constants and re-
fractive indexes of the materials, respectively. νe is
the frequency of the lowest electron transition (around
3 × 1015 s−1). Either one of the materials 1, 2, or 3 in
(18.8) can be vacuum or air (ε = n = 1). AH is typically
10−20 –10−19 J (the higher values are found for met-
als) for interactions between solids and liquids across
vacuum or air.

The interaction energy between two macroscopic
bodies is dependent on the geometry and is always at-
tractive between two bodies of the same material [AH
positive, see (18.8)]. The van der Waals interaction
energy and force laws (F = −dE(D)/dD) for some
common geometries are given in Table 18.2. Because of
the retardation effect, the equations in Table 18.2 will
lead to an overestimation of the dispersion force at large
separations. It is, however, apparent that the interaction
energy between macroscopic bodies decays more slowly
with separation (i. e., has a longer range) than between
two molecules.

For inert nonpolar surfaces, e.g., consisting of hy-
drocarbons or van der Waals solids and liquids, the
Lifshitz theory has been found to apply even at molecular
contact, where it can be used to predict the surface en-
ergies (surface tensions) of such solids and liquids. For
example, for hydrocarbon surfaces, AH = 5 × 10−20 J.
Inserting this value into the equation for two flat sur-
faces (Table 18.2) and using a “cut-off” distance of
D0 ≈ 0.165 nm as an effective separation when the
surfaces are in contact [18.3], we obtain for the sur-
face energy γ (which is defined as half the interaction
energy)

γ = E

2
= AH

24πD2
0

≈ 24 mJ m−2 , (18.9)

a value that is typical for hydrocarbon solids and li-
quids [18.83].

If the adhesion force is measured between a spher-
ical surface of radius R = 1 cm and a flat surface
using an SFA, we expect the adhesion force to be

(see Table 18.2) F = AH R/(6D2
0) = 4πRγ ≈ 3.0 mN.

Using a spring constant of ks = 100 N m−1, such an
adhesive force will cause the two surfaces to jump
apart by ∆D = F/ks = 30 µm, which can be accurately
measured. (For elastic bodies that deform in adhesive
contact, R changes during the interaction and the meas-
ured adhesion force is 25% lower, see Sect. 18.5.2).
Surface energies of solids can thus be directly meas-
ured with the SFA and, in principle, with the AFM if the
contact geometry can be quantified. The measured val-
ues are in good agreement with calculated values based
on the known surface energies γ of the materials, and
for nonpolar low-energy solids they are well accounted
for by the Lifshitz theory [18.3].

18.3.2 Charge Exchange Interactions

Electrostatic interactions are present between ions
(Coulomb interactions), between ions and permanent
dipoles, and between ions and nonpolar molecules in
which a charge induces a dipole moment. The interac-
tion energy between ions or between a charge and a fixed
permanent dipole can be attractive or repulsive. For an
induced dipole or a freely rotating permanent dipole in
vacuum or air, the interaction energy with a charge is
always attractive.

Spontaneous charge transfer may occur between two
dissimilar materials in contact [18.84]. The phenomenon
is especially prominent in contacts between a metal,
for example, mercury, and a material with low conduc-
tivity, but is also observed, for example, between two
different polymer layers. During separation, rolling or
sliding of one body over the other, the surfaces experi-
ence both charge transition from one surface to the other
and charge transfer (conductance) along each surface
(Fig. 18.4b). The latter process is typically slower, and,
as a result, charges remain on the surfaces as they are
separated in vacuum or dry nitrogen gas. The charging
gives rise to a strong adhesion with adhesion energies of
over 1,000 mJ m−2, similar to fracture or cohesion ener-
gies of the solid bodies themselves [18.84, 85]. Upon
separating the surfaces farther apart, a strong, long-
range electrostatic attraction is observed. The charging
can be decreased through discharges across the gap be-
tween the surfaces (which requires a high charging) or
through conducting in the solids. It has been suggested
that charge exchange interactions are particularly impor-
tant in rolling friction between dry surfaces (which can
simplistically be thought of as an adhesion–separation
process), where the distance dependence of forces act-
ing normally to the surfaces plays a larger role than
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in sliding friction. Recent experiments on the sliding
friction between metal–insulator surfaces indicate that
stick–slip would be accompanied by charge transfer
events [18.86].

Photo-induced charge transfer, or harpooning, in-
volves the transfer of an electron between an atom in
a molecular beam or at a solid surface (typically al-
kali or transition metal) to an atom or molecule in
a gas (typically halides) to form a negatively charged
molecular ion in a highly excited vibrational state.
This transfer process can occur at atomic distances
of 0.5–0.7 nm, which is far from molecular contact.
The formed molecular ion is attracted to the sur-
face and chemisorbs onto it. Photo-induced charge
transfer processes also occur in the photosynthesis in
green plants and in photoelectrochemical cells (so-
lar cells) at the junction between two semiconductors
or between a semiconductor and an electrolyte solu-
tion [18.87].

18.3.3 Sintering and Cold Welding

When macroscopic particles in a powder or in a suspen-
sion come into molecular contact, they can bond together
to form a network or solid body with very different den-
sity and shear strength compared to the powder (a typical
example is porcelain). The rate of bonding is dependent
on the surface energy (causing a stress at the edge of the
contact) and the atomic mobility (diffusion rate) of the
contacting materials. To increase the diffusion rate, ob-
jects formed from powders are heated to about one-half
of the melting temperature of the components in a pro-
cess called sintering, which can be done in different
atmospheres or in a liquid.

In the sintering process, the surface energy of the
system is lowered due to the reduction of total sur-
face area (Fig. 18.4c). In metal and ceramic systems,
the most important mechanism is solid-state diffu-
sion, initially surface diffusion. As the surface area
decreases and the grain boundaries increase at the con-

Surface
diffusion

Inter-diffusion
Flow

c)

Sparks

+ + + +

+ –– – – –
+

b)a)

+
–

+
– Fig. 18.4a–c Schematic representa-

tion of (a) van der Waals interaction
(dipole–induced dipole interaction),
(b) charge exchange, which acts to in-
crease adhesion and friction forces,
and (c) sintering between two surfaces

tacts, grain boundary diffusion and diffusion through the
crystal lattice become more important. The grain bound-
aries will eventually migrate, so that larger particles
are formed (coarsening). Mass can also be transferred
through evaporation and condensation, and through vis-
cous and plastic flow. In liquid-phase sintering, the
materials can melt, which increases the mass trans-
port. Amorphous materials like polymers and glasses
do not have real grain boundaries and sinter by viscous
flow [18.88].

Some of these mechanisms (surface diffusion and
evaporation–condensation) reduce the surface area and
increase the grain size (coarsening) without densifica-
tion, in contrast to bulk transport mechanisms like grain
boundary diffusion and plastic and viscous flow. As the
material becomes denser, elongated pores collapse to
form smaller, spherical pores with a lower surface en-
ergy. Models for sintering typically consider the size and
growth rate of the grain boundary (the “neck”) formed
between two spherical particles. At a high stage of densi-
fication, the sintering stress σ at the curved neck between
two particles is given by [18.88]

σ = 2γSS

G
+ 2γSV

rp
, (18.10)

where γSS is the solid–solid grain boundary energy,
γSV is the solid–vapor surface energy, G is the grain
size, and rp is the radius of the pore.

A related phenomenon is cold welding, which is
the spontaneous formation of strong junctions between
clean (unoxidized) metal surfaces with a mutual solu-
bility when they are brought in contact with or without
an applied pressure. The plastic deformations accom-
panying the formation and breaking of such contacts on
a molecular scale during motion of one surface normally
(see Fig. 18.10c,d) or laterally (shearing) with respect to
the other have been studied both experimentally [18.89]
and theoretically [18.90–95]. The breaking of a cold
welded contact is generally associated with damage or
deformation of the surface structure.
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18.4 Normal Forces Between Surfaces in Liquids

18.4.1 Van der Waals Forces in Liquids

The dispersion interaction in a medium will be sig-
nificantly lower than in vacuum, since the attractive
interaction between two solute molecules in a medium
(solvent) involves displacement and reorientation of the
nearest-neighbor solvent molecules. Even though the
surrounding medium may change the dipole moment
and polarizability from that in vacuum, the interaction
between two identical molecules remains attractive in
a binary mixture. The extension of the interactions to
the case of two macroscopic bodies is the same as de-
scribed in Sect. 18.3.1. Typically, the Hamaker constants
for interactions in a medium are an order of magnitude
lower than in vacuum. Between macroscopic surfaces in
liquids, van der Waals forces become important at dis-
tances below 10–15 nm and may at these distances start
to dominate interactions of different origin that have
been observed at larger separations.

Figure 18.5 shows the measured van der Waals forces
between two crossed cylindrical mica surfaces in water
and various salt solutions. Good agreement is obtained

Force/Radius F/R (mN/m)

Distance D (nm)
0

0

–0.1

–0.2

–0.3

–0.4

–0.5
5 10

Non-
retarded
regime

Retarded regime

F/R = – AH/6D 2

AH = 2.2 × 10–20 J

Fig. 18.5 Attractive van der Waals force F between two
curved mica surfaces of radius R ≈ 1 cm measured in
water and various aqueous electrolyte solutions. The elec-
trostatic interaction has been subtracted from the total
measured force. The measured non-retarded Hamaker con-
stant is AH = 2.2 × 10−20 J. Retardation effects are apparent
at distances larger than 5 nm, as expected theoretically. (Af-
ter [18.3]. Copyright 1991, with permission from Elsevier
Science)

between experiment and theory. At larger surface sepa-
rations, above about 5 nm, the measured forces fall off
more rapidly than as D−2. This retardation effect (see
Sect. 18.3.1) is also predicted by Lifshitz theory and is
due to the time needed for propagation of the induced
dipole moments over large distances.

From Fig. 18.5, we may conclude that at separations
above about 2 nm, or 8 molecular diameters of water, the
continuum Lifshitz theory is valid. This would mean that
water films as thin as 2 nm may be expected to have bulk-
like properties, at least as far as their interaction forces
are concerned. Similar results have been obtained with
other liquids, where in general continuum properties
are manifested, both as regards their interactions and
other properties such as viscosity, at a film thickness
larger than 5 or 10 molecular diameters. In the absence
of a solvent (in vacuum), the agreement of measured
van der Waals forces with the continuum Lifshitz theory
is generally good at all separations down to molecular
contact (D = D0).

Van der Waals interactions in a system of three or
more different materials (see (18.8)) can be attractive
or repulsive, depending on their dielectric properties.
Numerous experimental studies show the attractive van
der Waals forces in various systems [18.3], and also
repulsive van der Waals forces have been measured di-
rectly [18.96]. A practical consequence of the repulsive
interaction obtained across a medium with intermedi-
ate dielectric properties is that the van der Waals forces
will give rise to preferential, nonspecific adsorption of
molecules with an intermediate dielectric constant. This
is commonly seen as adsorption of vapors or solutes
to a solid surface. It is also possible to diminish the
attractive interaction between dispersed colloidal par-
ticles by adsorption of a thin layer of material with
dielectric properties close to those of the surrounding
medium (matching of refractive index), or by adsorp-
tion of a polymer that gives a steric repulsive force that
keeps the particles separated at a distance where the
magnitude of the van der Waals attraction is negligible.
Thermal motion will then keep the particles dispersed.

18.4.2 Electrostatic
and Ion Correlation Forces

Most surfaces in contact with a highly polar liquid (such
as water) acquire a surface charge, either by dissoci-
ation of ions from the surface into the solution or by
preferential adsorption of certain ions from the solution.
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The surface charge is balanced by a layer of oppositely
charged ions (counterions) in the solution at some small
distance from the surface (see [18.3]). In dilute solu-
tion, this distance is the Debye length, κ−1, which is
purely a property of the electrolyte solution. The Debye
length falls with increasing ionic strength (i. e., with the
molar concentration Mi and valency zi ) of the ions in
solution:

κ−1 =
⎛
⎜⎝ εε0kBT

e2 NA
∑

i
z2

i Mi

⎞
⎟⎠

1/2

, (18.11)

where e is the electronic charge. For example, for
1:1 electrolytes at 25 ◦C, κ−1 = 0.304 nm/

√
M1:1,

where Mi is given in M (mol dm−3). κ−1 is thus ca.
10 nm in a 1 mM NaCl solution and 0.3 nm in a 1 M so-
lution. In totally pure water at pH 7, where Mi = 10−7 M,
κ−1 is 960 nm, or about 1 µm. The Debye length also
relates the surface charge density σ of a surface to
the electrostatic surface potential ψ0 via the Grahame
equation, which for 1:1 electrolytes can be expressed
as:

σ =√
8εε0kBT sinh (eψ0/2kBT )×

√
M1:1 . (18.12)

Since the Debye length is a measure of the thickness
of the diffuse atmosphere of counterions near a charged
surface, it also determines the range of the electro-
static “double-layer” interaction between two charged
surfaces. The electrostatic double-layer interaction is an
entropic effect that arises upon decreasing the thickness
of the liquid film containing the dissolved ions. Because
of the attractive force between the dissolved ions and
opposite charges on the surfaces, the ions stay between
the surfaces, but an osmotic repulsion arises as their
concentration increases. The long-range electrostatic in-
teraction energy at large separations (weak overlap)
between two similarly charged molecules or surfaces
is typically repulsive and is roughly an exponentially
decaying function of D:

E(D) ≈ +CES e−κD , (18.13)

where CES is a constant that depends on the geometry of
the interacting surfaces, on their surface charge density,
and the solution conditions (Table 18.3). We see that
the Debye length is the decay length of the interaction
energy between two surfaces (and of the mean poten-
tial away from one surface). CES can be determined by
solving the so-called Poisson–Boltzmann equation or
by using other theories [18.97,98]. The equations in Ta-

ble 18.3 are expressed in terms of a constant, Z, defined
as

Z = 64πεε0(kBT/e)2 tanh2 [zeψ0/(4kBT )] ,

(18.14)

which depends only on the properties of the surfaces.
The above approximate expressions are accurate

only for surface separations larger than about one Debye
length. At smaller separations one must use numerical
solutions of the Poisson–Boltzmann equation to obtain
the exact interaction potential, for which there are no
simple expressions. In the limit of small D, it can be
shown that the interaction energy depends on whether
the surfaces remain at constant potential ψ0 (as assumed
in the above equations) or at constant charge σ (when the
repulsion exceeds that predicted by the above equations),
or somewhere between these limits. In the “constant
charge limit” the total number of counterions in the com-
pressed film does not change as D is decreased, whereas
at constant potential, the concentration of counterions is
constant.The limiting pressure (or force per unit area) at
constant charge is the osmotic pressure of the confined
ions:

F = kBT × ion number density

= 2σkBT/(zeD), for D � κ−1 . (18.15)

That is, as D → 0 the double-layer pressure at con-
stant surface charge becomes infinitely repulsive and
independent of the salt concentration (at constant poten-
tial the force instead becomes a constant at small D).
However, at small separations, the van der Waals at-
traction (which goes as D−2 between two spheres or
as D−3 between two planar surfaces, see Table 18.2)
wins out over the double-layer repulsion, unless some
other short-range interaction becomes dominant (see
Sect. 18.4.4). This is the theoretical prediction that forms
the basis of the so-called Derjaguin–Landau–Verwey–
Overbeek (DLVO) theory [18.97, 99], illustrated in
Fig. 18.6.

Because of the different distance dependence of
the van der Waals and electrostatic interactions, the
total force law, as described by the DLVO theory,
can show several minima and maxima. Typically, the
depth of the outer (secondary) minimum is a few kBT ,
enough to cause reversible flocculation of particles
from an aqueous dispersion. If the force barrier be-
tween the secondary and primary minimum is lowered,
for example, by increasing the electrolyte concentra-
tion, particles can be irreversibly coagulated in the
primary minimum. In practice, other forces (described
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Table 18.3 Electrical “double-layer” interaction energy E(D) and force (F = −dE/dD) between macroscopic bodies

Geometry of bodies Electric “double-layer” interaction

with surfaces D apart (D � R) Energy, E Force, F

Two ions or
small molecules

σ

r

Solvent
ε

z1e

z2e
r � σ

+z1z2e2

4πεε0r

e−κ(r−σ)

(1+κσ)

+z1z2e2

4πεε0r2

(1+κr)

(1+κσ)
e−κ(r−σ)

Two flat surfaces
(per unit area)

r

D

Area = πr2

r � D (κ/2π) Z e−κD
(
κ2/2π

)
Z e−κD

Two spheres or
macromolecules
of radii R1 and R2

D

R1

R2 R1, R2 � D

(
R1 R2

R1+R2

)
Z e−κD κ

(
R1 R2

R1 + R2

)
Z e−κD

Sphere or macro-
molecule of radius R
near a flat surface

R

D R � D RZ e−κD κRZ e−κD

Two parallel
cylinders or rods of
radii R1 and R2
(per unit length)

Length

R1 R2

R1, R2 � D
κ1/2

√
2π

(
R1 R2

R1+R2

)1/2

Z e−κD κ3/2

√
2π

(
R1 R2

R1+R2

)1/2

Z e−κD

Cylinder of
radius R
near a flat surface
(per unit length)

D

R

R � D κ1/2

√
R

2π
Z e−κD κ3/2

√
R

2π
Z e−κD

Two cylinders or
filaments of radii R1
and R2
crossed at 90◦

R1

R2
D R1, R2 � D

√
R1 R2 Z e−κD κ

√
R1 R2 Z e−κD

The interaction energy and force for bodies of different geometries is based on the Poisson–Boltzmann equation (a continuum, mean-field
theory). Equation (18.14) gives the interaction constant Z (in terms of surface potential ψ0) for the interaction between similarly charged
(ionized) surfaces in aqueous solutions of monovalent electrolyte. It can also be expressed in terms of the surface charge density σ by applying
the Grahame equation (18.12) (after [18.62] with permission)

in the following sections) often appear at very small
separations, so that the full force law between two sur-
faces or colloidal particles in solution can be more
complex than might be expected from the DLVO
theory.

There are situations when the double-layer inter-
action can be attractive at short range even between
surfaces of similar charge, especially in systems with
charge regulation due to dissociation of chargeable
groups on the surfaces [18.100]; ion condensa-
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Interaction energy E

Normalized distance   D
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Primary minimum adhesion at D≈0

D

Net DLVO interaction

Double-layer
repulsion

Force
barrier

High σ

Low  σ

vdW attraction

Secondary minimum

Fig. 18.6 Schematic plots of the DLVO interaction po-
tential energy E between two flat, charged surfaces (or,
according to the Derjaguin approximation, (18.3), the
force F between two curved surfaces) as a function of the
surface separation normalized by the Debye length, κ−1.
The van der Waals attraction (inverse power-law depen-
dence on D) together with the repulsive electrostatic
“double-layer” force (roughly exponential) at different sur-
face charge σ (or potential, see (18.12)) determine the
net interaction potential in aqueous electrolyte solution
(after [18.62] with permission)

tion [18.101], which may lower the effective surface
charge density in systems containing di-and trivalent
counterions; or ion correlation, which is an addi-
tional van der Waals-like attraction due to mobile
and therefore highly polarizable counterions located at
the surface [18.102]. The ion correlation (or charge
fluctuation) force becomes significant at separations
below 4 nm and increases with the surface charge
density σ and the valency z of the counterions. Com-
puter simulations have shown that at high charge
density and monovalent counterions, the ion correlation
force can reduce the effective double-layer repulsion
by 10–15 %. With divalent counterions, the ion cor-
relation force was found to exceed the double-layer
repulsion and the total force then became attractive
at a separation below 2 nm even in dilute electrolyte
solution [18.103]. Experimentally, such short-range at-
tractive forces have been found in charged bilayer
systems [18.104, 105].

18.4.3 Solvation and Structural Forces

When a liquid is confined within a restricted space,
for example, a very thin film between two surfaces, it
ceases to behave as a structureless continuum. At small
surface separations (below about 10 molecular diam-
eters), the van der Waals force between two surfaces
or even two solute molecules in a liquid (solvent) is
no longer a smoothly varying attraction. Instead, there
arises an additional “solvation” force that generally os-
cillates between attraction and repulsion with distance,
with a periodicity equal to some mean dimension σ of
the liquid molecules [18.106]. Figure 18.7a shows the
force law between two smooth mica surfaces across the
hydrocarbon liquid tetradecane, whose inert, chain-like
molecules have a width of σ ≈ 0.4 nm.

The short-range oscillatory force law is related to the
“density distribution function” and “potential of mean
force” characteristic of intermolecular interactions in
liquids. These forces arise from the confining effects two
surfaces have on liquid molecules, forcing them to order
into quasi-discrete layers. Such layers are energetically
or entropically favored and correspond to the minima in
the free energy, whereas fractional layers are disfavored
(energy maxima). This effect is quite general and arises
in all simple liquids when they are confined between
two smooth, rigid surfaces, both flat and curved. Oscil-
latory forces do not require any attractive liquid–liquid
or liquid–wall interaction, only two hard walls confin-
ing molecules whose shape is not too irregular and that
are free to exchange with molecules in a bulk liquid
reservoir. In the absence of any attractive pressure be-
tween the molecules, the bulk liquid density could be
maintained by an external hydrostatic pressure – in real
liquids attractive van der Waals forces play the role of
such an external pressure.

Oscillatory forces are now well understood theo-
retically, at least for simple liquids, and a number of
theoretical studies and computer simulations of vari-
ous confined liquids (including water) that interact via
some form of Lennard-Jones potential have invariably
led to an oscillatory solvation force at surface separa-
tions below a few molecular diameters [18.107–114]. In
a first approximation, the oscillatory force law may be
described by an exponentially decaying cosine function
of the form

E ≈ E0 cos(2πD/σ)e−D/σ , (18.16)

where both theory and experiments show that the oscil-
latory period and the characteristic decay length of the
envelope are close to σ .
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1M KCl

0.25 nm

a) b)

Fig. 18.7 (a) Solid curve: Forces measured between two mica surfaces across saturated linear chain alkanes such as
n-tetradecane and n-hexadecane [18.115,116]. The 0.4 nm periodicity of the oscillations indicates that the molecules are
preferentially oriented parallel to the surfaces, as shown schematically in the upper insert. The theoretical continuum van
der Waals attraction is shown as a dotted curve. Dashed curve: Smooth, non-oscillatory force law exhibited by irregularly
shaped alkanes (such as 2-methyloctadecane) that cannot order into well-defined layers (lower insert) [18.116, 117].
Similar non-oscillatory forces are also observed between “rough” surfaces, even when these interact across a saturated
linear chain liquid. This is because the irregularly shaped surfaces (rather than the liquid) now prevent the liquid
molecules from ordering in the gap. (b) Forces measured between charged mica surfaces in KCl solutions of varying
concentrations [18.20]. In dilute solutions (10−5 and 10−4 M), the measured forces are excellently described by the DLVO
theory, based on exact solutions to the nonlinear Poisson–Boltzmann equation for the electrostatic forces and the Lifshitz
theory for the van der Waals forces (using a Hamaker constant of AH = 2.2 × 10−20 J). At higher concentrations, as more
hydrated K+ cations adsorb onto the negatively charged surfaces, an additional hydration force appears superimposed on
the DLVO interaction at distances below 3–4 nm. This force has both an oscillatory and a monotonic component. Insert:
Short-range hydration forces between mica surfaces shown as pressure versus distance. The lower and upper curves show
surfaces 40% and 95% saturated with K+ ions. At larger separations, the forces are in good agreement with the DLVO
theory. (After [18.3]. Copyright 1991, with permission from Elsevier Science)

Once the solvation zones of the two surfaces overlap,
the mean liquid density in the gap is no longer the same
as in the bulk liquid. Since the van der Waals interaction
depends on the optical properties of the liquid, which in
turn depends on the density, the van der Waals and the
oscillatory solvation forces are not strictly additive. It is
more correct to think of the solvation force as the van
der Waals force at small separations with the molecular
properties and density variations of the medium taken
into account. It is also important to appreciate that solva-
tion forces do not arise simply because liquid molecules
tend to structure into semi-ordered layers at surfaces.
They arise because of the disruption or change of this
ordering during the approach of a second surface. The
two effects are related; the greater the tendency toward

structuring at an isolated surface the greater the solva-
tion force between two such surfaces, but there is a real
distinction between the two phenomena that should be
borne in mind.

Oscillatory forces lead to different adhesion val-
ues depending on the energy minimum from which two
surfaces are being separated. For an interaction energy
described by (18.16), “quantized” adhesion energies will
be E0 at D = 0 (primary minimum), E0/e at D = σ ,
E0/e2 at D = 2σ , etc. E0 can be thought of as a de-
pletion force (see Sect. 18.4.5) that is approximately
given by the osmotic limit E0 ≈ −kBT/σ2, which can
exceed the contribution to the adhesion energy in contact
from the van der Waals forces (at D0 ≈ 0.15–0.20 nm,
as discussed in Sect. 18.3.1, keeping in mind that the
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Lifshitz theory fails to describe the force law at interme-
diate distances). Such multivalued adhesion forces have
been observed in a number of systems, including the
interactions of fibers.

Measurements of oscillatory forces between differ-
ent surfaces across both aqueous and nonaqueous liquids
have revealed their richness of properties [18.118–121],
for example, their great sensitivity to the shape and
rigidity of the solvent molecules, to the presence of
other components, and to the structure of the confin-
ing surfaces (see Sects. 18.5.3 and 18.9). In particular,
the oscillations can be smeared out if the molecules
are irregularly shaped (e.g., branched) and therefore un-
able to pack into ordered layers, or when the interacting
surfaces are rough or fluid-like (see Sect. 18.4.6).

It is easy to understand how oscillatory forces arise
between two flat, plane parallel surfaces. Between two
curved surfaces, e.g., two spheres, one might imagine the
molecular ordering and oscillatory forces to be smeared
out in the same way that they are smeared out between
two randomly rough surfaces (see Sect. 18.5.3); how-
ever, this is not the case. Ordering can occur so long
as the curvature or roughness is itself regular or uni-
form, i. e., not random. This is due to the Derjaguin
approximation (18.3). If the energy between two flat
surfaces is given by a decaying oscillatory function
(for example, a cosine function as in (18.16)), then
the force (and energy) between two curved surfaces
will also be an oscillatory function of distance with
some phase shift. Likewise, two surfaces with regularly
curved regions will also retain their oscillatory force
profile, albeit modified, as long as the corrugations are
truly regular, i. e., periodic. On the other hand, surface
roughness, even on the nanometer scale, can smear out
oscillations if the roughness is random and the confined
molecules are smaller than the size of the surface asper-
ities [18.122, 123]. If an organic liquid contains small
amounts of water, the expected oscillatory force can
be replaced by a strongly attractive capillary force (see
Sect. 18.5.1).

18.4.4 Hydration and Hydrophobic Forces

The forces occurring in water and electrolyte solutions
are more complex than those occurring in nonpolar liq-
uids. According to continuum theories, the attractive van
der Waals force is always expected to win over the repul-
sive electrostatic “double-layer” force at small surface
separations (Fig. 18.6). However, certain surfaces (usu-
ally oxide or hydroxide surfaces such as clays or silica)
swell spontaneously or repel each other in aqueous so-

lution, even at high salt concentrations. Yet in all these
systems one would expect the surfaces or particles to
remain in strong adhesive contact or coagulate in a pri-
mary minimum if the only forces operating were DLVO
forces.

There are many other aqueous systems in which
the DLVO theory fails and where there is an additional
short-range force that is not oscillatory but monotonic.
Between hydrophilic surfaces this force is exponentially
repulsive and is commonly referred to as the hydration,
or structural, force. The origin and nature of this force
has long been controversial, especially in the colloidal
and biological literature. Repulsive hydration forces are
believed to arise from strongly hydrogen-bonding sur-
face groups, such as hydrated ions or hydroxyl (−OH)
groups, which modify the hydrogen-bonding network
of liquid water adjacent to them. Because this net-
work is quite extensive in range [18.124], the resulting
interaction force is also of relatively long range.

Repulsive hydration forces were first extensively
studied between clay surfaces [18.125]. More recently,
they have been measured in detail between mica and sil-
ica surfaces [18.20–22], where they have been found
to decay exponentially with decay lengths of about
1 nm. Their effective range is about 3 to 5 nm, which is
about twice the range of the oscillatory solvation force
in water. Empirically, the hydration repulsion between
two hydrophilic surfaces appears to follow the simple
equation

E = E0 e−D/λ0 , (18.17)

where λ0 ≈ 0.6–1.1 nm for 1:1 electrolytes and E0 =
3–30 mJ m−2 depending on the hydration (hydrophilic-
ity) of the surfaces, higher E0 values generally being
associated with lower λ0 values.

The interactions between molecularly smooth mica
surfaces in dilute electrolyte solutions obey the DLVO
theory (Fig. 18.7b). However, at higher salt concen-
trations, specific to each electrolyte, hydrated cations
bind to the negatively charged surfaces and give rise
to a repulsive hydration force [18.20, 21]. This is be-
lieved to be due to the energy needed to dehydrate
the bound cations, which presumably retain some of
their water of hydration on binding. This conclu-
sion was arrived at after noting that the strength and
range of the hydration forces increase with the known
hydration numbers of the electrolyte cations in the or-
der: Mg2+ > Ca2+ > Li+ ∼ Na+ > K+ > Cs+. Similar
trends are observed with other negatively charged col-
loidal surfaces.
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While the hydration force between two mica surfaces
is overall repulsive below a distance of 4 nm, it is not
always monotonic below about 1.5 nm but exhibits oscil-
lations of mean periodicity of 0.25±0.03 nm, roughly
equal to the diameter of the water molecule. This is
shown in the insert in Fig. 18.7b, where we may note that
the first three minima at D = 0, 0.28, and 0.56 nm occur
at negative energies, a result that rationalizes observa-
tions on certain colloidal systems. For example, clay
platelets such as montmorillonite often repel each other
increasingly strongly as they come closer together, but
they are also known to stack into stable aggregates with
water interlayers of typical thickness 0.25 and 0.55 nm
between them [18.126,127], suggestive of a turnabout in
the force law from a monotonic repulsion to discretized
attraction. In chemistry we would refer to such struc-
tures as stable hydrates of fixed stoichiometry, whereas
in physics we may think of them as experiencing an
oscillatory force.

Both surface force and clay swelling experiments
have shown that hydration forces can be modified or
“regulated” by exchanging ions of different hydration on
surfaces, an effect that has important practical applica-
tions in controlling the stability of colloidal dispersions.
It has long been known that colloidal particles can be
precipitated (coagulated or flocculated) by increasing
the electrolyte concentration, an effect that was tra-
ditionally attributed to the reduced screening of the
electrostatic double-layer repulsion between the par-
ticles due to the reduced Debye length. However, there
are many examples where colloids are stabilized at high
salt concentrations, not at low concentrations. This effect
is now recognized as being due to the increased hy-
dration repulsion experienced by certain surfaces when
they bind highly hydrated ions at higher salt concentra-
tions. Hydration regulation of adhesion and interparticle
forces is an important practical method for controlling
various processes such as clay swelling [18.126, 127],
ceramic processing and rheology [18.128, 129], mater-
ial fracture [18.128], and colloidal particle and bubble
coalescence [18.130].

Water appears to be unique in having a solvation
(hydration) force that exhibits both a monotonic and
an oscillatory component. Between hydrophilic surfaces
the monotonic component is repulsive (Fig. 18.7b), but
between hydrophobic surfaces it is attractive and the
final adhesion is much greater than expected from the
Lifshitz theory.

A hydrophobic surface is one that is inert to water in
the sense that it cannot bind to water molecules via ionic
or hydrogen bonds. Hydrocarbons and fluorocarbons are

hydrophobic, as is air, and the strongly attractive hy-
drophobic force has many important manifestations and
consequences such as the low solubility or miscibility of
water and oil molecules, micellization, protein folding,
strong adhesion and rapid coagulation of hydrophobic
surfaces, non-wetting of water on hydrophobic surfaces,
and hydrophobic particle attachment to rising air bubbles
(the basic principle of froth flotation).

In recent years, there has been a steady accumulation
of experimental data on the force laws between various
hydrophobic surfaces in aqueous solution [18.131–143].
These studies have found that the hydrophobic force
law between two macroscopic surfaces is of surprisingly
long range, decaying exponentially with a characteris-
tic decay length of 1 to 2 nm in the separation range of
0 to 10 nm, and then more gradually further out. The
hydrophobic force can be far stronger than the van der
Waals attraction, especially between hydrocarbon sur-
faces in water, for which the Hamaker constant is quite
small. The magnitude of the hydrophobic attraction
has been found to decrease with the decreasing hy-
drophobicity (increasing hydrophilicity) of lecithin lipid
bilayer surfaces [18.31] and silanated surfaces [18.139],
whereas examples of the opposite trend have been
shown for some Langmuir–Blodgett-deposited mono-
layers [18.144].

For two surfaces in water the purely hydrophobic in-
teraction energy (ignoring DLVO and oscillatory forces)
in the range of 0 to 10 nm is given by

E = −2γ e−D/λ0 , (18.18)

where typically λ0 = 1–2 nm, and γ = 10–50 mJ m−2.
The higher value corresponds to the interfacial energy
of a pure hydrocarbon–water interface.

At a separation below 10 nm, the hydrophobic force
appears to be insensitive or only weakly sensitive to
changes in the type and concentration of electrolyte ions
in the solution. The absence of a “screening” effect by
ions attests to the non-electrostatic origin of this inter-
action. In contrast, some experiments have shown that
at separations greater than 10 nm, the attraction does de-
pend on the intervening electrolyte, and that in dilute
solutions, or solutions containing divalent ions, it can
continue to exceed the van der Waals attraction out to
separations of 80 nm [18.136, 145].

The long-range nature of the hydrophobic inter-
action has a number of important consequences. It
accounts for the rapid coagulation of hydrophobic par-
ticles in water and may also account for the rapid folding
of proteins. It also explains the ease with which water
films rupture on hydrophobic surfaces. In this case, the
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van der Waals force across the water film is repulsive
and therefore favors wetting, but this is more than offset
by the attractive hydrophobic interaction acting between
the two hydrophobic phases across water. Hydrophobic
forces are increasingly being implicated in the adhe-
sion and fusion of biological membranes and cells. It is
known that both osmotic and electric field stresses en-
hance membrane fusion, an effect that may be due to the
concomitant increase in the hydrophobic area exposed
between two adjacent surfaces.

From the previous discussion we can infer that hy-
dration and hydrophobic forces are not of a simple
nature. These interactions are probably the most im-
portant, yet the least understood of all the forces in
aqueous solutions. The unusual properties of water and
the nature of the surfaces (including their homogene-
ity and stability) appear to be equally important. Some
particle surfaces can have their hydration forces regu-
lated, for example, by ion exchange. Others appear to
be intrinsically hydrophilic (e.g., silica) and cannot be
coagulated by changing the ionic condition, but can be
rendered hydrophobic by chemically modifying their
surface groups. For example, on heating silica to above
600 ◦C, two adjacent surface silanol (−OH) groups re-
lease a water molecule and form a hydrophobic siloxane
(−O−) group, whence the repulsive hydration force
changes into an attractive hydrophobic force.

How do these exponentially decaying repulsive or
attractive forces arise? Theoretical work and computer
simulations [18.109, 111, 146, 147] suggest that the sol-
vation forces in water should be purely oscillatory,
whereas other theoretical studies [18.148–153] suggest
a monotonically exponential repulsion or attraction, pos-
sibly superimposed on an oscillatory force. The latter
is consistent with experimental findings, as shown in
the inset to Fig. 18.7b, where it appears that the os-
cillatory force is simply additive with the monotonic
hydration and DLVO forces, suggesting that these arise
from essentially different mechanisms.

It is probable that the short-range hydration
force between all smooth, rigid, or crystalline sur-
faces (e.g., mineral surfaces such as mica) has an
oscillatory component. This may or may not be
superimposed on a monotonic force due to image inter-
actions [18.150] and/or structural or hydrogen bonding
interactions [18.148, 149].

Like the repulsive hydration force, the origin of the
hydrophobic force is still unknown. Luzar et al. [18.152]
carried out a Monte Carlo simulation of the interac-
tion between two hydrophobic surfaces across water
at separations below 1.5 nm. They obtained a decay-

ing oscillatory force superimposed on a monotonically
attractive curve. In more recent work [18.154, 155], it
has been suggested that hydrophobic surfaces generate
a depleted region of water around them, and that a long-
range attractive force due to depletion arises between
two such surfaces.

It is questionable whether the hydration or hydropho-
bic force should be viewed as an ordinary type of
solvation or structural force that is reflecting the packing
of water molecules. The energy (or entropy) associ-
ated with the hydrogen bonding network, which extends
over a much larger region of space than the molecular
correlations, is probably at the root of the long-range
interactions of water. The situation in water appears to
be governed by much more than the molecular packing
effects that dominate the interactions in simpler liquids.

18.4.5 Polymer-Mediated Forces

Polymers or macromolecules are chain-like molecules
consisting of many identical segments (monomers or re-
peating units) held together by covalent bonds. The size
of a polymer coil in solution or in the melt is deter-
mined by a balance between van der Waals attraction
(and hydrogen bonding, if present) between polymer
segments, and the entropy of mixing, which causes the
polymer coil to expand. In polymer melts above the
glass transition temperature, and at certain conditions
in solution, the attraction between polymer segments is
exactly balanced by the entropy effect. The polymer so-
lution will then behave virtually ideally, and the density
distribution of segments in the coil is Gaussian. This
is called the theta (θ) condition, and it occurs at the
theta or Flory temperature for a particular combination
of polymer and solvent or solvent mixture. At lower
temperatures (in a poor or bad solvent), the polymer–
polymer interactions dominate over the entropic, and
the coil will shrink or precipitate. At higher tempera-
tures (good solvent conditions), the polymer coil will be
expanded.

High molecular weight polymers form large coils,
which significantly affect the properties of a solution
even when the total mass of polymer is very low. The ra-
dius of the polymer coil is proportional to the segment
length, a, and the number of segments, n. At theta condi-
tions, the hydrodynamic radius of the polymer coil (the
root-mean-square separation of the ends of one poly-
mer chain) is theoretically given by Rh = a n1/2, and
the unperturbed radius of gyration (the average root-
mean-square distance of a segment from the center of
mass of the molecule) is Rg = a (n/6)1/2. In a good sol-
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vent the perturbed size of the polymer coil, the Flory
radius RF, is proportional to n3/5.

Polymers interact with surfaces mainly through van
der Waals and electrostatic interactions. The physisorp-
tion of polymers containing only one type of segment is
reversible and highly dynamic, but the rate of exchange
of adsorbed chains with free chains in the solution is
low, since the polymer remains bound to the surface as
long as one segment along the chain is adsorbed. The
adsorption energy per segment is on the order of kBT .
In a good solvent, the conformation of a polymer on
a surface is very different from the coil conformation
in bulk solution. Polymers adsorb in “trains”, separated
by “loops” extending into solution and dangling “tails”
(the ends of the chain). Compared to adsorption at lower
temperatures, good solvent conditions favor more of the
polymer chain being in the solvent, where it can attain its
optimum conformation. As a result, the extension of the
polymer is longer, even though the total amount of ad-
sorbed polymer is lower. In a good solvent, the polymer
chains can also be effectively repelled from a surface, if
the loss in conformational entropy close to the surface
is not compensated for by a gain in enthalpy from ad-
sorption of segments. In this case, there will be a layer
of solution (thickness ≈ Rg) close to the surfaces that is
depleted of polymer.

The interaction forces between two surfaces across
a polymer solution will depend on whether the polymer
is adsorbing onto the surfaces or is repelled from them,
and also on whether the interaction occurs at “true” or
“restricted” thermodynamic equilibrium. At true or full
equilibrium, the polymer between the surfaces can equi-
librate (exchange) with polymer in the bulk solution at all
surface separations. Some theories [18.156,157] predict
that at full equilibrium, the polymer chains would move
from the confined gap into the bulk solution where they
could attain entropically more favorable conformations,
and that a monotonic attraction at all distances would
result from bridging and depletion interactions (which
will be discussed below). Other theories suggest that the
interaction at small separations would be ultimately re-
pulsive, since some polymer chains would remain in the
gap due to their attractive interactions with many sites on
the surface (enthalpic) – more sites would be available
to the remaining polymer chains if some others desorbed
and diffused out from the gap [18.64, 158, 159].

At restricted equilibrium, the polymer is kinetically
trapped, and the adsorbed amount is thus constant as the
surfaces are brought toward each other, but the chains
can still rearrange on the surfaces and in the gap. Exper-
imentally, the true equilibrium situation is very difficult

to attain, and most experiments are done at restricted
equilibrium conditions. Even the equilibration of con-
formations assumed in theoretical models for restricted
equilibrium conditions can be so slow that this condition
is difficult to reach.

In systems of adsorbing polymer, bridging of chains
from one surface to the other can give rise to a long-
range attraction, since the bridging chains would gain
conformational entropy if the surfaces were closer to-
gether. In poor solvents, both bridging and intersegment
interactions contribute to an attraction [18.26]. How-
ever, regardless of solvent and equilibrium conditions,
a strong repulsion due to the osmotic interactions is seen
as small surface separations in systems of adsorbing
polymers at restricted equilibrium.

In systems containing high concentrations of
non-adsorbing polymer, the difference in solute con-
centration in the bulk and between the surfaces at
separations smaller than the approximate polymer coil
diameter (2Rg, i. e., when the polymer has been squeezed
out from the gap between the surfaces) may give rise
to an attractive osmotic force (“depletion attraction”)
[18.160–164]. In addition, if the polymer coils become
initially compressed as the surfaces approach each other,
this can give rise to a repulsion (“depletion stabiliza-
tion”) at large separations [18.163]. For a system of
two cylindrical surfaces or radius R, the maximum
depletion force, Fdep, is expected to occur when the
surfaces are in contact and is given by multiplying the
depletion (osmotic) pressure, Pdep = ρkBT , by the con-
tact area πr2, where r is given by the chord theorem:
r2 = (2R − Rg)Rg ≈ 2RRg [18.3]:

Fdep/R = −2πRgρkBT , (18.19)

where ρ is the number density of the polymer in the bulk
solution.

If a part of the polymer (typically an end group)
is different from the rest of the chain, this part may
preferentially adsorb to the surface. End-adsorbed poly-
mer is attached to the surface at only one point, and
the extension of the chain is dependent on the grafting
density, i. e., the average distance, s, between adsorbed
end groups on the surface (Fig. 18.8). One distinguishes
between different regions of increasing overlap of the
chains (stretching) called pancake, mushroom, and brush
regimes [18.165]. In the mushroom regime, where the
coverage is sufficiently low so that there is no overlap
between neighboring chains, the thickness of the ad-
sorbed layer is proportional to n1/2 (i. e., to Rg) at theta
conditions and to n3/5 in a good solvent.
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Fig. 18.8a,b Experimentally determined forces in systems of two interacting polymer brushes: (a) Polystyrene brush
layers grafted via an adsorbing chain-end group onto mica surfaces in toluene (a good solvent for polystyrene). Left
curve: MW = 26,000 g/mol, RF = 12 nm. Right curve: MW = 140,000 g/mol, RF = 32 nm. Both force curves were
reversible on approach and separation. The solid curves are theoretical fits using the Alexander–de Gennes theory with the
following measured parameters: spacing between attachments sites: s = 8.5 nm, brush thickness: L = 22.5 nm and 65 nm,
respectively. (Adapted from [18.171]). (b) Polyethylene oxide layers physisorbed onto mica from 150 µg/ml solution
in aqueous 0.1 M KNO3 (a good solvent for polyethylene oxide). Main figure: Equilibrium forces at full coverage
after ∼ 16 h adsorption time. Left curve: MW = 160,000 g/mol, Rg = 32 nm. Right curve: MW = 1,100,000 g/mol,
Rg = 86 nm. Note the hysteresis (irreversibility) on approach and separation for this physisorbed layer, in contrast to the
absence of hysteresis with grafted chains in case (a). The solid curves are based on a modified form of the Alexander–
de Gennes theory. Inset in (b): Evolution of the forces with the time allowed for the higher MW polymer to adsorb from
solution. Note the gradual reduction in the attractive bridging component. (Adapted from [18.172–174]. After [18.3].
Copyright 1991, with permission from Elsevier Science)

Several models [18.165–170] have been developed
for the extension and interactions between two brushes
(strongly stretched grafted chains). They are based on
a balance between osmotic pressure within the brush
layers (uncompressed and compressed) and elastic en-
ergy of the chains and differ mainly in the assumptions
of the segment density profile, which can be a step
function or parabolic. At high coverage (in the brush
regime),where the chains will avoid overlapping each
other, the thickness of the layer is proportional to n.

Experimental work on both monodisperse [18.27,28,
171, 175] and polydisperse [18.30] systems at different
solvent conditions has confirmed the expected range and

magnitude of the repulsive interactions resulting from
compression of densely packed grafted layers.

18.4.6 Thermal Fluctuation Forces

If a surface is not rigid but very soft or even fluid-like,
this can act to smear out any oscillatory solvation force.
This is because the thermal fluctuations of such inter-
faces make them dynamically “rough” at any instant,
even though they may be perfectly smooth on a time av-
erage. The types of surfaces that fall into this category
are fluid-like amphiphilic surfaces of micelles, bilayers,
emulsions, soap films, etc., but also solid colloidal par-
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ticle surfaces that are coated with surfactant monolayers,
as occurs in lubricating oils, paints, toners, etc.

These thermal fluctuation forces (also called en-
tropic or steric forces) are usually short-range and
repulsive and are very effective at stabilizing the at-
tractive van der Waals forces at some small but finite
separation. This can reduce the adhesion energy or force
by up to three orders of magnitude. It is mainly for this
reason that fluid-like micelles and bilayers, biological
membranes, emulsion droplets, or gas bubbles adhere to
each other only very weakly.

Because of their short range it was, and still is,
commonly believed that these forces arise from water or-
dering or “structuring” effects at surfaces, and that they

reflect some unique or characteristic property of water.
However, it is now known that these repulsive forces also
exist in other liquids. Moreover, they appear to become
stronger with increasing temperature, which is unlikely
if the force would originate from molecular ordering
effects at surfaces. Recent experiments, theory, and com-
puter simulations [18.176–178] have shown that these
repulsive forces have an entropic origin arising from
the osmotic repulsion between exposed thermally mo-
bile surface groups once these overlap in a liquid. These
phenomena include undulating and peristaltic forces be-
tween membranes or bilayers, and, on the molecular
scale, protrusion and head group overlap forces where
the interactions also are influenced by hydration forces.

18.5 Adhesion and Capillary Forces

18.5.1 Capillary Forces

When considering the adhesion of two solid surfaces
or particles in air or in a liquid, it is easy to overlook
or underestimate the important role of capillary forces,
i. e., forces arising from the Laplace pressure of curved
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Fig. 18.9a–c Adhesion and capillary forces: (a) a non-deforming
sphere on a rigid, flat surface in an inert atmosphere and (b) in
a vapor that can “capillary condense” around the contact zone. At
equilibrium, the concave radius, r, of the liquid meniscus is given
by the Kelvin equation. For a concave meniscus to form, the contact
angle θ has to be less than 90◦. In the case of hydrophobic surfaces
surrounded by water, a vapor cavity can form between the surfaces.
As long as the surfaces are perfectly smooth, the contribution of the
meniscus to the adhesion force is independent of r. (After [18.1]
with permission.) (c) Elastically deformable sphere on a rigid flat
surface in the absence (Hertz) and presence (JKR) of adhesion
[(a) and (c) after [18.3]. Copyright 1991, with permission from
Elsevier Science]

menisci formed by condensation of a liquid between and
around two adhering surfaces (Fig. 18.9).

The adhesion force between a non-deformable
spherical particle of radius R and a flat surface in an
inert atmosphere (Fig. 18.9a) is

Fs = 4πRγSV . (18.20)

But in an atmosphere containing a condensable vapor,
the expression above is replaced by

Fs = 4πR(γLV cos θ +γSL) , (18.21)

where the first term is due to the Laplace pressure of the
meniscus and the second is due to the direct adhesion
of the two contacting solids within the liquid. Note that
the above equation does not contain the radius of cur-
vature, r, of the liquid meniscus (see Fig. 18.9b). This
is because for smaller r the Laplace pressure γLV/r in-
creases, but the area over which it acts decreases by the
same amount, so the two effects cancel out. Experiments
with inert liquids, such as hydrocarbons, condensing be-
tween two mica surfaces indicate that (18.21) is valid for
values of r as small as 1–2 nm, corresponding to vapor
pressures as low as 40% of saturation [18.121,179,180].
Capillary condensation also occurs in binary liquid sys-
tems, e.g., when water dissolved in hydrocarbon liquids
condense around two contacting hydrophilic surfaces
or when a vapor cavity forms in water around two hy-
drophobic surfaces. In the case of water condensing from
vapor or from oil, it also appears that the bulk value
of γLV is applicable for meniscus radii as small as 2 nm.

The capillary condensation of liquids, especially
water, from vapor can have additional effects on the

Part
C

1
8
.5

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Surface Forces and Nanorheology of Molecularly Thin Films 18.5 Adhesion and Capillary Forces 565

2

0 200

D (µm)

100

1

0

r (µm)

Undeformed
surface

Surface separation D (nm)

20 120

250

200

150

100

50

0
40 60 80 100

Radial distance r (µm)

Surface separation D (nm)

0 60

250

200

150

100

50

0
10 20 30 40

Radial distance r (µm)
50

–0.5 0.5

1

0

z

x –0.5 0.5

1

0

z

x

a) b)

L = 0.01N

L = 0.02N

L = 0.05N

Asymptotic
curve at
L = 0.05N

L = 0.21 N

R = 1.55cm

0.25°

c) d)

L = –0.005N

L = 0.01N

L = 0.12N

Fig. 18.10a–d Experimental and computer simulation data on contact mechanics for ideal Hertz and JKR contacts. (a) Measured
profiles of surfaces in nonadhesive contact (circles) compared with Hertz profiles (continuous curves). The system was mica
surfaces in a concentrated KCl solution in which they do not adhere. When not in contact, the surface shape is accurately described
by a sphere of radius R = 1.55 cm (inset). The applied loads were 0.01, 0.02, 0.05, and 0.21 N. The last profile was measured
in a different region of the surfaces where the local radius of curvature was 1.45 cm. The Hertz profiles correspond to central
displacements of δ = 66.5, 124, 173, and 441 nm. The dashed line shows the shape of the undeformed sphere corresponding to
the curve at a load of 0.05 N; it fits the experimental points at larger distances (not shown). (b) Surface profiles measured with
adhesive contact (mica surfaces adhering in dry nitrogen gas) at applied loads of −0.005, 0.01, and 0.12 N. The continuous
lines are JKR profiles obtained by adjusting the central displacement in each case to get the best fit to points at larger distances.
The values are δ = −4.2, 75.6, and 256 nm. Note that the scales of this figure exaggerate the apparent angle at the junction of
the surfaces. This angle, which is insensitive to load, is only about 0.25◦. (c) and (d) Molecular dynamics simulation illustrating
the formation of a connective neck between an Ni tip (topmost eight layers) and an Au substrate. The figures show the atomic
configuration in a slice through the system at indentation (c) and during separation (d). Note the crystalline structure of the neck.
Distances are given in units of x and z, where x = 1 and z = 1 correspond to 6.12 nm. [(a) and (b) after [18.181]. Copyright 1987,
with permission from Elsevier Science. (c) and (d) after [18.91], with kind permission from Kluwer Academic Publishers]

physical state of the contact zone. For example, if the
surfaces contain ions, these will diffuse and build up
within the liquid bridge, thereby changing the chemical
composition of the contact zone, as well as influencing
the adhesion. In the case of surfaces covered with sur-
factant or polymer molecules (amphiphilic surfaces), the

molecules can overturn on exposure to humid air, so that
the surface nonpolar groups become replaced by polar
groups, which renders the surfaces hydrophilic. When
two such surfaces come into contact, water will con-
dense around the contact zone and the adhesion force
will also be affected – generally increasing well above
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the value expected for inert hydrophobic surfaces. It is
apparent that the adhesion in vapor or a solvent is of-
ten largely determined by capillary forces arising from
the condensation of liquid that may be present only in
very small quantities, e.g., 10–20 % of saturation in the
vapor, or 20 ppm in the solvent.

18.5.2 Adhesion Mechanics

Two bodies in contact deform as a result of surface
forces and/or applied normal forces. For the sim-
plest case of two interacting elastic spheres (a model
that is easily extended to an elastic sphere interact-
ing with an undeformable surface (or vice versa)) and
in the absence of attractive surface forces, the verti-
cal central displacement (compression) was derived by
Hertz [18.182]. In this model, the displacement and the
contact area are equal to zero when no external force
(load) is applied, i. e., at the points of contact and of
separation.

In systems where attractive surface forces are present
between the surfaces, the deformations are more com-
plicated. Modern theories of the adhesion mechanics of
two contacting solid surfaces are based on the Johnson–
Kendall–Roberts (JKR) theory [18.15, 183], or on
the Derjaguin–Muller–Toporov (DMT) theory [18.184–
186]. The JKR theory is applicable to easily deformable,
large bodies with high surface energy, whereas the DMT
theory better describes very small and hard bodies with
low surface energy [18.187].

In the JKR theory, two spheres of radii R1 and R2,
bulk elastic modulus K , and surface energy γ will flatten
due to attractive surface forces when in contact at no
external load. The contact area will increase under an
external load or normal force F, such that at mechanical
equilibrium the radius of the contact area, r, is given
by

r3 = R

K

[
F +6πRγ +

√
12πRγF + (6πRγ)2

]
,

(18.22)

where R = R1 R2/(R1 + R2). In the absence of surface
energy, γ , equation (18.22) is reduced to the expression
for the radius of the contact area in the Hertz model.
Another important result of the JKR theory gives the
adhesion force or “pull-off” force:

FS = −3πRγS , (18.23)

where the surface energy, γS, is defined as W = 2γS,
where W is the reversible work of adhesion. Note that
according to the JKR theory a finite elastic modu-

lus, K , while having an effect on the load–area curve,
has no effect on the adhesion force, an interesting and
unexpected result that has nevertheless been verified
experimentally [18.15, 181, 188, 189].

Equation (18.22) and (18.23) provide the frame-
work for analyzing results of adhesion measurements
of contacting solids, known as contact mechanics
[18.183, 190], and for studying the effects of surface
conditions and time on adhesion energy hysteresis (see
Sect. 18.5.4).

18.5.3 Effects of Surface Structure,
Roughness, and Lattice Mismatch

In a contact between two rough surfaces, the real area
of contact varies with the applied load in a different
manner than between smooth surfaces [18.191,192]. For
a Hertzian contact, it has been shown that the contact area
for rough surfaces increases approximately linearly with
the applied normal force (load), F, instead of as F2/3

for smooth surfaces. In systems with attractive surface
forces, there is a competition between this attraction and
repulsive forces arising from compression of high asper-
ities. As a result, the adhesion in such systems can be
very low, especially if the surfaces are not easily de-
formed [18.193–195]. The opposite is possible for soft
(viscoelastic) surfaces where the real (molecular) con-
tact area might be larger than for two perfectly smooth
surfaces.

Adhesion forces may also vary depending on
the commensurability of the crystallographic lat-
tices of the interacting surfaces. McGuiggan and
Israelachvili [18.196] measured the adhesion between
two mica surfaces as a function of the orientation (twist
angle) of their surface lattices. The forces were meas-
ured in air, water, and an aqueous salt solution where
oscillatory structural forces were present. In humid air,
the adhesion was found to be relatively independent of
the twist angle θ due to the adsorption of a 0.4-nm-thick
amorphous layer of organics and water at the interface. In
contrast, in water, sharp adhesion peaks (energy minima)
occurred at θ = 0◦, ±60◦, ±120◦ and 180◦, correspond-
ing to the “coincidence” angles of the surface lattices
(Fig. 18.11). As little as ±1◦ away from these peaks,
the energy decreased by 50%. In aqueous KCl solu-
tion, due to potassium ion adsorption the water between
the surfaces becomes ordered, resulting in an oscilla-
tory force profile where the adhesive minima occur at
discrete separations of about 0.25 nm, corresponding to
integral numbers of water layers. The whole interaction
potential was now found to depend on the orientation of
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Fig. 18.11 Adhesion energy for two mica surfaces in contact
in water (in the primary minimum of an oscillatory force
curve) as a function of the mismatch angle θ about θ = 0◦
and 180◦ between the mica surface lattices. (After [18.197]
with permission)

the surface lattices, and the effect extended at least four
molecular layers.

It has also been appreciated that the structure of
the confining surfaces is just as important as the
nature of the liquid for determining the solvation
forces [18.90,122,123,198–202]. Between two surfaces
that are completely flat but “unstructured”, the liquid
molecules will order into layers, but there will be no
lateral ordering within the layers. In other words, there
will be positional ordering normal but not parallel to the
surfaces. If the surfaces have a crystalline (periodic) lat-
tice, this may induce ordering parallel to the surfaces,
as well, and the oscillatory force then also depends on
the structure of the surface lattices. Further, if the two
lattices have different dimensions (“mismatched” or “in-
commensurate” lattices), or if the lattices are similar but
are not in register relative to each other, the oscillatory
force law is further modified [18.196, 203] and the tri-
bological properties of the film are also influenced, as
discussed in Sect. 18.9 [18.203, 204].

As shown by the experiments, these effects can alter
the magnitude of the adhesive minima found at a given
separation within the last one or two nanometers of a thin
film by a factor of two. The force barriers (maxima) may
also depend on orientation. This could be even more im-
portant than the effects on the minima. A high barrier
could prevent two surfaces from coming closer together
into a much deeper adhesive well. Thus the maxima can
effectively contribute to determining not only the final
separation of two surfaces, but also their final adhesion.
Such considerations should be particularly important for
determining the thickness and strength of intergranular
spaces in ceramics, the adhesion forces between col-
loidal particles in concentrated electrolyte solution, and
the forces between two surfaces in a crack containing
capillary condensed water.

For surfaces that are randomly rough, oscillatory
forces become smoothed out and disappear altogether,
to be replaced by a purely monotonic solvation force
[18.116, 122, 123]. This occurs even if the liquid
molecules themselves are perfectly capable of ordering
into layers. The situation of symmetric liquid molecules
confined between rough surfaces is therefore not unlike
that of asymmetric molecules between smooth surfaces
(see Sect. 18.4.3 and Fig. 18.7a). To summarize, for there
to be an oscillatory solvation force, the liquid molecules
must be able to be correlated over a reasonably long
range. This requires that both the liquid molecules and
the surfaces have a high degree of order or symmetry. If
either is missing, so will the oscillations. A roughness
of only a few tenths of a nanometer is often sufficient to
eliminate any oscillatory component of the force law.

18.5.4 Nonequilibrium
and Rate-Dependent Interactions:
Adhesion Hysteresis

Under ideal conditions the adhesion energy is a well-
defined thermodynamic quantity. It is normally denoted
by E or W (the work of adhesion) or γ (the surface ten-
sion, where W = 2γ ) and gives the reversible work done
on bringing two surfaces together or the work needed to
separate two surfaces from contact. Under ideal, equi-
librium conditions these two quantities are the same,
but under most realistic conditions they are not: The
work needed to separate two surfaces is always greater
than that originally gained by bringing them together.
An understanding of the molecular mechanisms under-
lying this phenomenon is essential for understanding
many adhesion phenomena, energy dissipation during
loading–unloading cycles, contact angle hysteresis, and
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Fig. 18.12 (a) Schematic representation of interpenetrating chains. (b) and (c): JKR plots (contact radius r as a function of applied
load L) showing small adhesion hysteresis for uncrosslinked polystyrene and larger adhesion hysteresis after chain scission at the
surfaces after 18 h irradiation with ultraviolet light in an oxygen atmosphere. The adhesion hysteresis continues to increase with the
irradiation time. (d) Rate-dependent adhesion of CTAB surfactant monolayers. The solid curves [18.205] are fits to experimental
data on CTAB adhesion after different contact times [18.206] using an approximate analytical solution for a JKR model, including
crack tip dissipation. Due to the limited range of validity of the approximation, the fits rely on the low effective adhesion energy part
of the experimental data only. From the fits one can determine the thermodynamic adhesion energy, the characteristic dissipation
velocity, and the intrinsic dissipation exponent of the model. [(a) after [18.207]. Copyright 1993 American Chemical Society.
(b) and (c) after [18.208]. Copyright 2002 American Association for the Advancement of Science. (d) after [18.205]. Copyright
2000 American Chemical Society]

the molecular mechanisms associated with many fric-
tional processes.

It is wrong to think that hysteresis arises because
of some imperfection in the system such as rough or
chemically heterogeneous surfaces, or because the sup-
porting material is viscoelastic. Adhesion hysteresis
can arise even between perfectly smooth and chem-
ically homogenous surfaces supported by perfectly
elastic materials. It can be responsible for such phe-
nomena as rolling friction and elastoplastic adhesive
contacts [18.190, 209–212] during loading–unloading
and adhesion–decohesion cycles.

Adhesion hysteresis may be thought of as being due
to mechanical effects such as instabilities, or chemical
effects such as interdiffusion, interdigitation, molecu-
lar reorientations and exchange processes occurring at
an interface after contact, as illustrated in Fig. 18.12.
Such processes induce roughness and chemical het-
erogeneity even though initially (and after separation
and re-equilibration) both surfaces are perfectly smooth
and chemically homogeneous. In general, if the energy
change, or work done, on separating two surfaces from
adhesive contact is not fully recoverable on bringing
the two surfaces back into contact again, the adhesion
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Surface Forces and Nanorheology of Molecularly Thin Films 18.6 Different Modes of Friction 569

hysteresis may be expressed as

WR > WA

Receding Advancing

or

∆W = (WR − WA) > 0 , (18.24)

where WR and WA are the adhesion or surface energies
for receding (separating) and advancing (approaching)
two solid surfaces, respectively.

Hysteresis effects are also commonly observed in
wetting/dewetting phenomena [18.213]. For example,
when a liquid spreads and then retracts from a surface
the advancing contact angle θA is generally larger than
the receding angle θR. Since the contact angle, θ, is
related to the liquid–vapor surface tension, γL, and the
solid–liquid adhesion energy, W , by the Dupré equation,

(1+ cos θ)γL = W , (18.25)

we see that wetting hysteresis or contact angle hys-
teresis (θA > θR) actually implies adhesion hysteresis,
WR > WA, as given by (18.24).

Energy dissipating processes such as adhesion and
contact angle hysteresis arise because of practical con-
straints of the finite time of measurements and the finite
elasticity of materials. This prevents many loading–
unloading or approach–separation cycles from being
thermodynamically reversible, even though if carried
out infinitely slowly they would be. By thermodynam-
ically irreversible one simply means that one cannot
go through the approach–separation cycle via a con-
tinuous series of equilibrium states, because some of
these are connected via spontaneous – and therefore
thermodynamically irreversible – instabilities or transi-
tions where energy is liberated and therefore “lost” via
heat or phonon release [18.214]. This is an area of much
current interest and activity, especially regarding the fun-
damental molecular origins of adhesion and friction in
polymer and surfactant systems, and the relationships
between them [18.190, 205, 206, 208, 210, 215–218].

18.6 Introduction: Different Modes of Friction and the Limits
of Continuum Models

Most frictional processes occur with the sliding surfaces
becoming damaged in one form or another [18.209].
This may be referred to as “normal” friction. In the
case of brittle materials, the damaged surfaces slide
past each other while separated by relatively large,
micron-sized wear particles. With more ductile sur-
faces, the damage remains localized to nanometer-sized,
plastically deformed asperities. Some features of the

Fig. 18.13 Stribeck curve: an empirical curve giving the
trend generally observed in the friction forces or friction
coefficients as a function of sliding velocity, the bulk viscos-
ity of the lubricating fluid, and the applied load. The three
friction/lubrication regimes are known as the boundary lu-
brication regime (see Sect. 18.7), the intermediate or mixed
lubrication regime (Sect. 18.8.2), and thick film or elastohy-
drodynamic (EHD) lubrication regime (Sect. 18.8.1). The
film thicknesses believed to correspond to each of these
regimes are also shown. For thick films, the “friction” force
is purely viscous, e.g., Couette flow at low shear rates,
but may become complicated at higher shear rates where
EHD deformations of surfaces can occur during sliding.
(After [18.1] with permission)

friction between damaged surfaces will be described in
Sect. 18.7.4.

There are also situations in which sliding can oc-
cur between two perfectly smooth, undamaged surfaces.
This may be referred to as “interfacial” sliding or

Velocity × Viscosity
Load

Bound-
ary

Inter-
mediate
(mixed)

Thick film (EHD)

Friction force

~1 nm 2–5 nm ~10 nm ~10 µm
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570 Part C Nanotribology and Nanomechanics

Table 18.4 The three main tribological regimes characterizing the changing properties of liquids subjected to an increasing
confinement between two solid surfacesa

Regime Conditions for getting
into this regime

Static/equilibrium
propertiesb

Dynamic propertiesc

Bulk
• Thick films

(> 10 molecular
diameters, � Rg for
polymers)

• Low or zero loads
• High shear rates

Bulk (continuum) properties:
• Bulk liquid density
• No long-range order

Bulk (continuum) properties:
• Newtonian viscosity
• Fast relaxation times
• No glass temperature
• No yield point
• Elastohydrodynamic

lubrication

Intermediate
mixed

• Intermediately thick
films (4–10 molecular
diameters, ∼ Rg for
polymers)

• Low loads or pressure

Modified fluid properties
include:
• Modified positional and

orientational ordera

• Medium to long-range
molecular correlations

• Highly entangled states

Modified rheological
properties include:
• Non-Newtonian flow
• Glassy states
• Long relaxation times
• Mixed lubrication

Boundary

• Molecularly thin films
(< 4 molecular
diameters)

• High loads or pressure
• Low shear rates
• Smooth surfaces or

asperities

Onset of non-fluidlike
properties:
• Liquid-like to solid-like

phase transitions
• Appearance of new

liquid-crystalline states
• Epitaxially induced long-

range ordering

Onset of tribological
properties:
• No flow until yield point or

critical shear stress reached
• Solid-like film behavior

characterized by defect
diffusion, dislocation
motion, shear melting

• Boundary lubrication

Based on work by Granick [18.219], Hu and Granick [18.220], and others [18.38, 207, 221] on the dynamic
properties of short chain molecules such as alkanes and polymer melts confined between surfaces
a Confinement can lead to an increased or decreased order in a film, depending both on the surface lattice

structure and the geometry of the confining cavity
b In each regime both the static and dynamic properties change. The static properties include the film density,

the density distribution function, the potential of mean force, and various positional and orientational order
parameters

c Dynamic properties include viscosity, viscoelastic constants, and tribological yield points such as the friction
coefficient and critical shear stress

“boundary” friction and is the focus of the following
sections. The term “boundary lubrication” is more com-
monly used to denote the friction of surfaces that contain
a thin protective lubricating layer such as a surfactant
monolayer, but here we shall use the term more broadly
to include any molecularly thin solid, liquid, surfactant,
or polymer film.

Experiments have shown that as a liquid film be-
comes progressively thinner, its physical properties
change, at first quantitatively and then qualita-

tively [18.44, 47, 219, 220, 222, 223]. The quantitative
changes are manifested by an increased viscosity, non-
Newtonian flow behavior, and the replacement of normal
melting by a glass transition, but the film remains rec-
ognizable as a liquid (Fig. 18.13). In tribology, this
regime is commonly known as the “mixed lubrication”
regime, where the rheological properties of a film are
intermediate between the bulk and boundary properties.
One may also refer to it as the “intermediate” regime
(Table 18.4).
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For even thinner films, the changes in behavior are
more dramatic, resulting in a qualitative change in prop-
erties. Thus first-order phase transitions can now occur
to solid or liquid-crystalline phases [18.46,201,207,221,
224–227], whose properties can no longer be character-
ized even qualitatively in terms of bulk or continuum

liquid properties such as viscosity. These films now ex-
hibit yield points (characteristic of fracture in solids)
and their molecular diffusion and relaxation times can
be ten orders of magnitude longer than in the bulk liquid
or even in films that are just slightly thicker. The three
friction regimes are summarized in Table 18.4.

18.7 Relationship Between Adhesion and Friction
Between Dry (Unlubricated and Solid Boundary Lubricated) Surfaces

18.7.1 Amontons’ Law and Deviations
from It Due to Adhesion:
The Cobblestone Model

Early theories and mechanisms for the dependence of
friction on the applied normal force or load, L , were
developed by da Vinci, Amontons, Coulomb and Eu-
ler [18.228]. For the macroscopic objects investigated,
the friction was found to be directly proportional to the
load, with no dependence on the contact area. This is
described by the so-called Amontons’ law:

F = µL , (18.26)

where F is the shear or friction force and µ is a constant
defined as the coefficient of friction. This friction law
has a broad range of applicability and is still the principal
means of quantitatively describing the friction between
surfaces. However, particularly in the case of adhering
surfaces, Amontons’ law does not adequately describe
the friction behavior with load, because of the finite
friction force measured at zero and even negative applied
loads.

When a lateral force, or shear stress, is applied to
two surfaces in adhesive contact, the surfaces initially
remain “pinned” to each other until some critical shear
force is reached. At this point, the surfaces begin to
slide past each other either smoothly or in jerks. The
frictional force needed to initiate sliding from rest is
known as the static friction force, denoted by Fs, while
the force needed to maintain smooth sliding is referred to
as the kinetic or dynamic friction force, denoted by Fk. In
general, Fs > Fk. Two sliding surfaces may also move
in regular jerks, known as stick–slip sliding, which is
discussed in more detail in Sect. 18.8.3. Such friction
forces cannot be described by models used for thick
films that are viscous (see Sect. 18.8.1) and, therefore,
shear as soon as the smallest shear force is applied.

Experimentally, it has been found that during both
smooth and stick–slip sliding the local geometry of the
contact zone remains largely unchanged from the static
geometry. In an adhesive contact, the contact area as
a function of load is thus generally well described by the
JKR equation, (18.22). The friction force between two
molecularly smooth surfaces sliding in adhesive contact
is not simply proportional to the applied load, L , as might
be expected from Amontons’ law. There is an additional
adhesion contribution that is proportional to the area of
contact, A. Thus, in general, the interfacial friction force
of dry, unlubricated surfaces sliding smoothly past each
other in adhesive contact is given by

F = Fk = Sc A +µL , (18.27)

where Sc is the “critical shear stress” (assumed to be
constant), A = πr2 is the contact area of radius r given
by (18.22), and µ is the coefficient of friction. For low
loads we have:

F =Sc A = Scπr2

=Scπ

[
R

K

(
L+6πRγ+

√
12πRγL+(6πRγ)2

)]2/3

;
(18.28)

whereas for high loads (or high µ), (18.27) reduces to
Amontons’ law: F = µL . Depending on whether the
friction force in (18.27) is dominated by the first or
second term, one may refer to the friction as adhesion-
controlled or load-controlled, respectively.

The following friction model, first proposed by
Tabor [18.229] and developed further by Sutcliffe
et al. [18.230], McClelland [18.231], and Homola
et al. [18.45], has been quite successful at explaining
the interfacial and boundary friction of two solid crys-
talline surfaces sliding past each other in the absence of
wear. The surfaces may be unlubricated, or they may be
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572 Part C Nanotribology and Nanomechanics

separated by a monolayer or more of some boundary lu-
bricant or liquid molecules. In this model, the values of
the critical shear stress Sc, and coefficient of friction µ,
of (18.27) are calculated in terms of the energy needed to
overcome the attractive intermolecular forces and com-
pressive externally applied load as one surface is raised
and then slid across the molecular-sized asperities of the
other.

This model (variously referred to as the interlocking
asperity model, Coulomb friction, or the cobblestone
model) is similar to pushing a cart over a road of cob-
blestones where the cartwheels (which represent the
molecules of the upper surface or film) must be made to
roll over the cobblestones (representing the molecules
of the lower surface) before the cart can move. In the
case of the cart, the downward force of gravity replaces
the attractive intermolecular forces between two mater-
ial surfaces. When at rest, the cartwheels find grooves
between the cobblestones where they sit in potential
energy minima, and so the cart is at some stable mechan-
ical equilibrium. A certain lateral force (the “push”) is
required to raise the cartwheels against the force of grav-
ity in order to initiate motion. Motion will continue as
long as the cart is pushed, and rapidly stops once it is no
longer pushed. Energy is dissipated by the liberation of
heat (phonons, acoustic waves, etc.) every time a wheel
hits the next cobblestone. The cobblestone model is not
unlike the Coulomb and interlocking asperity models of
friction [18.228] except that it is being applied at the
molecular level and for a situation where the external
load is augmented by attractive intermolecular forces.

There are thus two contributions to the force pulling
two surfaces together: the externally applied load or
pressure, and the (internal) attractive intermolecular
forces that determine the adhesion between the two sur-
faces. Each of these contributions affects the friction
force in a different way, which we will discuss in more
detail below.

18.7.2 Adhesion Force
and Load Contribution
to Interfacial Friction

Adhesion Force Contribution
Consider the case of two surfaces sliding past each
other, as shown in Fig. 18.14. When the two surfaces
are initially in adhesive contact, the surface molecules
will adjust themselves to fit snugly together [18.233],
in an analogous manner to the self-positioning of the
cartwheels on the cobblestone road. A small tangential
force applied to one surface will therefore not result in

Impact

Upper layer (n + 1)

FS

L

Lower layer (n)

D

Fk

∆σ
∆D

σ

Fig. 18.14 Schematic illustration of how one molecularly
smooth surface moves over another when a lateral force F
is applied (the “cobblestone model”). As the upper surface
moves laterally by some fraction of the lattice dimension
∆σ , it must also move up by some fraction of an atomic
or molecular dimension ∆D before it can slide across the
lower surface. On impact, some fraction ε of the kinetic
energy is “transmitted” to the lower surface, the rest being
“reflected” back to the colliding molecule (upper surface).
(After [18.232] with permission)

the sliding of that surface relative to the other. The at-
tractive van der Waals forces between the surfaces must
first be overcome by having the surfaces separate by
a small amount. To initiate motion, let the separation be-
tween the two surfaces increase by a small amount ∆D,
while the lateral distance moved is ∆σ . These two val-
ues will be related via the geometry of the two surface
lattices. The energy put into the system by the force F
acting over a lateral distance ∆σ is

Input energy: F ×∆σ . (18.29)

This energy may be equated with the change in inter-
facial or surface energy associated with separating the
surfaces by ∆D, i. e., from the equilibrium separation
D = D0 to D = (D0 +∆D). Since γ ∝ D−2 for two flat
surfaces, the energy cost may be approximated by:

Surface energy change × area:

2γA
[
1−D2

0/(D0+∆D)2
]

≈ 4γA(∆D/D0) ,

(18.30)

where γ is the surface energy, A the contact area, and
D0 the surface separation at equilibrium. During steady
state sliding (kinetic friction), not all of this energy will
be “lost” or absorbed by the lattice every time the surface
molecules move by one lattice spacing: Some fraction
will be reflected during each impact of the “cartwheel”
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molecules [18.231]. Assuming that a fraction ε of the
above surface energy is “lost” every time the surfaces
move across the characteristic length ∆σ (Fig. 18.14),
we obtain after equating (18.29) and (18.30)

Sc = F

A
= 4γε∆D

D0∆σ
. (18.31)

For a typical hydrocarbon or a van der Waals sur-
face, γ ≈ 25 mJ m−2. Other typical values would
be: ∆D ≈ 0.05 nm, D0 ≈ 0.2 nm, ∆σ ≈ 0.1 nm, and
ε ≈ 0.1–0.5. Using the above parameters, (18.31) pre-
dicts Sc ≈ (2.5–12.5)× 107 N m−2 for van der Waals
surfaces. This range of values compares very well with
typical experimental values of 2 × 107 N m−2 for hydro-
carbon or mica surfaces sliding in air (see Fig. 18.16)
or separated by one molecular layer of cyclohex-
ane [18.45].

The above model suggests that all interfaces,
whether dry or lubricated, dilate just before they shear
or slip. This is a small but important effect: The di-
lation provides the crucial extra space needed for the
molecules to slide across each other or flow. This dilation
has been computed by Thompson and Robbins [18.201]
and Zaloj et al. [18.234] and measured by Dhinojwala
et al. [18.235].

This model may be extended, at least semi-
quantitatively, to lubricated sliding, where a thin liquid
film is present between the surfaces. With an increase
in the number of liquid layers between the surfaces,
D0 increases while ∆D decreases, hence the lower the
friction force. This is precisely what is observed, but
with more than one liquid layer between two surfaces
the situation becomes too complex to analyze analyti-
cally (actually, even with one or no interfacial layers, the
calculation of the fraction of energy dissipated per mo-
lecular collision ε is not a simple matter). Furthermore,
even in systems as simple as linear alkanes, interdigi-
tation and interdiffusion have been found to contribute
strongly to the properties of the system [18.114, 236].
Sophisticated modeling based on computer simula-
tions is now required, as described in the following
section.

Relation Between Boundary Friction
and Adhesion Energy Hysteresis

While the above equations suggest that there is a direct
correlation between friction and adhesion, this is not the
case. The correlation is really between friction and ad-
hesion hysteresis, described in Sect. 18.5.4. In the case
of friction, this subtle point is hidden in the factor ε,
which is a measure of the amount of energy absorbed
(dissipated, transferred, or “lost”) by the lower surface

when it is impacted by a molecule from the upper sur-
face. If ε = 0, all the energy is reflected, and there will
be no kinetic friction force nor any adhesion hysteresis,
but the absolute magnitude of the adhesion force or en-
ergy will remain finite and unchanged. This is illustrated
in Figs. 18.17 and 18.19.

The following simple model shows how adhesion
hysteresis and friction may be quantitatively related. Let
∆γ = γR −γA be the adhesion energy hysteresis per unit
area, as measured during a typical loading–unloading
cycle (see Figs. 18.17a and 18.19c,d). Now consider
the same two surfaces sliding past each other and as-
sume that frictional energy dissipation occurs through
the same mechanism as adhesion energy dissipation, and
that both occur over the same characteristic molecular
length scale σ . Thus, when the two surfaces (of contact
area A = πr2) move a distance σ , equating the fric-
tional energy (F ×σ) to the dissipated adhesion energy
(A ×∆γ ), we obtain

Friction force: F = A×∆γ

σ
= πr2

σ
(γR−γA) ,

(18.32)

or Critical shear stress: Sc = F/A = ∆γ/σ ,

(18.33)

which is the desired expression and has been found
to give order of magnitude agreement between meas-
ured friction forces and adhesion energy hysteresis
[18.207]. If we equate (18.33) with (18.31), since
4∆D/(D0∆σ) ≈ 1/σ , we obtain the intuitive relation

ε = ∆γ

γ
. (18.34)

External Load Contribution
to Interfacial Friction

When there is no interfacial adhesion, Sc is zero. Thus, in
the absence of any adhesive forces between two surfaces,
the only “attractive” force that needs to be overcome
for sliding to occur is the externally applied load or
pressure.

For a preliminary discussion of this question, it is
instructive to compare the magnitudes of the externally
applied pressure to the internal van der Waals pres-
sure between two smooth surfaces. The internal van der
Waals pressure between two flat surfaces is given (see
Table 18.2) by P = AH/6πD3

0 ≈ 1 GPa (104 atm), using
a typical Hamaker constant of AH = 10−19 J, and assum-
ing D0 ≈ 2 nm for the equilibrium interatomic spacing.
This implies that we should not expect the externally
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applied load to affect the interfacial friction force F,
as defined by (18.27), until the externally applied pres-
sure L/A begins to exceed ∼ 100 MPa (103 atm). This is
in agreement with experimental data [18.237] where the
effect of load became dominant at pressures in excess of
103 atm.

For a more general semiquantitative analysis, again
consider the cobblestone model used to derive (18.31),
but now include an additional contribution to the surface
energy change of (18.30) due to the work done against
the external load or pressure, L∆D = Pext A∆D (this is
equivalent to the work done against gravity in the case
of a cart being pushed over cobblestones). Thus:

Sc = F

A
= 4γε∆D

D0∆σ
+ Pextε∆D

∆σ
, (18.35)

which gives the more general relation

Sc = F/A = C1 +C2 Pext , (18.36)

where Pext = L/A and C1 and C2 are constants char-
acteristic of the surfaces and sliding conditions. The
constant C1 = 4γε∆D/(D0∆σ) depends on the mu-
tual adhesion of the two surfaces, while both C1 and
C2 = ε∆D/∆σ depend on the topography or atomic
bumpiness of the surface groups (Fig. 18.14). The

Friction force
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L = 0

JKR
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Fig. 18.15 Friction as a function of load for smooth surfaces. At low loads, the friction is dominated by the C1 A term
of (18.37). The adhesion contribution (JKR curve) is most prominent near zero load where the Hertzian and Amontons’
contributions to the friction are minimal. As the load increases, the adhesion contribution becomes smaller as the JKR and
Hertz curves converge. In this range of loads, the linear C2 L contribution surpasses the area contribution to the friction.
At much higher loads the explicit load dependence of the friction dominates the interactions, and the observed behavior
approaches Amontons’ law. It is interesting to note that for smooth surfaces the pressure over the contact area does not
increase as rapidly as the load. This is because as the load is increased, the surfaces deform to increase the surface area
and thus moderate the contact pressure. (After [18.238] with permission of Kluwer Academic Publishers)

smoother the surface groups the smaller the ratio
∆D/∆σ and hence the lower the value of C2. In ad-
dition, both C1 and C2 depend on ε (the fraction of
energy dissipated per collision), which depends on the
relative masses of the shearing molecules, the sliding
velocity, the temperature, and the characteristic molecu-
lar relaxation processes of the surfaces. This is by far
the most difficult parameter to compute, and yet it is
the most important since it represents the energy trans-
fer mechanism in any friction process, and since ε can
vary between 1 and 0, it determines whether a particular
friction force will be large or close to zero. Molecular
simulations offer the best way to understand and pre-
dict the magnitude of ε, but the complex multi-body
nature of the problem makes simple conclusions diffi-
cult to draw [18.239–241]. Some of the basic physics of
the energy transfer and dissipation of the molecular col-
lisions can be drawn from simplified models such as a
1-D three-body system [18.214].

Finally, the above equation may also be expressed in
terms of the friction force F:

F = Sc A = C1 A +C2L . (18.37)

Equations similar to (18.36) and (18.37) were previ-
ously derived by Derjaguin [18.242,243] and by Briscoe
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and Evans [18.244], where the constants C1 and C2
were interpreted somewhat differently than in this
model.

In the absence of any attractive interfacial force,
we have C1 ≈ 0, and the second term in (18.36) and
(18.37) should dominate (Fig. 18.15). Such situations
typically arise when surfaces repel each other across the
lubricating liquid film. In such cases, the total frictional
force should be low and should increase linearly with
the external load according to

F = C2L . (18.38)

An example of such lubricated sliding occurs when
two mica surfaces slide in water or in salt solution
(see Fig. 18.20), where the short-range “hydration”
forces between the surfaces are repulsive. Thus, for slid-
ing in 0.5 M KCl it was found that C2 = 0.015 [18.245].
Another case where repulsive surfaces eliminate the ad-
hesive contribution to friction is for polymer chains
attached to surfaces at one end and swollen by a good
solvent [18.175]. For this class of systems, C2 < 0.001
for a finite range of polymer layer compressions (nor-
mal loads, L). The low friction between the surfaces in
this regime is attributed to the entropic repulsion be-
tween the opposing brush layers with a minimum of
entanglement between the two layers. However, with
higher normal loads, the brush layers become com-
pressed and begin to entangle, which results in higher
friction (see [18.246]).

It is important to note that (18.38) has exactly the
same form as Amontons’ Law

F = µL , (18.39)

where µ is the coefficient of friction.
At the molecular level a thermodynamic analog of

the Coulomb or cobblestone models (see Sect. 18.7.1)
based on the “contact value theorem” [18.3, 238, 245]
can explain why F ∝ L also holds at the microscopic or
molecular level. In this analysis we consider the surface
molecular groups as being momentarily compressed and
decompressed as the surfaces move along. Under irre-
versible conditions, which always occur when a cycle is
completed in a finite amount of time, the energy “lost”
in the compression–decompression cycle is dissipated
as heat. For two non-adhering surfaces, the stabilizing
pressure Pi acting locally between any two elemental
contact points i of the surfaces may be expressed by the
contact value theorem [18.3]:

Pi = ρi kBT = kBT/Vi , (18.40)

Friction force
F (N)

Normal load L (N)
0 0.3

0.5

0.4
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0.1 0.2

Dynamic contact
area A
(µm2)Damage

observed

Negative
load

Damaged
(F = µL)

Friction force
Contact area

JKR
(F = ScA)

Fig. 18.16 Friction force F and contact area A vs. load L for
two mica surfaces sliding in adhesive contact in dry air. The
contact area is well described by the JKR theory, (18.22),
even during sliding, and the friction force is found to be di-
rectly proportional to this area, (18.28). The vertical dashed
line and arrow show the transition from interfacial to normal
friction with the onset of wear (lower curve). Sliding veloc-
ity is 0.2 µm s−1. (After [18.45] with permission, copyright
1989 American Society of Mechanical Engineers)

where ρi = V−1
i is the local number density (per unit

volume) or activity of the interacting entities, be they
molecules, atoms, ions or the electron clouds of atoms.
This equation is essentially the osmotic or entropic pres-
sure of a gas of confined molecules. As one surface
moves across the other, local regions become com-
pressed and decompressed by a volume ∆Vi . The work
done per cycle can be written as εPi∆Vi , where ε

(ε ≤ 1) is the fraction of energy per cycle “lost” as heat,
as defined earlier. The energy balance shows that for
each compression–decompression cycle, the dissipated
energy is related to the friction force by

Fi xi = εPi∆Vi , (18.41)

where xi is the lateral distance moved per cycle, which
can be the distance between asperities or the distance be-
tween surface lattice sites. The pressure at each contact
junction can be expressed in terms of the local normal
load Li and local area of contact Ai as Pi = Li/Ai .
The volume change over a cycle can thus be expressed
as ∆Vi = Ai zi , where zi is the vertical distance of
confinement. Inserting these into (18.41), we get

Fi = εLi(zi/xi) , (18.42)
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Fig. 18.17 (a) Contact radius r versus externally applied load L
for loading and unloading of two hydrophilic silica surfaces
exposed to dry and humid atmospheres. Note that while the ad-
hesion is higher in humid air, the hysteresis in the adhesion is
higher in dry air. (b) Effect of velocity on the static friction
force Fs for hydrophobic (heat-treated electron beam evaporated)
silica in dry and humid air. The effects of humidity, load, and
sliding velocity on the friction forces, as well as the stick–slip
friction of the hydrophobic surfaces, are qualitatively consistent
with a “friction” phase diagram representation as in Fig. 18.28.
(After [18.41]. Copyright 1994, with permission from Elsevier
Science)

which is independent of the local contact area Ai . The
total friction force is thus

F =
∑

Fi =
∑

εLi(zi/xi)

= ε〈zi/xi〉
∑

Li = µL , (18.43)

where it is assumed that on average the local values of
Li and Pi are independent of the local “slope” zi/xi .
Therefore, the friction coefficient µ is a function only of
the average surface topography and the sliding velocity,
but is independent of the local (real) or macroscopic
(apparent) contact areas.

While this analysis explains non-adhering surfaces,
there is still an additional explicit contact area contribu-
tion for the case of adhering surfaces, as in (18.37). The
distinction between the two cases arises because the ini-
tial assumption of the contact value theorem, (18.40),
is incomplete for adhering systems. A more appropriate
starting equation would reflect the full intermolecular
interaction potential, including the attractive interac-
tions, in addition to the purely repulsive contributions
of (18.40), much as the van der Waals equation of state
modifies the ideal gas law.

18.7.3 Examples of Experimentally
Observed Friction of Dry Surfaces

Numerous model systems have been studied with
a surface forces apparatus (SFA) modified for friction
experiments (see Sect. 18.2.3). The apparatus allows for
control of load (normal force) and sliding speed, and si-
multaneous measurement of surface separation, surface
shape, true (molecular) area of contact between smooth
surfaces, and friction forces. A variety of both unlubri-
cated and solid and liquid lubricated surfaces have been
studied both as smooth single-asperity contacts and after
they have been roughened by shear-induced damage.

Figure 18.16 shows the contact area, A, and friction
force, F, both plotted against the applied load, L , in an
experiment in which two molecularly smooth surfaces of
mica in adhesive contact were slid past each other in an
atmosphere of dry nitrogen gas. This is an example of the
low load, adhesion controlled limit, which is excellently
described by (18.28). In a number of different experi-
ments, Sc was measured to be 2.5 × 107 N m−2 and to
be independent of the sliding velocity [18.45,247]. Note
that there is a friction force even at negative loads, where
the surfaces are still sliding in adhesive contact.

Figure 18.17 shows the correlation between adhe-
sion hysteresis and friction for two surfaces consisting
of silica films deposited on mica substrates [18.41].
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Fig. 18.18 Sliding of mica surfaces, each coated with a 2.5-
nm-thick monolayer of calcium stearate surfactant, in the
absence of damage (obeying JKR type boundary friction)
and in the presence of damage (obeying Amontons’ type
normal friction). Note that both for this system and for the
bare mica in Figs. 18.16 and 18.20, the friction force obeys
Amontons’ law with a friction coefficient of µ ≈ 0.3 after
damage occurs. At much higher applied loads, the undam-
aged surfaces also follow Amontons’ type sliding, but for
a different reason: The dependence on adhesion becomes
smaller. Lower line: Interfacial sliding with a monolayer
of water between the mica surfaces, shown for compari-
son. (After [18.247]. Copyright 1990, with permission from
Elsevier Science)

The friction between undamaged hydrophobic silica sur-
faces showed stick–slip both at dry conditions and at
100% relative humidity. Similar to the mica surfaces in
Figs. 18.16, 18.18, and 18.20, the friction of damaged
silica surfaces obeyed Amontons’ law with a friction
coefficient of 0.25 both at dry conditions and at 55%
relative humidity.

The high friction force of unlubricated sliding can
often be reduced by treating the solid surface with
a boundary layer of some other solid material that ex-
hibits lower friction such as a surfactant monolayer, or
by ensuring that during sliding, a thin liquid film re-
mains between the surfaces (as will be discussed in
Sect. 18.8). The effectiveness of a solid boundary lubri-
cant layer on reducing the forces of friction is illustrated
in Fig. 18.18. Comparing this with the friction of the un-
lubricated/untreated surfaces (Fig. 18.16) shows that the
critical shear stress has been reduced by a factor of about

ten: from 2.5 × 107 to 3.5 × 106 N m−2. At much higher
applied loads or pressures, the friction force is propor-
tional to the load, rather than the area of contact [18.237],
as expected from (18.27).

Yamada and Israelachvili [18.248] studied the ad-
hesion and friction of fluorocarbon surfaces (surfactant-
coated boundary lubricant layers), which were compared
to those of hydrocarbon surfaces. They concluded that
well-ordered fluorocarbon surfaces have a high friction,
in spite of their lower adhesion energy (in agreement
with previous findings). The low friction coefficient of
PTFE (Teflon) must, therefore, be due to some effect
other than a low adhesion. For example, the softness of
PTFE, which allows material to flow at the interface,
which thus behaves like a fluid lubricant. On a related
issue, Luengo et al. [18.249] found that C60 surfaces
also exhibited low adhesion but high friction. In both
cases the high friction appears to arise from the bulky
surface groups – fluorocarbon compared to hydrocar-
bon groups in the former, large fullerene spheres in the
latter. Apparently, the fact that C60 molecules rotate in
their lattice does not make them a good lubricant: The
molecules of the opposing surface must still climb over
them in order to slide, and this requires energy that is in-
dependent of whether the surface molecules are fixed or
freely rotating. Larger particles such as ∼ 25 nm-sized
nanoparticles (also known as “inorganic fullerenes”) do
appear to produce low friction by behaving like molecu-
lar ball bearings, but the potential of this promising new
class of solid lubricant has still to be explored [18.250].

Figure 18.19 illustrates the relationship between
adhesion hysteresis and friction for surfactant-coated
surfaces under different conditions. This effect, how-
ever, is much more general and has been shown to hold
for other surfaces as well [18.41, 232, 251].

Direct comparisons between absolute adhesion en-
ergies and friction forces show little correlation. In some
cases, higher adhesion energies for the same system
under different conditions correspond with lower fric-
tion forces. For example, for hydrophilic silica surfaces
(Fig. 18.17) it was found that with increasing relative
humidity the adhesion energy increases, but the adhe-
sion energy hysteresis measured in a loading–unloading
cycle decreases, as does the friction force [18.41].
For hydrophobic silica surfaces under dry conditions,
the friction at load L = 5.5 mN was F = 75 mN. For
the same sample, the adhesion energy hysteresis was
∆γ = 10 mJ m−2, with a contact area of A ≈ 10−8 m2

at the same load. Assuming a value for the characteristic
distance σ on the order of one lattice spacing, σ ≈ 1 nm,
and inserting these values into (18.32), the friction force
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is predicted to be F ≈ 100 mN for the kinetic friction
force, which is close to the measured value of 75 mN. Al-
ternatively, we may conclude that the dissipation factor
is ε = 0.75, i. e., that almost all the energy is dissipated
as heat at each molecular collision.

A liquid lubricant film (Sect. 18.8.3) is usually much
more effective at lowering the friction of two sur-
faces than a solid boundary lubricant layer. However,
to successfully use a liquid lubricant, it must “wet” the
surfaces, that is, it should have a high affinity for the
surfaces, so that not all the liquid molecules become
squeezed out when the surfaces come close together,

Inert air
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0

F (mN)
a) Decane vapor
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0
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b)
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µk = 0.04
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µk = 0.003

Time, t (s)

γR = 40 mJ/m2

γA = 28 mJ/m2

γA = γR = 21– 24 mJ/m2

Fig. 18.19a–d Top: Friction traces for two fluid-like calcium alkylbenzene sulfonate monolayer-coated surfaces at 25 ◦C
showing that the friction force is much higher between dry monolayers (a) than between monolayers whose fluidity has
been enhanced by hydrocarbon penetration from vapor (b). Bottom: Contact radius vs. load (r3 vs. L) data measured for
the same two surfaces as above and fitted to the JKR equation (18.22), shown by the solid curves. For dry monolayers
(c) the adhesion energy on unloading (γR = 40 mJ m−2) is greater than that on loading (γR = 28 mJ m−2), indicative of an
adhesion energy hysteresis of ∆γ = γR −γA = 12 mJ m−2. For monolayers exposed to saturated decane vapor (d) their
adhesion hysteresis is zero (γA = γR), and both the loading and unloading data are well fitted by the thermodynamic
value of the surface energy of fluid hydrocarbon chains, γ = 24 mJ m−2. (After [18.207] with permission. Copyright 1993
American Chemical Society)

even under a large compressive load. Another important
requirement is that the liquid film remains a liquid under
tribological conditions, i. e., that it does not epitaxially
solidify between the surfaces.

Effective lubrication usually requires that the lubri-
cant be injected between the surfaces, but in some cases
the liquid can be made to condense from the vapor. This
is illustrated in Fig. 18.20 for two untreated mica sur-
faces sliding with a thin layer of water between them.
A monomolecular film of water (of thickness 0.25 nm
per surface) has reduced Sc from its value for dry sur-
faces (Fig. 18.16) by a factor of more than 30, which
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Surface
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Fig. 18.20 Two mica surfaces sliding past each other while
immersed in a 0.01 M KCl salt solution (nonadhesive
conditions). The water film is molecularly thin, 0.25 to
0.5 nm thick, and the interfacial friction force is very
low: Sc ≈ 5 × 105 N m−2, µ ≈ 0.03 (before damage occurs).
After the surfaces have become damaged, the friction co-
efficient is ca. 0.3. (After [18.247]. Copyright 1990, with
permission from Elsevier Science)

may be compared with the factor of ten attained with
the boundary lubricant layer (of thickness 2.5 nm per
surface) in Fig. 18.18. Water appears to have unusual lu-
bricating properties and usually gives wearless friction
with no stick–slip.

The effectiveness of a water film only 0.25 nm thick
to lower the friction force by more than an order of mag-
nitude is attributed to the “hydrophilicity” of the mica
surface (mica is “wetted” by water) and to the exis-
tence of a strongly repulsive short-range hydration force
between such surfaces in aqueous solutions, which ef-
fectively removes the adhesion-controlled contribution
to the friction force [18.245]. It is also interesting that
a 0.25-nm-thick water film between two mica surfaces
is sufficient to bring the coefficient of friction down to
0.01–0.02, a value that corresponds to the unusually low
friction of ice. Clearly, a single monolayer of water can
be a very good lubricant – much better than most other
monomolecular liquid films – for reasons that will be
discussed in Sect. 18.9.

Dry polymer layers (Fig. 18.21) typically show
a high initial static friction (“stiction”) as sliding com-
mences from rest in adhesive contact. The development
of the friction force after a change in sliding direction,

a gradual transition from stick–slip to smooth sliding,
is shown in Fig. 18.21. A correlation between adhe-
sion hysteresis and friction similar to the one observed
for silica surfaces in Fig. 18.17 can be seen for dry
polymer layers below their glass transition temperature.
As shown in Fig. 18.12b,c, the adhesion hysteresis for
polystyrene surfaces can be increased by irradiation to
induce scission of chains, and it has been found that
the steady state friction force (kinetic friction) shows
a similar increase with irradiation time [18.208].

Figure 18.22 shows an example of a computer simu-
lation of the sliding of two unlubricated silicon surfaces
(modeled as a tip sliding over a planar surface) [18.91].
The sliding proceeds through a series of stick–slip
events, and information on the friction force and the
local order of the initially crystalline surfaces can be ob-
tained. Similar studies for cold welding systems [18.91]
have demonstrated the occurrence of shear or friction
damage within the sliding surface (tip) as the lowest
layer of it adheres to the bottom surface.

18.7.4 Transition from Interfacial
to Normal Friction with Wear

Frictional damage can have many causes such as adhe-
sive tearing at high loads or overheating at high sliding
speeds. Once damage occurs, there is a transition from
“interfacial” to “normal” or load-controlled friction as
the surfaces become forced apart by the torn-out as-

Friction force

TimeTime

Friction forcea) b)

Fig. 18.21a,b Typical friction traces showing how the friction force
varies with the sliding time for two symmetric, glassy polymer
films at dry conditions. Qualitative features that are common to both
polystyrene and polyvinyl benzyl chloride: (a) Decaying stick–slip
motion is observed until smooth sliding is attained if the motion con-
tinues for a sufficiently long distance. (b) Smooth sliding observed
at sufficiently high speeds. Similar observations have been made by
Berthoud et al. [18.252] in measurements on polymethyl methacry-
late. (After [18.208] with permission. Copyright 2002 American
Association for the Advancement of Science)
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(111)

(1–21)(1–21)

(111)a) b)

Fig. 18.22a,b Computer simulation of the sliding of two contacting
Si surfaces (a tip and a flat surface). Shown are particle trajectories
in a constant-force simulation, Fz,external = −2.15 × 10−8 N, viewed
along the (101̄) direction just before (a) and after (b) a stick–slip
event for a large, initally ordered, dynamic tip. (After [18.91] with
permission of Kluwer Academic Publishers)

perities (wear particles). For low loads, the friction
changes from obeying F = Sc A to obeying Amontons’
law, F = µL , as shown in Figs. 18.16 and 18.18, and
sliding now proceeds smoothly with the surfaces sepa-
rated by a 10–100 nm forest of wear debris (in this case,
mica flakes). The wear particles keep the surfaces apart
over an area that is much greater than their size, so that
even one submicroscopic particle or asperity can cause
a significant reduction in the area of contact and, there-
fore, in the friction [18.247]. For this type of frictional
sliding, one can no longer talk of the molecular contact
area of the two surfaces, although the macroscopic or
“apparent” area is still a useful parameter.

One remarkable feature of the transition from inter-
facial to normal friction of brittle surfaces is that while

the strength of interfacial friction, as reflected in the val-
ues of Sc, is very dependent on the type of surface and
on the liquid film between the surfaces, this is not the
case once the transition to normal friction has occurred.
At the onset of damage, the material properties of the
underlying substrates control the friction. In Figs. 18.16,
18.18, and 18.20 the friction for the damaged surfaces
is that of any damaged mica–mica system, µ ≈ 0.3, in-
dependent of the initial surface coatings or liquid films
between the surfaces. A similar friction coefficient was
found for damaged silica surfaces [18.41].

In order to practically modify the frictional behavior
of such brittle materials, it is important to use coatings
that will both alter the interfacial tribological character
and remain intact and protect the surfaces from dam-
age during sliding. Berman et al. [18.253] found that
the friction of a strongly bound octadecyl phosphonic
acid monolayer on alumina surfaces was higher than for
untreated, undamaged α-alumina surfaces, but the bare
surfaces easily became damaged upon sliding, resulting
in an ultimately higher friction system with greater wear
rates than the more robust monolayer-coated surfaces.

Clearly, the mechanism and factors that determine
normal friction are quite different from those that gov-
ern interfacial friction (Sects. 18.7.1–18.7.2). This effect
is not general and may only apply to brittle mater-
ials. For example, the friction of ductile surfaces is
totally different and involves the continuous plastic de-
formation of contacting surface asperities during sliding,
rather than the rolling of two surfaces on hard wear
particles [18.209]. Furthermore, in the case of ductile
surfaces, water and other surface-active components do
have an effect on the friction coefficients under “normal”
sliding conditions.

18.8 Liquid Lubricated Surfaces

18.8.1 Viscous Forces and Friction of Thick
Films: Continuum Regime

Experimentally, it is usually difficult to unambiguously
establish which type of sliding mode is occurring, but
an empirical criterion, based on the Stribeck curve
(Fig. 18.13), is often used as an indicator. This curve
shows how the friction force or the coefficient of fric-
tion is expected to vary with sliding speed, depending on
which type of friction regime is operating. For thick li-
quid lubricant films whose behavior can be described by

bulk (continuum) properties, the friction forces are es-
sentially the hydrodynamic or viscous drag forces. For
example, for two plane parallel surfaces of area A sep-
arated by a distance D and moving laterally relative
to each other with velocity v, if the intervening liquid
is Newtonian, i. e., if its viscosity η is independent of
the shear rate, the frictional force experienced by the
surfaces is given by

F = ηAv

D
, (18.44)
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where the shear rate γ̇ is defined by

γ̇ = v

D
. (18.45)

At higher shear rates, two additional effects often
come into play. First, certain properties of liquids may
change at high γ̇ values. In particular, the effective
viscosity may become non-Newtonian, one form given
by

η = γ̇ n , (18.46)

where n = 0 (i. e., ηeff = constant) for Newtonian fluids,
n > 0 for shear thickening (dilatent) fluids, and n < 0 for
shear thinning (pseudoplastic) fluids (the latter become
less viscous, i. e., flow more easily, with increasing shear
rate). An additional effect on η can arise from the higher
local stresses (pressures) experienced by the liquid film
as γ̇ increases. Since the viscosity is generally also sen-
sitive to the pressure (usually increasing with P), this
effect also acts to increase ηeff and thus the friction force.

A second effect that occurs at high shear rates is
surface deformation, arising from the large hydrody-
namic forces acting on the sliding surfaces. For example,
Fig. 18.23 shows how two surfaces deform elastically
when the sliding speed increases to a high value. These
deformations alter the hydrodynamic friction forces, and
this type of friction is often referred to as elastohydro-
dynamic lubrication (EHD or EHL), as mentioned in
Table 18.4.

How thin can a liquid film be before its dynamic,
e.g., viscous flow, behavior ceases to be described by
bulk properties and continuum models? Concerning the
static properties, we have already seen in Sect. 18.4.3

Stationary

Viscous film

Sliding

Fig. 18.23 Top: Stationary surfaces (one more deformable
and one rigid) separated by a thick liquid film. Bottom: Elas-
tohydrodynamic deformation of the upper surface during
sliding. (After [18.1] with permission)

that films composed of simple liquids display continuum
behavior down to thicknesses of 4–10 molecular diam-
eters. Similar effects have been found to apply to the
dynamic properties, such as the viscosity, of simple li-
quids in thin films. Concerning viscosity measurements,
a number of dynamic techniques were recently devel-
oped [18.11–13, 43, 254, 255] for directly measuring
the viscosity as a function of film thickness and shear
rate across very thin liquid films between two surfaces.
By comparing the results with theoretical predictions
of fluid flow in thin films, one can determine the ef-
fective positions of the shear planes and the onset of
non-Newtonian behavior in very thin films.

The results show that for simple liquids, including
linear chain molecules such as alkanes, the viscosity in
thin films is the same, within 10%, as the bulk even
for films as thin as 10 molecular diameters (or segment
widths) [18.11–13,254,255]. This implies that the shear
plane is effectively located within one molecular diam-
eter of the solid–liquid interface, and these conclusions
were found to remain valid even at the highest shear rates
studied (of ∼ 2 × 105 s−1). With water between two mica
or silica surfaces [18.22, 254–256] this has been found
to be the case (to within ±10%) down to surface sepa-
rations as small as 2 nm, implying that the shear planes
must also be within a few tenths of a nanometer of the
solid–liquid interfaces. These results appear to be inde-
pendent of the existence of electrostatic “double-layer”
or “hydration” forces. For the case of the simple liquid
toluene confined between surfaces with adsorbed layers
of C60 molecules, this type of viscosity measurement
has shown that the traditional no-slip assumption for
flow at a solid interface does not always hold [18.257].
The C60 layer at the mica–toluene interface results in
a “full slip” boundary, which dramatically lowers the
viscous drag or effective viscosity for regular Couette or
Poiseuille flow.

With polymeric liquids (polymer melts) such as
polydimethylsiloxanes (PDMS) and polybutadienes
(PBD), or with polystyrene (PS) adsorbed onto surfaces
from solution, the far-field viscosity is again equal to the
bulk value, but with the non-slip plane (hydrodynamic
layer thickness) being located at D = 1–2Rg away from
each surface [18.11, 47], or at D = L or less for poly-
mer brush layers of thickness L per surface [18.13,258].
In contrast, the same technique was used to show that
for non-adsorbing polymers in solution, there is actu-
ally a depletion layer of nearly pure solvent that exists at
the surfaces that affects the confined solution flow prop-
erties [18.256]. These effects are observed from near
contact to surface separations in excess of 200 nm.
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Further experiments with surfaces closer than a few
molecular diameters (D < 2–4 nm for simple liquids, or
D < 2–4Rg for polymer fluids) indicate that large de-
viations occur for thinner films, described below. One
important conclusion from these studies is, therefore,
that the dynamic properties of simple liquids, including
water, near an isolated surface are similar to those of the
bulk liquid already within the first layer of molecules
adjacent to the surface, only changing when another
surface approaches the first. In other words, the viscos-
ity and position of the shear plane near a surface are not
simply a property of that surface, but of how far that
surface is from another surface. The reason for this is
because when two surfaces are close together, the con-
straining effects on the liquid molecules between them

are much more severe than when there is only one sur-
face. Another obvious consequence of the above is that
one should not make measurements on a single, isolated
solid–liquid interface and then draw conclusions about
the state of the liquid or its interactions in a thin film
between two surfaces.

18.8.2 Friction
of Intermediate Thickness Films

For liquid films in the thickness range between
4 and 10 molecular diameters, the properties can be sig-
nificantly different from those of bulk films. Still, the
fluids remain recognizable as fluids; in other words,
they do not undergo a phase transition into a solid
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Fig. 18.24a–dJ Typical rheological behavior of liquid films in the mixed lubrication regime. (a) Increase in effective
viscosity of dodecane film between two mica surfaces with decreasing film thickness. At distances larger than 4–5 nm,
the effective viscosity ηeff approaches the bulk value ηbulk and does not depend on the shear rate γ̇ . (After [18.219].
Copyright 1991 American Association for the Advancement of Science.) (b) Non-Newtonian variation of ηeff with shear
rate of a 2.7-nm-thick dodecane film at a net normal pressure of 0.12 MPa and at 28 ◦C. The effective viscosity decays
as a power law, as in (18.46). In this example, n = 0 at the lowest γ̇ and changes to n = −2/3 and −1 at higher γ̇ .
For films of bulk thickness, dodecane is a low viscosity Newtonian fluid (n = 0). (c) Proposed general friction map of
effective viscosity ηeff (arbitrary units) as a function of effective shear rate γ̇ (arbitrary units) on logarithmic scales. Three
main classes of behavior emerge: (i) Thick films: elastohydrodynamic sliding. At L = 0, approximating bulk conditions,
ηeff is independent of shear rate except when shear thinning might occur at sufficiently large γ̇ . (ii) Boundary layer films,
intermediate regime. A Newtonian regime is again observed [ηeff = constant, n = 0 in (18.46)] at low loads and low
shear rates, but ηeff is much higher than the bulk value. As the shear rate γ̇ increases beyond γ̇min, the effective viscosity
starts to drop with a power-law dependence on the shear rate [see panel (b)], with n in the range −1/2 to −1 most
commonly observed. As the shear rate γ̇ increases still more, beyond γ̇max, a second Newtonian plateau is encountered.
(iii) Boundary layer films, high load. The ηeff continues to grow with load and to be Newtonian provided that the shear rate
is sufficiently low. Transition to sliding at high velocity is discontinuous (n < −1) and usually of the stick–slip variety.
(d) Proposed friction map of friction force as a function of sliding velocity in various tribological regimes. With increasing
load, Newtonian flow in the elastohydrodynamic (EHD) regimes crosses into the boundary regime of lubrication. Note
that even EHD lubrication changes, at the highest velocities, to limiting shear stress response. At the highest loads (L)
and smallest film thickness (D), the friction force goes through a maximum (the static friction, Fs), followed by a regime
where the friction coefficient (µ) is roughly constant with increasing velocity (meaning that the kinetic friction, Fk, is
roughly constant). Non-Newtonian shear thinning is observed at somewhat smaller load and larger film thickness; the
friction force passes through a maximum at the point where De = 1. De, the Deborah number, is the point at which the
applied shear rate exceeds the natural relaxation time of the boundary layer film. The velocity axis from 10−10 to 1010

(arbitrary units) indicates a large span. (Panels (b)–(d) after [18.259]. Copyright 1996, with permission from Elsevier
Science)

or liquid-crystalline phase. This regime has recently
been studied by Granick et al. [18.44, 219, 220, 222,
223], who used a friction attachment [18.43, 44] to
the SFA where a sinusoidal input signal to a piezo-
electric device makes the two surfaces slide back
and forth laterally past each other at small ampli-
tudes. This method provides information on the real
and imaginary parts (elastic and dissipative compo-
nents, respectively) of the shear modulus of thin
films at different shear rates and film thickness.
Granick [18.219] and Hu et al. [18.223] found that
films of simple liquids become non-Newtonian in the
2.5–5 nm regime (about 10 molecular diameters, see
Fig. 18.24). Polymer melts become non-Newtonian at
much larger film thicknesses, depending on their mo-
lecular weight [18.47].

Klein and Kumacheva [18.46, 226, 260] studied the
interaction forces and friction of small quasi-spherical
liquid molecules such as cyclohexane between molecu-
larly smooth mica surfaces. They concluded that surface
epitaxial effects can cause the liquid film to already so-
lidify at 6 molecular diameters, resulting in a sudden
(discontinuous) jump to high friction at low shear rates.

Such dynamic first-order transitions, however, may de-
pend on the shear rate.

A generalized friction map (Fig. 18.24c,d) has been
proposed by Luengo et al. [18.259] that illustrates
the changes in ηeff from bulk Newtonian behavior
(n = 0, ηeff = ηbulk) through the transition regime where
n reaches a minimum of −1 with decreasing shear rate to
the solid-like creep regime at very low γ̇ where n returns
to 0. A number of results from experimental, theoretical,
and computer simulation work have shown values of n
from −1/2 to −1 for this transition regime for a variety
of systems and assumptions [18.219,220,239,261–267].

The intermediate regime appears to extend over
a narrow range of film thickness, from about
4 to 10 molecular diameters or polymer radii of gy-
ration. Thinner films begin to adopt “boundary” or
“interfacial” friction properties (described below, see
also Table 18.5). Note that the intermediate regime is
actually a very narrow one when defined in terms of
film thickness, for example, varying from about D = 2
to 4 nm for hexadecane films [18.219].

A fluid’s effective viscosity ηeff in the intermediate
regime is usually higher than in the bulk, but ηeff usu-
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Fig. 18.25 Transition from smooth sliding to “inverted” stick–slip
and to a second smooth sliding regime with increasing driving veloc-
ity during shear of two adsorbed surfactant monolayers in aqueous
solution at a load of L = 4.5 mN and T = 20 ◦C. The smooth slid-
ing (open circles) to inverted stick–slip (squares) transition occurs
at vc ∼ 0.3 µm/s. Prior to the transition, the kinetic stress levels
off at after a logarithmic dependence on velocity. The quasi-smooth
regime persists up to the transition at vc. At high driving veloci-
ties (filled circles), a new transition to a smooth sliding regime is
observed between 14 and 17 µm/s. (After [18.268] with permission)

d) Refreezing

Applied stress Stress

Stress Stress

Slip
planes

a) At rest b) Sticking c) Slipping
(whole film melts)

c') Slipping
(one layer melts)

c'') Slipping
(interlayer slip)

Fig. 18.26a–d Idealized schematic illustration of molecular rear-
rangements occurring in a molecularly thin film of spherical or
simple chain molecules between two solid surfaces during shear.
Depending on the system, a number of different molecular config-
urations within the film are possible during slipping and sliding,
shown here as stages (c): total disorder as the whole film melts;
(c’): partial disorder; and (c”): order persists even during sliding
with slip occurring at a single slip plane either within the film or
at the walls. A dilation is predicted in the direction normal to the
surfaces. (After [18.224] with permission)

ally decreases with increasing sliding velocity, v (known
as shear thinning). When two surfaces slide in the in-
termediate regime, the motion tends to thicken the film
(dilatancy). This sends the system into the bulk EHL
regime where, as indicated by (18.44), the friction force
now increases with velocity. This initial decrease, fol-
lowed by an increase, in the frictional forces of many
lubricant systems is the basis for the empirical Stribeck
curve of Fig. 18.13. In the transition from bulk to bound-
ary behavior there is first a quantitative change in the
material properties (viscosity and elasticity), which can
be continuous, to discontinuous qualitative changes that
result in yield stresses and non-liquidlike behavior.

The rest of this section is devoted to friction in the
boundary regime. Boundary friction may be thought of
as applying to the case where a lubricant film is present,
but where this film is of molecular dimensions – a few
molecular layers or less.

18.8.3 Boundary Lubrication
of Molecularly Thin Films:
Nanorheology

When a liquid is confined between two surfaces or
within any narrow space whose dimensions are less than
4 to 10 molecular diameters, both the static (equilibrium)
and dynamic properties of the liquid, such as its com-
pressibility and viscosity, can no longer be described
even qualitatively in terms of the bulk properties. The
molecules confined within such molecularly thin films
become ordered into layers (“out-of-plane” ordering),
and within each layer they can also have lateral order
(“in-plane” ordering). Such films may be thought of
as behaving more like a liquid crystal or a solid than
a liquid.

As described in Sect. 18.4.3, the measured normal
forces between two solid surfaces across molecularly
thin films exhibit exponentially decaying oscillations,
varying between attraction and repulsion with a period-
icity equal to some molecular dimension of the solvent
molecules. Thus most liquid films can sustain a finite
normal stress, and the adhesion force between two sur-
faces across such films is “quantized”, depending on the
thickness (or number of liquid layers) between the sur-
faces. The structuring of molecules in thin films and
the oscillatory forces it gives rise to are now reasonably
well understood, both experimentally and theoretically,
at least for simple liquids.

Work has also recently been done on the dynamic,
e.g., viscous or shear, forces associated with molecu-
larly thin films. Both experiments [18.38, 46, 203, 221,
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226,227,269,270] and theory [18.200,201,261,271] in-
dicate that even when two surfaces are in steady state
sliding they still prefer to remain in one of their stable
potential energy minima, i. e., a sheared film of liquid
can retain its basic layered structure. Thus even during
motion the film does not become totally liquid-like. In-
deed, if there is some “in-plane” ordering within a film,
it will exhibit a yield-point before it begins to flow. Such
films can therefore sustain a finite shear stress, in addi-
tion to a finite normal stress. The value of the yield stress
depends on the number of layers comprising the film and
represents another “quantized” property of molecularly
thin films [18.200].

The dynamic properties of a liquid film undergo-
ing shear are very complex. Depending on whether the
film is more liquid-like or solid-like, the motion will be
smooth or of the stick–slip type. During sliding, transi-
tions can occur between n layers and (n −1) or (n +1)
layers (see Fig. 18.27). The details of the motion depend
critically on the externally applied load, the tempera-
ture, the sliding velocity, the twist angle between the
two surface lattices, and the sliding direction relative to
the lattices.

Smooth and Stick–Slip Sliding
Recent advances in friction-measuring techniques have
enabled the interfacial friction of molecularly thin
films to be measured with great accuracy. Some of
these advances have involved the surface forces ap-
paratus technique [18.38, 45, 47, 221, 247, 269, 270],
while others have involved the atomic force mi-
croscope [18.10, 53, 231, 272]. In addition, computer
simulations [18.90,200,201,271,273,274] have become
sufficiently sophisticated to enable fairly complex tri-
bological systems to be studied. All these advances are
necessary if one is to probe such subtle effects as smooth
or stick–slip friction, transient and memory effects, and
ultralow friction mechanisms at the molecular level.

The theoretical models presented in this section will
be concerned with a situation commonly observed exper-
imentally: Stick–slip occurs between a static state with
high friction and a low-friction kinetic state, and a tran-
sition from this sliding regime to smooth sliding can be
induced by an increase in velocity. Experimental data
on various systems showing this behavior are shown in
Figs. 18.27, 18.30b, and 18.31a. Recent studies on ad-
hesive systems have revealed the possibility of other
dynamic responses such as “inverted” stick–slip be-
tween two kinetic states of higher and lower friction and
with a transition from smooth sliding to stick–slip with
increasing velocity, as shown in Fig. 18.25 [18.268].
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Fig. 18.27 Measured change in friction during interlayer transitions
of the silicone liquid octamethylcyclotetrasiloxane (OMCTS), an in-
ert liquid whose quasispherical molecules have a diameter of 0.8 nm.
In this system, the shear stress Sc = F/A was found to be constant
as long as the number of layers, n, remained constant. Qualita-
tively similar results have been obtained with other quasi-spherical
molecules such as cyclohexane [18.269]. The shear stresses are only
weakly dependent on the sliding velocity v. However, for sliding ve-
locities above some critical value, vc, the stick–slip disappears and
sliding proceeds smoothly at the kinetic value. (After [18.221] with
permission)

Adhesion hysteresis/
Friction

Temperature T (°C)
0 5010 20 30 40

Load, velocity,
chain density

Chain fluidity,
chain dilution

T0

Liquid-likeSolid-like

Amorphous

Fig. 18.28 Schematic friction phase diagram representing
the trends observed in the boundary friction of a vari-
ety of different surfactant monolayers. The characteristic
bell-shaped curve also correlates with the adhesion en-
ergy hysteresis of the monolayers. The arrows indicate
the direction in which the whole curve is dragged when
the load, velocity, etc., is increased. (After [18.232] with
permission)
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Solid-like Amorphous Liquid-like

a) b) c)

Fig. 18.29a–c Different dynamic phase states of boundary mono-
layers during adhesive contact and/or frictional sliding. Solid-like
(a) and liquid-like monolayers (c) exhibit low adhesion hysteresis
and friction. Increasing the temperature generally shifts a system
from the left to the right. Changing the load, sliding velocity, or
other experimental conditions can also change the dynamic phase
state of surface layers, as shown in Fig. 18.28. (After [18.232] with
permission)

With the added insights provided by computer sim-
ulations, a number of distinct molecular processes have
been identified during smooth and stick–slip sliding in
model systems for the more familiar static-to-kinetic
stick–slip and transition from stick–slip to smooth slid-
ing. These are shown schematically in Fig. 18.26 for
the case of spherical liquid molecules between two
solid crystalline surfaces. The following regimes may
be identified:

Surfaces at rest (Fig. 18.26a): Even with no exter-
nally applied load, solvent–surface epitaxial interactions
can cause the liquid molecules in the film to attain
a solid-like state. Thus at rest the surfaces are stuck
to each other through the film.

Sticking regime (frozen, solid-like film) (Fig. 18.26b):
A progressively increasing lateral shear stress is applied.
The solid-like film responds elastically with a small lat-
eral displacement and a small increase or “dilatancy” in
film thickness (less than a lattice spacing or molecular
dimension, σ). In this regime the film retains its frozen,
solid-like state: All the strains are elastic and reversible,
and the surfaces remain effectively stuck to each other.
However, slow creep may occur over long time periods.

Slipping and sliding regimes (molten, liquid-like
film) (Fig. 18.26c,c′,c′′): When the applied shear stress
or force has reached a certain critical value, the static
friction force, Fs, the film suddenly melts (known as
“shear melting”) or rearranges to allow for wall-slip or
slip within the film to occur at which point the two sur-

faces begin to slip rapidly past each other. If the applied
stress is kept at a high value, the upper surface will
continue to slide indefinitely.

Refreezing regime (resolidification of film) (Fig.
18.26d): In many practical cases, the rapid slip of the
upper surface relieves some of the applied force, which
eventually falls below another critical value, the kinetic
friction force Fk, at which point the film resolidifies
and the whole stick–slip cycle is repeated. On the other
hand, if the slip rate is smaller than the rate at which the
external stress is applied, the surfaces will continue to
slide smoothly in the kinetic state and there will be no
more stick–slip. The critical velocity at which stick–slip
disappears is discussed in more detail in Sect. 18.8.3.

Experiments with linear chain (alkane) molecules
show that the film thickness remains quantized during
sliding, so that the structure of such films is probably
more like that of a nematic liquid crystal where the liquid
molecules have become shear aligned in some direction,
enabling shear motion to occur while retaining some
order within the film. Experiments on the friction of two
molecularly smooth mica surfaces separated by three
molecular layers of the liquid OMCTS (Fig. 18.27) show
how the friction increases to higher values in a quantized
way when the number of layers falls from n = 3 to n = 2
and then to n = 1.

Computer simulations for simple spherical molecules
[18.201] further indicate that during the slip the film
thickness is roughly 15% higher than at rest (i. e., the
film density falls), and that the order parameter within
the film drops from 0.85 to about 0.25. Such dilatancy
has been investigated both experimentally [18.235] and
in further computer simulations [18.234]. The changes
in thickness and in order parameter are consistent with
a disorganized state for the whole film during the
slip [18.271], as illustrated schematically in Fig. 18.26c.
At this stage, we can only speculate on other possible
configurations of molecules in the slipping and slid-
ing regimes. This probably depends on the shapes of the
molecules (e.g., whether spherical or linear or branched),
on the atomic structure of the surfaces, on the sliding
velocity, etc. [18.275]. Figure 18.26c,c′,c′′ shows three
possible sliding modes wherein the shearing film either
totally melts, or where the molecules retain their layered
structure and where slip occurs between two or more
layers. Other sliding modes, for example, involving the
movement of dislocations or disclinations are also possi-
ble, and it is unlikely that one single mechanism applies
in all cases.

Both friction and adhesion hysteresis vary non-
linearly with temperature, often peaking at some
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Fig. 18.30 (a) “Phase transitions” model of stick–slip
where a thin liquid film alternately freezes and melts as
it shears, shown here for 22 spherical molecules confined
between two solid crystalline surfaces. In contrast to the
velocity-dependent friction model, the intrinsic friction
force is assumed to change abruptly (at the transitions),
rather than smooth or continuously. The resulting stick–
slip is also different, for example, the peaks are sharper and
the stick–slip disappears above some critical velocity vc.
Note that while the slip displacement is here shown to be
only two lattice spacings, in most practical situations it is
much larger, and that freezing and melting transitions at
surfaces or in thin films may not be the same as freezing
or melting transitions between the bulk solid and liquid
phases. (b) Exact reproduction of a chart-recorder trace of
the friction force for hexadecane between two untreated
mica surfaces at increasing sliding velocity v, plotted as
a function of time. In general, with increasing sliding
speed, the stick–slip spikes increase in frequency and de-
crease in magnitude. As the critical sliding velocity vc is
approached, the spikes become erratic, eventually disap-
pearing altogether at v = vc. At higher sliding velocities the
sliding continues smoothly in the kinetic state. Such friction
traces are fairly typical for simple liquid lubricants and dry
boundary lubricant systems (see Fig. 18.31a) and may be re-
ferred to as the “conventional” type of static–kinetic friction
(in contrast to Fig. 18.25). Experimental conditions: con-
tact area A = 4 × 10−9 m2, load L = 10 mN, film thickness
D = 0.4–0.8 nm, v = 0.08–0.4 µm s−1, vc ≈ 0.3 µm s−1,
atmosphere: dry N2 gas, T = 18 ◦C. [(a) and (b) af-
ter [18.276] with permission. Copyright 1993 American
Chemical Society.] (c) Friction response of a thin squalane
(a branched hydrocarbon) film at different loads and a con-
stant sliding velocity v = 0.08 µm s−1, slightly above the
critical velocity for this system at low loads. Initally, with
increasing load, the stick–slip amplitude and the mean fric-
tion force decrease with sliding time or sliding distance.
However, at high loads or pressures, the mean friction force
increases with time, and the stick–slip takes on a more sym-
metrical, sinusoidal shape. At all loads investigated, the
stick–slip component gradually decayed as the friction pro-
ceeded towards smooth sliding. (Gourdon and Israelachvili,
unpublished data)

particular temperature, T0. The temperature dependence
of these forces can, therefore, be represented on a fric-
tion phase diagram such as the one shown in Fig. 18.28.
Experiments have shown that T0, and the whole bell-
shaped curve, are shifted along the temperature-axis (as
well as in the vertical direction) in a systematic way
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when the load, sliding velocity, etc., are varied. These
shifts also appear to be highly correlated with one an-
other, for example, an increase in temperature producing
effects that are similar to decreasing the sliding speed
or load.

Such effects are also commonly observed in other
energy dissipating phenomena such as polymer vis-
coelasticity [18.277], and it is likely that a similar
physical mechanism is at the heart all of such phenom-
ena. A possible molecular process underlying the energy
dissipation of chain molecules during boundary layer
sliding is illustrated in Fig. 18.29, which shows the three
main dynamic phase states of boundary monolayers.

In contrast to the characteristic relaxation time as-
sociated with fluid lubricants, it has been established
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Fig. 18.31 (a) Exact reproduction of chart-recorder trace for the
friction of closely packed surfactant monolayers (L-α-dimirystoyl-
phosphatidyl-ethanolamine, DMPE) on mica (dry boundary friction)
showing qualitatively similar behavior to that obtained with a liquid
hexadecane film (Fig. 18.30b). In this case, L = 0, vc ≈ 0.1 µm s−1,
atmosphere: dry N2 gas, T = 25 ◦C. (b) Sliding typical of liquid-like
monolayers, here shown for calcium alkylbenzene sulfonate in dry
N2 gas at T = 25 ◦C and L = 0. (After [18.207] with permission.
Copyright 1993 American Chemical Society)

that for unlubricated (dry, solid, rough) surfaces, there
is a characteristic memory distance that must be ex-
ceeded before the system looses all memory of its
initial state (original surface topography). The un-
derlying mechanism for a characteristic distance was
first used to successfully explain rock mechanics and
earthquake faults [18.278] and, more recently, the
tribological behavior of unlubricated surfaces of ce-
ramics, paper and elastomeric polymers [18.252, 279].
Recent experiments [18.275, 280, 281] suggest that
fluid lubricants composed of complex branched-chained
or polymer molecules may also have characteris-
tic distances (in addition to characteristic relaxation
times) associated with their tribological behavior –
the characteristic distance being the total sliding
distance that must be exceeded before the system
reaches its steady-state tribological conditions (see
Sect. 18.8.3).

Abrupt vs. Continuous Transitions
Between Smooth and Stick–Slip Sliding

An understanding of stick–slip is of great practical im-
portance in tribology [18.282], since these spikes are
the major cause of damage and wear of moving parts.
Stick–slip motion is a very common phenomenon and is
also the cause of sound generation (the sound of a violin
string, a squeaking door, or the chatter of machinery),
sensory perception (taste texture and feel), earthquakes,
granular flow, nonuniform fluid flow such as the spurting
flow of polymeric liquids, etc. In the previous section, the
stick–slip motion arising from freezing–melting transi-
tions in thin interfacial films was described. There are
other mechanisms that can give rise to stick–slip fric-
tion, which will now be considered. However, before
proceeding with this, it is important to clarify exactly
what one is measuring during a friction experiment.

Most tribological systems and experiments can be
described in terms of an equivalent mechanical circuit
with certain characteristics. The friction force F0, which
is generated at the surfaces, is generally measured as F at
some other place in the setup. The mechanical coupling
between the two may be described in terms of a simple
elastic stiffness or compliance, K , or as more complex
nonelastic coefficients, depending on the system. The
distinction between F and F0 is important because in
almost all practical cases, the applied, measured, or de-
tected force, F, is not the same as the “real” or “intrinsic”
friction force, F0, generated at the surfaces. F and F0 are
coupled in a way that depends on the mechanical con-
struction of the system, for example, the axle of a car
wheel that connects it to the engine. This coupling can be
modeled as an elastic spring of stiffness K and mass m.
This is the simplest type of mechanical coupling and is
also the same as in SFA and AFM type experiments.
More complicated real systems can be reduced to a sys-
tem of springs and dashpots, as described by Peachey
et al. [18.283] and Luengo et al. [18.47].

We now consider four different models of stick–slip
friction, where the mechanical couplings are assumed
to be of the simple elastic spring type. The first three
mechanisms may be considered traditional or classical
mechanisms or models [18.282], the fourth is essentially
the same as the freezing–melting phase-transition model
described in Sect. 18.8.3.

Rough Surfaces or Surface Topology Model. Rapid
slips can occur whenever an asperity on one surface
goes over the top of an asperity on the other surface.
The extent of the slip will depend on asperity heights
and slopes, on the speed of sliding, and on the elastic
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compliance of the surfaces and the moving stage. As
in all cases of stick–slip motion, the driving velocity v

may be constant, but the resulting motion at the surfaces
v0 will display large slips. This type of stick–slip has
been described by Rabinowicz [18.282]. It will not be
of much concern here since it is essentially a noise-type
fluctuation, resulting from surface imperfections rather
than from the intrinsic interaction between two surfaces.
Actually, at the atomic level, the regular atomic-scale
corrugations of surfaces can lead to periodic stick–slip
motion of the type shown here. This is what is sometimes
measured by AFM tips [18.10, 53, 231, 272].

Distance-Dependent or Creep Model. Another theory
of stick–slip, observed in solid-on-solid sliding, is one
that involves a characteristic distance, but also a char-
acteristic time, τs, this being the characteristic time
required for two asperities to increase their adhesion
strength after coming into contact. Originally proposed
by Rabinowicz [18.282, 284], this model suggests that
two rough macroscopic surfaces adhere through their
microscopic asperities of characteristic length. During
shearing, each surface must first creep this distance (the
size of the contacting junctions) after which the sur-
faces continue to slide, but with a lower (kinetic) friction
force than the original (static) value. The reason for the
decrease in the friction force is that even though, on av-
erage, new asperity junctions should form as rapidly as
the old ones break, the time-dependent adhesion and
friction of the new ones will be lower than the old
ones.

The friction force, therefore, remains high during
the creep stage of the slip. But once the surfaces have
moved the characteristic distance, the friction rapidly
drops to the kinetic value. For any system where the
kinetic friction is less than the static force (or one that
has a negative slope over some part of its F0 versus v0
curve) will exhibit regular stick–slip sliding motion for
certain values of K , m, and driving velocity, v.

This type of friction has been observed in a variety
of dry (unlubricated) systems such as paper-on-
paper [18.285,286] and steel-on-steel [18.284,287,288].
This model is also used extensively in geologic systems
to analyze rock-on-rock sliding [18.289, 290]. While
originally described for adhering macroscopic asperity
junctions, the distance-dependent model may also ap-
ply to molecularly smooth surfaces. For example, for
polymer lubricant films, the characteristic length would
now be the chain–chain entanglement length, which
could be much larger in a confined geometry than in
the bulk.

Velocity-Dependent Friction Model. In contrast to
the two friction models mentioned above, which ap-
ply mainly to unlubricated, solid-on-solid contacts, the
stick–slip of surfaces with thin liquid films between
them is better described by other mechanisms. The
velocity-dependent friction model is the most studied
mechanism of stick–slip and, until recently, was con-
sidered to be the only cause of intrinsic stick–slip. If
a friction force decreases with increasing sliding ve-
locity, as occurs with boundary films exhibiting shear
thinning, the force (Fs) needed to initiate motion will be
higher than the force (Fk) needed to maintain motion.

A decreasing intrinsic friction force F0 with sliding
velocity v0 results in the sliding surface or stage moving
in a periodic fashion, where during each cycle rapid
acceleration is followed by rapid deceleration. So long
as the drive continues to move at a fixed velocity v,
the surfaces will continue to move in a periodic fashion
punctuated by abrupt stops and starts whose frequency
and amplitude depend not only on the function F0(v0),
but also on the stiffness K and mass m of the moving
stage, and on the starting conditions at t = 0.

More precisely, the motion of the sliding surface
or stage can be determined by solving the following
differential equation:

mẍ = (F0 − F) = F0 − (x0 − x)K

or mẍ + (x0 − x)K − F0 = 0 , (18.47)

where F0 = F0(x0, v0, t) is the intrinsic or “real” friction
force at the shearing surfaces, F is the force on the spring
(the externally applied or measured force), and (F0 − F)
is the force on the stage. To fully solve (18.47), one
must also know the initial (starting) conditions at t = 0,
and the driving or steady-state conditions at finite t.
Commonly, the driving condition is: x = 0 for t < 0 and
x = vt for t > 0, where v = constant. In other systems,
the appropriate driving condition may be F = constant.

Various, mainly phenomenological, forms for
F0 = F0(x0, v0, t) have been proposed to explain various
kinds of stick–slip phenomena. These models gener-
ally assume a particular functional form for the friction
as a function of velocity only, F0 = F0(v0), and they
may also contain a number of mechanically coupled el-
ements comprising the stage [18.291,292]. One version
is a two-state model characterized by two friction forces,
Fs and Fk, which is a simplified version of the phase
transitions model described below. More complicated
versions can have a rich F–v spectrum, as proposed
by Persson [18.293]. Unless the experimental data is
very detailed and extensive, these models cannot gener-
ally distinguish between different types of mechanisms.
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Neither do they address the basic question of the origin
of the friction force, since this is assumed to begin with.

Experimental data has been used to calculate the
friction force as a function of velocity within an in-
dividual stick–slip cycle [18.294]. For a macroscopic
granular material confined between solid surfaces, the
data shows a velocity-weakening friction force during
the first half of the slip. However, the data also shows
a hysteresis loop in the friction–velocity plot, with a dif-
ferent behavior in the deceleration half of the slip phase.
Similar results were observed for a 1–2 nm liquid lubri-
cant film between mica surfaces [18.275]. These results
indicate that a purely velocity-dependent friction law is
insufficient to describe such systems, and an additional
element such as the state of the confined material must
be considered.

Phase Transitions Model. In recent molecular dynam-
ics computer simulations it has been found that thin
interfacial films undergo first-order phase transitions
between solid-like and liquid-like states during slid-
ing [18.201, 273]. It has been suggested that this is
responsible for the observed stick–slip behavior of
simple isotropic liquids between two solid crystalline
surfaces. With this interpretation, stick–slip is seen to
arise because of the abrupt change in the flow properties
of a film at a transition [18.224,225,261], rather than the
gradual or continuous change, as occurs in the previous
example. Other computer simulations indicate that it is
the stick–slip that induces a disorder (“shear-melting”)
in the film, not the other way around [18.295].

An interpretation of the well-known phenomenon of
decreasing coefficient of friction with increasing sliding
velocity has been proposed by Thompson and Rob-
bins [18.201] based on their computer simulation. This
postulates that it is not the friction that changes with
sliding speed v, but rather the time various parts of
the system spend in the sticking and sliding modes. In
other words, at any instant during sliding, the friction at
any local region is always Fs or Fk, corresponding to
the “static” or “kinetic” values. The measured frictional
force, however, is the sum of all these discrete values
averaged over the whole contact area. Since as v in-
creases each local region spends more time in the sliding
regime (Fk) and less in the sticking regime (Fs), the
overall friction coefficient falls. One may note that this
interpretation reverses the traditional way that stick–slip
has been explained. Rather than invoking a decreasing
friction with velocity to explain stick–slip, it is now
the more fundamental stick–slip phenomenon that is
producing the apparent decrease in the friction force

with increasing sliding velocity. This approach has been
studied analytically by Carlson and Batista [18.296],
with a comprehensive rate- and state- dependent friction
force law. This model includes an analytic description
of the freezing–melting transitions of a film, resulting
in a friction force that is a function of sliding veloc-
ity in a natural way. This model predicts a full range of
stick–slip behavior observed experimentally.

An example of the rate- and state-dependent model is
observed when shearing thin films of OMCTS between
mica surfaces [18.297, 298]. In this case, the static fric-
tion between the surfaces is dependent on the time that
the surfaces are at rest with respect to each other, while
the intrinsic kinetic friction Fk,0 is relatively constant
over the range of velocities. At slow driving velocities,
the system responds with stick–slip sliding with the sur-
faces reaching maximum static friction before each slip
event, and the amplitude of the stick–slip, Fs − Fk, is rel-
atively constant. As the driving velocity increases, the
static friction decreases as the time at relative rest be-
comes shorter with respect to the characteristic time of
the lubricant film. As the static friction decreases with in-
creasing drive velocity, it eventually equals the intrinsic
kinetic friction Fk,0, which defines the critical veloc-
ity vc, above which the surfaces slide smoothly without
the jerky stick–slip motion.

The above classifications of stick–slip are not ex-
clusive, and molecular mechanisms of real systems may
exhibit aspects of different models simultaneously. They
do, however, provide a convenient classification of exist-
ing models and indicate which experimental parameters
should be varied to test the different models.

Critical Velocity for Stick–Slip. For any given set of con-
ditions, stick–slip disappears above some critical sliding
velocity vc, above which the motion continues smoothly
in the liquid-like or kinetic state. The critical velocity
is well described by two simple equations. Both are
based on the phase transition model, and both include
some parameter associated with the inertia of the mea-
suring instrument. The first equation is based on both
experiments and simple theoretical modeling [18.276]:

vc ≈ (Fs − Fk)

5Kτ0
, (18.48)

where τ0 is the characteristic nucleation time or freez-
ing time of the film. For example, inserting the following
typically measured values for a ∼ 1-nm-thick hexa-
decane film between mica: (Fs − Fk) ≈ 5 mN, spring
constant K ≈ 500 N m−1, and nucleation time [18.276]
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τ0 ≈ 5 s, we obtain vc ≈ 0.4 µm s−1, which is close to
typically measured values (Fig. 18.30b).

The second equation is based on computer simula-
tions [18.273]:

vc ≈ 0.1

√
Fsσ

m
, (18.49)

where σ is a molecular dimension and m is the mass
of the stage. Again, inserting typical experimental val-
ues into this equation, viz., m ≈ 20 g, σ ≈ 0.5 nm, and
(Fs − Fk) ≈ 5 mN as before, we obtain vc ≈ 0.3 µm s−1,
which is also close to measured values.

Stick–slip also disappears above some critical tem-
perature Tc, which is not the same as the melting
temperature of the bulk fluid. Certain correlations have

been found between vc and Tc and between various other
tribological parameters that appear to be consistent with
the principle of time–temperature superposition (see
Sect. 18.8.3), similar to that occurring in viscoelastic
polymer fluids [18.277, 299, 300].

Recent work on the coupling between the mechani-
cal resonances of the sliding system and molecular-scale
relaxations [18.234, 301–303] has resulted in a better
understanding of a phenomenon previously noted in var-
ious engineering applications: the vibrating of one of
the sliding surfaces perpendicularly to the sliding direc-
tion can lead to a significant reduction of the friction.
At certain oscillation amplitudes and a frequency higher
than the molecular-scale relaxation frequency, stick–slip
friction can be eliminated and replaced by an ultralow
kinetic friction state.

18.9 Role of Molecular Shape and Surface Structure in Friction

The above scenario is already quite complicated, and
yet this is the situation for the simplest type of exper-
imental system. The factors that appear to determine
the critical velocity vc depend on the type of liquid be-
tween the surfaces (as well as on the surface lattice
structure). Small spherical molecules such as cyclo-
hexane and OMCTS have been found to have very
high vc, which indicates that these molecules can re-
arrange relatively quickly in thin films. Chain molecules
and especially branched chain molecules have been
found to have much lower vc, which is to be expected,
and such liquids tend to slide smoothly or with erratic
stick–slip [18.275], rather than in a stick–slip fashion
(see Table 18.5). With highly asymmetric molecules,
such as multiply branched isoparaffins and polymer
melts, no regular spikes or stick–slip behavior occurs
at any speed, since these molecules can never order
themselves sufficiently to solidify. Examples of such
liquids are some perfluoropolyethers and polydimethyl-
siloxanes (PDMS).

Recent computer simulations [18.274, 304, 305] of
the structure, interaction forces, and tribological behav-
ior of chain molecules between two shearing surfaces
indicate that both linear and singly or doubly branched
chain molecules order between two flat surfaces by
aligning into discrete layers parallel to the surfaces.
However, in the case of the weakly branched molecules,
the expected oscillatory forces do not appear because of
a complex cancellation of entropic and enthalpic contri-
butions to the interaction free energy, which results in

a monotonically smooth interaction, exhibiting a weak
energy minimum rather than the oscillatory force profile
that is characteristic of linear molecules. During slid-
ing, however, these molecules can be induced to further
align, which can result in a transition from smooth to
stick–slip sliding.

Table 18.5 shows the trends observed with some
organic and polymeric liquid between smooth mica sur-
faces. Also listed are the bulk viscosities of the liquids.
From the data of Table 18.5 it appears that there is a di-
rect correlation between the shapes of molecules and
their coefficient of friction or effectiveness as lubricants
(at least at low shear rates). Small spherical or chain
molecules have high friction with stick–slip, because
they can pack into ordered solid-like layers. In contrast,
longer chained and irregularly shaped molecules remain
in an entangled, disordered, fluid-like state even in very
thin films, and these give low friction and smoother slid-
ing. It is probably for this reason that irregularly shaped
branched chain molecules are usually better lubricants.
It is interesting to note that the friction coefficient gen-
erally decreases as the bulk viscosity of the liquids
increases. This unexpected trend occurs because the
factors that are conducive to low friction are gener-
ally conducive to high viscosity. Thus molecules with
side groups such as branched alkanes and polymer melts
usually have higher bulk viscosities than their linear ho-
mologues for obvious reasons. However, in thin films the
linear molecules have higher shear stresses, because of
their ability to become ordered. The only exception to the
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Liquid Short-
range
force

Type of
friction

Friction
coefficient

Bulk liquid
viscosity (cP)

Organic (water-free)
Cyclohexane Oscillatory Quantized

stick–slip
� 1 0.6

OMCTSb Oscillatory Quantized
stick–slip

� 1 2.3

Octane Oscillatory Quantized
stick–slip

1.5 0.5

Tetradecane Oscillatory
↔ smooth

stick–slip
↔ smooth

1.0 2.3

Octadecane
(branched)

Oscillatory
↔ smooth

stick–slip
↔ smooth

0.3 5.5

PDMSb

(M = 3,700 g mol−1,
melt)

Oscillatory
↔ smooth

Smooth 0.4 50

PBDb

(M = 3,500 g mol−1,
branched)

Smooth Smooth 0.03 800

Water
Water (KCl solution) Smooth Smooth 0.01–0.03 1.0

a For molecularly thin liquid films between two shearing mica surfaces at 20 ◦C
b OMCTS: Octamethylcyclotetrasiloxane, PDMS: Polydimethylsiloxane,

PBD: Polybutadiene

Table 18.5 Effect of mo-
lecular shape and short-
range forces on tribological
propertiesa

a) x

z

b)

c)

above correlations is water, which has been found to ex-
hibit both low viscosity and low friction (see Fig. 18.20,
and Sect. 18.7.3). In addition, the presence of water can

Fig. 18.32a–c Schematic view of interfacial film composed
of spherical molecules under a compressive pressure be-
tween two solid crystalline surfaces. (a) If the two surface
lattices are free to move in the x-y-z directions, so as to
attain the lowest energy state, they could equilibrate at val-
ues of x, y, and z, which induce the trapped molecules
to become “epitaxially” ordered into a “solid-like” film.
(b) Similar view of trapped molecules between two solid
surfaces that are not free to adjust their positions, for ex-
ample, as occurs in capillary pores or in brittle cracks.
(c) Similar to (a), but with chain molecules replacing the
spherical molecules in the gap. These may not be able to
order as easily as do spherical molecules even if x, y, and z
can adjust, resulting in a situation that is more akin to (b).
(After [18.276] with permission. Copyright 1993 American
Chemical Society)

drastically lower the friction and eliminate the stick–
slip of hydrocarbon liquids when the sliding surfaces
are hydrophilic.
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Fig. 18.33a–f Schematic representation of the film under
shear. (a) The lubricant molecules are just confined, but not
oriented in any particular direction. Because of the need to
shear, the film dilates (b). The molecules disentangle (c) and
get oriented in a certain direction related to the shear di-
rection (d). (e) Slowly evolving domains grow inside the
contact region. These macroscopic domains are respon-
sible for the long relaxation times. (f) At the steady-state,
a continuous gradient of confinement time and molecular
order is established in the contact region, which is different
for molecules adsorbed on the upper and lower surfaces.
Molecules entering into the contact are not oriented or or-
dered. The required sliding distance to modify their state
defines a characteristic distance. Molecules leaving the con-
tact region need some (short) characteristic time to regain
their bulk, unconfined configuration. (After [18.281] with
permission. Copyright 2000 American Chemical Society)

If an “effective” viscosity, ηeff, were to be calculated
for the liquids of Table 18.5, the values would be many
orders of magnitude higher than those of the bulk li-
quids. This can be demonstrated by the following simple
calculation based on the usual equation for Couette flow
(see (18.44)):

ηeff = Fk D/Av , (18.50)

where Fk is the kinetic friction force, D is the film
thickness, A the contact area, and v the sliding velocity.
Using typical values for experiments with hexade-
cane [18.276]: Fk = 5 mN, D = 1 nm, A = 3 × 10−9 m2,
and v = 1 µm s−1, one gets ηeff ≈ 2,000 Ns m−2, or
20,000 Poise, which is ∼ 106 times higher than the
bulk viscosity, ηbulk, of the liquid. It is instructive to
consider that this very high effective viscosity never-
theless still produces a low friction force or friction
coefficient µ of about 0.25. It is interesting to spec-
ulate that if a 1 nm film were to exhibit bulk viscous
behavior, the friction coefficient under the same sliding
conditions would be as low as 0.000001. While such
a low value has never been reported for any tribolog-
ical system, one may consider it a theoretical lower
limit that could conceivably be attained under certain
experimental conditions.

Various studies [18.44, 219, 220, 222] have shown
that confinement and load generally increase the ef-
fective viscosity and/or relaxation times of molecules,
suggestive of an increased glassiness or solid-like behav-
ior (Figs. 18.32 and 18.33). This is in marked contrast
to studies of liquids in small confining capillaries where
the opposite effects have been observed [18.306, 307].

At rest

Creep (stick)Apply stress

Confined molecules
Molecular-scale adaption

Initial configuration (ordered or disordered)

Shear direction
Dilatency

Slip (fast)

Alignment

Slow shear-
thinning

Shear-
ordering,
phase
transition?

a)

b)

c)

d)

e)

f)

Memory distance
and time (slow)

D ≈3σ out

outin
Memory time
(fast)

2-D grain
boundary Microns

Shear

2-D grain
boundary

Slow (co-
operative)

Final
configu-
ration

in

The reason for this is probably because the two modes
of confinement are different. In the former case (con-
finement of molecules between two structured solid
surfaces), there is generally little opposition to any
lateral or vertical displacement of the two surface lat-
tices relative to each other. This means that the two
lattices can shift in the x-y-z plane (Fig. 18.32a) to
accommodate the trapped molecules in the most crys-
tallographically commensurate or epitaxial way, which
would favor an ordered, solid-like state. In contrast,
the walls of capillaries are rigid and cannot easily
move or adjust to accommodate the confined molecules
(Fig. 18.32b), which will therefore be forced into a more
disordered, liquid-like state (unless the capillary wall
geometry and lattice are exactly commensurate with
the liquid molecules, as occurs in certain zeolites
[18.307]).

Experiments have demonstrated the effects of
surface lattice mismatch on the friction between sur-
faces [18.203, 204, 308]. Similar to the effects of lattice
mismatch on adhesion (Fig. 18.11), the static friction of
a confined liquid film is maximum when the lattices of
the confining surfaces are aligned. For OMCTS con-
fined between mica surfaces [18.204] the static friction
was found to vary by more than a factor of 4, while
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for bare mica surfaces the variation was by a factor of
3.5 [18.308]. In contrast to the sharp variations in ad-
hesion energy over small twist angles, the variations in
friction as a function of twist angle were much more
broad both in magnitude and angular spread. Similar
variations in friction as a function of twist or misfit an-
gles have also been observed in computer simulations
[18.309].

Robbins et al. [18.274] computed the friction forces
of two clean crystalline surfaces as a function of the an-
gle between their surface lattices. They found that for all
non-zero angles (finite “twist” angles) the friction forces
fell to zero due to incommensurability effects. They fur-
ther found that submonolayer amounts of organic or
other impurities trapped between two incommensurate
surfaces can generate a finite friction force. They, there-
fore, concluded that any finite friction force measured

between incommensurate surfaces is probably due to
such “third body” effects.

With rough surfaces, i. e., those that have random
protrusions rather than being periodically structured, we
expect a smearing out of the correlated intermolecu-
lar interactions that are involved in film freezing and
melting (and in phase transitions in general). This
should effectively eliminate the highly regular stick–
slip and may also affect the location of the slipping
planes [18.123, 252, 279]. The stick–slip friction of
“real” surfaces, which are generally rough, may, there-
fore, be quite different from those of perfectly smooth
surfaces composed of the same material. We should
note, however, that even between rough surfaces, most
of the contacts occur between the tips of microscopic
asperities, which may be smooth over their microscopic
contact area.
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Scanning Prob19. Scanning Probe Studies of Nanoscale Adhesion
Between Solids in the Presence of Liquids

and Monolayer Films

Adhesion between solids is a ubiquitous phe-
nomenon whose importance is magnified at the
micrometer and nanometer scales, where the
surface-to-volume ratio diverges as we approach
the single atom.

Numerous techniques for measuring adhesion
at the atomic scale have been developed. Yet sig-
nificant limitations exist. Instrumental improve-
ments and reliable quantification are still needed.

Recent studies have highlighted the unique
and important effect of liquid capillaries,
particularly water, at the nanometer scale.
The results demonstrate that macroscopic
considerations of classic meniscus theory must
be, at the very least, corrected to take into
account new scaling and geometric relationships
unique to the nanometer scale. More generally,
a molecular-scale description of wetting and
capillary condensation as it applies to nanometer-
scale interfaces is clearly desirable, but remains
an important challenge.

The measurement of adhesion between
self-assembled monolayers has proven to be
a reliable means for probing the influence of
surface chemistry and local environment on
adhesion. To date, however, few systems have
been investigated quantitatively in detail. The
molecular origins of adhesion down to the single
bond level remain to be fully investigated. The
most recent studies illustrate that although new
information about adhesion in these systems has
been revealed, further enhancements of current
techniques, as well as the development of new

19.1 The Importance of Adhesion
at the Nanoscale .................................. 605

19.2 Techniques for Measuring Adhesion ....... 606

19.3 Calibration of Forces, Displacements,
and Tips .............................................. 610
19.3.1 Force Calibration .......................... 610
19.3.2 Probe Tip Characterization ............. 611
19.3.3 Displacement Calibration .............. 612

19.4 The Effect of Liquid Capillaries
on Adhesion......................................... 612
19.4.1 Theoretical Background ................ 612
19.4.2 Experimental and Theoretical

Studies of Capillary Formation
with Scanning Probes ................... 614

19.4.3 Future Directions.......................... 618

19.5 Self-Assembled Monolayers ................... 618
19.5.1 Adhesion at SAM Interfaces............ 618
19.5.2 Chemical Force Microscopy:

General Methodology ................... 619
19.5.3 Adhesion at SAM-Modified Surfaces

in Liquids .................................... 620
19.5.4 Impact of Intra- and Inter-Chain

Interactions on Adhesion .............. 621
19.5.5 Adhesion at the Single-Bond Level. 622
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19.6 Concluding Remarks ............................. 624
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methodologies, coupled with accurate theoretical
modeling, are required to adequately tackle these
complex measurements.

19.1 The Importance of Adhesion at the Nanoscale

The mutual attraction and bonding of two surfaces,
which can occur with or without an intervening medium,
is a commonly observed phenomenon with far-reaching
manifestations and applications in society. The ad-

herence between a raindrop and a window pane, the
climbing of a gecko up a vine, the sticking of multiple ad-
hesive note pads to a professor’s wall, the force required
to separate hook-and-eye (VelcroTM) strips, the building
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of a sand castle, and the book page turned by a wetted
finger are all examples in which adhesion is important.
Within the complexity of these examples and others lies
a central theme: The mechanical forces between a pair of
materials can be fundamentally affected not just by the
macroscopic or microscopic structure of the surfaces,
but also by the interatomic and intermolecular forces
between them.

Adhesion and intermolecular forces have been stud-
ied for many years dating back to ancient times [19.1],
and active research continues today of topics as broad
as insect and reptile locomotion [19.2], interactions
between cells in the body [19.3], and the design of
self-healing composites [19.4], to name a few. While
adhesion is clearly of interest for a wide range of macro-
scopic applications, its importance becomes dominant
at the micrometer and nanometer scales. This is primar-
ily due to the dramatic increase in the surface-to-volume
ratio of materials at these scales, an effect that renders
friction and interfacial wear critical phenomena [19.5].
For example, the dominating effect of adhesion at this
scale has affected the development of microelectrome-
chanical systems (MEMS), in which interfacial forces
can prevent devices from functioning properly, since the
small flexible parts often emerge from the fabrication
line stuck together. Studies of adhesion in MEMS are
ongoing, and commercially deployed MEMS devices
rely upon sophisticated surface treatments to reduce and
control adhesion [19.6–8].

Detailed control of adhesion at the molecular level
will be essential for the proposed design of the smaller
nanoelectromechanical systems (NEMS). Much has
been written about the possibilities for nanoscale ma-
chines, sensors, and actuators, etc. It is crucial to
understand that a molecule is all surface, and, therefore,

molecular and nanoscale devices cannot be properly
designed, implemented, or characterized unless an un-
derstanding of atomic-scale adhesion is thoroughly
presented, particularly if these devices are to involve
any moving parts that will come into and out of con-
tact with each other. Studying adhesion at the nanoscale
is important for other reasons. The protruding asper-
ities in most MEMS materials often have nanoscale
dimensions, and, therefore, a complete understanding
of adhesion in MEMS requires the investigation of the
adhesive properties of the individual nanoscale asper-
ities. In addition, the experimental study of adhesion
at the nanoscale is required for the development of de-
tailed atomic-scale models of adhesion. Such progress
requires close collaboration between experiment and
theory.

There has been significant progress in the experi-
mental study of adhesion at the nanometer scale using
scanning probe methods, but numerous challenges ex-
ist. A discussion of solid-solid adhesion without an
intervening medium is provided in part B and C of
this book. This chapter focuses on how adhesion is af-
fected by the ubiquitous presence of water, and how
it can be controlled through the application of self-
assembled monolayer (SAM) coatings, again in the
presence of a liquid medium. In addition, we discuss
specific instrumental challenges that are inherent to ad-
hesion measurements. We do not delve into the realm
of atomic-scale modeling of adhesion, nor do we dis-
cuss the role of more complex coatings such as polymer
brushes and blends. Rather, we will focus on critically
evaluating the relevant experimental techniques and crit-
ically reviewing recent results from studies of water and
SAM films, which are perhaps the two most commonly
encountered media in nanoscale adhesion applications.

19.2 Techniques for Measuring Adhesion

The experimental study of adhesion at the nanoscale has
experienced two renaisances in this century. The first
occurred with the development of the surface forces
apparatus (SFA) [19.9, 10], and the second with the
later development of the AFM [19.11] and other related
scanning force techniques.

SFA experiments have contributed profoundly to our
understanding of adhesion. The SFA consists of a pair
of atomically smooth surfaces, usually mica sheets,
mounted on crossed cylinders that can be pressed to-
gether to form a controlled circular contact. The applied

load, normal displacement, surface separation, contact
area, and shear force (if applied) can all be controlled
and/or measured [19.9, 12–14]. The SFA can be oper-
ated in air, a controlled environment, or under liquid
conditions. The surfaces are often treated to attach
molecules whose behavior under confinement can be
studied. Alternately, the behavior of a confined fluid
layer can be observed. The surface separation can be
measured and controlled in the Ångstrom (Å) regime.
The lateral resolution is limited to the range of sev-
eral tens of micrometers. However, the true contact
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area between the interfaces can be directly measured,
which is a key advantage since it allows an adhesive
force to be converted to a force (or energy) per unit
area (or per molecule), thus separating geometrical con-
tributions to adhesion from chemical contributions. In
this chapter, we will refer to relevant results in the
context of the scanning probe experiments. As a very
brief summary, some of the most important results
pertaining to adhesion include: the observation of cap-
illary effects on adhesion [19.15, 16], the presence of
hysteresis in adhesion due to pressure-induced restruc-
turing of the interface [19.17], and numerous studies
of how interfacial chemistry (hydrophilicity, surface
charge, specific chemical groups, etc.) affect adhesive
forces [19.1, 18, 19].

AFM instrumentation is described in part B of this
book. Key ways in which the AFM differs from the SFA
are: (1) the lateral contact size is nm, not µm, due to the
fact that the tip is usually < 100 nm in radius, and the
contact area at low applied loads will be a fraction of
this radius [19.20]; (2) the force resolution is as good as
10−10 N or better, as opposed to ∼ 10−6 N with the SFA;
(3) the contact area is not directly observable, although
it may be derived through other means; (4) the actual
separation between the tip and sample are not directly
observable, which is a key disadvantage; (5) the relative
separation between the sample and the cantilever (not
the tip) is controlled in the 0.1 nm range or better; (6) the
measurement bandwidth is typically in the kHz regime,
but can extend into the MHz regime depending on the
data acquisition technique; (7) the operating environ-
ment includes ultrahigh vacuum (UHV) and cryogenic
to elevated temperatures; (8) there is virtually no limit
to the range of materials that can be probed by the
AFM; and (9) half of the interface (the tip) is essentially
unknown or uncontrolled, whereas with the SFA, both
surfaces are well-defined, which is another key challenge
for AFM that has yet to be consistently addressed.

The general setup of the AFM is as follows. A small
sharp tip (with a radius typically between 10–100 nm)
is attached to the end of a compliant cantilever (see
Fig. 19.1). The tip is brought into close proximity with
a sample surface in a fashion that is identical to STM tip–
sample approach mechanisms. Forces acting between
the AFM tip and the sample will result in deflections of
the cantilever (Fig. 19.2). The cantilever bends vertically
(i. e., toward the sample) in response to attractive and/or
repulsive forces acting on the tip. The deflection of the
cantilever from its equilibrium position is proportional
to the normal load applied to the tip by the cantilever.
Lateral forces result in a twisting of the cantilever from

Quadrant photodetector
Laser Holder

Cantilever

Sample

Piezo scanner

Tip
Friction

Normal
force z

y
x

Fig. 19.1 Diagram of the AFM setup for the optical beam deflection
method. The tip is in contact with a sample surface. A laser beam
is focused on the back of the cantilever and reflects into a four-
quadrant photodetector. Normal forces deflect the cantilever up or
down, lateral forces twist the cantilever left and right. These deflec-
tions are simultaneously and independently measured by monitoring
the deflection of the reflected laser beam

its equilibrium position. These measurements can be
performed in a variety of environments: ambient air, con-
trolled atmosphere, liquids [19.21], or UHV [19.22–24].

The simplest way (perhaps deceptively so) to mea-
sure adhesion with the AFM is through so-called
force–displacement plots (also referred to in the litera-
ture as force curves and force–distance curves or plots).
A force-displacement plot displays the vertical can-
tilever bending (i. e., the cantilever deflection, which can
be calibrated to give the tip–sample interaction force) vs.
lever–sample displacement. This displacement is meas-
ured between the sample and the rigidly held back end
of the cantilever (as opposed to the front end with the
tip, which will bend in response to interaction forces).
This displacement is altered by varying the vertical po-
sition of the piezo tube, which, depending on the type
of AFM, displaces the tip or the sample in the direction
normal to the sample. Referring to Fig. 19.2a, the stages
of acquisition of the force curve are as follows: (a) The
lever and sample are initially far apart and no forces act.
(b) As the lever is brought close to the sample, the tip
senses attractive forces that cause the tip end of the lever
to bend downward, thus signifying a negative (attrac-
tive) force. These forces may be of electrostatic, van der
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Fig. 19.2 (a) A “force-displacement” curve displays the vertical cantilever deflection vs. lever–sample displacement. This
displacement is measured between the sample and the rigidly held back end of the cantilever (as opposed to the front end
with the tip that will bend in response to interaction forces). (b) The true tip–sample interaction as a function of tip–sample
separation. (c) Tip–sample interaction energy, lever strain energy, and total energy as a function of tip–sample separation

Waals, or other origin. (c) At this point, the attractive
force gradient (slope) of the tip-sample interaction force
exceeds the spring constant k of the lever, and this in-
stability causes the tip to snap into contact (d) with the
sample. The lever-sample displacement can continue to
be reduced and eventually crosses the force axis (e),
which corresponds to zero externally applied load. As
this tip is in repulsive contact with the sample, the front
end of the lever is pushed further and further upward,
and the force corresponds to the externally applied load.
(f) The displacement direction is reversed at a point cho-
sen by the user. As the lever-sample distance is reduced,
the force becomes negative. Adhesion between the tip
and sample maintains the contact, although there is now

a net negative (tensile) load. Eventually the tip passes
through the point of maximum adhesion (g), which is not
distinguishable on this plot (see Fig. 19.2b). Finally, an
unstable point is reached at which the cantilever stiffness
exceeds the force gradient of the tip-sample interaction,
and the tip snaps out of contact with the sample (h–
i). The resulting force relaxation is usually called the
pull-off force. Note that the forces and distances are not
drawn to scale, and, in particular, the attractive part of
the interaction is exaggerated beyond that which often
occurs for inert, neutral surfaces.

The force-displacement curve can be measured at
a single point, or a series of measurements can be car-
ried out over an area of interest. The so-called adhesion
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mapping techniques allow for spatially resolved adhe-
sion measurements to be correlated with other sample
properties such as friction, chemical termination, and
other types of material heterogeneity.

In order to properly derive adhesion measurements
from the AFM, it is critical to understand the nature of
the mechanical instability of both the snap-in and pull-
off processes. The fundamental point to comprehend is
that the pull-off force is not the adhesive bond strength.
In other words, it is not a direct measure of the actual
adhesive forces that were acting between the tip and
sample in the absence of applied load. This important
point is often overlooked or misunderstood, and so we
discuss it here in some detail.

A cartoon of the interaction force (Fts) between the
tip and sample is sketched (not to any particular scale) as
a function of the true tip-sample separation in Fig. 19.2b.
Superimposed on this is the force-distance relation of
the cantilever: a straight line with slope k (N/m), the
cantilever stiffness (diagonal dashed lines). Points of in-
stability are shown as gray dots, labels, and arrows, as
opposed to stable points, shown as black dots, labels, and
arrows. Snap-in occurs when the attractive force gradient
dFts/dz just exceeds k, in other words, when the dashed
line is tangent to the tip-sample force curve, as shown
for point c. This instability is a direct consequence of
Newton’s 2nd law and is explained further below. Simi-
larly, the pull-off occurs during retraction when k finally
just exceeds dFts/dz, as shown for point h, where once
again, the diagonal line is just tangent to the tip-sample
force curve. By definition, since k is finite, this point can-
not correspond to the point of maximum attractive force
(or adhesive force), g. Thus, the force at which pull-off
occurs is not precisely equal to the true adhesion force.
The significance of this deviation is discussed below.

This can also be illustrated from an energetic
perspective. In Fig. 19.2c, we show separately the
tip-sample interaction energy, Ets, as a function of
tip-sample separation (top), followed by the quadratic
elastic strain energy, Elever, of the cantilever (middle)
and the sum, Etotal, of the two (bottom). As the lever-
sample displacement is varied, the elastic energy curve
is shifted to the appropriate position, which, for this
example, is represented on the tip-sample separation
axis. Far away from the sample, the system resides in
a deep minimum, points a and b (not shown). As the tip-
sample separation is reduced, this minimum becomes
more and more shallow (evolving along the dashed ar-
row). At the snap-in point c, the minimum is eliminated,
since the attractive energy of the tip-sample interaction
has overwhelmed the energy minimum of the cantilever.

Mathematically this is described as an inflection point,
where:

d2 Etot

dz2 = 0 .

Now,

Etot = Ets + Elever = Ets + 1
2 k(z − z0)

2 (19.1)

∴ snap-in occurs when

d2 Ets

dz2 = − dFts

dz
= −k .

This explains why the instability is described by the line
of slope k being tangent to the tip-sample force curve, as
shown in Fig. 19.2b. The system now rapidly finds the
new minimum by following the gray arrow to point d,
where a mechanical contact between the tip and sample
is now formed.

Note that once the contact is formed, the tip and
sample elastically deform, and so, strictly speaking, the
tip-sample potential will be distinct from the potential
shown before contact occurs. For simplicity, we have
left out this change and instead have drawn the potential
as a single-valued function. However, such changes in
the energy landscape should be considered in a complete
description of the problem [19.25].

Nevertheless, it will also hold true that upon retract-
ing the tip from the surface, the stable minimum seen
at e, f , and then g becomes more shallow, and eventu-
ally disappears as it is overwhelmed by the strain energy
of the cantilever. Again, an inflection point is created
when

d2 Eattr

dz2 = −k , (19.2)

in other words, when again

dFts

dz
= k . (19.3)

This second instability occurs at point h, the pull-off
point. The system then follows the gray arrow to point i,
whereby the tip is now out of contact with the sample.

If the spring is sufficiently compliant (low k), or the
potential sufficiently stiff (large dF/dz shortly past the
minimum at g), then the pull-off force does nearly cor-
respond to the attractive force minimum Fmin. In other
words, point h would occur very close to point g. But
if the cantilever is somewhat stiff, or if the potential is
rather compliant (which may be the case for organic,
polymeric, biological, or liquid systems), then the pull-
off force may differ substantially from Fmin. For such
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610 Part C Nanotribology and Nanomechanics

cases, this distinction between pull-off force and true
adhesion is important, and the limitations imposed by
the AFM’s intrinsic instabilities become apparent. Of
course, if a cantilever is used whose stiffness exceeds
the attractive force gradient at all points, one will avoid
the instabilities. But since it is the deflection of the can-
tilever that is used to sense the force, one would have to
trade force sensitivity for stability, which is usually an
unsuitable compromise.

When a compliant spring or holder is used to ma-
nipulate a probe, as is the case for AFM, the technique
is generally referred to as being “load-controlled”, since
the load can be prescribed, but the actual displacement
of the probe with respect to the sample cannot (as illus-
trated by the jump in displacement that occurs during
snap-in or pull-off).

In contrast, “displacement-controlled” techniques
avoid this instability by effectively eliminating the com-
pliance of the spring or holder. This has been carried out
for decades in the mechanical testing community, and
over the past 10 years, displacement-controlled scanning
probe, have been developed. This is accomplished by
displacing the tip by applying force to the tip itself. Peth-
ica et al. [19.26,27] use a magnetic coating on the tip and
external coils to apply forces to the tip. They refer to the
instrument as a “force-controlled microscope”. Houston
et al. [19.28,29] control the force electrostatically and re-
fer to the instrument as an “interfacial force microscope”
(IFM). Lieber et al. use a variation on Pethica’s method,
whereby a magnetic coil is used to apply a force to the
cantilever [19.30], and adapted it to work in solution.

An example of an adhesion measurement with the
IFM is shown in [19.31]. which shows that the instru-
ment is able to measure the entire interaction force curve
without instabilities. Thus, this provides a direct mea-
surement of the minimum interaction force (as well as
forces at all other tip-sample separations) and is a more

reliable measure of adhesion. The disadvantage with
these techniques is primarily one of inconvenience: The
probes require extra manufacturing steps and control
electronics. However, given the importance of adhesion
in nanoscale science and technology, the extra informa-
tion gained makes these techniques clearly worth the
effort.

Pull-off instabilities can occur even in a displacement-
controlled experiment. In this case, the instability is
an “intrinsic” instability, whereby the adhesive force
gradient competes with the stiffness of the contact it-
self [19.32, 33]. Adhesive materials with low stiffness,
such as polymers, may show this behavior.

Finally, the pull-off force may show a time depen-
dence that arises from intrinsic viscoelasticity of the tip
or sample materials [19.34], or kinetic effects due to ad-
sorption or reaction of materials at the interface [19.35].
These regimes remain relatively unexplored, but cer-
tainly, to compare adhesion measurements between labs,
the velocity of approach and retraction, as well as the
time in contact ought to be reported for any published
experimental results.

A quantitative and reliable examination of adhe-
sion, therefore, requires careful consideration of the
mechanics of the contact and the cantilever. For an
AFM experiment in which instabilities occur, one can
conclude that the pull-off force is a good measure of
adhesion only if

1. the materials are fully elastic with little or no vis-
coelastic character,

2. the interface is chemically stable,
3. the cantilever stiffness is sufficiently low compared

with the adhesive force gradient, and
4. the contact stiffness is sufficiently high compared

with the adhesive force gradient. Otherwise, a more
thorough investigation is required.

19.3 Calibration of Forces, Displacements, and Tips

Whether the forces are to be measured with load-
controlled or displacement-controlled techniques, mea-
surements cannot be compared between laboratories
unless the forces are properly calibrated. Unfortunately,
this can be a rather involved task, and adoption of stan-
dards has yet to become widespread and robust. Here
we provide a summary of the pertinent issues with ref-
erences to other work for further reading; these issues
are also discussed in part B and C of this book.

19.3.1 Force Calibration

Commercially available AFM cantilevers often come in
two forms: V-shaped and rectangular. Silicon and silicon
nitride are the typical materials, and reflective coatings
are often applied to enhance the reflectivity of the laser
beam. The normal force constant of a monolithic rect-
angular cantilever beam is well-defined [19.36], but it
relies on knowledge of all lever dimensions and its mod-
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ulus. For a rectangular beam of length L , width w,
thickness t, Young’s modulus E, the stiffness k is given
by:

k = Ewt3

4L3
. (19.4)

The cubic dependence on thickness is particularly prob-
lematic since in microfabrication processes t is usually
determined by an etching process that is not precisely
controlled, and is, therefore, difficult and cumbersome
to measure experimentally. Variations in E can also oc-
cur depending on the type of cantilever, particularly
for silicon nitride cantilevers, although the dependence
on E is clearly not as critical. If a bulk value for E
is used, the thickness can be determined by measur-
ing the resonance frequency of the cantilever [19.37].
However, this method only works for uncoated mono-
lithic cantilevers, since the metal coatings applied to
enhance reflectivity, or for other purposes, will also
alter substantially the spring constant [19.38]. In ad-
dition, formulae for V-shaped levers are substantially
more complicated. Uncoated, single-crystal silicon can-
tilevers are perhaps the only ones for which the force
constant can be reliably determined by using (19.4) and
the resonance frequency [19.39]. Otherwise, an experi-
mental, preferably in situ calibration method is strongly
encouraged.

Experimental methods to calibrate the force constant
of AFM cantilevers have been discussed exten-
sively [19.37, 40–50]. It has been shown repeatedly
that the manufacturer’s quoted spring constants can
be in error by large factors and should simply not
be used in any quantitative research effort. We will
not delve into the details of these calibration meth-
ods, but we do make note of one particularly recent
method proposed by Sader et al. [19.51] that appears
to be reliable and simple to carry out for rectangular
levers. It relies on measuring the resonance frequency
and the quality factor of the cantilever in air. Use of
the hydrodynamic function relates the damping of air
to the quality factor, and the dependence of E and t
is eliminated from the resulting formula for the force
constant.

19.3.2 Probe Tip Characterization

A problem of quite a different nature is that the geometry
of the contact formed between the AFM tip and sample
surface is not defined if the tip shape and composition
is not known. This issue is of crucial importance since

one is trying to understand the properties of an interface,
and the tip is half of that interface.

The adhesion force between the tip and sample is
a meaningless quantity in the absence of any knowledge
of the tip shape [19.20]. The only use for such measure-
ments is in cases where the same tip is used to compare
different samples or different conditions, and verifica-
tion by cyclic repetition of the experiments is carried
out to ensure that the tip itself did not change during the
experiment.

There are several in situ methods to characterize
the tip shape. A topographic AFM image is actually
a convolution of the tip and sample geometry [19.52].
Separation of the tip and sample contributions by
contact imaging of known, or at least sharp, sam-
ple features allows determination of the tip shape to
a significant extent [19.53–64]. Ex-situ tip imaging
by transmission electron microscopy has also been
performed [19.61, 65]. Some of these measurements
have revealed that a majority of microfabricated can-
tilevers possess double tips and other unsuitable tip
structures [19.56, 60, 64]. This convincingly demon-
strates that tip characterization is absolutely necessary
for useful nanotribological measurements with AFM.
Thin film coatings applied to microfabricated levers
can provide robust, smooth, and even conductive coat-
ings [19.65–67]. Further work in this direction would be
useful so as to provide a wider array of dependable tip
structures and materials.

In addition to the shape of the tip, its chemical
composition is equally important, but is also challeng-
ing to determine or control. Xiao et al. have shown
that the AFM tip is readily chemically modified when
scanned in contact with various materials [19.68], even
tips that have been coated with self-assembled monolay-
ers in order to control their chemistry. They recommend
“running in” the tip with a standard sample to give
reproducible results. The stresses that take place in
a nano-contact can be very large [19.5], and so mod-
ification of both the chemistry and structure of the tip is
important to consider.

One class of experiments for which the tip shape and
chemistry is not as critical is when a molecule or nano-
structure is tethered to the end of the tip and specific
interactions are probed [19.69–73]. Another alternative
method is to use colloid probes [19.74,75], whereby col-
loidal particles are attached to the cantilever on top of (or
in place of) the tip. This method requires a unique cali-
bration procedure [19.76], but provides particles whose
structure and chemistry can be measured and perhaps
controlled prior to attachment to the lever.
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612 Part C Nanotribology and Nanomechanics

19.3.3 Displacement Calibration

Proper signal and spatial calibration also requires
knowing the sensitivity of the piezoelectric scanning
elements. This can involve complications due to instru-
mental drift [19.77] and inherent piezoelectric effects,
namely nonlinearity, hysteresis, creep, and variations

of sensitivity with applied voltage [19.78–82]. Cau-
tion must be exercised when determining and relying
upon these parameters. Techniques such as laser inter-
ferometry [19.83], scanning sloped samples [19.45,78],
scanning known surface step heights [19.84], or the
use of pre-calibrated piezoelectrics [19.85] can facilitate
piezo calibration.

19.4 The Effect of Liquid Capillaries on Adhesion

The adsorption of water and other liquids onto surfaces,
and their subsequent behavior at interfaces, continue to
be a vibrant area of research. The importance of liquid-
solid interface behavior is massive, encompassing topics
as broad as paints, textiles, lubricants, geology, and
environmental chemistry, and covering all corners of
biology.

19.4.1 Theoretical Background

The ability to measure forces at the nanoscale using
scanning probe microscopy has generated much inter-
est in these fields. For any force measurement carried
out in ambient laboratory conditions, one must consider
the possibility of a capillary neck forming between the
tip and sample. The study of such necks may, in turn,
provide insight into the behavior of the liquid, which
is discussed in other chapters in this book. In order to
provide background for these emerging areas, we con-
sider here the fundamental mechanical and chemical
aspects of adhesion in the presence of a liquid menis-
cus. By way of introduction, Israelachvili [19.17] and
de Gennes [19.87] provide rigorous coverage of the ter-
minology, physics, and chemistry of liquid films and
their wetting properties.

Water readily adsorbs at many surfaces. At a crack
or sharp corner it can condense to form a meniscus if its
contact angle is small enough. The small gap between
an AFM tip and a surface is, therefore, an ideal occasion
for such condensation. Early on, it was realized that
liquid condensation plays a significant role in tip-sample
interactions [19.88, 89].

The classic theory of capillary condensation starts
by considering the thermodynamics of capillary forma-
tion. The general geometry of the capillary is shown in
Fig. 19.3, adapted from [19.86], with hydrophobic sur-
faces sketched on the left half (r1 > 0) and hydrophilic
surfaces on the right half (r1 < 0). The tip is idealized as
a sphere of radius R. The water contact angles with the

sample and tip respectively are θ1 and θ2. D represents
the separation of the tip and sample. The angle φ is re-
ferred to as the “filling angle”. The pressure difference,
or Laplace pressure, across a curved interface is given
by the Young–Laplace equation [19.17, 86]:

∆p = γ

(
1

r1
+ 1

r2

)
, (19.5)

where r1 and r2 are defined in Fig. 19.3 and γ is the
surface tension of the liquid. The resulting force is at-
tractive if ∆p < 0. Note that r1 > 0 and r2 < 0. If the
capillary formation is isothermal, then one can derive
the Kelvin equation:

RT ln
p

p0
= γV

(
1

r1
+ 1

r2

)
, (19.6)

where p0 is the saturation pressure of the liquid, V is
the molar volume of the liquid, T is the temperature,
and R the molar gas constant. The ratio p/p0 simply
corresponds to the relative vapor pressure of the liquid,
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Fig. 19.3 The AFM tip considered as a sphere at a dis-
tance D from the sample. The liquid film in between may
form a concave (right) or convex (left) shaped meniscus in
the plane shown (adapted after [19.86])
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which in the case of water is just the relative humidity
(RH). This is often rewritten in terms of the Kelvin
radius rk:

r−1
k =

(
1

r1
+ 1

r2

)
= RMT

γV
ln

p

p0
. (19.7)

The Kelvin radius varies logarithmically with the par-
tial pressure of the liquid and is by definition less than
zero (negative values correspond to convex curvature).
For water at 20 ◦C, γV/RT = 0.54 nm. A graph of rk
vs. p/p0 is shown in Fig. 19.4. Of particular note is
the fact that starting from p/p0 = 0.35 and higher, we
find |rk| < 2 nm. The application of this classic theory
to capillaries with such small curvature radii is certainly
a question to be considered carefully, and we will address
it below.

A simple equation for the maximum attractive cap-
illary force Fc between the tip and sample that is
commonly used is:

Fc = −4πγR cos θ . (19.8)

This equation is calculated by considering the Laplace
pressure only. The adhesion force is predicted to be in-
dependent of RH. Notice that an immediate problem
arises, which is that it predicts a finite force even at
0% RH, where there can be no capillary formation.
Derivations of (19.8) are presented in several other pub-
lications [19.17, 86, 90, 91]. Significantly, this equation
and its use with AFM experiments contain several as-
sumptions, many of which may not be valid for an AFM
experiment:

1. |r1| � R, which is equivalent to saying φ is small,
2. |r1| � |r2|,
3. θ1 = θ2,
4. D � |r1|, |r2|,
5. the tip is shaped like a perfect sphere,
6. the effect of solid-solid adhesion is negligible with

respect to the meniscus force,
7. the meniscus cross sections are perfect, circular arcs,
8. the force from the Laplace pressure dominates the

force due to the resolved surface tension of the
meniscus,

9. the surface tension γ is independent of the meniscus
size,

10. the meniscus volume remains constant as the tip is
retracted,

11. the maximum force of attraction is equal to the pull-
off force,

12. the tip and sample are perfectly rigid.
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Fig. 19.4 The Kelvin radius of water at 20 ◦C plotted as
a function of the relative humidity

Assumption 1 may not be true, since the tip radius
may indeed be small and comparable to the meniscus
curvature radii. Assumption 2 may not be true since the
small tip geometry may lead the two meniscus curvature
radii to be similar. Assumption 3 is by no means true if
the tip and sample are made of different materials. As-
sumption 4 may not be true since both the separation
of the tip and sample, as well as the radii r1 and r2
may be in the nanometer range. Assumption 5 may be
slightly or grossly in error and is a particularly dubi-
ous assumption in the absence of tip characterization. In
addition, for large menisci, the capillary will grow be-
yond the end of the tip and start climbing up its shank,
which may be pyramidal or conical in shape. Assump-
tion 6 may also be inaccurate if van der Waals or other
adhesive forces are significant (this is discussed further
in the next section). Assumption 7 is not correct [19.90],
and the regimes where it is a reasonable approximation
require close scrutiny. Assumption 8 will be inaccurate
at high relative vapor pressures [19.17, 91]. The nature
of assumptions 1 to 8 and corrections to the theory to
account for their violation are presented in the work of
Orr and Scriven [19.90]. This theory remains within the
bounds of the classical picture of capillary formation.

Assumption 9 concerns an important scientific ques-
tion that has not been fully resolved and represents the
possible violation of the classical framework of mo-
lecular effects at the nanoscale. SFA measurements by
Israelachvili have indicated that for cyclohexane and
other inert organic liquids, γ remains nearly equal to its
macroscopic value even for Kelvin radii that, remark-
ably, correspond to one or two molecular diameters.
However, for water, the adhesion force comes to within
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10% of the bulk prediction only when p/p0 > 0.9, which
corresponds to a Kelvin radius greater than ∼ 5 nm in
magnitude [19.16]. This deviation from macroscopic
thermodynamic predictions alone calls the use of (19.8)
into serious question for AFM measurements. Rather,
the exploration of this deviation at the molecular scale
presents a unique opportunity for scanning probe mea-
surements.

Assumptions 10 and 11 are not assumptions of (19.8)
itself, but rather are assumptions that are often used when
applying (19.8) to AFM measurements. Equation (19.8)
simply gives the maximum force of attraction between
the tip and sample. As discussed above, an AFM does
not measure this quantity. Rather, it measures the force
at which an instability occurs. If a capillary has formed
between the tip and sample, then the force as a func-
tion of distance can be calculated. Calculating this force
requires making one of two assumptions: Either the
volume of the capillary is conserved (i. e., the rate of
displacement is large with respect to the adsorption or
desorption kinetics of the liquid), or the Kelvin radius
is conserved (i. e., the rate of displacement is slow with
respect to the adsorption or desorption kinetics of the
liquid, and so the capillary remains in equilibrium).
The constant volume assumption 10 has been used in
every paper we have reviewed. Israelachvili, however,
pointed out the difference between these two approaches
in his book [19.17] and left the solution of the problem
as an exercise to the reader! As with the problem of
scale-dependent surface tension mentioned above, the
kinetics of capillary formation and dissolution is a rel-
atively unexplored problem and is therefore worthy of
further investigation. A recent study of the humidity de-
pendence of friction as a function of sliding speed is an
example where this issue is raised [19.92].

Once an assumption about how the meniscus
changes with displacement has been made, one still
needs to consider the nature of the instability in order to
relate the AFM pull-off measurement to the capillary’s
properties. As stated above and shown in Fig. 19.2, a low
lever stiffness k or a strongly varying adhesive force will
lead to a pull-off force that is nearly equal to the adhesive
force, and so assumption 11 would be valid. However,
if k is sufficiently large, or the capillary stiffness suffi-
ciently weak, this assumption will fail. As we shall see
below, experimental efforts to investigate this point, and
theoretical work to predict it, have yet to be carried out.

Finally, assumption 12, if violated, requires a sub-
stantially more complex analysis. The question has
been addressed independently by Maugis [19.93] and
Fogden and White [19.94]. Both papers provide a nondi-

mensional parameter that allows one to determine the
severity of the effect. In the limit of small tips, stiff ma-
terials, large (in magnitude) Kelvin radii, and low surface
tensions, the effect of elastic deformation is negligi-
ble. However, for relatively compliant materials, large
tips, and small Kelvin radii, the meniscus can apprecia-
bly deform the contact in the immediate vicinity of the
meniscus. This can substantially alter the mechanics of
adhesion, as well as significantly affect the stresses. The
dependence on the Kelvin radius is particularly critical.
This effect may be of particular concern with soft mater-
ials like polymers or biological specimens. According to
Maugis, the problem is analogous to the adhesive contact
problem for solids, discussed by Johnson et al. [19.95]
and studied further in many papers since [19.25,96,97].

19.4.2 Experimental and Theoretical
Studies of Capillary Formation
with Scanning Probes

There have been several experimental and theoretical
investigations of how pull-off forces are affected by li-
quid capillaries. These studies have mostly focused on
the effect of relative humidity. We do not present an ex-
haustive review here, but rather summarize a few key
results that highlight the important trends observed and
the outstanding questions that remain.

Early on, it was realized that water capillary forma-
tion occurred readily if at least one of the two surfaces
in contact was hydrophilic. Higher adhesion will lead to
higher contact forces and therefore larger elastic contact
areas, and this can degrade the lateral spatial resolu-
tion of the AFM, as observed by Thundat et al. [19.98].
Furthermore, several observations have confirmed the
expected result that capillary formation was readily pre-
vented for hydrophobic surfaces. For example, Binggeli
and Mate [19.88,99] showed that tungsten tips in contact
with clean silicon wafers with a hydrophilic native ox-
ide exhibited strong adhesion and long pull-off lengths,
whereas surfaces treated with a hydrophobic perflu-
oropolyether (such as Z-dol) showed pull-off forces
reduced by a factor of 2 to 3. These results were con-
firmed by Bhushan and Sundararajan [19.100] who
investigated the pull-off force between silicon nitride
tips and Si(100) with and without Z-dol coatings for
a range of relative humidities. As another example,
MoO3 films, likely hydrophilic, showed a sixfold in-
crease in pull-off force measured with silicon tips from
0 to 50% RH [19.101].

While these examples illustrate some basic trends,
the need for more finely resolved measurements as
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Fig. 19.5 Pull-off force between a silicon nitride tip and
the muscovite mica surface as a function of RH. Two sets
of data are shown: increasing (grey circles) and decreasing
(brown circles) humidity (after [19.35])

a function of humidity has been addressed only quite
recently. For example, Xu et al. measured adhesion be-
tween a silicon nitride tip and (hydrophilic) muscovite
mica in ∼ 5% RH increments. The result is shown
in Fig. 19.5. There are three identifiable regions: con-
stant adhesion at low RH (< 20%), increasing adhesion,
and then decreasing adhesion. Some hysteresis is seen
between experiments conducted with increasing and de-
creasing RH, but the overall trend is preserved. Xu et al.
correlated their measurements with detailed studies of
the growth of molecular water films on the mica surface,
which they could image directly using scanning po-
larization force microscopy (Fig. 19.6). They proposed
that below 20%, capillary condensation does not occur,
and, indeed, they saw no evidence of a water film at
these low humidities. Above 20% RH, a strongly bound
molecular water layer was formed on the bare mica sur-
face (Fig. 19.6). In the presence of the tip, a capillary
meniscus condensed. Above 40% RH, the pull-off force
decreased. Recognizing one of the limitations of (19.8),
Xu et al. attribute this to the violation of assumption 5,
listed above. They argue that for a pyramidal AFM tip,
r1 and r2 become comparable in magnitude (and remain
opposite in sign) once the capillary reaches the shank of
the tip, leading to a near cancellation of the Laplace pres-
sure given in (19.5). This argument is certainly plausible,
although a rigorous proof is not provided, and the other
limitations of (19.8) are not discussed in relation to this
issue. Nevertheless, the correlation between the onset
of adhesion increase and the formation of the molecu-

Fig. 19.6 Scanning po-
larization for microscopy
image of water struc-
tures on the muscovite
mica surface. A degree
of polygonal shape to the
boundaries is seen. The
signal represents two dis-
tinct phases of water that
are present as a molecu-
lar film below 45% RH
(after [19.35])

lar water film, as seen directly in their dramatic images,
is an extremely convincing case where the classical as-
sumptions of (19.8) must be modified to account for the
molecular structure of the water film.

Further considerations of the limitations to the (19.8)
were measured, discussed, and modeled in a detailed
paper by Xiao and Qian [19.91]. Adhesion measure-
ments, collected in large numbers for good statistics,
were carried out with the same silicon nitride tip on two
different surfaces: hydrophilic SiO2 and a hydrophobic
layer of n-octadecyltrimethoxysilane (OTE) on SiO2.
Contact angle measurements to confirm the assertion of
hydrophilicity were not presented, however, the OTE
surface was confirmed to be hydrophobic with a wa-
ter contact angle of 108◦. The results are shown in
Fig. 19.7. The hydrophobic surface shows no depen-
dence on RH, whereas the hydrophilic bare SiO2 surface

Adhesion force (nN)

Relative humidity (%)
0 100

80

60

40

20

0
20 40 60 80

SiO2
OTE/SiO2

Fig. 19.7 Pull-off force as a function of RH for adhesion
between a silicon nitride tip and SiO2 (brown circles) and
OTE/SiO2 (grey circles) samples (after [19.91])
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Fig. 19.8 Contributions to the adhesion force as a function
of humidity: a) resolved surface tension force; b) Laplace
pressure force; c) total capillary force (Laplace + surface
tension); d) van der Waals force; e) total adhesion force.
(After [19.91])

shows three regimes similar to the result of Xu et al.:
constant pull-off force (>∼ 30% RH), increasing pull-
off force (30%–70% RH), and then decreasing pull-off
force. Xiao and Qian discuss the limitations of (19.8)
in substantial detail. In particular, they consider the vi-
olation of assumptions 1 through 8 listed above. This
includes a treatment of van der Waals adhesion, taking
into consideration the effect of electrostatic screening of
this force by the water itself. Equations for this more gen-
eral case are presented. With all these aspects taken into
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Fig. 19.9 (a) Pull-off force vs. RH measured between a hydrophilic tip and a flat silicon sample. Circles: measured when
increasing RH. Triangles: measured when decreasing RH. (b) Pull-off force vs. RH measured between a sharp SFM tip
coated with OTS and a flat silicon sample. The pull-off force is independent of humidity. (After [19.102])

account, they are only able to fit the model to their data
qualitatively (Fig. 19.8). At low RH (< 10%), the van
der Waals force dominates and the adhesion is initially
constant. At intermediate values, the Laplace pressure
contribution increases and then begins to saturate. The
contribution from the resolved surface tension becomes
significant at high RH (above ∼ 80%), and the contribu-
tion from the Laplace pressure begins to drop strongly
around this same point. Qualitatively, this reproduces
their results (and the aforementioned ones) by produc-
ing regimes of constant, increasing, and then decreasing
adhesion. However, the humidities at which the transi-
tions occur, and the relative changes in adhesion, do not
match the data. Somewhat better agreement at high RH
(> 70%) is found by considering alternate (blunt) tip
shapes. Nevertheless, the most significant discrepancy
occurs for low RH, where the extent of the constant ad-
hesion force is underestimated by the classical theory.
The authors attribute this to the failure of the classical
continuum theory to properly describe the properties of
a molecular-scale meniscus. Another interesting point
of this study is that at low RH, the adhesion is very sim-
ilar for both samples, a fact that the authors attribute to
the dominance of the van der Waals force for both sam-
ples (which is largely determined by the substrate and
not affected significantly by the OTE film).

Slightly more recently, He et al. have studied capil-
lary forces for a variety of tip-sample pairs [19.102].
Hydrophilic tips (silicon and silicon nitride with no
surface treatment) and hydrophobic tips (coated with n-
octadecyltricholorsilane) were used. The hydrophobic
character of the tip was asserted based on a water con-
tact angle measurement of 105.5◦, presumably taken on

Part
C

1
9
.4

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanoscale Adhesion: Liquids and Monolayers 19.4 The Effect of Liquid Capillaries on Adhesion 617

a different region of the cantilever chip. Solvent-cleaned
silicon samples and calcium fluoride films were used
as hydrophilic substrates. As with the measurements
of Xiao and Qian, contact angle measurements for the
hydrophilic samples and tips were not presented. Re-
sults for hydrophobic and hydrophilic tips are shown in
Fig. 19.9.

These results, which were carried out independently
and without knowledge of Xiao and Qian’s work, show
impressive agreement. This is particularly interesting
given that here the tip was varied from hydrophilic
to hydrophobic (while the sample stayed hydrophilic),
whereas in Xiao and Qian’s work, the tip presumably
remained hydrophilic and the sample was varied from
hydrophilic to hydrophobic. For the hydrophobic tip, the
pull-off force remains constant, indicating once again
that capillary formation was suppressed. However, for
the hydrophilic tip, three regimes of adhesion are found
(Fig. 19.9). Similar results are found when a hydrophilic
glass microsphere is used as a tip. The authors refer
to these three regimes as the van der Waals regime, the
mixed van der Waals–capillary regime, and the capillary
regime. In agreement with Xiao and Qian’s assessment,
the authors propose that at low RH (<∼ 35% in this
case), the formation of the water meniscus is suppressed
and the adhesion is dominated by solid-solid (presum-
ably van der Waals) interactions. They propose, based
on the work of de Gennes on the theory of spread-
ing [19.87], that a minimum precursor film thickness is
required to form the meniscus. The authors also present
a calculation of the adhesion force when assumptions
1 and 2 are relaxed.

Note that the results discussed above consistently
indicate that only one hydrophilic surface is required to

Pull-off force

Relative humidity

A B C

Fig. 19.10 Figure illustrating the distinct regimes of the
pull-off force as a function of RH. Regimes A, B, and C
are referred to as the van der Waals regime, mixed van der
Waals–capillary regime, and capillary regime, respectively.
(After [19.102])

form the water film. This means that should meniscus
formation be undesirable in a nanoscale application (as
is the case for MEMS), then hydrophobic treatment of
both contacting surfaces is likely required.

Practical guidance for discerning the dependence of
capillary and van der Waals force is provided by Stifter
et al. [19.86], who have produced a detailed theoretical
model of the meniscus as a function of contact angles,
tip size, relative humidity, separation, and surface ten-
sion (to represent liquids other than water). An example
is shown in Fig. 19.11. The model relaxes assumptions
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Fig. 19.11 Top: geometric shape of the meniscus for a range
of RH values. Bottom: the meniscus force between the tip
and the surface due to the Laplace pressure. The dashed
line represents a cantilever with force constant 1 N/m. This
relatively stiff value is still less stiff than the capillary force
curve and suggests that the pull-off force would be very
close to the true adhesion force. Of course, summation of
the van der Waals and other contributions are necessary to
make a full comparison of this sort. (After [19.86])
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1 through 4 and 6. These studies show regimes where
either van der Waals force or Laplace pressure forces
dominate and provide guidance for actual values of the
tip geometry and contact angles that minimize the cap-
illary forces. It is not clear how much of an effect the
resolved surface tension would have, as that is not in-
cluded in this particular calculation. Another practical
result is that for most of the plots of force vs. displace-
ment, the “stiffness” (gradient) of the curve rarely drops
below 1 N/m. This indicates that, within the assump-
tions of this paper, using cantilevers with force constants
of 0.1 N/m will give pull-off forces that are reason-
ably accurate measurements of the adhesion force. This
is consistent with the results of He et al., who found
no dependence of their measurements when using can-
tilevers whose nominal force constants ranged from
0.032–0.5 N/m.

19.4.3 Future Directions

The results and modeling so far indicate the possibility
of two trends. Hydrophobic surfaces will exhibit little
dependence of adhesion on RH, whereas if one sur-
face is hydrophilic, three regimes of behavior occur:
constant solid-solid adhesion at low RH, increasing ad-
hesion at intermediate RH, and decreasing adhesion at

the highest RH. Some insight into the physical mecha-
nisms behind these regimes has been presented, but it
would be desirable to pursue further work in this area.

Perhaps most critically needed is an atomic-scale
picture of the menisci and water films present under
low partial pressures. This could address the question
of why adhesion is initially independent of RH, and
when the meniscus itself would start to form. Further
theoretical developments that address the assumptions
laid out above would help to clarify the picture. It is
also important to extend these studies beyond simply
the case of water, as the properties of other liquids are
also of great interest and could be compared to previous
experiments with the SFA and other tools.

Studies that clarify the kinetics of meniscus for-
mation are also needed. There should be a noticeable
transition in behavior once the rate of displacement
becomes comparable to the appropriate kinetic rates,
and this could provide valuable information about these
kinetic processes at the nanometer scale.

Finally, as mentioned before, there continues to
be a gap in reproducibility and comparability between
laboratories that will only be bridged when standard
techniques for tip characterization and force and dis-
placement calibration are addressed. Efforts that take
these considerations into account are worthy of support.

19.5 Self-Assembled Monolayers

When thinking about adhesion and the related phe-
nomenon of friction, it is important to realize that the
interfaces of real surfaces in contact are rarely atomically
smooth. Surfaces that appear smooth on the macroscopic
scale, upon closer inspection are found to consist of
nanometer-scaled asperities (typically on the order of
10 nanometers) whose intentional or accidental interac-
tions ultimately control adhesion, friction, and wear at
contacts [19.6, 7, 103–105]. The size of these asperi-
ties becomes particularly important when one considers
that the true contact area between interfaces for the load
distribution is localized through these asperity-asperity
interactions in wich extremely high pressures can be
produced, sharply increasing local stress fields that can
cause materials to yield and shear as they encounter each
other during sliding and intermittent contact. In addi-
tion to load distribution at nanoscale asperity-asperity
contacts, their size will influence surface wetting and
adhesion due to capillary forces localized at the con-
tacts [19.7, 104, 105]. The structure of applied lubricant

films at such asperities will be highly dependent upon
asperity curvature, and defects in lubricant film struc-
ture may form more readily here than on atomically flat
surfaces.

19.5.1 Adhesion at SAM Interfaces

The minimization of adhesion at such asperity-asperity
contacts is a critical issue in MEMS devices [19.6, 7,
104,105]. In fact, the intentional introduction of surface
roughness (on the order of 10 nm RMS) can be employed
to lead to reduced stiction during post–processing fea-
ture release. These same asperities, however, must later
resist wear during controlled or accidental contact during
device operation. Thus, the specific details of adhesion
and energy dissipation at such asperity-asperity contacts
are required for the rational design of such systems.

To function as a protective lubricant layer in such
systems, self-assembled monolayers (SAMs) of alkyl-
silane and fluorosilane compounds with chain lengths
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ranging from C10 to C18 have been useful in the reduc-
tion of friction and adhesion in MEMS [19.7,104–106].
Such direct applications of SAMs as lubricant films,
combined with the ease of sample preparation and the
ability to generate model surfaces with well-defined
film chemistry and structure, have made nanotribo-
logical and adhesion studies of SAMs a rich area of
research [19.5]. Many of these nanotribological studies
have used AFM to examine either SAMs of alkylsilane
films on atomically smooth Si wafers, glass, or mica sur-
faces. Alternatively, many researchers have examined
alkanethiol films on atomically smooth Au(111) sur-
faces. Using this approach, many molecular level details,
such as the influence of film chemistry and molecular
organization on friction, and the adhesion and wear of
SAMs, can be obtained. Developing a clear understand-
ing of the details of adhesion at SAM-modified surfaces
allows for the complex links between surface chemistry,
adhesion, and friction to be understood at the molecu-
lar level. In this section, we overview AFM studies of
adhesion on SAM-modified surfaces.

19.5.2 Chemical Force Microscopy:
General Methodology

In order to probe adhesion between chemically mod-
ified surfaces using AFM, the probe tips and sample
surfaces are typically modified via self-assembly of
monolayers using organosilanes on such surfaces as
mica, glass, or oxidized Si or Si3N4 (the latter two being
the typical materials of which AFM tips are made), or
formed from thiols on Au-coated AFM tips and surfaces
(Fig. 19.12) [19.107,108]. While this has been shown to
be a facile method for the modification of AFM tips for
chemical force measurements, it should be noted that the
details of the packing densities of the monolayers formed
on the AFM tips are generally not known. This lack of
detail regarding molecular overlayers on AFM probe
tips can be a problem that requires careful consideration
when using such chemically modified tips for the quan-
titative determination of adhesion forces and molecular
interactions, as the number density of species in the tip
sample contact is related to the measured adhesion.

Details of the environment in which the adhesion
measurements are carried out are also an important con-
sideration. Under ambient environmental lab conditions,
surfaces are contaminated with organic compounds from
the air, as well as with a layer of condensed water vapor,
which varies with humidity. The condensed water layer
can form a contact meniscus between the tip and sample,
introducing a capillary force into the measured adhe-
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Fig. 19.12 The modification of AFM tips for chemical force mi-
croscopy is frequently carried out by chemical functionalization by
alkylsilane monolayers on the oxidized surfaces of Si- or Si3N4-
based tips, or by alkylthiol monolayers assembled on Au-coated
(∼ 50 nm) AFM tips. The Au tips also typically have a Cr binding
layer (∼ 5 nm) placed on before Au coating

sion [19.109]. The presence of this capillary force can
overwhelm the details of the adhesion from the SAM-
terminated surfaces to be probed. To eliminate capillary
forces, many studies are performed under liquid environ-
ments or ultrahigh vacuum. Under liquids, the nature of
the solvent will of course impact the measured adhesion
for a given pair of interacting surfaces, as solvent exclu-
sion plays an important role. Also, in the case of water,
the pH and ionic strength of the water environment can
influence the measured adhesion in the presence of any
surface-bound charges.

In quantifying adhesion energies from AFM mea-
surements, the contact mechanics model developed by
Johnson, Kendall, and Roberts (JKR model) [19.20,95]
is often employed in the analysis of the adhesion data
acquired by force-distance spectroscopy, whereby the
number of interacting species (and consequently the av-
erage “unit” interaction force or energy) can be derived
from the estimated contact area and the average mo-
lecular packing density. Using the JKR model, the force
of adhesion (AFM pull-off force) is related to the work
of adhesion, Wadh, and the reduced radius, R, of the
tip-surface contact:

Fadh = −3

2
πRWadh . (19.9)

The work of adhesion is a combination of the tip-
surface (γts), tip-solvent (γtl) and surface-solvent (γsl)
interfacial energies (Wadh = γsl +γtl −γts), and for tip-
surface combinations that have the same chemical
composition, the surface energy may be estimated di-
rectly from the adhesion measurement as Wadh. The
effective contact radius at separation, rs, from the JKR
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model is given as:

rs =
(

3πWadh R2

2K

)1/3

, (19.10)

where K is the reduced elastic moduli of the tip and
surface. Using the contact area at separation and the
assumed packing density of the molecules at the sur-
faces in contact, an estimate of the adhesion force or
interaction energy on a per molecule basis can be made.

The accuracy of the interfacial energies and per
molecule values obtained using this approach, however,
must be carefully considered, due to the accumulation of
error carried by the imprecise knowledge of the contact,
including the tip radius, molecular packing densities of
the modified surfaces, as well as the associated elastic
properties of the contact at the monolayer level. As the
details of the elastic properties of self-assembled mono-
layers are generally not known, the elastic properties
of the contacts are typically assumed to be dominated
by those of the underlying substrate, and the bulk val-

Table 19.1 List of various interactions evaluated by atomic force
microscopy adhesion measurements

Chemical Contacts References

−CH3/−CH3 [19.110–119]

−CH3/−COOH [19.110, 114, 116, 118]

−CH3/−CONH2 [19.118]

−CH3/−NH2 [19.118]

−CH3/−OH [19.118]

−CF3/−CF3 [19.113]

−CF3/−CH3 [19.113]

−OH/−OH [19.30, 115, 117–121]

−OH/NH2 [19.118]

−OH/−COOH [19.117, 118]

−OH/−CONH2 [19.118]

−COOH/−COOH [19.30, 111, 114, 115, 117, 118, 122]

−CONH2/−CONH2 [19.118]

−CONH2/−COOH [19.118]

−NH2/−NH2 [19.116–118, 123]

−CH3/−NH2 [19.118, 123]

−NH2/−COOH [19.118]

−NH2/−CONH2 [19.118]

−SO3H/−SO3H [19.123]

−CH3/−SO3H [19.123]

−NH2/−SO3H [19.123]

−PO3H2/−PO3H2 [19.116]

−SH/−SH [19.119]

ues of the surface and/or tip materials (Au, Si, mica,
Si3N4, SiO2) are often employed in these calculations.
Moreover, as mentioned above, if the molecular pack-
ing densities of the monolayers being evaluated are not
known (as is the case with a typical AFM tip), then
estimations must be used. For contact areas at pull-off
approaching 1 nm2, if the error in packing density is as
much as 1 molecule per nm2, this can lead to an error as
high as 25% for a typical alkanethiol, or more in the re-
ported per molecule adhesion force. Such details should
be taken into consideration when describing quantitative
measurements.

An alternative approach to the measure of adhesive
interactions based on Poisson statistics has been pro-
moted by Beebe et al. for the statistical evaluation of
single bond forces without a priori knowledge of the
tip-surface contact details involved [19.119, 121, 122].
A principal limitation of this approach, however, is that
a completely homogeneous chemical system is assumed,
i. e., that there is only one type of discrete interaction
present that gives rise to the observed adhesion. Unfor-
tunately, for many solution phase systems a number of
different interactions are typically operative, including
energetic exchange with and reorganization of solvent
molecules, depending on the solution conditions. These
issues have never been thoroughly addressed in any
molecular-level measurement of adhesion.

19.5.3 Adhesion at SAM-Modified Surfaces
in Liquids

A number of researchers have used AFM to probe in-
terfacial adhesion for a variety of different chemical
systems. Most notably, Lieber et al. promoted the use of
chemically modified substrates and AFM tips to study
selective molecular interactions [19.73, 107, 110, 114,
117, 124]. A number of other researchers have adopted
a similar methodology, leading to the measurement of
adhesion forces and interfacial energies for the inter-
actions of a variety of molecular functional groups in
various environments, although to date few specific
types of interactions have been thoroughly investigated
(Table 19.1) [19.30, 107, 110–115, 120, 122, 125–129].

As described above, measurements in air suffer from
difficulties of water vapor, thus, the adhesion of many
SAM-terminated surfaces have been evaluated under liq-
uids, and it is these systems that we shall focus on here.
The value of the adhesion is of course modified de-
pending on the solvent. For example, the interaction of
methyl-terminated interfaces is much stronger in wa-
ter than in nonpolar solvents, in agreement with the
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general concept that upon separation the generation of
hydrophobic interfaces in a polar solvent is highly ener-
getically unfavorable. The impact of solvent on adhesion
can be addressed basically as a variation on the Hamaker
constant.

When ionizable end groups are studied in water, the
details of the adhesion measurements and results become
more complicated, as the chemical nature of the surfaces
are now dependent on the pH and ionic strength of the
solution. In these circumstances, multiple interactions,
including ionic, van der Waals and double-layer forces,
come into play simultaneously. Under these conditions,
the general form for the JKR adhesion force may be
modified to include the following additional forces:

Fadh = −3

2
πRWadh − AR

6D
+6πRWdl , (19.11)

where the second term now includes the attractive van
der Waals component and the third term is the repulsive
double layer.

Several groups have utilized the ability of AFM
to function as a local probe of ionicity and to carry
out local force titration measurements on several func-
tional groups, including −COOH [19.30, 114–118,
122], −NH2 [19.116–118, 123], −SO3H [19.123] and
−PO3H2 [19.116, 130] (see Table 19.1). The force-
distance curves can give a general sense of the local
chemical state based on whether the approach curve is
attractive or repulsive. In force titrations, the adhesion
is measured as a function of pH, and the change in force
is dependent upon the equilibrium mixture of charged
species within the tip-samples contact at the time of
measurement. Peaks in the adhesion force vs. pH al-
low for the determination of the local pK values for the
ionized species, which are shown to be dependent on
ionic strength. A force titration of a diprotic acid (11-
thioundecyl-1-phosphonic acid) is shown in Fig. 19.13.
Shifts in the pK values from those measured in free solu-
tion have been ascribed to a variety of factors, including
buildup of excess surface charge and solvation effects
of the surface-bound ionic species. The localization of
charge and change migration are effects that have yet to
be fully explored in these systems, however.

19.5.4 Impact of Intra- and Inter-Chain
Interactions on Adhesion

Several studies of the effects of chain length on friction
and adhesion have found that, in general, adhesion de-
creases with increasing chain length, due to increased
stability from lateral chain–chain van der Waals inter-
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Fig. 19.13a,b Adhesion vs. pH for 11-thioundecyl-1-phosphonic
acid in buffer illustrating the impact of pH and ionic strength,
(a) 10−4 M and (b) 10−1 M on the measured adhesion. The peaks
in adhesion provide local measures of the surface pK (adapted
after [19.130])

actions within the film, which increases the overall film
stiffness. The increased stiffness of the films acts to
reduce the effective contact area that develops under
compression, consequently reducing adhesion and fric-
tion [19.126,127,131]. In alkyl chain-based monolayers,
the end-group orientation, however, is also dependent
on chain length. This results in an “odd-even” effect on
the measured adhesion/friction of the monolayer. With
−CH3-terminated films, the methyl group orientation
differs for odd and even length molecules. This im-
pacts the orientation of the methyl group net dipole
and, hence, the local surface free energy [19.73]. In
circumstances where interchain hydrogen bonding can
occur, additional film stability can be introduced, also
yielding an odd–even effect, as observed by Houston
et al. [19.111, 125].
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622 Part C Nanotribology and Nanomechanics

Studies by AFM of alkanethiol films on Au sur-
faces have shown that, depending upon the tip size,
under varying loads, the tip can readily penetrate the
SAM film, displacing the thiol layer from the tip-sample
contact [19.132–134]. Upon reduction of the force, the
tip again moves out of the SAM film and the sur-
face structure is returned to its original condition. Of
key importance in such studies is the mechanism by
which the film is displaced. Recently, this has been
modeled by Harrison using molecular dynamics simula-
tions [19.135]. These studies have clearly demonstrated
that in the initial stages of film compression and penetra-
tion by an asperity, gauche defects within the typically
all-trans configurations of molecules in the SAM layers
appear and propagate. The introduction of such defects
is the catalyst for the weakening of the chain-chain lat-
eral interactions that help stabilize and maintain film
integrity. As this is lost, the asperity can rapidly penetrate
the film, and alkanethiol displacement can occur either
via chain collapse or bond scission from the surface.
Salmeron et al. demonstrated that the prevalence of mo-
lecular displacement versus film compression depends
heavily on the AFM tip size, with sharp tips readily pene-
trating and displacing surface-bound thiols, while large
tips spread the load over more molecules and induce
compression over displacement (Fig. 19.14).

The inherent stability of the film structure has also
been confirmed by sum-frequency generation spectro-

Non-contact 10 – 200 MPa

Terminal
gauche
defects
(– CH3)

Displacement
Plastic deformation
of gold substrate

R > 1000 Å

~1– 2 GPa~1GPa

R < 1000 Å

Fig. 19.14 Schematic illustrating the compression of a model lubri-
cant layer under an AMF tip. At low pressures, the gauche defects
can form at the tip–sample junction, but the molecules remain in
place. Depending on tip size and load, displacement (for sharp
tips) or trapping of monolayer molecules (for blunt tips) can occur
(adapted after [19.5])

scopic studies that have indicated that without the
presence of lateral chain-chain interactions, gauche de-
fects appear within the chain structure that reduce overall
order and lateral interactions within films [19.136]. The
ability to form these defects through poor film order will
consequently increase adhesion, friction, and wear of
the film. This same spectroscopic study further demon-
strated that the appearance of gauche defects can be
induced by controlling the local environment, i. e., with
the presence of water, causing chains to collapse back
upon themselves.

As molecular structure in SAMs moves away
from ideally organized layers, chain-chain inter-
actions between the contacting surfaces can also
result in entanglements. A recent study of the
adhesive interactions of Au(111) surfaces modi-
fied with dialkylsulfides [CH3(CH2)n−S−(CH2)9CH3;
n = 9, 11, 13, 15, 17] with varying chain arm lengths
probed the combined effect of chain length, solvent,
and inter-surface chain entanglement on friction and
adhesion using simultaneously modified surfaces and
AFM tips [19.137]. This study found that chain-chain
interpenetration produced the reverse dependence on
chain length on the measured adhesion mentioned above.
This work points to the need to examine the nature
of inter-surface chain entanglements in nanoscaled sys-
tems. Such entanglements should be more prevalent in
asperity-asperity contacts where ideal film structure will
not be feasible.

19.5.5 Adhesion at the Single-Bond Level

The ability to resolve the discrete components of in-
teractions is highly desirable. There have been few
reports of the direct observation of discrete force com-
ponents observed with the separation of an AFM tip
from a surface. Beebe et al., have utilized a sta-
tistical method (as described above) for the direct
determination of single-bond forces for a variety of inter-
actions [19.119,121,122], including biological systems
such as biotin-avidin [19.138, 139]. The first report of
quantized force measurements was described by Hoh
et al., which lead to the estimation of single hydrogen
bonding forces from studies of glass surfaces in wa-
ter to be on the order of 10 pN [19.140]. The use of
AFM for the study of the energetics of true single chem-
ical bond cleavage has also received little attention. One
previous report described discrete covalent bond scis-
sion using AFM. In that case, it was proposed that the
jumps in the observed pull-off curves were due to se-
quential scission of chemical bonds contained in a large,
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Fig. 19.15 Pull-off force distribution for Au atom abstrac-
tion in ethanol. The 100 pN peaks in the distribution
represent quantized numbers of Au atoms being abstracted
from the sample surface (adapted after [19.129])

multifunctional, polymeric species as it progressively
detached from the substrate [19.141]. However, the iden-
tification of the relevant chemical bonds involved at each
stage was largely based on the known (gas phase) bond
strengths of the potentially active functional groups such
that solvation effects on the bond energies were ignored
– a simplification that profoundly affects the estimated
energetics, as energetic exchange with the solvent must
be included. More recently, the measurement of dis-
crete bond scission was reported by Frisbie et al. for
Au-thiol complexes (Fig. 19.15). Here the details of Au
atom abstraction were reported with a quantized value of
100 pN (estimated at ∼ 10 kJ/mol, based on an assumed
bond rupture length of 1 Å) [19.129]. These studies have
demonstrated the feasibility of probing local single bond
energetics and have suggested some general require-
ments for the measurement of adhesion quantization in
SAM layers, including the need for a significant nega-

tive tip-surface interfacial energy coupled with minimal
solvent surface tension [19.129, 142].

19.5.6 Future Directions

Extending AFM adhesion measurements to reactive sys-
tems in which chemical bonds can form between the tip
and surface affords an expansion of chemical reaction
dynamics to solution-based chemistries, whereby the
energetic details of single reaction events, previously
only accessible for gas phase scattering experiments,
may be obtained. Studies of such complex heteroge-
neous systems will open the door to the evaluation of
the energetic pathways of solution-based chemistries
for any system in which the appropriate functionaliza-
tion of surfaces can be exploited. Adhesion has already
been demonstrated as a reasonable local probe of sur-
face reaction kinetics, whereby the local changes in the
chemical forces may be followed as a function of time
during surface chemical reactions [19.143, 144]. In ad-
dition to advances in measurements of reactive systems
by AFM, complete insight into the operative molecu-
lar mechanisms can only be gained when combined
with detailed theory that takes into account not only
the specific types of interactions present between the
surfaces, but also the requisite energetic exchange with
local solvent molecules. Advances in computer tech-
nologies and in computational theory have made this
realistic [19.128].

To advance the area of adhesion measurements at
the molecular level, energetic barriers for specific inter-
actions also need to be evaluated, with attention given to
the nature of the molecular interactions being probed,
including the details of energetic exchange with the
solvent surrounding the interacting molecules. Stud-
ies by AFM of molecular interactions within sharply
confined geometries (i. e., ∼ 1 nm2 contact area) pro-
vide an opportunity to evaluate such contributions with
molecular detail. Here again, Lieber et al. have been
advancing the approach of chemically functionalizing
carbon nanotubes to reduce both the type and number
of specific interacting species [19.73]. This approach
may hold some promise for probing well-defined, spe-
cific chemical interactions and/or reactions, as long
as the nanotubes can be sufficiently stabilized against
buckling [19.135, 145, 146].

In addition to the modification of probe geometries
to improve localization of interactions for adhesion mea-
surements, one of the principle difficulties in performing
AFM measurements of adhesion at SAM surfaces is the
unavoidable snap to contact. This makes the details of
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the long-range interaction potential almost completely
inaccessible. To address this issue, Lieber et al. have
developed a modified AFM system in which the can-
tilever is magnetized, providing an additional feedback
mechanism to aid in avoiding snap-in [19.30]. When

used, this approach provides a smooth approach and re-
tract curve. Similarly, the capacitive coupling feedback
mechanism of the interfacial force microscope (IFM)
also affords measurements of this transition without
snap-in [19.125].

19.6 Concluding Remarks

Scanning probes are powerful tools for determining the
fundamental molecular basis of adhesion. Continuum
models of adhesion and capillary condensations are use-
ful, but careful attention must be paid to their limits and
assumptions. Further progress in these areas requires de-
tailed analysis of the structure and chemistry of both the
tip and sample, as well as their environment (solvent,
humidity, etc.).

The ability to determine the effects of molecular-
scale water menisci or single bond energetics are
truly spectacular accomplishments that continue to
inspire researchers worldwide to pursue these mea-
surements. With attention paid to previous liter-
ature and consideration of issues raised in this
chapter, many more discoveries are sure to be
made.
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Friction and W20. Friction and Wear on the Atomic Scale

Friction is an old subject of research: the empirical
da Vinci–Amontons laws are common knowledge.
Macroscopic experiments systematically performed
by the school of Bowden and Tabor have revealed
that macroscopic friction can be related to the
collective action of small asperities. During the
last 15 years, experiments performed with the
atomic force microscope gave new insight into the
physics of single asperities sliding over surfaces.
This development, together with complementary
experiments by means of surface force apparatus
and quartz microbalance, established the new
field of nanotribology. At the same time, increasing
computing power allowed for the simulation of
the processes in sliding contacts consisting of
several hundred atoms. It became clear that
atomic processes cannot be neglected in the
interpretation of nanotribology experiments.
Experiments on even well-defined surfaces
directly revealed atomic structures in friction
forces. This chapter will describe friction force
microscopy experiments that reveal, more or
less directly, atomic processes in the sliding
contact.

We will begin by introducing friction force
microscopy, including the calibration of cantilever
force sensors and special aspects of the ultra-high
vacuum environment. The empirical Tomlinson
model largely describes atomic stick-slip results
and is therefore presented in detail. We review
experimental results regarding atomic friction.
These include thermal activation, velocity
dependence, as well as temperature dependence.
The geometry of the contact plays a crucial role in
the interpretation of experimental results, as we
will demonstrate, for example, for the calculation
of the lateral contact stiffness. The onset of wear
on atomic scale has recently come into the scope
of experimental studies and is described here.
In order to compare the respective results, we
present molecular dynamics simulations that are
directly related to atomic friction experiments. We
close the chapter with a discussion of dissipation
measurements performed in noncontact force
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microscopy, which may become an important
complementary tool for the study of mechanical
dissipation in nanoscopic devices.
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20.1 Friction Force Microscopy in Ultra-High Vacuum

The friction force microscope (FFM, also called lat-
eral force microscope, LFM) exploits the interaction of
a sharp tip sliding on a surface to quantify dissipative
processes down to the atomic scale (Fig. 20.1).

20.1.1 Friction Force Microscopy

The relative motion of tip and surface is realized by
a scanner formed by piezoelectric elements, which
moves the surface perpendicularly to the tip with a cer-
tain periodicity. The scanner can be also extended or
retracted in order to vary the normal force, FN, which
is applied on the surface. This force is responsible for
the deflection of the cantilever that supports the tip. If
the normal force FN increases while scanning due to
the local slope of the surface, the scanner is retracted
by a feedback loop. On the other hand, if FN decreases,
the surface is brought closer to the tip by extending the
scanner. In such way, the surface topography can be de-
termined line by line from the vertical displacement of
the scanner. An accurate control of such vertical move-
ment is made possible by a light beam, which is reflected
from the rear of the lever into a photodetector. When the
bending of the cantilever changes, the light spot on the
detector moves up or down and causes a variation of the
photocurrent that corresponds to the normal force FN to
be controlled.

Usually the relative sliding of tip and surface is
also accompanied by friction. A lateral force, FL, with
the opposite direction of the scan velocity, v, hinders
the motion of the tip. This force provokes the torsion
of the cantilever, and it can be observed with the to-
pography if the photodetector can reveal not only the
normal deflection but also the lateral movement of the
lever while scanning. In practice this is realized by
four-quadrants photodetectors, as shown in Fig. 20.1.
We should notice that friction forces also cause the
lateral bending of the cantilever, but this effect is negli-
gible if the thickness of the lever is much less than the
width.

The FFM was first used by Mate et al. in 1987
to reveal friction with atomic features [20.1], i. e. just
one year after Binnig, Quate, and Gerber introduced
the atomic force microscope [20.2]. In their experiment,
Mate used a tungsten wire and a slightly different tech-
nique to detect lateral forces (non-fiber interferometry).
The optical beam deflection was introduced later by
Marti et al., and Meyer et al. [20.3, 4]. Other meth-
ods to measure the forces between tip and surface are

h

A–B

C–D

x
y

z

t

l

Fig. 20.1 Schematic diagram of a beam-deflection friction
force microscope

given by capacitance detection [20.5], dual fiber in-
terferometry [20.6], and piezolevers [20.7]. In the first
method, two plates close to the cantilever reveal capac-
itance while scanning. The second technique uses two
optical fibers to detect the cantilever deflection along
two orthogonal directions angled 45◦ with respect to
the surface normal. Finally, in the third method, can-
tilevers with two Wheatstone bridges at their base reveal
normal and lateral forces, which are respectively pro-
portional to the sum and the difference of both bridge
signals.

20.1.2 Force Calibration

The force calibration is relatively simple if rectangu-
lar cantilevers are used. Due to possible discrepancies
with the geometric values provided by manufactur-
ers, one should use optical and electron microscopes
to determine the width, thickness, and length of can-
tilever, w, t, l, the tip height, h, and the position
of the tip with respect to the cantilever. The thick-
ness of the cantilever can also be determined from
the resonance frequency of the lever, f0, using the
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relation [20.8]:

t = 2
√

12π

1.8752

√
ρ

E
f0l2 , (20.1)

In (20.1) ρ is the density of the cantilever and E is its
Young’s modulus. The normal spring constant, cN, and
the lateral spring constant, cL, of the lever are given by

cN = Ewt3

4l3 , cL = Gwt3

3h2l
, (20.2)

where G is the shear modulus. Figure 20.2 shows some
SEM images of rectangular silicon cantilevers used
for FFM. In the case of silicon, ρ = 2.33 × 103 kg/m3,
E = 1.69 × 1011 N/m2 and G = 0.5 × 1011N/m2. Thus,
for the cantilever in Fig. 20.2, cN = 1.9 N/m and
cL = 675 N/m.

The next step in force calibration consists of meas-
uring the sensitivity of the photodetector, Sz (nm/V).
For beam-deflection FFMs, the sensitivity Sz can be
determined by force vs. distance curves measured on
hard surfaces (e.g., Al2O3), where elastic deformations
are negligible and the vertical movement of the scanner
equals the deflection of the cantilever. A typical rela-
tion between the difference of the vertical signals on
the four-quadrant detector, VN, and the distance from
the surface, z, is sketched in Fig. 20.3. When the tip is
approached, no signal is revealed until the tip jumps
into contact at z = z1. Further extension or retraction of
the scanner results in an elastic behavior until the tip
jumps again out of contact at a distance z2 > z1. The
slope of the elastic part of the curve gives the required
sensitivity, Sz .

The normal and lateral forces are related to the
voltage VN, and the difference between the horizontal

l

w

t

h

top-view side-view

Fig. 20.2 SEM images of a rectan-
gular cantilever. The relevant dimen-
sions are l = 445 µm, w = 43 µm,
t = 4.5 µm, h = 14.75 µm. Note that
h is given by the sum of the tip height
and half of the cantilever thickness.
(After [20.9])

VN

Voff

0
z1 z2 z

Fig. 20.3 Sketch of a typ-
ical force vs. distance
curve

signals, VL, as follows:

FN = cNSz VN, FL = 3

2
cL

h

l
SzVL , (20.3)

in which it is assumed that the light beam is positioned
above the probing tip.

The normal spring constant cN can also be calibrated
with alternative methods. Cleveland et al. [20.10] at-
tached tungsten spheres to the tip, which changes the
resonance frequency f0 according to the formula

f0 = 1

2π

√
cN

M +m∗ . (20.4)

M is the mass of the added object, and m∗ is an ef-
fective mass of the cantilever, which depends on its
geometry [20.10]. The spring constant can be extrap-
olated from the frequency shifts corresponding to the
different masses attached.

As an alternative, Hutter et al. observed that the
spring constant cN can be related to the area of the power
spectrum of the thermal fluctuations of the cantilever,
P [20.11]. The correct relation is cN = 4kBT/3P, where
kB = 1.38 × 10−3 J/K is the Boltzmann’s constant and
T is the temperature [20.12].
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Cantilevers with different shape require finite ele-
ment analysis, although in few cases analytical formulas
can be derived. For V-shaped cantilevers, Neumeister
et al. found the following approximation for the lateral
spring constant cL [20.13]:

cL = Et3

3(1+ν)h2
(20.5)

×

(
1

tan α
ln

w

d sin α
+ L cos α

w
− 3 sin 2α

8

)−1

,

where the geometrical quantities L , w, α, d, t, and h
are defined in Fig. 20.4. The expression for the normal
constant is more complex and can be found in the cited
reference.

Surfaces with well-defined profiles provide an al-
ternative in situ calibration of lateral forces [20.14].
We present a slightly modified version of the
method [20.15]. Figure 20.5 shows a commercial grat-
ing formed by alternated faces with opposite inclinations
with respect to the scan direction. When the tip slides on

I

h

L w/sin α

d

t

w

II

B
A2α

Fig. 20.4 Geometry of a V-shaped cantilever. (After
[20.13])

a) b)

FN
(1)

FI
(1)

FI
(1)

F�

F�

v

vFII
(2)

FL
(2)

FN
(2)

θ

FII
(2)

FII
(1)

FII

Fig. 20.6
(a) Forces act-
ing on a FFM
tip sliding on
the grating
in Fig. 20.5;
(b) Friction loops
acquired on the
two faces

10 µ m

Fig. 20.5 Silicon
grating formed
by alternated
faces angled
±55◦ (courtesy
Silicon-MDT
Ltd., POB
50, 103305,
Moscow, Russia)

the inclined planes, the normal force, FN, and the lateral
force, FL, with respect to the surface, are different from
the two components F⊥ and F‖, which are separated by
the photodiode (see Fig. 20.6a).

If the linear relation FL = µFN holds (see
Sect. 20.5), the component F‖ can be expressed in terms
of F⊥:

F‖ = µ+ tan θ

1−µ tan θ
F⊥ . (20.6)

The component F⊥ is kept constant by the feedback
loop. The sum and the difference of F‖ on the two planes
(1) and (2) are given by

F+ ≡ F(1)
‖ + F(2)

‖ = 2µ
(
1+ tan2 θ

)
1−µ2 tan2 θ

F⊥

F− ≡ F(1)
‖ − F(2)

‖ = 2
(
1+µ2

)
tan θ

1−µ2 tan2 θ
F⊥ . (20.7)

The values of F+ and F− (in volts) can be measured
by scanning the profile back and forth (Fig. 20.6b). If
F+ and F− are recorded with different values of F⊥,
one can determine the conversion ratio between volts
and nanonewtons as well as the coefficient of friction, µ.
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Friction and Wear on the Atomic Scale 20.1 Friction Force Microscopy in Ultra-High Vacuum 635

An accurate analysis of the errors in lateral force cal-
ibration was given by Schwarz et al., who revealed the
important role of the cantilever’s oscillations induced
by the feedback loop and of the so-called pull-off force
(Sect. 20.5) in friction measurements, aside from the ge-
ometrical setting of cantilevers and laser beams [20.16].

For some applications, an adequate estimation of
the radius of curvature of the tip, R, is impor-
tant (Sect. 20.5.2). This quantity can be evaluated
with a scanning electron microscope. Otherwise,
well-defined structures as step sites [20.17, 18] or
whiskers [20.19] can be imaged. The image of these
high-aspect ratio structures is a convolution with the tip
structure. A deconvolution algorithm that allows for the
extraction of the probing tip’s radius of curvature was
suggested by Villarrubia [20.21].

20.1.3 The Ultra-high Vacuum Environment

Atomic friction studies require well-defined surfaces and
– whenever possible – tips. For the surfaces, the es-
tablished methods of surface science can be employed
working in ultra-high vacuum (UHV). Ionic crystals
such as NaCl have become standard materials for friction
force microscopy on atomic scale. Atomically clean and
flat surfaces can be prepared by cleavage in UHV. The
crystal has to be heated to about 150 ◦C for 1 h in order to
remove charging after the cleavage process. Metal sur-
faces can be cleaned and flattened by cycles of sputtering
with argon ions and annealing. Even surfaces prepared
in air or liquids like self-assembled molecular monolay-
ers can be transferred into the vacuum and studied after
careful heating procedures, which remove water layers.

Tip preparation in UHV is a more difficult subject.
Most force sensors for friction studies have silicon ni-
tride or pure silicon tips. Tips can be cleaned and oxide
layers removed by sputtering with argon ions. But the
sharpness of the tip is normally reduced by sputtering.
As an alternative, tips can be etched in fluoric acid di-
rectly before transfer to the UHV. The significance of tip
preparation is limited by the fact that the chemical and
geometrical structure of the tip can undergo significant
changes when sliding over the surface.

The implementation of the friction force microscope
into UHV requires some additional efforts. First of all,
only materials with a low vapor pressure can be used,
thereby excluding most plastics and lubricants. Beam-
deflection type force microscopes employ either a light
source in the vacuum chamber or an optical fiber guid-
ing the light into the chamber. The positioning of the
light beam onto the cantilever and of the reflected beam

onto the position-sensitive detector is performed by
motorized mirrors [20.20] or by moving light source
or detector [20.22]. Furthermore, a motorized sample
approach has to be realized.

The quality force sensor’s electrical signal can seri-
ously deteriorate on the way out of the vacuum chamber.
Low noise and high bandwidth can be preserved by im-
plementing a pre-amplifier into the vacuum. Again the
choice of materials for print and devices is limited by
the condition of low vapor pressure. Stronger heating
of the electrical circuitry in vacuum, therefore, must be
considered.

20.1.4 A Typical Microscope in UHV

A typical AFM for UHV application is shown in
Fig. 20.7. The housing (1) contains the light source and
a set of lenses that focus the light onto the cantilever.
Alternatively, the light can be guided via an optical
fiber into the vacuum. By using light emitting diodes
with low coherency you avoid disturbing interference
effects often found in instruments equipped with lasers
as light source. A plane mirror fixed on the spheri-
cal rotor of a first stepping motor (2) can be rotated

2 cm

9

1

2
34

6

7

8

11

10

Fig. 20.7 Schematic view of the UHV-AVM realized at the
University of Basel. (After [20.20])

Part
C

2
0
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



636 Part C Nanotribology and Nanomechanics

around a vertical and horizontal axis to guide the light
beam onto the rear of the cantilever, mounted on a re-
movable carrier plate (3). The light is reflected off the
cantilever toward a second motorized mirror (4) that
guides the beam to the center of the quadrant photo-
diode (5), where the light is then converted into four
photo-currents. Four pre-amplifiers in close vicinity
to the photodiode allow low-noise measurements with
3 MHz bandwidth.

The two motors with spherical rotors, used to realign
the light path after exchange of the cantilever, work as
inertial stepping motors: the sphere is resting on three
piezoelectric legs that can be moved by a small amount
tangentially to the sphere. Each step of the motor consists
of a slow forward motion of two legs followed by an
abrupt jump backwards. During the slow forward motion
the sphere follows the legs due to friction, whereas it
cannot follow the sudden jump due to its inertia. A series
of such tiny steps rotates the sphere macroscopically.

The sample, also on an exchangeable carrier plate,
is mounted on the end of a tube scanner (6), which can
move the sample in three dimensions over several mi-
crometers. The whole scanning head (7) is the slider
of a third inertial stepping motor for coarse position-
ing of the sample. It rests with its flat and polished
bottom on three supports. Two of them are symmet-
rically placed piezoelectric legs (8), whereas the third
central support is passive. The slider (7) can be trans-
lated in two dimensions and rotated about a vertical
axis by several millimeters (rotation is achieved by an-
tiparallel operation of the two legs). The slider is held
down by two magnets, close to the active supports,
and its travel is limited by two fixed posts (9) that
also serve as cable attachments. The whole platform
is suspended by four springs. A ring of radial copper
lamellae (10), floating between a ring of permanent mag-
nets (11) on the base flange, acts as efficient eddy current
damping.

20.2 The Tomlinson Model

In Sect. 20.3, we will show that the FFM can re-
veal friction forces down to the atomic scale, which
are characterized by a typical sawtooth pattern. This
phenomenon can be seen as a consequence of a stick-
slip mechanism, first discussed by Tomlinson in
1929 [20.23].

20.2.1 One-dimensional Tomlinson Model

In the Tomlinson model the motion of the tip is influ-
enced by both the interaction with the atomic lattice of
the surface and the elastic deformations of the cantilever.
The shape of the tip-surface potential, V(r), depends on
several factors, such as the chemical composition of the
materials in contact and the atomic arrangement at the
tip end. For the sake of simplicity, we will start the analy-
sis in the one-dimensional case considering a sinusoidal
profile with the periodicity of the atomic lattice, a, and
a peak-to-peak amplitude E0. In Sect. 20.5, we will show
how the elasticity of the cantilever and of the contact area
are described in a unique framework by introducing an
effective lateral spring constant, keff. If the cantilever
moves with a constant velocity v along the x direction,
the total energy of the system is

Etot(x, t) = − E0

2
cos

2πx

a
+ 1

2
keff(vt − x)2 . (20.8)

Figure 20.8 shows the energy profile Etot(x, t) at two
different instants. When t = 0 the tip is localized in the
absolute minimum of Etot. This minimum increases with
time due to the cantilever motion, until the tip position
becomes unstable when t = t∗.

At a given time t the position of the tip can be deter-
mined by equating to zero the first derivative of Etot(x, t)
with respect to x:

∂Etot

∂x
= πE0

a
sin

2πx

a
− keff(vt − x) = 0 . (20.9)

The critical position x∗ corresponding to t = t∗ is de-
termined by equating to zero the second derivative

t = t*

t = 0

v

Fig. 20.8 Energy profile experienced by the FFM tip (black
circle) at t = 0 (dotted line) and t = t∗ (continuous line)
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Friction and Wear on the Atomic Scale 20.2 The Tomlinson Model 637

∂2 Etot(x, t)/∂x2, which gives

x∗ = a

4
arccos

(
− 1

γ

)
, γ = 2π2 E0

keffa2
. (20.10)

The coefficient γ compares the strength of interac-
tion between tip and surface with the stiffness of the
system. When t = t∗ the tip suddenly jumps into the
next minimum of the potential profile. The lateral force
F∗ = keff(vt − x∗), which induces the jump, can be
evaluated from (20.9) and (20.10):

F∗ = keff a

2π

√
γ 2 −1 . (20.11)

Thus the stick-slip is observed only if γ > 1, i. e. when
the system is not too stiff or the tip–surface interaction is
strong enough. Figure 20.9 shows the lateral force FL as
a function of the cantilever position, X. When the can-
tilever is moved rightward, the lower part of the curve
in Fig. 20.9 is obtained. If, at a certain point, the can-
tilever’s direction of motion is suddenly inverted, the
force has the profile in the upper part of the curve. The
area of the friction loop obtained by scanning back and
forth gives the total energy dissipated.

20.2.2 Two-dimensional Tomlinson Model

In two dimensions, the energy of our system is given by

Etot(r, t) = U(r)+ keff

2
(vt −r)2 , (20.12)

where r ≡ (x, y) and v is arbitrarily oriented on the sur-
face (note that v �= dr/dt!). Figure 20.10 shows the total
energy corresponding to a periodic potential of the form

U(x, y, t) = − E0

2

(
cos

2πx

a
+ cos

2πy

a

)

+ E1 cos
2πx

a
cos

2πy

a
. (20.13)

X

FL

Fig. 20.9 Friction loop obtained by scanning back and
forth in the 1-D Tomlinson model. The effective spring
constant keff is the slope of the sticking part of the loop (if
γ � 1)

The equilibrium condition becomes

∇Etot(r, t) = ∇U(r)+ keff(r −vt) = 0 . (20.14)

The stability of the equilibrium can be discussed intro-
ducing the Hessian matrix

H =

⎛
⎜⎜⎝

∂2U

∂x2
+ keff

∂2U

∂x∂y
∂2U

∂y∂x

∂2U

∂y2
+ keff

⎞
⎟⎟⎠ . (20.15)

When both eigenvalues λ1,2 of the Hessian are posi-
tive, the position of the tip is stable. Figure 20.11 shows
such regions for a potential of the form (20.13). The
tip follows the cantilever adiabatically as long as it re-
mains in the (++)-region. When the tip is dragged to
the border of the region, it suddenly jumps into the next
(++)-region. A comparison between a theoretical fric-
tion map deduced from the 2-D Tomlinson model and
an experimental map acquired by UHV-FFM is given in
the next section.

20.2.3 Friction Between
Atomically Flat Surfaces

So far we have implicitly assumed that the tip is ter-
minated by only one atom. It is also instructive to
consider the case of a periodic surface sliding on another
periodic surface. In the Frenkel–Kontorova–Tomlinson
(FKT) model, the atoms of one surface are harmon-
ically coupled with their nearest neighbors. We will
restrict ourselves to the case of quadratic symmetries,
with lattice constants a1 and a2 for the upper and lower
surface, respectively (Fig. 20.12). In such context the
role of commensurability is essential. It is well known
that any real number z can be represented as a continued

Fig. 20.10 Energy landscape experienced by the FFM tip
in 2-D
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Fig. 20.11 Regions on the tip plane labeled according to
the signs of the eigenvalues of the Hessian matrix. (After
[20.24])

fraction:

z = N0 + 1

N1 + 1
N2+...

. (20.16)

The sequence that converges most slowly is obtained
when all Ni = 1, which corresponds to the golden mean
z̄ = (

√
5−1)/2. In 1-D Weiss and Elmer predicted that

friction should decrease with decreasing commensu-
rability, the minimum of friction being reached when
a1/a2 = z̄ [20.26].

In 2-D Gyalog and Thomas studied the case a1 = a2,
with a misalignment between the two lattices given by
an angle θ [20.25]. When the sliding direction changes,
friction also varies from a minimum value corresponding

11

Fig. 20.12 The
FKT model
in 2-D. (After
[20.25])

1.3

1.2

1.1

1.0

0.9

0.8
– 30 1209060300

Fig. 20.13 Friction as a function of the sliding angle ϕ in
the 2-D FKT model. (After [20.25])

to the sliding angle ϕ = θ/2 to a maximum value, which
is reached when ϕ = θ/2+π/4 (Fig. 20.13). The mis-
fit angle θ is related with commensurability. Since the
misfit angles giving rise to commensurate structure form
a dense subset, the dependence of friction on θ should
be discontinuous. The numerical simulations performed
by Gyalog are in agreement with this conclusion.

20.3 Friction Experiments on Atomic Scale

Figure 20.14 shows the first friction map observed by
Mate on atomic scale. The periodicity of the lateral
force is the same as of the atomic lattice of graphite.
The series of friction loops in Fig. 20.15 reveals the
stick-slip effect discussed in the previous section. The
applied loads are in the range of tens of µN. Accord-
ing to the continuum models discussed in Sect. 20.5
these values correspond to contact diameters of 100 nm.
A possible explanation for the atomic features observed
at such high loads is that graphite flakes might have

been detached from the surface and adhered on the
tip [20.27]. Another explanation is that the contact
between tip and surface consisted of few nm-scale asper-
ities and the corrugation was not entirely averaged out
while sliding. The load dependence of friction found by
Mate is rather linear, with a small friction coefficient
µ = 0.01 (Fig. 20.16).

The UHV environment reduces the influence of con-
taminants on the surface and leads to more precise
and reproducible results. Meyer et al. [20.28] obtained
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Friction and Wear on the Atomic Scale 20.3 Friction Experiments on Atomic Scale 639

Fig. 20.14 First atomic friction map acquired on graphite
with a normal force FN = 56 µN. Frame size: 2 nm. (After
[20.1])

a series of interesting results on ionic crystals using
the UHV-FFM apparatus described in Sect. 20.1.4. In
Fig. 20.17 a friction map recorded on KBr(100) is com-
pared with a theoretical map, which was obtained with
the 2-D-Tomlinson model. The periodicity a = 0.47 nm
corresponds to the spacing between equally charged

z Sample position (Å)
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friction
(10 –8 N)

20.0
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10.0

5.0
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0 200 400 600 800 1,000 1,200 1,400

Load (10 –6 N)
0.0 20.05.0 10.0 15.0

Wire spring constant 155 N/m

Friction = 0.012 × Load
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Fig. 20.16 Load dependence of friction on graphite. (After
[20.1])
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Fig. 20.15a–c Friction loops on graphite acquired with (a) FN =
7.5 µN, (b) 24 µN and (c) 75 µN. (After [20.1])

ions. No individual defects were observed. One pos-
sible reason is that the contact realized by the FFM tip is
always formed by many atoms, which superimpose and
average their effects. Molecular dynamics (MD) calcu-
lations (Sect. 20.7) show that even a single-atom contact
may cause rather large stresses in the sample, which
lead to the motion of defects far away from the contact
area. In a picturesque frame, we can say that “defects be-
have like dolphins that swim away in front of an ocean
cruiser” [20.28].

Lüthi et al. [20.29] detected atomic-scale friction
even on the reconstructed Si(111)7 × 7 surface. But un-
coated Si-tips and tips coated with Pt, Au, Ag, Cr, Pt/C
damaged the sample irreversibly, and the observation
of atomic features was achieved only after coating the
tips with polytetrafluoroethylene (PTFE), which has lu-
bricant properties and does not react with the dangling
bonds of Si(111)7 × 7 (Fig. 20.18).

Recently friction could be resolved on atomic scale
even on metallic surfaces in UHV [20.30]. In Fig. 20.19a
a reproducible stick-slip process on Cu(111) is shown.
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Fig. 20.17 (a) Measured and (b) theoretical friction map on
KBr(100). (After [20.31])

Sliding on the (100) surface of copper produced irregular
patterns, although atomic features were recognized even
in this case (Fig. 20.19b). Molecular dynamics suggests
that wear should occur more easily on the Cu(100) sur-
face than on the closed packed Cu(111) (Sect. 20.7). This
conclusion was achieved by adopting copper tips in com-
puter simulations. The assumption that the FFM tip used
in the experiments was covered by copper is supported
by current measurements performed at the same time.

Atomic stick-slip on diamond was observed by Ger-
mann et al. with an apposite diamond tip prepared by
chemical vapor deposition [20.32] and, a few years later,
by van der Oetelaar et al. [20.33] with standard silicon
tips. The values of friction have huge discrepancies cor-

100 nm

5 nm

Fig. 20.18 (a) Topography and (b) friction image of
Si(111)7 × 7 measured with a PTFE coated Si-tip. (After
[20.29])

a) b)

Fig. 20.19a,b Friction images of (a) Cu(111) and
(b) Cu(100). Frame size: 3 nm. (After [20.34])

responding to the presence or absence of hydrogen on
the surface.

Fujisawa et al. [20.35] measured friction on mica
and on MoS2 with a 2-D-FFM apparatus, which could
also reveal forces perpendicular to the scan direction.
The features in Fig. 20.20 correspond to a zig-zag walk
of the tip, which is predicted by the 2-D-Tomlinson
model [20.36]. The 2-D stick-slip on NaF was detected
with normal forces below 14 nN, whereas loads up to
10 µN could be applied on layered materials. The con-
tact between tip and NaF was thus formed by one or a few
atoms. The zig-zag walk on mica was also observed by
Kawakatsu et al. using an original 2-D-FFM with two
laser beams and two quadrant photodetectors [20.37].
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Fig. 20.20 (a) Friction force on MoS2 acquired by scanning
along the cantilever and (b) across the cantilever. (c) Motion
of the tip on the sample. (After [20.35])
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Fig. 20.21 Fric-
tion images
of a thiolipid
monolayer on
a mica surface.
(After [20.38])

Fig. 20.22 Sequence of topography images of C60 islands
on NaCl(100). (After [20.39])
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20.3.1 Anisotropy of Friction

The importance of the misfit angle in the reciprocal
sliding of two flat surfaces was first observed experi-
mentally by Hirano et al. in the contact of two mica
sheets [20.41]. Friction increased when the two surfaces
formed commensurate structures, in agreement with the
discussion in Sect. 20.2.3. In more recent measurements
with a monocrystalline tungsten tip on Si(001), Hirano
et al. observed superlubricity in the incommensurate
case [20.42].

Overney et al. [20.43] studied the effects of friction
anisotropy on a bilayer lipid film. In such case different
molecular alignments resulted in significant variation of
friction. Other measurements of friction anisotropy on
stearic acid single crystals were reported by Takano and
Fujihira [20.44].

Liley et al. [20.38] observed flower-shaped islands of
a lipid monolayer on mica, which consisted of domains
with different molecular orientation (Fig. 20.21). The
angular dependence of friction reflects the tilt direction
of the alkyl chains of the monolayer, which was revealed
by other techniques.

Lüthi et al. [20.39] used the FFM tip to move C60
islands, which slided on sodium chloride in UHV with-
out disruption (Fig. 20.22). In this experiment friction
was found to be independent of the sliding direction.
This was not the case in other experiments performed
by Sheehan and Lieber, who observed that the misfit
angle is relevant when MoO3 islands are dragged on
the MoS2 surface [20.45]. In these experiments, sliding
was possible only along low index directions. The weak
orientation dependence found by Lüthi et al. [20.39] is
probably due to the large mismatch of C60 on NaCl.

Lateral force
(arb. units)
0.8

0.6

0.4

0.2

0.0

Cantilever support displacement (nm)
200 4000

1

2 3 4
5 5

4

3
2

1

Fig. 20.23 Friction force experienced as a carbon nano-
tube is rotated into (left trace) and out of (right trace)
commensurate contact. (After [20.40])

A recent example of friction anisotropy is related
to carbon nanotubes. Falvo et al. [20.40] manipulated
nanotubes on graphite using a FFM tip (Fig. 20.23).
A dramatic increase of the lateral force was found in
the directions corresponding to commensurate contact.
At the same time, the nanotube motion changed from
sliding/rotating to stick-roll.

20.4 Thermal Effects on Atomic Friction

Although the Tomlinson model gives a good interpre-
tation of the basic mechanism of the atomic stick-slip
discussed in Sect. 20.2, it cannot explain some minor
features observed in the atomic friction. For example,
Fig. 20.24 shows a friction loop acquired on NaCl(100).
The peaks in the sawtooth profile have different heights,
which is in contrast to the result in Fig. 20.9. Another
effect is observed if the scan velocity v is varied: the
mean friction force increases with the logarithm of v

(Fig. 20.25). This effect cannot be interpreted within
the mechanical approach in Sect. 20.2 without further
assumptions.

20.4.1 The Tomlinson Model
at Finite Temperature

Let us focus again on the energy profile discussed in
Sect. 20.2.1. For sake of simplicity, we will assume that
γ � 1. At a given time t < t∗, the tip jump is prevented
by the energy barrier ∆E = E(xmax, t)− E(xmin, t),
where xmax corresponds to the first maximum observed
in the energy profile and xmin is the actual position of the
tip (Fig. 20.26). The quantity ∆E decreases with time
or, equivalently, with the frictional force FL until it van-
ishes when FL = F∗ (Fig. 20.27). Close to the critical
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FL (nN)
0.6

0.4

0.2

0.0

– 0.2

– 0.4

– 0.6

x (nm)
0 1 2 3 4 5

Fig. 20.24 Friction loop on NaCl(100). (After [20.46])
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Fig. 20.25 Mean friction force vs. scanning velocity on
NaCl(100) at FN = 0.44nN (+) and FN = 0.65nN (×).
(After [20.46])

point the energy barrier can be written approximately
as

∆E = λ(F̃ − FL) , (20.17)

where F̃ is close to the critical value F∗ = πE0/a.
At finite temperature T , the lateral force required to

induce a jump is lower than F∗. To estimate the most
probable value of FL at this point, we first consider the
probability p that the tip does not jump. The proba-
bility p changes with time t according to the master
equation

dp(t)

dt
= − f0 exp

(
−∆E(t)

kBT

)
p(t) , (20.18)

E (x,t)

xmin xmax x

∆E

Fig. 20.26 Energy barrier
that hinders the tip jump
in the Tomlinson model

FL

∆E

F*

Fig. 20.27 Energy bar-
rier ∆E as a function
of the lateral force FL.
The dashed line close
to the critical value cor-
responds to the linear
approximation (20.17)

where f0 is a characteristic frequency of the system.
The physical meaning of this frequency is discussed
in Sect. 20.4.2. We should note that the probability of
a reverse jump is neglected, since in this case the energy
barrier to overcome is much higher than ∆E. If time is
replaced by the corresponding lateral force, the master
equation becomes

dp(FL)

dFL
=− f0 exp

(
−∆E(FL)

kBT

)(
dFL

dt

)−1

p(FL) .

(20.19)

At this point, we substitute

dFL

dt
= dFL

dX

dX

dt
= keffv (20.20)

and use the approximation (20.17). The maximum prob-
ability transition condition d2 p(F)/dF2 = 0 then yields

FL(v) = F∗ − kBT

λ
ln

vc

v
(20.21)

with

vc = f0kBT

keffλ
. (20.22)
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Thus the lateral force depends logarithmically on the
sliding velocity, as observed experimentally. But the ap-
proximation (20.17) does not hold when the tip jump
occurs very close to the critical point x = x∗, which
is the case at high velocities. In this instance, the fac-
tor (dFL/dt)−1 in (20.19) is small and, consequently,
the probability p(t) does not change significantly until
it suddenly approaches 1 when t → t∗. Thus friction
is constant at high velocities, in agreement with the
classical Coulomb’s law of friction [20.28].

Sang et al. [20.48] observed that the energy bar-
rier close to the critical point is better approximated by
a relation like

∆E = µ(F∗ − FL)3/2 . (20.23)

The same analysis performed using the approximation
(20.23) instead of (20.17) leads to the expression [20.49]

µ(F∗ − FL)3/2

kBT
= ln

vc

v
− ln

√
1− F∗

FL
, (20.24)

where the critical velocity vc is now

vc = π
√

2

2

f0kBT

keffa
. (20.25)

The velocity vc discriminates between two dif-
ferent regimes. If v � vc the second logarithm in
(20.24) can be neglected, which leads to the logarithmic
dependence

FL(v) = F∗ −
(

kBT

µ

)2/3 (
ln

vc

v

)2/3
. (20.26)

In the opposite case, v � vc, the term on the left in
(20.23) is negligible and

FL(v) = F∗ (1− vc

v

)2
. (20.27)

In such a case, the lateral force FL tends to F∗, as
expected.

20.4.2 Velocity Dependence of Friction

The velocity dependence of friction was studied by
FFM only recently. Zwörner et al. observed that friction
between silicon tips and diamond, graphite or amor-
phous carbon is constant with scan velocities of few
µm/s [20.50]. Friction decreased when v is reduced
below 1 µm/s. In their experiment on lipid films on
mica (Sect. 20.3.1), Gourdon et al. [20.47] explored
a range of velocities from 0.01 to 50 µm/s and found
a critical velocity vc = 3.5 µm/s, which discriminates

Mica Fluid Arm 4 Arm 5

LFM signal (arb. units)
300

250

200

150

100

50

0
0

Velocity (µm/s)
2 4 6 8 10

Fig. 20.28 Velocity dependence of friction on mica and on
lipid films with different orientation (arms 4 and 5) and in
a fluid phase. (After [20.47])

between an increasing friction and a constant friction
regime (Fig. 20.28). Although these results were not
explained with thermal activation, we argue that the
previous theoretical discussion gives the correct in-
terpretative key. A clear observation of a logarithmic
dependence of friction on the micrometer scale was
reported by Bouhacina et al., who studied friction on
triethoxysilane molecules and polymers grafted on sil-
ica with sliding velocity up to v = 300 µm/s [20.51].
The result was explained with a thermally activated
Eyring model, which does not differ significantly
from the model discussed in the previous subsec-
tion [20.52, 53].

The first measurements on the atomic scale were
performed by Bennewitz et al. on copper and sodium
chloride [20.30, 46]; in both cases a logarithmic de-
pendence of friction was revealed up to v < 1 µm/s
(Fig. 20.25), in agreement with (20.21). Higher values of
velocities were not explored, due to the limited range of
the scan frequencies applicable by FFM on atomic scale.
The same limitation does not allow a clear distinction
between (20.21) and (20.26) in the interpretation of the
experimental results.

At this point we would like to discuss the physical
meaning of the characteristic frequency f0. With lat-
tice constants a of a few angstroms and effective spring
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a) b)

Fig. 20.29a,b Torsional modes of cantilever oscillations
(a) when the tip is free and (b) when the tip is in contact
with a surface. (After [20.54])
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Fig. 20.31 Temperature
dependence of fric-
tion on n-hexadecane
and octamethylcyclo-
tetrasiloxane. (After
[20.56])

constants keff of about 1 N/m, which is typical in FFM
experiments, (20.25) gives values of few hundreds of
kHz for f0. This is the characteristic range in which
the torsional eigenfrequencies of the cantilevers are lo-
cated in both contact and noncontact modes (Fig. 20.29).
Future work might clarify whether or not f0 has to be
identified with these frequencies.

To conclude this paragraph, we should emphasize
that the increase of friction with increasing velocity is
ultimately related to the materials and the environment in
which the measurements are realized. In humid environ-
ment, Riedo et al. observed that the surface wettability
has an important role [20.55]. Friction decreases with
increasing velocity on hydrophilic surfaces, and the rate
of such decrease depends drastically on humidity. On
partially hydrophobic surfaces, a logarithmic increase is
found again (Fig. 20.30). These results were interpreted
considering the thermally activated nucleation of water
bridges between tip and sample asperities, as discussed
in the cited reference.

20.4.3 Temperature Dependence of Friction

Thus far we have used thermal activation to explain the
velocity dependence of friction. The same mechanism
also predicts that friction should change with tempera-
ture. Master equation (20.18) shows that the probability
of a tip jump is reduced at low temperatures T until it
vanishes when T = 0. Within this limit case, thermal ac-

Fig. 20.30a,b Friction vs. sliding velocity (a) on hydro-
phobic surfaces and (b) on hydrophilic surfaces (After
[20.55])
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tivation is excluded, and the lateral force FL is equal
to F∗, independently of the scanning velocity v.

To our knowledge stick-slip processes at low tem-
peratures have not been reported. A significant increase
of the mean friction with decreasing temperature was
recently measured by He et al. [20.56] by FFM

(Fig. 20.31). Neglecting the logarithmic contributions
(20.21) and (20.26) predict (F∗ − FL) ∼ T and (F∗ −
FL) ∼ T 2/3 respectively for the temperature dependence
of friction. Although He et al. applied a linear fit to their
data, the range of 30 K they considered is again not large
enough to prove that a T 2/3 fit would be preferable.

20.5 Geometry Effects in Nanocontacts

Friction is ultimately related to the real shape of
the contact between the sliding surfaces. On macro-
scopic scale the contact between two bodies is studied
within continuum mechanics, which are all based on
the elasticity theory developed by Hertz in 19th cen-
tury. Various FFM experiments showed that continuum
mechanics is still valid down to contact areas a few
nanometers in size. Only when contact is reduced to
few atoms does the continuum frame become unsuit-
able, and other approaches like molecular dynamics are
necessary. This section will deal with continuum me-
chanics theory; molecular dynamics will be discussed
in Sect. 20.7.

20.5.1 Continuum Mechanics
of Single Asperities

The lateral force FL between two surfaces in reciprocal
motion depends on the size of the real area of contact, A,
which can be a few orders of magnitude smaller than the
apparent area of contact. The simplest assumption is that
friction is proportional to A; the proportionality factor
is called shear strength σ [20.57]:

FL = σA . (20.28)

In case of plastic deformation, the asperities are
compressed until the pressure, p, equals a certain
yield value, p∗. The resulting contact area is thus
A = FN/p∗, and the well-known Amontons’ law is ob-
tained: FL = µFN, where µ = σ/p∗ is the coefficient
of friction. The same idea can be extended to contacts
formed by many asperities, and it leads again to the
Amontons’ law. The simplicity of this analysis explains
why most of the friction processes were related to plastic
deformation for a long time. Such mechanism, however,
should provoke a quick disruption of the surfaces, which
is not observed in practice.

Elastic deformation can be easily studied in the case
of a sphere of radius R pressed against a flat surface. In

such case the contact area is

A(FN) = π

(
R

K

)2/3

F2/3
N , (20.29)

where K = 3E∗/4 and E∗ is an effective Young’s mod-
ulus, related to the Young’s moduli, E1 and E2, and the
Poisson’s numbers, ν1 and ν2, of sphere and plane, by
the following relation [20.58]:

1

E∗ = 1−ν2
1

E1
+ 1−ν2

2

E2
. (20.30)

The result A ∝ F2/3
N is in contrast with the Amon-

tons’ law. But a linear relation between FL and FN can be
obtained for contacts formed by several asperities in par-
ticular cases. For example, the area of contact between
a flat surface and a set of asperities with an exponential
height distribution and the same radius of curvature R
depends linearly on the normal force FN [20.59]. The
same conclusion holds approximately even for a Gaus-
sian height distribution. But the hypothesis that the radii
of curvature are the same for all asperities is not realistic.
A general model was recently proposed by Persson, who
derived analytically the proportionality between contact
area and load for a large variety of elastoplastic contacts
formed by surfaces with arbitrary roughness [20.60].
The discussion is not straightforward and goes beyond
the purposes of this section.

Further effects are observed if adhesive forces be-
tween the asperities are taken into account. If the
range of action of these forces is smaller than the
elastic deformation, (20.29) is extended to the Johnson–
Kendall–Roberts (JKR) relation

A(FN) = π

(
R

K

)2/3

(20.31)

×

(
FN+3πγR+

√
6πγRFN+(3πγR)2

)2/3

,

where γ is the surface tension of sphere and
plane [20.61]. The real contact area at zero load is
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finite and the sphere can be detached only by pulling it
away with a certain force. This is also true in the oppo-
site case, in which the range of action of adhesive forces
is larger than the elastic deformation. In such a case, the
relation between contact area and load has the simple
form

A(FN) = π

(
R

K

)2/3

(FN − Foff)
2/3 , (20.32)

where Foff is the negative load required to break the
contact. The Hertz-plus-offset relation (20.32) can be
derived from the Derjaguin–Muller–Toporov (DMT)
model [20.63]. To discriminate between the JKR or
DMT models Tabor introduced a nondimensional pa-
rameter

Φ =
(

9Rγ 2

4K2z3
0

)1/3

, (20.33)

where z0 is the equilibrium distance in contact. The JKR
model can be applied if Φ > 5; the DMT model holds
when Φ < 0.1 [20.64]. For intermediate values of Φ,
the Maugis–Dugdale model [20.65] could reasonably
explain experimental results (Sect. 20.5.3).

20.5.2 Load Dependence of Friction

The FFM tip represents a single asperity sliding on
a surface. The previous discussion suggests a nonlinear
dependence of friction on the applied load, provided that
continuum mechanics is applicable. Schwarz et al. ob-
served the Hertz-plus-offset relation (20.32) on graphite,
diamond, amorphous carbon and C60 in argon atmo-
sphere (Fig. 20.32). In their measurements they used
well-defined spherical tips with radii of curvature of
tens of nanometers, obtained by contaminating silicon
tips with amorphous carbon in a transmission electron
microscope. In order to compare the tribological behav-
ior of different materials, Schwarz et al. suggested the
introduction of an effective coefficient of friction, C̃,
which is independent of the tip curvature [20.62].

Meyer et al., Carpick et al., and Polaczyc et al. per-
formed friction measurements in UHV in agreement
with JKR theory [20.17, 66, 67]. In these experiments
different materials were considered, i. e. ionic crys-
tals, mica and metals. In order to correlate lateral and
normal forces with improved statistics, Meyer et al. ap-
plied an original 2-D-histogram technique (Fig. 20.33).
Carpick et al. extended the JKR relation (20.32) to in-
clude nonspherical tips. In the case of axisymmetric tip
profile z ∝ r2n (n > 1), it can be proven analytically that
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Fig. 20.32a–d Friction vs. load curve on amorphous carbon in ar-
gon atmosphere. Curves (a)–(d) refer to tips with different radii of
curvature. (After [20.62])

the increase of friction becomes less pronounced with
increasing n (Fig. 20.34).

20.5.3 Estimation of the Contact Area

In contrast to other tribological instruments, such as the
surface force apparatus [20.68], the contact area cannot
be directly measured by FFM. Indirect methods are pro-
vided by contact stiffness measurements. The contact
between the FFM tip and the sample can be modeled
by a series of two springs (Fig. 20.35). The effective
constant kz

eff of the series is given by

1

kz
eff

= 1

kz
contact

+ 1

cN
, (20.34)

where cN is the normal spring constant of the cantilever
and kz

contact is the normal stiffness of the contact. This
quantity is related to the radius of the contact area a, by
the simple relation

kz
contact = 2aE∗ , (20.35)
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Decreasing normal load FF (30nN)

1 000 nm

Friction force map FN (130nN)

Steps

Terraces

a) b)
Fig. 20.33 (a) Friction force map on
NaCl(100). The load is decreased from 140
to 0 nN (jump-off point) during imaging.
(b) 2-D-hystogram of (a). (After [20.17])
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Fig. 20.34a,b Friction vs. load curves (a) for a spherical tip and
(b) for a blunted tip. The solid curves are determined with the JKR
theory. (After [20.66])
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=

Fig. 20.35 Sketch
of normal and lat-
eral stiffness of
the contact be-
tween tip and
surface. (After
[20.70])

where E∗ is the effective Young’s modulus previously
introduced [20.69]. Typical values of kz

contact are order
of magnitude larger than cN, however, and a practical
application of (20.34) is not possible.

Carpick et al. suggested an alternative method inde-
pendently [20.70,71]. According to various models, the
lateral contact stiffness of the contact between a sphere
and a flat surface is [20.72]

kx
contact = 8aG∗ , (20.36)

where the effective shear stress G∗ is defined by

1

G∗ = 2−ν2
1

G1
+ 2−ν2

2

G2
(20.37)

(G1, G2 are the shear moduli of sphere and plane). The
contact between the FFM tip and the sample can be
modeled again by a series of springs (Fig. 20.35). The
effective constant kx

eff of the series is given by
1

kx
eff

= 1

kx
contact

+ 1

kx
tip

+ 1

cL
, (20.38)
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where cL is the lateral spring constant of the cantilever
and kx

contact is the lateral stiffness of the contact. As
suggested by Lantz, (20.38) includes also the lateral
stiffness of the tip, kx

tip, which can be comparable to the
lateral spring constant. The effective spring constant kx

eff
is simply given by the slope dFL/dx of the friction loops
(Sect. 20.2.1). Once kx

contact is determined, the contact
radius a is easily estimated by (20.36).

The lateral stiffness method was applied to contacts
between silicon nitride and muscovite mica in air and
between NbSe2 and graphite in UHV. Both the spring
constant kx

eff and the lateral force FL dependence on the

load FN were explained within the same models (JKR
and Maugis–Dugdale, respectively), which confirms that
friction is proportional to the contact area in the applied
range of loads (up to FN = 40 nN in both experiments).

Enachescu et al. estimated the contact area by meas-
uring the contact conductance on diamond as a function
of the applied load [20.73, 74]. Their experimental data
were fitted with the DMT model, which was also used
to explain the dependence of friction vs. load. Since the
contact conductance is proportional to the contact area,
the validity of the hypothesis (20.28) was confirmed
again.

20.6 Wear on the Atomic Scale

If the normal force FN applied with the FFM exceeds
a critical value, which depends on the tip shape and on
the material under investigation, the surface topography
is permanently modified. In some cases wear is exploited
to create patterns with well-defined shape. Here we will
focus on the mechanisms acting on the nanometer scale,
where recent experiments have proven the unique ca-
pability of the FFM in both scratching and imaging
surfaces down to the atomic scale.

20.6.1 Abrasive Wear on the Atomic Scale

In the case of ionic crystals, Lüthi et al. ob-
served the appearance of wear at very low loads,
i. e.FN = 3 nN [20.31]. Atomically resolved images of
the damage produced by scratching the FFM tip areas
on potassium bromide were obtained very recently by
Gnecco et al. [20.75]. In Fig. 20.36 a small mound grown
up at the end of a groove on KBr(100) is shown under

a) b)

Fig. 20.36a,b Lateral force images acquired at the end of
a groove scratched 256 times with a normal force FN =
21nN. Frame sizes: (a) 39 nm, (b) 25 nm

different magnifications. The groove was created a few
minutes before imaging by repeated scanning with the
normal force FN = 21 nN. The image shows a lateral
force map acquired with a load of about 1 nN; no atomic
features were observed in the corresponding topography
signal. Figure 20.36a,b shows that the debris extracted
from the groove recrystallized with the same atomic ar-
rangement of the undamaged surface, which suggests
that the wear process occurred like an epitaxial growth
assisted by the microscope tip.

Although it is not straightforward to understand how
wear is initiated and how the tip transports the debris, im-
portant indications are given by the profile of the lateral
force FL recorded while scratching. Figure 20.37 shows
some friction loops acquired when the tip was scanned
laterally on 5 × 5 nm2 areas. The mean lateral force mul-
tiplied by the scanned length gives the total energy
dissipated in the process. The result of the tip movement
are the pits in Fig. 20.38a. Thanks to the pseudo-atomic
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43210

Fig. 20.37 Friction loops
acquired while scratch-
ing the KBr surface on
5 nm long lines with dif-
ferent loads FN = 5.7 to
22.8 nN. (After [20.75])
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a) b)

Fig. 20.38 (a) Lateral force images of the pits produced
with FN = 5.7 to 22.8 nN. Frame size: 150 nm; (b) Detailed
image of the fourth pit from the top with psuedo-atomic
resolution. Frame size: 20 nm

resolution obtained by FFM (Fig. 20.38b), the number
of removed atoms could be determined from the lateral
force images, which allowed estimating that 70% of the
dissipated energy went into wear-less friction [20.75].
Figures 20.37 and 20.38 clearly show that the damage
increases with increasing load. On the other hand, chang-
ing the scan velocity v between 25 and 100 nm/s did not
produce any significant variation in the wear process.

A different kind of wear was observed on layered
materials. Kopta et al. [20.76] could remove layers
from a muscovite mica surface by scratching with the
normal force FN = 230 nN (Fig. 20.39a). Fourier fil-
tered images acquired on very small areas revealed the
different periodicities of the underlying layers, which
reflect the complex structure of the muscovite mica
(Fig. 20.39b,c).

20.6.2 Wear Contribution to Friction

In Fig. 20.40 the mean lateral force detected while
scratching the KBr(100) surface with a fixed load
FN = 11 nN is shown. A rather continuous increase
of “friction” with the number of scratches N is ob-
served, which can be approximated with the following
exponential law:

FL = F0 e−N/N0 + F∞
(

1− e−N/N0
)

. (20.39)

Equation (20.39) is easily interpreted assuming that
friction is proportional to the contact area A(N ), and
that time evolution of A(N ) can be described by

dA

dN
= A∞ − A(N )

N0
, (20.40)

A∞ being the limit area in which the applied load can
be balanced without scratching.

a)

b) c)

10 Å 10 Å

250 nm

10 Å

12 Å

10 Å

2 Å

2Å

Fig. 20.39 (a) Topography image of an area scratched on
muscovite mica with FN = 230 nN; (b),(c) Fourier filtered
images of different regions. (After [20.76])

To interpret their experiment on mica, Kopta et al.
assumed that wear is initiated by atomic defects. When
the defects accumulate beyond a critical concentra-
tion, they grow to form the scars shown in Fig. 20.39.
Such process was once again related to thermal acti-
vation. The number of defects created in the contact
area A(FN) is

Ndef(FN) = tresn0 A(FN) f0 exp

(
− ∆E

kBT

)
,

(20.41)
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Fig. 20.40 Mean value of the lateral force during re-
peated scratching with FN = 11 nN on a 500 nm line.
(After [20.75])
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where tres is the residence time of the tip, n0 is the surface
density of atoms, and f0 is the attempt frequency to
overcome the energy barrier ∆E to break a Si−O bond,
which depends on the applied load. When the defect
density reaches a critical value, a hole is nucleated. The
friction force during the creation of a hole could also be
estimated with thermal activation by Kopta et al., who
derived the formula

FL = c(FN − Foff)
2/3 +γF2/3

N exp
(

B0 F2/3
N

)
.

(20.42)

The first term on the right gives the wearless dependence
of friction in the Hertz-plus-offset model (Sect. 20.5.1);
the second term is the contribution of the defect produc-
tion. The agreement between (20.42) and the experiment
can be observed in Fig. 20.41.

Friction force (nN)

40

30

20

10

Total load (nm)
50 60 70 80 90

B

– 6

– 7

– 8

– 9

– 10

– 11
18.0 18.5 19.0

[L (nN)]2/3

Fig. 20.41 Friction vs. load curve during the creation of
a hole in the muscovite mica. (After [20.76])

20.7 Molecular Dynamics Simulations of Atomic Friction and Wear

Section 20.5 has introduced how small sliding contacts
can be modeled by continuum mechanics. This model-
ing has several limitations. The first, most obvious, is
that continuum mechanics cannot account for atomic-
scale processes like atomic stick-slip. While this limit
can be overcome by semiclassical descriptions like the
Tomlinson model, a definite limit is the determination
of contact stiffness for contacts with a radius of a few
nanometers. Interpretation of experimental results with
the methods introduced in Sect. 20.5.3 regularly yields
contact radii of atomic or even smaller size, in clear con-
tradiction to the minimal contact size given by adhesion
forces. Such macroscopic quantities as shear modulus or
pressure fail to describe the mechanical behavior of these
contacts. A microscopic modeling including the atomic
structure of the contact is therefore required. This is
usually done by a molecular dynamics (MD) simulation
of the contact. In such simulations, the sliding contact
is set up by boundaries of fixed atoms in relative mo-
tion and the atoms of the contact, which are allowed to
relax their positions according to interactions between
each pair of atoms. The methods of computer simula-
tions in tribology are discussed elsewhere in this book.
In Sect. 20.7.1 we will discuss such simulations, which
can be directly compared to experimental results show-
ing atomic friction processes. The major outcome of the
simulations beyond the inclusion of the atomic structure

is the importance of displacement of atoms for a cor-
rect prediction of forces. In the following Sect. 20.7.2,
we will present simulation studies including wear of tip
or surface.

20.7.1 Molecular Dynamics Simulation
of Friction Processes

The first experiments that exhibited atomic friction
features were performed on layered materials, often
graphite. A theoretical study of forces between an atom-
ically sharp diamond tip and the graphite surface has
been reported by Tang et al. [20.77]. The authors found
a significant distance dependence of forces, in which
the strongest contrast appeared at different distances for
normal and lateral forces due to the strong displace-
ment of surface atoms. The order of magnitude found
in this study was one nanonewton, much less than in
most experimental reports, which indicated that in such
experiments a contact area of far larger dimension was
realized. Tang et al. already determined that the distance
dependence of forces could even change the symmetry
appearance of the observed lateral forces. The exper-
imental situation has also been studied in numerical
simulations using simplified one-atom potential for the
tip–surface interaction but including the spring potential
of the probing force sensor [20.36]. The motivation for
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these studies was the observation of a hexagonal pattern
in the friction force, while the surface atoms of graphite
are ordered in a honeycomb structure. The simulations
revealed how the jump path of the tip under lateral force
is dependent on the force constant of the probing force
sensor.

Surfaces of ionic crystals have become model sys-
tems for studies in atomic friction. Atomic stick-slip
behavior has been observed by several groups with a lat-
eral force modulation of the order of 1 nN. Pioneering
work in atomistic simulation of sliding contacts has been
done by Landman et al.. The first ionic system studied
was a CaF2 tip sliding over a CaF2(111) surface [20.78].
In MD calculation with controlled temperature, the tip
was first approached toward the surface up to the point
at which an attractive normal force of −3 nN acted on
the tip. Then the tip was laterally moved, and the lat-
eral force determined. An oscillation with the atomic
periodicity of the surface and with an amplitude de-
creasing from 8 nN was found. Inspection of the atomic
positions revealed a wear process by shear cleavage of
the tip. Such transfer of atoms between tip and surface
plays a crucial role in atomic friction studies as was
shown by Shluger et al. [20.79]. These authors sim-
ulated a MgO tip scanning laterally over a LiF(100)
surface. Initially an irregular oscillation of the system’s
energy is found together with transfer of atoms between
surface and tip. After a while, the tip apex structure
is changed by adsorption of Li and F ions in such
a way that nondestructive sliding with perfectly reg-
ular oscillation of the energy with the periodicity of
the surface could be observed. The authors called this
effect self-lubrication and speculate that generally a dy-
namic self-organization of the surface material on the
tip might promote the observation of periodic forces. In
a less costly approach of a molecular mechanics study, in
which the forces are calculated for each fixed tip–sample
configuration, Tang et al. produced lateral and normal
force maps for a diamond tip over a NaCl(100) surface
including such defects as vacancies and a step [20.80].
In accordance with the studies mentioned before, they
found that significant atomic force contrast can be ex-
pected for tip–sample distances below 0.35 nm, while
distances below 0.15 nm result in destructive forces. For
the idealized conditions of scanning at constant height
in this regime, the authors predict that even atomic-sized
defects could be imaged. Experimentally, these condi-
tions cannot be stabilized in static modes, which so far
have been used in lateral force measurements. But dy-
namic modes of force microscopy have proven atomic
resolution of defects when entering the distance regime

between 0.2 and 0.4 nm [20.81]. Recent experimental
progress in atomic friction studies of surfaces of ionic
crystals include the velocity dependence of lateral forces
and atomic-scale wear processes. Such phenomena are
not yet accessible by MD studies: the experimentally
realized scanning time scale is too far from the atomic
relaxation time scales that govern MD simulations. Fur-
thermore, the number of freely transferable atoms that
can be included in a simulation is simply limited by
meaningful calculation time.

Landman et al. also simulated a system of high
reactivity, namely a silicon tip sliding over a silicon
surface [20.82]. A clear stick-slip variation of the lat-
eral force was observed for this situation. Strong atom
displacements created an interstitial atom under the
influence of the tip, which was annealed as the tip
moved on. Permanent damage was predicted, how-
ever, in the case that the tip enters the repulsive force
regime. Although the simulated Si(111) surface is ex-
perimentally not accessible, it should be mentioned
that on the Si(111)7 × 7 reconstructed surface the tip
had to be passivated by a Teflon layer before nonde-
structive contact-mode measurements became possible
(Sect. 20.3). It is worth noting that the simulations for
the Cu(111) surface revealed a linear relation between
contact area and mean lateral force, similar to classical
macroscopic laws.

For metallic sliding over metallic surfaces, wear
processes are predicted by several MD studies, which
will be discussed in the following section. For a (111)-
terminated copper tip over the Cu(111) surface, however,
Sørensen et al. found that nondestructive sliding is pos-
sible while the lateral force exhibits the sawtooth-like
shape characteristic of atomic stick-slip (Fig. 20.42).
In contrast, a Cu(100) surface would be disordered
by a sliding contact (Fig. 20.43). This difference be-
tween the (100) and (111) plane as well as the
absolute lateral forces has been confirmed experimen-
tally (Sect. 20.3).

20.7.2 Molecular Dynamics Simulations
of Abrasive Wear

The long time scales characteristic of the wear pro-
cesses and the large amount of material involved make
any attempt to simulate these mechanisms on a com-
puter a tremendous challenge. Despite these premises,
MD can provide useful insight on the mechanism of re-
moval and deposition of single atoms operated by the
FFM tip, which is a kind of information not directly
observable in the experiments. Complex processes like
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Fig. 20.42 Lateral force acting on a Cu(111) tip in match-
ing contact with a Cu(111) substrate as a function of the
sliding distance at different loads. (After [20.83])

a) b)

c) d)

Fig. 20.43a–d Snapshot of a Cu(100) tip on a Cu(100)
substrate during sliding. (a) Starting configuration;
(b)–(d) snapshots after 2, 4, and 6 slips. (After [20.83])

abrasive wear and nanolithography can be investigated
only within approximate classical mechanics.

The observation made by Livshits and Shluger that
the FFM tip undergoes a process of self-lubrication when
scanning ionic surfaces (Sect. 20.7.1) proves that fric-
tion and wear are strictly related phenomena. In their
MD simulations on copper, Sørensen et al. considered
not only ordered (111) and (100) terminated tips but
even amorphous structures obtained by “heating” the
tip at high temperatures [20.83]. The lateral motion of
the neck thus formed revealed a stick-slip behavior due
to combined sliding and stretching, and also ruptures,

a)

b)

c)

d)

e)

f)

Fig. 20.44a–f
Snapshot of a Cu(100)
neck during shearing
starting from the con-
figuration (a). The upper
substrate has been dis-
placed 4.2 Å between
subsequent pictures. (Af-
ter [20.83])

accompanied by deposition of debris on the surface
(Fig. 20.44).

To our knowledge, only a few examples of abrasive
wear simulations on the atomic scale have been reported.
Buldum and Ciraci, for instance, studied nanoindenta-
tion and sliding of a sharp Ni(111) tip on Cu(110) and
of a blunt Ni(001) tip on Cu(100) [20.84]. In the case
of the sharp tip quasiperiodic variations of the lateral
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force were observed, due to stick-slip involving phase-
transition. One layer of the asperity was deformed to
match the substrate during the first slip and then two
asperity layers merged into one through structural tran-
sition during the second slip. In the case of the blunt tip,
the stick-slip was less regular.

Different results have been reported in which the
tip is harder than the underlying sample. Komanduri
et al. considered an infinitely hard Ni indenter scratch-
ing single crystal aluminum at extremely low depths
(Fig. 20.45) [20.85]. In this case a linear relation between
friction and load was found, with a high coefficient
of friction µ = 0.6, independent of the scratch depth.
Nanolithography simulations were recently performed
by Fang et al. [20.86], who investigated the role of the
displacement of the FFM tip along the direction of slow
motion between a scan line and the next one. They found
a certain correlation with FFM experiments on silicon
films coated with aluminum.

Fig. 20.45 MD simulation of a scratch realized with an
infinitely hard tool. (After [20.85])

20.8 Energy Dissipation in Noncontact Atomic Force Microscopy

Historically, the measurement of energy dissipation in-
duced by tip–sample interaction has been the domain
of friction-force microscopy, where the sharp AFM-tip
is sliding in gentle contact over a sample. The origins
of dissipation in friction are related to phonon excita-
tion, electronic excitation, and irreversible changes of
the surface. In a typical stick-slip experiment, the en-
ergy dissipated in a single atomic slip event is of the
order of 1 eV.

But the lateral resolution of force microscopy in the
contact mode is limited by a minimum contact area con-
taining several atoms due to adhesion between tip and
sample.

This problem has been overcome in noncontact dy-
namic force microscopy. In the dynamic mode, the
tip is oscillating with a constant amplitude A of typi-
cally 1–20 nm at the eigenfrequency f of the cantilever,
which shifts by ∆ f due to interaction forces between tip
and sample. This technique has been described in detail
in Part B of this book.

Dissipation also occurs in noncontact mode of force
microscopy, where the atomic structure of tip and
sample are reliably preserved. In this dynamic mode,
the damping of the cantilever oscillation can be de-
duced from the excitation amplitude Aexc required
to maintain the constant tip oscillation amplitude on
resonance.

Compared to friction force microscopy, the inter-
pretation of noncontact-AFM (nc-AFM) experiments is
complicated due to the perpendicular oscillation of the
tip, typically with an amplitude that is large compared
to the minimum tip–sample separation. Another prob-
lem is to relate the measured damping of the cantilever
to the different origins of dissipation.

In all dynamic force microscopy measurements
a power dissipation P0 caused by internal friction of the
freely oscillating cantilever is observed, which is pro-
portional to the eigenfrequency ω0 and to the square of
the amplitude A and inverse proportional to the known
Q-value of the cantilever. When the tip–sample dis-
tance is reduced, the tip interacts with the sample and
therefore an additional damping of the oscillation is
encountered. This extra dissipation Pts caused by tip–
sample interaction can be calculated from the excitation
signal Aexc [20.87].

The observed energy losses per oscillation cycle
(100 meV) [20.88] are roughly similar to the 1 eV en-
ergy loss in the contact slip-process. When estimating
the contact area in the contact-mode to a few atoms,
the energy dissipation per atom that can be associated
with a bond being broken and reformed is also around
100 meV.

The idea to relate additional damping of the tip
oscillation to dissipative tip–sample interaction has
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recently attracted much attention [20.89]. The ori-
gin of this additional dissipation are manifold: one
may distinguish between apparent energy dissipation
(for example from an inharmonic cantilever-motion,
artifacts from the phase-controller, or slow fluctu-
ations round the steady-state solution [20.89, 90]),
velocity dependent dissipation (for example electric-
and magnetic-field mediated Joule dissipation [20.91,
92]) and hysteresis-related dissipation (due to atomic
instabilities [20.93, 94] or hysteresis due to adhe-
sion [20.95]).

By recording ∆ f and Aexc simultaneously dur-
ing a typical AFM-experiment, forces and dissipation
can be measured. Many experiments show true atomic
contrast in topography (controlled by ∆ f ) and in the
dissipation-signal Aexc [20.96]; however, the origin of
the atomic energy dissipation process is still not com-
pletely resolved.

To prove that the observed atomic-scale variation of
the damping is indeed due to atomic-scale energy dis-
sipation and not an artefact of the distance feedback,
Loppacher et al. [20.88] carried out an nc-AFM ex-
periment on Si(111)-7 × 7 at constant height, i. e. with
stopped distance feedback. Frequency-shift and dissi-
pation exhibit an atomic-scale contrast, demonstrating
a true atomic-scale variation of force and dissipation.

A strong atomic-scale dissipation contrast at step
edges has been demonstrated in a few experiments (NaCl
on Cu [20.81]; or measurements on KBr [20.97]). In
Fig. 20.46 ultrathin NaCl islands grown on Cu(111)
are shown. As it is shown in Fig. 20.46a, the island

a) b)

10 nm

Fig. 20.46 (a) Topography and (b) Aexc images of a NaCl
island on Cu(111). The tip changes after 1/4 of the scan,
thereby changing the contrast in the topography and en-
hancing the contrast in Aexc. After 2/3 of the scan,
the contrast from the lower part of the image is repro-
duced, indicating that the tip change was reversible. (After
[20.81])

edges have a higher contrast compared to the NaCl-
terrace and show an atomically resolved corrugation.
The strongly enhanced contrast of the step edges and
kink sites could be attributed to a slower decay of the
electric field and to easier relaxation of theses positions
of the ions at these locations. The dissipation image
shown in Fig. 20.46b was recorded simultaneously. To
establish a direct spatial correspondence between the ex-
citation and the topography-signal, the match between
topography and Aexc on many images has been studied.
Sometimes topography and Aexc are in phase, some-
times they are shifted a little bit, and sometimes Aexc is
at a minimum when topography is at a maximum. The
local contrast formation thus depends strongly on the
atomic tip structure. In fact, the strong dependence of the
dissipation contrast on the atomic state of the tip apex is
impressively confirmed by the tip change observed in the
experimental images shown in Fig. 20.46b. The dissipa-
tion contrast is seriously enhanced, while the topography
contrast remains nearly unchanged. Clearly, the dis-
sipation depends strongly on the state of the tip and
exhibits more short-range character than the frequency
shift.

More directly related to friction measurements,
where the tip is sliding in contact over the sample, are
nc-AFM experiments, where the tip is oscillating paral-
lel to the surface. Stowe et al. [20.98] oriented cantilever
beams with in-plane tips perpendicular to the surface,
so that the tip motion was approximately parallel to the
surface. The noncontact damping of the lever was used
to measure localized electrical Joule dissipation. They
were able to image the dopant density for n- and p-type
silicon samples with 150 nm spatial resolution. An U2

ts
dependence on the tip–sample voltage for the dissipa-
tion was found, as proposed by Denk and Pohl [20.91]
for electric-field Joule-dissipation.

Stipe et al. [20.99] measured the noncontact fric-
tion between a Au(111)-surface and a gold-coated tip
with the same setup. They observed the same U2

ts depen-
dence of the Bias-voltage and a distance dependence
that follows a power law 1/dn , where n is between
1.3 and 3 [20.99, 100]. Even when the external Bias-
voltage is zero, a substantial electric-field is present. The
presence of inhomogeneous tip–sample electric fields
is difficult to avoid, even under the best experimental
conditions. Although this dissipation is electrical in ori-
gin, the detailed mechanism is not totally clear. The
most straightforward mechanism is to assume that in-
homogeneous fields emanating from the tip and the
sample induce surface charges in the nearby metallic
sample. When the tip moves, currents are induced, caus-
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ing Ohmic dissipation [20.91, 98]. But in metals with
good electrical conductivity, Ohmic dissipation is insuf-
ficient to account for the observed effect [20.101]. Thus
the tip–sample electric field must have an additional ef-
fect, such as driving the motion of adsorbates and surface
defects.

When exciting the torsional oscillation of commer-
cial, rectangular AFM cantilevers, the tip is oscillating
approximately parallel to the surface. In this mode, lat-
eral forces acting on the tip at step edges and near
impurities could be measured quantitatively [20.54]. An
enhanced energy-dissipation was observed at the im-
purities as well. When the tip is further approached
toward the sample, contact formation transforms the
nearly free torsional oscillation of the cantilever into
a different mode with the tip–sample contact acting as
a hinge. When this contact is formed, a rapid increase
of the power required to maintain a constant tip oscilla-
tion amplitude and a positive frequency shift are found.
The onset of the simultaneously recorded damping and
positive frequency shift are sharp and essentially co-
incide. It is assumed that these changes indicate the
formation of a tip–sample contact. Two recent stud-

ies [20.102, 103] report on the use of the torsional
eigenmode for measuring the elastic properties of the
tip–sample contact, where the tip is in contact with the
sample and the shear stiffness depends on the normal
load.

Kawagishi et al. [20.104] scanned with lateral am-
plitudes in the order of 10 pm to 3 nm; their imaging
technique gave contrast between graphite terraces, sil-
icon and silicon dioxide, graphite and mica. Torsional
self-excitation showed nanometric features of self-
assembled monolayer islands due to different lateral
dissipation.

Recently Giessibl et al. [20.105] established true
atomic resolution of both conservative and dissipa-
tive forces by lateral force microscopy. The interaction
between a single-tip atom oscillated parallel to an
Si(111)-7 × 7 surface is measured. A dissipation energy
of up to 4 eV per oscillation cycle is found, which is ex-
plained by a plucking action of one atom on to the other
as described by Tomlinson in 1929 [20.23].

A detailed review of dissipation phenomena in
noncontact force microscopy has been given by
Hug [20.106].

20.9 Conclusion

Over the last 15 years, two instrumental develop-
ments have stimulated scientific activities in the field
of nanotribology. On the one hand, the invention and
development of friction force microscopy allows us to
quantitatively study friction of a single asperity. As we
have discussed in this chapter, atomic processes are ob-
served by forces on the order of 1 nN, i. e. forces related
to single chemical bonds. On the other hand, the enor-
mous increase of achievable computing power provides
the basis for molecular dynamics simulations of systems
containing several hundred atoms. Therewithin, the de-
velopment of the atomic structure in a sliding contact
can be analyzed and forces predicted.

The most prominent observation of atomic fric-
tion is a stick-slip behavior with the periodicity of
the surface atomic lattice. Semiclassical models can
explain the experimental findings including the veloc-
ity dependence, which is a consequence of thermal
activation of slip events. Classical continuum mechan-
ics can also describe the load dependence of friction
in contacts with an extension of several ten nanome-
ters. But when trying to apply continuum mechanics

to contacts formed at just ten atoms, obviously wrong
numbers result, such as, for example, for the contact ra-
dius. Only a comparison with atomistic simulations can
provide a full meaningful picture of the physical param-
eters of such sliding contacts. These simulations predict
a close connection between wear and friction, in partic-
ular a transfer of atoms between surface and tip, which
in some case can even lower friction in a process of
self-lubrication.

First experiments have succeeded in studying the
onset of wear with atomic resolution. The research
in microscopic wear processes will certainly grow in
importance as nanostructures are produced and their
mechanical properties exploited. Simulation of such pro-
cesses involving transfer of thousands of atoms will
become feasible with further increase of computing
power. Another perspective of nanotribology is the ex-
pansion of atomic friction experiments toward surfaces
with a well-defined roughness. In general, the problem of
bridging the gap between single asperity experiments on
well-defined surfaces and macroscopic friction should
be approached, both experimentally and in modeling.
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Nanoscale Me21. Nanoscale Mechanical Properties –
Measuring Techniques and Applications

The first part of this chapter describes local
(at the scale of nanometers) measurements
of mechanical properties. It includes detailed
state-of-the-art presentation and in-depth
analysis of experimental techniques, results, and
interpretations.

After a short introduction, the second part
describes local mechanical spectroscopy using
coupled Atomic Force Microscopy and ultrasound.
This technique allows us to map quickly not
only spatial distribution of the elasticity but
anelastic properties as well. At one point in the
sample, semi-quantitative measurements can be
made as a function of the temperature. On the
nanometer scale, results have close similitudes to
bulk measurements and interpretable differences.
Local elasticity and damping were measured
during phase transition of polymer samples and
shape-memory alloys.

The third part describes the “nano-Swiss
cheese” method of measuring the elastic properties
of such tubular nanometer size objects as carbon
nanotubes and microtubules. It is probably the
only experiment in which properties of single-wall
nanotube ropes were measured as a function
of the rope diameter. We extended this idea to
biological objects, microtubules, and successfully
solved major experimental difficulties. We not
only measured the temperature dependency of
microtubule modulus in pseudo-physiological
conditions but also estimated shear modulus using
the same microtubule with several lengths of
suspended segments.

The fourth section demonstrates the scanning
nanoindentation technique as applied to human
bone tissue. This instrument allows performing
topography scans and indentation tests using the
identical tip. The available surface scan allows
a high positioning precision of the indenter tip on
the structure of interest. For very inhomogeneous
samples, such as bone tissue, this tool provides

21.1 Local Mechanical Spectroscopy
by Contact AFM ..................................... 662
21.1.1 The Variable-Temperature SLAM
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21.1.2 Example One: Local Mechanical

Spectroscopy of Polymers .............. 664
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a probe to detect local variations of the mechanical
properties. The indentation test supplies quantita-
tive parameters like elastic modulus and hardness
on the submicron level. Local mechanical proper-
ties of compact and trabecular bone lamellae were
tested under both dry and pseudo-physiological
conditions.

Finally, last part is given to a discussion of
future prospects and conclusions.
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Experiments measuring the mechanical properties at
nanoscale are key to understanding mesoscopic mater-
ials and inhomogeneous materials.

The most prominent technique for such local mea-
surements implements an Atomic Force Microscopy in
static mode to obtain force–distance curves (f-d). Ide-
ally this provides the force applied to the tip and the
tip–sample distance allowing the local reduced Young’s
modulus to be determined. In practice, however, these
values are not measured directly. Instead, the applied
force is offset by adhesive and capillary forces. Fur-
thermore, the tip–sample distance must be obtained by
subtraction of the sample (Z-piezo) displacement and
the deflection of the cantilever, neither of which are cal-
ibrated on most commercial instruments. Usually only
the voltage applied to nonlinear and hysteretic Z-piezo
and the uncalibrated cantilever deflection is available.
These available data must be tediously calibrated and
converted to real displacements and forces. The calibra-
tion procedure given by Radmacher [21.1] works well
but only when applied to very compliant materials such
as biological or polymer samples. An additional diffi-
culty is that since one end of the cantilever is fixed,
neither the orientation of the tip nor its position on the
sample surface remains constant during f-d curve ac-
quisition. Movement of the tip on the sample surface,
therefore occurs not only vertically but also along the
cantilever axis. As a result, applied contact mechan-
ics may not be valid. Finally, uncertainty about the
exact tip shape and radius complicate the procedure
even further. Instrumental challenges are so significant
that applying static AFM to obtain absolute values of

the elastic modulus using commercial instruments is
difficult at best, especially on stiff surfaces. And this,
of course, is the motivation for developing of other
techniques.

Although absolute values of mechanical properties
are difficult to measure, relative measurements or maps
(images of physical properties) are still very interesting.
Using acoustic vibrations of the AFM sample surface
one can access local elastic and anelastic properties.
The first part of this chapter describes these techniques
and applications.

Studies of mesoscopic specimens are even more
challenging: it is difficult and time consuming to locate
a sample, specially properly positioned. In the second
part of the chapter, we used ‘nano Swiss cheese’ tech-
nique to get insight into the axial and shear modulus of
several species of carbon nanotubes. The method was
further extended to biological microtubules, where The
experiment was performed in liquid and as a function of
the temperature.

Reliable mechanical measurements can be obtained
by combining the best of two worlds, AFM and
nanoindenter. Classical nanoindenters use optical tip
positioning, which are inadequate in the nanoworld.
Scanning nanoindenter uses the same diamond tip for
imaging (with microNewton forces) and measuring.
Its application to human bones in liquid and 37 ◦C is
described in the third part of this chapter.

One should underline the importance of AFM linear-
ity and stability for such experiments: only good designs
may limit frustration and experiment time of courageous
PhD students, and lot of improvements are still lacking.

21.1 Local Mechanical Spectroscopy by Contact AFM

Mechanical properties of solids (elasticity, anelasticity,
plasticity) are generally measured on macroscopic sam-
ples. But many phenomena in materials science require
measurements of mechanical properties at the surface
of a material or at the interfaces between thin layers
deposited on a surface. High spatial resolution is also
important, for example in the cases of multiphased ma-
terials or composite materials, phase transitions, lattice
softening in shape-memory alloys, precipitation in light
alloys, and glass transition of amorphous materials.

In the case of multiphased materials, such as nano-
materials, composites, alloys, or polymer blends, the
location of the dissipative mechanism in one phase must

be determined either through modeling or by separately
studying each phase, when possible, without changing
its behavior. The latter is only possible in a limited num-
ber of cases due to the interactions between the different
phases within a material. To give an example, the global
behavior of a composite is mostly driven by the stress
transfer properties between the reinforcement and the
matrix, which are controlled by the local mechanical
properties in the interface region and in particular the
dynamics of the structural defects in this area. It is obvi-
ously impossible to prepare a sample only composed
of interface regions. Therefore a method for locally
studying the dynamics of the structural defects will thus
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Nanoscale Mechanical Properties 21.1 Local Mechanical Spectroscopy by Contact AFM 663

provide important steps in the understanding and the
improvement of such materials.

Different techniques based on Scanning Probe Mi-
croscopies (SPM) have been developed to probe the
elastic and anelastic properties of surfaces, interfaces,
or phases of inhomogeneous materials at the micro-
meter and the nanometer scales. Scanning Acoustic
Microscopy (SAM), first developped in the mid-1970s,
allows one to study the materials properties at the micro-
meter scale.

Among the different ways explored to study local
mechanical properties of materials, several groups have
recently used techniques based on Scanning Force Mi-
croscopy (SFM) [21.2]. For most of these, the focus has
been placed on “elasticity,” using the so-called Force
Modulation Mode (FMM) at low frequencies [21.3].
Force modulation mode generally uses a large ampli-
tude (greater than 10 nm), low frequency (some kHz)
vibration of the sample underneath the SFM tip. The
component of the tip motion at the excitation frequency
and the tip mean position are simultaneously recorded,
giving several images of the sample surface. In particu-
lar, the in-phase and out-of-phase components of force
modulation mode at room temperatures have been inter-
preted in terms of stiffness (“elasticity”) and damping
(“viscoelasticity”) [21.4, 5]. But, it has been recently
shown by Mazeran et al. [21.6] that the contrast of
force modulation mode is dominated by friction prop-
erties, giving only little information on the elasticity.
Consequently, some care has to be taken in the in-
terpretation of these low-frequency studies. A way to
suppress the influence of friction on the contrast is to
use smaller amplitudes (some Å) at higher frequen-
cies [21.7]. Scanning Local-Acceleration Microscopy
(SLAM) implements this idea [21.8]: SLAM is a modi-
fication of contact-mode scanning force microscopy. Its
principle is to vibrate the sample at a frequency just
above the resonance of the tip–sample system. In this
case, the inertia of the tip prevents it from completely
following the imposed high frequency displacement, in-
ducing nonnegligible forces and giving rise to elastic
deformation of the sample. Contact stiffness is ob-
tained from the measure of the residual displacement
of the tip. Mapping the contact stiffness at different
temperatures with SLAM [21.9] has allowed local me-
chanical spectroscopy. Some other techniques also use
high frequencies but with different approaches to im-
age elasticity at room temperature [21.7, 10, 11]. Each
of these high-frequency techniques is capable of map-
ping properties such as stiffness or adhesion at constant
temperature with a very high lateral resolution.

21.1.1 The Variable-Temperature SLAM
(T-SLAM)

The technique described here combines the lateral res-
olution of scanning force microscopy with the physical
information available from temperature ramps. It is
the variable-temperature SLAM (T-SLAM) [21.12, 13].
Ramping the temperature of the sample during a SLAM
measurement and acquiring both the amplitude and the
phase of the tip’s motion allows one to obtain local mech-
anical spectroscopy data. A simple model enables the
interpretation of the measurement in terms of material
properties.

T-SLAM is based on SLAM [21.8,14], using a vari-
able temperature sample holder [21.9,15]. An ultrasonic
transducer is placed beneath the sample in a commer-
cial scanning force microscope (Fig. 21.1) and excited
by means of a function generator. The ultrasound is

Frequency and phase reference

Thermocouple

SFM photodiode

SFM laser

Lock-in

SFM tip

Sample

Transducer

Heater

SFM
scanner

SFM
position
feedback

SFM computer

ComputerPower
supply

current control

Function
generator

Fig. 21.1 Schematic diagram of T-SLAM. Ultrasound is gen-
erated with a transducer connected to a function generator
and placed beneath the sample. The motion of the scanning
force microscope tip is detected optically. The detection sig-
nal is fed to a lock-in amplifier, which extracts amplitude
and phase relative to the transducer’s motion. The tempera-
ture is controlled with a small resistive heater and measured
with a thermocouple. The rest of the microscope head, to
which the tip, the laser and the photodiode are attached, is
not represented in this diagram
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664 Part C Nanotribology and Nanomechanics

transmitted through the sample, forcing periodic lo-
cal deformation of the sample’s surface underneath the
tip. The motion of the scanning force microscopy tip
is detected optically by laser beam deflection from
the backside of the cantilever. The detection signal
is then fed to a lock-in amplifier, which extracts the
tip’s amplitude (related to elasticity) and phase (related
to viscoelasticity) relative to the transducer’s motion.
The transducer’s typical frequency is 825 kHz. This in-
stallation can operate in two ways, either by mapping
the amplitude and phase of the signal as a function
of position at fixed temperature or by recording the
amplitude and phase as a function of temperature at
a “fixed” location. The first method is known as “SLAM
imaging,” where the output signal of the lock-in is
fed into an auxiliary data acquisition channel of the
microscope. An extra computer is used to store lo-
cal mechanical spectroscopy data as a function of the
temperature at a fixed location and to control tem-
perature. The heat is produced with a small resistive
heater below the transducer, and the temperature is
measured with a thermocouple. The sample must be
prepared with a sufficiently low surface roughness in
order to avoid artifacts in the measurements due to
the sample’s topography. Due to the geometry of the
contact, SLAM measures only a small volume near
the surface. Viewing SLAM as a very fast indenta-
tion measurement, the probed volume is approximately
a half-sphere with a radius of 10a, where a is the
contact radius between tip and sample [21.16]. The
typical value of a is some nm. So even if the sample
is a thick film, T-SLAM gives access to the near-
surface mechanical properties that may differ from
bulk.

The mechanical properties of the deformed region
are obtained from the measure of the residual displace-
ment of the tip. The tip vibration amplitude d1 is related
to the contact stiffness, proportional to the dynamic elas-
tic modulus, while the phase lag ϕ between the tip
motion and the surface motions is related to the in-
ternal friction (energy dissipation inside the deformed
volume). Mapping d1 and ϕ at different temperatures
with T-SLAM allows the study of the homogeneity
of mechanical relaxations or of phase transitions. By
recording d1 and ϕ as a function of temperature at
a fixed location, local mechanical spectroscopy can be
performed.

When used just above the first resonance of the
tip–sample system, the SLAM system can be de-
scribed and analyzed using a point mass rheological
model [21.9, 12], which allows one to obtain the equa-

tion relating the damping (loss factor η′) to the measured
parameters

η′ =
(

1

2

ke

kc −mω2

)
sin ϕ

d1/z1
, (21.1)

where ω is the measurement frequency, kc is a parame-
ter related to the elastic modulus of the AFM cantilever
and ke to the elastic modulus of the sample, z1 is the
transducer vibration amplitude, and m = kc/ω

2
c is the

equivalent point mass of the tip, where ωc is the free
resonant frequency of the cantilever.

The principal limitation of (21.1) comes from the
model assumption that the cantilever is a point mass re-
stricted to vertical displacements. Due to the possible
lateral displacements of the tip [21.6] or the existence
of other vibrational modes of the cantilever, which are
not described by the point mass model, (21.1) is only
reliable for the measurement of the damping just above
the first resonance of the tip–sample system. In order
to obtain a quantitative measurement of this quantity in
a larger frequency spectrum, it is necessary to develop
a more realistic model of the cantilever interacting with
the sample surface such as, for example, the model pre-
sented by Dupas et al. [21.17], in which the cantilever
is modeled as a beam.

21.1.2 Example One: Local Mechanical
Spectroscopy of Polymers

Figure 21.2 shows local mechanical spectra [21.13, 18]
obtained in bulk technical PVC (including plasticizer
and pigments and taken off-the-shelf) as a func-
tion of temperature (Fig. 21.2a) and a Differential
Scanning Calorimetry (DSC) measurement of the
same sample (Fig. 21.2b). The mechanical measure-
ment (Fig. 21.2a) displays the amplitude of vibration
of the SLAM tip (thin line) and its phase lag (thick
line) as a function of temperature. Four temperature do-
mains can be identified. At lower temperatures (1), the
first domain shows a phase lag peak associated with
a decrease of amplitude. The second temperature (2)
domain corresponds to a zone where the vibration am-
plitude increases, without any variation in the phase lag.
The third temperature domain (3) is characterized by
a large phase lag peak and a significant decrease of
vibration amplitude. The last temperature domain (4)
shows a slow increase in the phase lag without variation
of the vibration amplitude.

The calorimetry curves (b) display the heat flow as
a function of temperature for the same material but at
a larger size scale. For clarity, the same temperature do-
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Fig. 21.2 (a) Local mechanical spectroscopy spectra as
a function of temperature of a technical PVC: The vibra-
tion amplitude is displayed as a thin line and the phase lag
as a thick line. Four temperature domains can be distin-
guished: From left to right, a small “vibration amplitude”
decrease is associated with a first “phase lag” peak (1),
in the next domain, “vibration amplitude” increases (2),
then a large decrease of “vibration amplitude” is associ-
ated with a large “phase lag” peak (3) and finally “phase
lag” increases slowly (4). (b) DSC measurements of the
same sample. For clarity, the temperature domains ob-
served on Fig. 21.5a have been reported. The graph displays
the first (dashed line) and the second (solid line) heating.
The glass transition can easily be recognized around 340 K
(labeled A), slightly below the temperature range of do-
main 3. An irreversible endothermic relaxation takes place
in the same temperature range (only visible on the first run).
A reversible endothermic event occurs around 380 K

mains have been reported on the graph. The dashed line
displays the first heating, where both reversible and ir-
reversible events are present; the solid line shows the
second heating, where only reversible events are still
present. On the solid line, an endothermic event (labeled
A) can be observed near the border between temperature
domains 2 and 3. An irreversible endothermic relaxation
is superimposed with (A) on the first heating. A re-
versible endothermic peak is observed around 380 K, in
domain 4. The endothermic event (A) has the character-
istics of a glass transition: the specific heat goes from
one value to another without a peak [21.19]. The glass
transition temperature of this PVC is, therefore, approx-

imately 340 K. The irreversible relaxation occurring in
the same temperature range is certainly associated with
physical aging or structural relaxation. The reversible
peak at higher temperature is associated with the melting
of the small crystalline volume fraction.

These local mechanical spectroscopy results are in
good qualitative agreement with macroscopic global
measurements [21.13, 18]. They yield the same infor-
mation as the macroscopic global measurements, but
from a much smaller volume, and allow as a conse-
quence the location of the different mechanisms. Both
measurements (local and global) show a peak in phase
for the primary and secondary relaxations, connected
with a large decrease of the stiffness for the primary
relaxation and a much smaller one for the secondary
relaxation. Plasticity induces an increase of the phase
lag in both cases. The temperatures observed for the
relaxation related to the glass transition compare well
with the calorimetric data. Based on all these examples,
there is no doubt that the amplitude and phase lag of
T-SLAM are functions of the stiffness and damping. In
this regard, T-SLAM provides an extension of the global
method, allowing location of dissipative phenomena and
study of the spatial homogeneity of phase transitions or
of relaxations. This will bring new insight into the field
of inhomogeneous or composite materials. In addition,
T-SLAM measures only a small volume near the surface.
So even if the sample is a thick film, T-SLAM gives ac-
cess to the near-surface mechanical properties, which
may differ from bulk properties. This will bring inter-
esting perspectives to the still debated field of surface
dynamics.

21.1.3 Example Two: Local Mechanical
Spectroscopy of NiTi

Near-stoichiometric NiTi alloys exhibit a martensitic
phase transformation between a low-temperature mon-
oclinic phase, called martensite, and a high temperature
cubic phase with B2 structure, called austenite (1). This
transformation is responsible for the shape memory and
pseudo-elastic effects in deformed NiTi alloys. Upon
transformation to the martensitic phase, an intermedi-
ate rhombohedral (R) phase can be formed [21.20, 21].
Although Bataillard [21.21] tends to demonstrate that
the R phase is finely dispersed inside the material,
a controversy remains over the spatial scale at which
the decomposition of the transformation occurs. An-
other puzzling question concerns the transformation
itself. Optical microscopy observation suggests that the
transformation occurs very suddenly inside an austen-
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ite grain. This has led to the concept of “military
transformation.” The width of the globally measured
transformation would then be a sum of different nar-
row contributions coming from different places inside
the sample. This image is, however, not universally
accepted.

A measurement inside one single grain of a poly-
crystal would be a way to address these questions. Both
the spatial scale of the R phase distribution and the “mil-
itary” character of the transformation will have an effect
on the result of such a measurement. This is the reason
for which local mechanical spectroscopy measurements
of the martensitic phase transition of NiTi by T-SLAM
have been performed [21.12, 22]. They are presented in
Fig. 21.3. The global transformation behavior of NiTi is
defined by calorimetry spectra (Fig. 21.3b, temperature
scanning rate 10 K/min).

The vibration amplitude (“elasticity”) and the phase
lag (“internal friction”) are shown in the top and bottom
curves, respectively. The presented data is incomplete
due to experimental limitations. A phase lag peak can be
observed upon heating at approximately 370 K, associ-
ated with a change in the vibration amplitude level. This
event can be correlated with the phase transformation
from martensite to austenite observed by calorimetry
(Fig. 21.3b). Upon cooling, no event is observed around
370 K: the vibration amplitude is stable and the phase lag
curve does not exhibit any peak. But, an intense phase
lag peak can be observed upon cooling near 330 K, as-
sociated with a restoration of the vibration amplitude
level characteristic of the martensite. This event corre-
lates with the phase transformation from austenite to
martensite observed by calorimetry. A change in the vi-
bration amplitude spectrum is correlated with each event
on the phase lag spectrum. Two main features should
be noted. First, the transformation peaks observed with
the SLAM method are narrower than those observed

Fig. 21.3 (a)–(b) Comparison of the local mechanical
spectroscopy measurements of NiTi with calorimetric ex-
periment. (a) Both the reverse and direct transformation
are associated with a phase lag peak and a modulus vari-
ation. (b) Calorimetric measurement of the same sample.
(c)–(d) Zoom on the reverse (c) and direct (d) transfor-
mation’s temperature ranges. The peak (A1) may exhibit
a shoulder on the low temperature side (A2). The direct
transformation is characterized by a recovery of the origi-
nal vibration amplitude and a complex phase lag spectrum,
formed of two main maxima, noted R and M. Peaks a,b,c,d,e
are a substructure of the M peak

with the (global) calorimetry measurement. Second, the
measured temperatures for the local peak are located
on the high temperature side of the peaks measured by
calorimetry. Details of the two transformation peaks are
displayed in Figs. 21.3c and 21.3d. The reverse trans-
formation (Fig. 21.3c) is characterized by a change in
the vibration amplitude level and a phase lag peak. This
peak (A1) may have a shoulder on the low temperature
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side (A2). A small decrease of the vibration amplitude
may precede this increase. But, the magnitude of this
softening and the very low intensity of peak A2 are
too small to exclude experimental artifacts. The direct
transformation (Fig. 21.3d) displays a recovery of the
original vibration amplitude and a complicated phase
lag maximum.

The correlation of the transition temperatures
measured by calorimetry and the local mechanical spec-
troscopy lead to the conclusion that the peaks observed
in phase lag and the change in vibration amplitude
originate from the martensitic phase transition. At the
scale of the observation, the martensite transforms into
austenite around 370 K (A1 peak) and the austenite
transforms into martensite close to 332 K (M peak),
with the formation of the rhombohedral R phase at
337 K (R peak). The peaks A2 and e could be linked
to the presence of two different types of martensite
as already observed elsewhere [21.20, 21]. It is strik-
ing to note that all the events observed in macroscopic
experiments seem to be reproducible at the scale of ob-
servation, namely less than 10−3 µm3. In particular, this
would confirm that the R phase precipitates are very
finely distributed in the austenite matrix as observed by
Bataillard [21.21]. Otherwise the R peak could not be
observed reproducibly using such a technique. The lo-

cal measurement differs from global ones in at least
two aspects: first, the width of the transformation tem-
perature range is smaller; second, the M peak exhibits
a substructure.

Global internal friction measurements on these ma-
terials have given spectra with peaks having a similar
breadth as the calorimetry peaks [21.23], whereas the
peaks measured locally are narrower. This is easy
to understand if the martensitic transformation occurs
inhomogeneously inside the sample. Grains tend to
transform at different temperatures depending on their
stress state. As the local measurement has sufficient spa-
tial resolution to probe a single grain inside the material,
it is logical that the transformation occurs over a nar-
rower temperature range than in a global experiment
probing a large number of grains.

The substructure in the M peak could have three
origins: (i) the technique is sensitive to the mechanical
relaxation inside newly formed plates, such as stress re-
laxation by twin motion; (ii) the probed volume contains
several martensite plates that grow one by one, each with
its own, distinct “elementary” peak (a, b, etc.); (iii) the
analyzed region of the sample surface changes due to
thermal drifts, therefore probing the transformation of
several growing martensite plates, leading to multiple
“elementary” peaks.

21.2 Static Methods – Mesoscopic Samples

21.2.1 Carbon Nanotubes –
Introduction to Basic Morphologies
and Production Methods

Carbon nanotubes (CNTs) are the newest form of car-
bon, found in 1991 by Iijima [21.24]. Because of their
remarkable properties, this discovery has opened whole
new fields of study in physics, chemistry, and material
science. They possess a unique combination of small size
(diameters ranging from ∼ 1 to 50 nm with lengths up to
∼ 10 µm), low density (similar to that of graphite), high
stiffness, high strength, and a broad range of electronic
properties from metallic to p- and n-doped semicon-
ducting. Their potential field of application is immense
and includes reinforcing elements in high strength com-
posites, electron sources in field emission displays and
small X-ray sources, ultra-sharp and resistant AFM tips
with high aspect ratios, gas sensors, and components
of future, nanoscale electronics. In addition, they rep-

resent a widely used system for studying fundamental
physical phenomena on the mesoscopic scale. Follow-
ing advances in manufacturing and processing they are
likely to be integral to many devices we use in our
everyday life.

From the structural point of view, carbon nanotubes
can be thought of as rolled up single sheets of graphite,
graphene. They can be divided in two distinct groups.
The first, multiwalled carbon nanotubes (MWNT), ex-
hibit a Russian doll-like structure of nested, concentric
tubes, Fig. 21.4a and b. They were also the first CNT to
be discovered experimentally. The interlayer spacing can
range from 0.342 to 0.375 nm, depending on the diam-
eter and number of shells comprising the tube [21.25].
For comparison, the interlayer spacing in graphite is
0.335 nm, suggesting relatively weak interaction be-
tween individual shells. This fact has been corroborated
by studies of mechanical and electronic properties of
CNTs.
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Fig. 21.4a–d TEM images and schematic drawings of
cross sections for different morphologies of carbon nano-
tubes. (a) and (b) Multiwalled carbon nanotubes, consisting
of concentric, nested tubes (MWNT). (c) and (d) ropes of
single-walled carbon nanotubes, consisting of single car-
bon nanotubes bundled up in ropes and held together by
van der Waals interaction

The second type of carbon nanotubes is in the ba-
sic form of a rolled-up graphitic sheet: a single-walled
CNT (SWNT). During the production, their diameter
distribution is relatively narrow so they often bundle in
the form of crystalline “ropes” [21.26], Fig. 21.4c and d,
in which the single tubes are held together by van der
Waals interaction.

There are several distinct classes of production meth-
ods. The earliest is based on the cooling of carbon
plasma. When voltage is applied between two graphitic
electrodes in an inert atmosphere, they gradually evap-
orate and form plasma. On cooling, soot containing
multiwalled nanotubes is formed [21.24]. If the anode
is filled with catalysts such as, for example, cobalt of
iron particles, SWNT ropes form. Another way of pro-
ducing CNTs from carbon plasma is by laser ablation
of a graphitic target [21.26]. It is considered that, in
general, these methods produce CNTs of higher quality
albeit in very small quantities and without the possibility
of scale-up to industrial production. Other methods are
based on chemical vapor deposition (CVD), a catalytic
decomposition of various hydrocarbons, e.g. methane
or acetylene mixed with nitrogen or hydrogen in the
presence of catalysts [21.27]. This method offers the
possibility of controlling the growth of nanotubes by
patterning the catalyst [21.28] and is therefore more suit-
able for producing nanoscale structures with integrated
CNTs. This method is also capable of producing CNTs
in industrial quantities. Their main disadvantage is the

higher concentration of defects, which as a consequence
diminish their mechanical properties.

21.2.2 Measurements of the Mechanical
Properties of Carbon Nanotubes
by SPM

Mechanical measurements on CNTs performed with the
AFM have confirmed theoretical expectations [21.29] of
their superior mechanical properties. They involve mea-
surements of deformations under controlled forces by
bending immobilized carbon nanotubes either in the lat-
eral [21.30] or normal direction [21.31] and also tensile
stretching of CNTs fixed on their two ends to AFM tips
observed in an electron microscope [21.32].

It is not obvious that continuum mechanics and its
concepts like Young’s, shear moduli, and tensile strength
should work on the nanoscale. In order to apply them,
one should also define the “thickness” of the nanotube’s
walls, a graphene sheet, in the frame of the continuous
beam approximation. Most scientists working in this
field are using the value 0.34 nm, close to the interlayer
separation in graphite as the thickness of a nanotube.
When comparing different results, however, one has to
bear in mind that to convert relatively precise force–
displacement measurements into macroscopic quantities
like Young’s or shear modulus, one has to introduce var-
ious geometrical factors, including diameter and length.
Even a small imprecision in their determination is very
unforgiving because the diameter d enters into equations
for beam deformation as d4 and length l as l3, leading
to large uncertainty in final results.

The first quantitative measurement of the Young’s
modulus of carbon nanotubes was reported by Wong
et al. [21.30] in which they laterally bent MWNTs and
SiC nanorods (similar in dimensions to MWNTs) de-
posited on flat surfaces. MWNTs were first randomly
dispersed on a flat surface of MoS2 single crystals that
were used because of their low friction coefficient and
exceedingly flat surface. Friction between the tubes and
substrate was further reduced by performing the mea-
surements in water. Tubes were then pinned on one
side to this substrate by a deposition of an array of
square pads through a shadow mask, Fig. 21.5a–c. AFM
was used to locate and characterize the dimensions of
protruding tubes. The beam was deformed laterally by
the AFM tip, until at a certain deformation the tip
would pass over the tube, allowing the tube to snap
back to its relaxed position. During measurements, the
force–distance curves were acquired at different posi-
tions along the chosen beam, Fig. 21.5d–e. Maximum
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Fig. 21.5a–e Schematic of the experiment performed by
Wong et al. [21.30] (a) nanotubes were dispersed on a sub-
strate and pinned down by a deposition of SiO pads.
(b) Optical micrograph showing the pads (light) and MoS2

substrate (dark). The scale bar is 8 µm long. (c) AFM image
of a SiC nanorod protruding from the pad. The scale bar
is 500 nm long. The same experimental setup was used for
elastically deforming MWNTs. (d) The tip shown as a tri-
angle moves in the direction of the arrow. The lateral force
is indicated by the trace at the bottom. Before the tip con-
tacts the beam, the lateral force remains constant and equal
to the friction force. During the bending a linear increase
in the lateral force with deflection is measured. After the
tip has passed over the beam the lateral force drops to its
initial value and the beam snaps back to its equilibrium po-
sition. (e) Schematic of a pinned beam with a free end. The
beam of length L is subjected to a point load P at x = a and
friction force f (abstracted with permission from [21.30]
c© American Association for the Advancement of Science)

deflection of the nanobeam can be controlled to a cer-
tain degree by the applied normal load, and in this way
tube breaking can be avoided or achieved in a controlled
manner. The applied lateral load P in terms of lateral
displacement y at the position x along the beam is given
by the equation:

P(x, y) = 3EI
y

x3
+ f

8

(
x −4L −6

L2

x

)
, (21.2)

where E is the Young’s modulus of the beam, I the
second moment of the cross section, equal to πd4/64 for
a solid cylinder of diameter d and f the unknown friction
force, presumably small due to the experimental design.
The lateral force, Fig. 21.6a, is known only up to a factor
of proportionality because the AFM lever’s lateral force
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Fig. 21.6 (a) A series of lateral force distance curves acquired by
Wong et al. [21.30] for different positions along a MWNT. (b) The
lateral spring constant as a function of position on the beam. The
curve is a fit to (21.3) (abstracted with permission from [21.30]
c© American Association for the Advancement of Science)

constant wasn’t calibrated for these measurements. This
uncertainty and the effect of friction were eliminated by
calculating the nanobeam lateral force constant:

dP

dy
≡ k = 3πd4

64x3
E (21.3)

shown in Fig. 21.6b.
The mean value for the Young’s modulus of MWNTs

was E = 1.3±0.6 TPa, similar to that of diamond
(E = 1.2 TPa). For larger deformations, discontinuities
in bending curves were also observed, attributed to
elastic buckling of nanotubes [21.33].

In another series of experiments, Salvetat et al.
measured the Young’s modulus of isolated SWNTs and
SWNT ropes [21.31], MWNTs produced using differ-
ent methods [21.34], and the shear modulus of SWNT
ropes [21.35]. The experimental setup that enabled them
to perform measurements on such a wide range of CNT
morphologies involved measuring the vertical deflection
of nanotubes bridging holes in a porous membrane.

In their measurement method, they suspended CNTs
in ethanol and deposited them on the surface of a well-
polished alumina Al2O3 ultrafiltration membrane. Tubes
adhered to the surface due to the van der Waals in-
teraction occasionally spanning holes, Fig. 21.7a. After
a suitable nanotube had been found, a series of AFM
images was taken under different loads, in which ev-
ery image would thus correspond to the surface (and
the tube) under a given normal load. Extracted lines-
cans across the tube revealed the vertical deformation,
Fig. 21.7b. For the range of applied normal loads, the
deflection of a thin, long nanotube at the midpoint δ as
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Fig. 21.7 (a) An AFM image of a CNT lying on a porous
alumina [21.35] filter. (b) Measured dependence of vertical
deflection on the applied nominal force. The inset shows
a comparison between linescans taken on the tube and over
a hole [21.34] (abstracted with permission (a) from [21.35]
c© 1999 American Physical Society, (b) from [21.34]
c© 1999 Wiley )

a function of the normal force F can be fitted using the
clamped beam formula [21.36]:

δ = FL3

192EI
, (21.4)

where L is the suspended length.
The fitted line does not pass through the origin be-

cause the force acting on the nanotube is not equal to
the nominal force alone; it contains a constant term
arising from the attractive force between the AFM tip
and the tube. The tube’s deflection should also con-
tain a term corresponding to the interaction between the

tube and the substrate, but this is generally regarded as
negligible.

This variable load imaging technique is advanta-
geous for obtaining quantitative information as one is
assured that the AFM tip is in the desired location when
deforming the tube. Equation (21.4) is valid only if the
tubes adhere well to the substrate, confirmed by the fact
that the images reveal no displacement of the parts of
the tube in contact with the membrane.

Using this technique, Young’s modulus of 1 TPa was
found for SWNTs. Values for the MWNTs show a strong
dependence on the amount of disorder in the graphitic
layers: an average value of E = 870 GPa was found for
the arc-discharge grown tubes, while the catalytically
grown MWNTs, known to include a high concentra-
tion of deffects, can have a Young’s modulus as low as
12 GPa.

For the deflection of SWNT ropes, an additional term
in the bending formula has to be taken into account be-
cause of the influence of shearing between the tubes
comprising the rope. Single CNTs are held together
in the tube only by weak, van der Waals interactions.
Ropes, therefore, behave as an assembly of individual
tubes rather than as a thick beam. The deflection can
be modeled as a sum of deflections due to bending and
shearing [21.36]:

δ = δbending + δshearing

= FL3

192EI
+ fs

FL

4G A
= FL3

192Ebending I
, (21.5)

where fs is a shape factor, equal to 10/9 for a cylinder,
G the shear modulus and A the area of the beam’s cross
section. Ebending is the effective, bending modulus, equal
to Young’s modulus in the case in which the influence
of shearing can be neglected (for thin, long ropes).

The Young’s and the shear modulus can thus be ex-
trapolated by measuring the Ebending of an ensemble of
ropes with different diameter to length ratios: for thin
ropes one obtains the value of the Young’s modulus,
while for the thick ones, the Ebending approaches the
value of G on the order of 10 GPa (see Fig. 21.8).

Walters et al. pinned ropes of single-wall nanotubes
beneath metal pads on an oxidized silicon surface, then
released them by wet etching, Fig. 21.9a. The SWNT
rope was deflected in the lateral direction using an AFM
tip, Fig. 21.9b. As the suspended length is on the order
of µm, the SWNT rope can be modeled as an elastic
string stretched between the pads. Upon deformation all
of the strain goes into stretching. In the simple case of
a tube lying perpendicular to the trench and the AFM tip
deforming the tube in the middle, the force F exerted on
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Fig. 21.8 Values of the shear modulus for 12 SWNT ropes
of different diameters. The measured Ebending of thin ropes
corresponds to E, while for thick ropes one obtains the
value of shear modulus G (abstracted with permission
from [21.35] c© 1999 American Physical Society)

the tube by the AFM tip is given by the expression:

F = 2T sin θ = 2T
2x

L
≈ 8kx3

L0
, (21.6)

where T is the tension in the string, L0 its equilibrium
length, k the spring constant and x the lateral deflec-
tion in the middle. Using this setup, they deformed
SNWT ropes to the maximal strain of 5.8±0.9 % and
determined a lower bound of 45±7 GPa on the tensile
strength, assuming a value of 1.2 TPa for the Young’s
modulus.

Kim et al. used a setup in which the SWNT rope
was embedded in metallic electrodes deposited on a sil-
icon substrate coated with poly(methylmethacrylate)
(PMMA). In their experiment the tube can also be
modeled as an elastic string. Using an AFM tip, they
vertically deformed the rope and obtained an estimate of
E = 0.4 TPa for the Young’s modulus of an SWNT rope.

Finally, the first direct measurements of the elas-
tic properties of CNTs that haven’t relied on the
beam or stretching string setup involved deforming
MWNTs [21.38] and SWNT ropes [21.32] under axial
strain. This was achieved by identifying and attach-
ing opposite ends of MWNTs or SWNT ropes to two
AFM tips, all inside a SEM. The AFM tips were inte-
grated with different cantilevers, one rigid with a spring
constant above 20 N/m and the other compliant with
a spring constant of 0.1 N/m, Fig. 21.10. The rigid lever
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0.0
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b)

Fig. 21.9 (a) SEM image of a SWNT rope suspended over
trench in silicon before and (b) after being deformed past
its elastic limit. (c) Lateral force on a single-wall nanotube
rope as a function of AFM tip displacement (abstracted with
permission from [21.37] c© American Institute of Physics)

was then driven using a linear piezomotor. On the other
end, the compliant lever bent under the applied tensile
load. The deflection of the compliant cantilever – cor-
responding to the force applied on the nanotube – and
the strain of the nanotube were simultaneously meas-
ured. The force F is calculated as F = kd where k is the
spring constant of the flexible AFM lever and d its dis-
placement in the vertical direction. The strain of the
nanotube is δL/L , Fig. 21.11. From the stress–strain
curves obtained in this fashion, Fig. 21.11b, Young’s
moduli ranging from 270–950 GPa were found. Exami-
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672 Part C Nanotribology and Nanomechanics

a) b)10 µm

2 µm

Fig. 21.10 (a) A SEM image of a MWNT mounted be-
tween two opposing AFM tips. (b) A close-up of the region
indicated by a rectangle in (a) (abstracted with permis-
sion from [21.38] c© 1999 American Association for the
Advancement of Science)

nations of the same broken tubes inside a TEM revealed
that nanotubes break with the “sword in sheath” mechan-
ism, where only the outer layer appears to have carried
the load. After it breaks, pullout of inner shells fol-
lows. An average bending strength of 14 GPa and axial
strengths up to 63 GPa were found.

Firm attachment of nanotubes to AFM tips was
ensured by a deposition of carbonaceous material in-
duced by the electron beam concentrated in the contact
area [21.40].

All these measurements of the elastic properties of
carbon nanotubes are summarized in Table 21.1.

Before comparing them, it should be noted that
the absolute values of these mechanical constants have
relatively large uncertainties because of the huge in-
fluence of the precision of determining tube diameters
and lengths on the final result. Also, the cited values
represent mean values of results obtained on several
tubes, with the exceptions of the lowest value given for

Table 21.1 Summary of the mechanical properties of carbon nanotubes measured using SPM methods

Young’s modulus Shear modulus Tensile strength Nanotube type Deformation Reference

E (GPa) G (GPa) σ (GPa) method

1,300±600 – – MWNTs arc grown Lateral bending [21.30]

1,000±600 – – SWNTs Normal bending [21.31]

1,000±600 ∼ 1 GPa SWNT ropes Normal bending [21.35]

870±400 – – MWNT arc-grown Normal bending [21.31]

12±6 – – MWNT catalytic Normal bending [21.31]

− – 45±7 SWNT rope Lateral bending [21.37]

400 – – SWNT rope Normal bending [21.39]

1,020 – 30 SWNT ropes Tensile loading [21.32]

270–950 – 11–63 MWNTs arc-grown Tensile loading [21.38]

a)

b)

40
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0

Stress (GPa)

L + δL

d
L

Strain (%)
121086420

Fig. 21.11 (a) The principle of the experiment performed
by Yu et al. As the rigid cantilever is driven upward, the
lower, compliant cantilever bends by the amount d and the
nanotube is stretched by δL. As a result, the nanotube is
strained by δL/L under the action of force F = kd, where
k is the elastic constant of the lower AFM lever. (b) Plot of
stress vs. strain curves for different individual MWNTs (ab-
stracted with permission from [21.38] c© 1999 American
Association for the Advancement of Science)

catalytically grown MWNTs by Salvetat et al. [21.31],
a single value for an individual SWNT rope from Kim
et al. [21.39], and the lowest and highest values from Yu
et al. [21.38]. One also has to bear in mind that concepts
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Nanoscale Mechanical Properties 21.2 Static Methods 673

like Young’s and shear moduli and tensile strength were
introduced for describing macroscopic and continuous
structures. Their application for describing mesoscopic
objects like nanotubes, therefore, has its limitations.

The methods presented above are all in their nature
“single-molecule” methods, in the sense that they meas-
ure properties of individual objects. A result of a single
experiment, therefore, represents properties of a partic-
ular object and differs from case to case because of, for
example, defects coming from production and purifica-
tion, or for more prosaic reasons such as experimental
errors. In order to perform comparisons, therefore, it is
more practical to deal with values averaged for multiple
tubes. The average values for the Young’s modulus of
high quality tubes are, within the experimental error, all
on the order of 1 TPa, close to that of diamond (1.2 TPa),
while the tensile strength can be 30 times higher than that
of steel (1.9 GPa). Catalytically grown MWNTs with the
Young’s modulus that can be as low as 12±6 GPa are
definitely disappointing and show that the production
method plays an important role in the quality of carbon
nanotubes from the point of view of their mechanical
properties.

Future improvements in large scale production and
processing are therefore necessary before applying them
as the ultimate reinforcement fiber. Even so, the progress
in measuring the mechanical properties of CNTs will
continue to be closely related to, and often motivate, the
progress in nanoscale manipulation in general.

21.2.3 Microtubules
and Their Elastic Properties

Microtubules are a vital biological nanostructure, simi-
lar in dimension and shape to carbon nanotubes. In fact,
the first name given to carbon nanotubes by their discov-
erer Iijima was “microtubules of graphitic carbon.” From
the structural point of view, they are much more com-
plicated, as is common for biological structures. They
self-assemble in buffers maintained at the physiological
temperature of 37 ◦C out of protein subunits, α and β-
tubulin, each having a molecular weight of 40 kDa.
These protein subunits are bound laterally into protofila-
ments, which in turn are arranged in a shape of a hollow
cylinder with an external diameter of 25 nm and an
internal diameter of 15 nm. Microtubules are a remark-
able material: inside living cells, their length incessantly
fluctuates; they can even completely disassemble and
consume energy in the form of GTP.

Together with actin and intermediate filaments,
microtubules constitute the cellular cytoskeleton. In ad-

dition, they perform various unique vital functions: they
act as tracks along which molecular motors move, they
help pull apart chromosomes during cell division and
form bundles that propel sperm and some bacteria. All
these roles are determined by their structure and mech-
anical properties. Yet, after more than a decade, there is
still a large discrepancy in the values of their Young’s
modulus reported in the literature. Several methods
have been applied, such as bending or buckling micro-
tubules using optical tweezers [21.42], hydrodynamic
flow [21.43], thermally induced vibrations or shape
fluctuations [21.44], buckling in vesicles [21.45], or
squashing with an AFM tip [21.46]. These methods
yielded results ranging from 1 MPa [21.46] to several
GPa [21.42].

Since microtubules are geometrically similar to
nanotubes, Kis et al. [21.41] used the suspended tube
configuration. Microtubules were deposited on porous
membranes, and AFM images were acquired under dif-
ferent nominal normal loads. All the measurements were
performed in liquid and at controlled temperatures, in
order to prevent the degradation of proteins, so the sub-
strate had to be functionalized in order to ensure good
adhesion between the tubes and the support. They used

0.5

0.4

0.3

0.2

0.1

0.0

1.0 µm/div

1.0 µm/div

L (nm)

Eb (MPa)

(D2
ext + D2

int)/L
2

100 × 10– 3806040200

2
8090100130200

3

5

100

a)

b)
Eb (MPa– 1)

10

Fig. 21.12 (a) A pseudo 3-D rendering of a single micro-
tubule suspended over four different-sized holes in PMMA.
(b) From the variation of the Ebending with varying length,
the shear and the Young’s modulus have been determined
for the microtubule displayed in (a) (abtracted with permis-
sion from [21.41] c© 2002 American Physical Society)
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674 Part C Nanotribology and Nanomechanics

silicon with a layer of PMMA as a support. Slits were
prepared in PMMA using electron-beam lithography,
providing the possibility to measure the elastic response
of individual microtubules lying over four different-
sized holes ranging from 80–200 nm across and 400 nm
deep, Fig. 21.12.

Clearly the results are dependent on the hole diam-
eter, which could only result from a shear component
within the microtubules. Simplifying (21.5), the defor-
mation of microtubules can be modeled as:

1

Ebending
= 1

E
+ 10

3

D2
ext + D2

int

L2

1

G
, (21.7)

where and Dint represent the external and internal
MT’s diameter. From the plot of 1/Ebending vs. the(
D2

ext + D2
int

)
/L2 the shear modulus can be calculated

from the slope of the fit, and the inverse Young’s
modulus will be equal to the intercept on the y-axis.
In this way the shear modulus of G = 1.4±0.3 GPa
and a lower limit of E = 150 MPa were simultane-

ously obtained from a measurement on an individual
microtubule.

This anisotropy comes from the fact that micro-
tubules are built of monomers that are strongly bound in
the longitudinal direction, along single protofilaments.
The link between neighboring protofilaments is much
weaker. Microtubules, therefore, have to be considered
as anisotropic beams, having an Ebending that depends
on the scale on which they are deformed [21.41]. This is
in all respects analogous to the situation in SWNT ropes
that are built of stiff individual SWNTs, held together in
bundles by a weak van der Waals interaction. This con-
clusion may explain the large discrepancy in the value
of Young’s moduli reported in the literature over the past
ten years using inadequate modeling.

As in the case of carbon nanotubes, measuring the
mechanical properties of microtubules can provide valu-
able insight into their structure and provide deeper
understanding about the functioning of these remarkable
structures.

21.3 Scanning Nanoindentation: An Application to Bone Tissue

In the following section we discuss nanoindentation as
a tool to determine nanomechanical properties. This
method was developed in the early 1980s evolving from
traditional Vicker hardness testing devices. The latter is
based on the concept that a pyramidal tip is loaded into
a material applying a known force. After the test, the size
of the remaining imprint is measured under an optical
microscope. The ratio of the employed force and the im-
print area after load removal was defined as hardness
that represents a mean pressure the material can resist.
Unfortunately this mechanical parameter is a complex
combination of elastic and postyield properties and can’t
be easily explained on the level of continuum mechan-
ics. This point raised important concerns for determining
elastic constants such as the Young modulus from an in-
dentation test. Further improvements on the transducer
sensitivity were necessary to provide continuous acqui-
sition of the employed load and the resulting indentation
depth. Nanoindentation represents the state of the art
of this development allowing mechanical tests on the
nanometer scale.

21.3.1 Scanning Nanoindentation

Based on this continuous force–displacement data, an
elastic modulus of volumes in the submicron regime
can be quantified. To investigate features down to the

micrometer regime, classical nanoindentation tools are
combined with an optical microscope for positioning
the indenter tip on the region of interest. But to de-
feat the limits of optical resolution, indentation and
scanning probe microscopy were combined using the
same tip to allow nanoscale control of the indenting
tip position [21.47]. This instrument allows for scan-
ning the material topography in an AFM mode and
performing nanoindentation tests employing the same
tip. The mechanical tests are restricted to the scanned
area (100 µm × 100 µm maximum) where the indenter
can be positioned with a precision of better than 100 nm.
The surface roughness can be measured, which is help-
ful for choosing the area to be indented. Furthermore
the available in situ scan of the indented region can
provide information about the piling-up or sink-in be-
havior of the material. Kulkarni and Bhushan [21.48,49]
introduced this device and demonstrated that measure-
ments on aluminum and silicon were similar to results
of non-scanning indentation systems.

21.3.2 Application
of Scanning Nanoindentation

The development of the scanning nanoindentation
(SN) technique has led to a variety of studies, pri-
marily characterizing thin layers. Applications range
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Nanoscale Mechanical Properties 21.3 Scanning Nanoindentation: An Application to Bone Tissue 675

from the mechanical characterization of corrosion-free
film apposition on single-crystalline iron [21.50] to
indentation and microscratch tests on Fe-N/Ti-N multi-
layers [21.51]. One author included nanoindentation to
discuss two different electrochemical deposition tech-
niques of thin Ni-P layers on pure Ni [21.52]. Rar
et al. [21.53] reported studies on the growth of thin
gold layer on native oxides of silicium while other
investigations focussed on wear-resistant TiB2(N) coat-
ings [21.54].

Studies of heterogeneous materials clearly demon-
strate the advantage of the available surface scanning.
Malkow and Bull [21.55] investigated the elastic/plastic
behaviour of carbon-nitride films deposited on silicon.
Therefore they determined the load-on and load-off
hardness, the latter being accessible by scanning the re-
maining indent impression. Shima et al. [21.56] studied
silicon oxynitride films on pure silicon and demonstrated
hardness as a function of the employed deposition tem-
perature. Göken et al. [21.57] used the high positioning
precision to characterize individual lamellae of a TiAl
alloy that consists of a two-phase structure and also
to study the mechanical properties of nanometer-size
precipitates of nickel-based super-alloys [21.58]. Per-
forming in situ electrochemical treatments of iron single
crystals, Seo et al. [21.59] used SN to study the variation
of the remaining imprint shape with time.

In the field of biomechanics, work was done on
bone tissue in wild-type and gene-mutated zebrafish.
The characterization of the residual indentations in AFM
mode supported the statement that gene mutation can
change bone brittleness [21.60]. Other investigations fo-
cussed on the demineralising effects of soft drinks on
tooth enamel by studying changes of elastic properties
and surface topography [21.61]. Habelitz et al. [21.62]
and Marshall et al. [21.63] characterized the junction
between human tooth enamel and the mechanically
different dentin.

Hengsberger et al. [21.64] took advantage of the
nanometer positioning capability of the SN to investigate
the elastic and plastic properties of individual human
bone lamellae. Related work is presented in greater detail
below to demonstrate the use and benefits of the SN
technique at this example.

21.3.3 Example: Study of Mechanical
Properties of Bone Lamellae Using SN

Before we discuss nanomechanical properties of bone
lamellae, it is useful to know the structure on the macro-
scopic level. Figure 21.13 presents the hierarchy of

1 µm

0.5 mm

1 mm 50 µm

50 µm

1 cm

Fig. 21.13 Hierarchy of the human femoral neck (from left to the
right) the far left figure shows a cut through a frontal plane of the
femoral neck. The outer shell is constituted of compact bone while
the inside is made of the spongier trabecular bone. The left pair of
images shows the trabecular structure (top) and a transverse cut of
the compact shell that shows vascular canals (bottom).
The right pair of images shows packets of trabecular bone lamellae
(top) and a single osteon (bottom), a vascular canal surrounded
by concentric lamellae. Packets of trabecular bone lamellae and
osteons represent a structural unit (BSU). Note the alternation of
bright (thick) and dark (thin) lamellae.
The figure far right shows three bone lamellae, structures that are
similar for trabecular and compact bone. The bone matrix within the
lamellae are mainly constituted of collagen fibers and hydroxyapatite
crystals

human bone tissue at the example of the femoral neck.
The outer shell is constituted of cortical bone while the
porous trabecular bone structure gives inner support. On
the next lower level, both bone types show structural
units (BSU, after [21.65]) constituted of some tens of
lamellae. For compact bone the lamellae have a concen-
tric organization while for trabecular bone these lamellae
are parallel. The nomenclature “BSU” was motivated by
its underlying cellular process. The formation of such an
individual structural unit occurs within a single cellu-
lar process. The optical contrast shows two alternating
types of lamellae, thin lamellae that appear dark, and
thick lamellae that appear bright. These bone lamellae
show widths ranging from 1 to 3 µm for thin and 2 to
4 µm for thick lamellae [21.64]. On the next lower level
the bone matrix is constituted of a complex collagen and
mineral structure. It is still not entirely understood what
type of variations in the collagen/mineral meshwork are
responsible for the lamellar structure.

The mechanical properties on these different levels
of bone hierarchy are increasingly well understood. But,
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676 Part C Nanotribology and Nanomechanics

little is known about how the macroscopic mechanical
properties of the whole bone relate to its nanomechanical
properties. The possibility that factors such as frac-
ture risk might be better understood with an analysis
of small bone volumes motivates the application of
nanoindentation in this field.

A set of nanoindentation studies is available (mainly
employing the device combined with an optical micro-
scope) that presents the intrinsic mechanical properties
of bone tissue. Among recent work, differences were
reported between donors, anatomical sites, BSU, and
thin and thick lamellae [21.64,66–69]. Due to technical
constraints of this sensitive nanomechanical device,
the majority of these studies present dehydrated or
dried tissue properties measured at ambient tempera-
ture [21.70–73]. But, removal of the water content may
lead to anisotropic shrinking of the matrix that creates
microcracks and alters the mechanical properties of the
bone constituents. For an accurate characterization of
the in vivo properties, the nanomechanical tests should
therefore be done under physiological conditions.

There have been a few attempts to characterize the in
vivo bone properties [21.66, 68, 74]. This was achieved
by studying fresh bone samples that are kept moist with
a thin layer of liquid (less than a hundred microns) on the
surface or with subsurface water irrigation. But, local
evaporation of the thin liquid layer may have led to
indents on areas that were partially dried during the test.
One possible solution to such local drying might be to
conduct measurements in which the indentation tip and
tissue sample are both fully immersed in a liquid cell
and simultaneously heated to body temperature.

Practical limitations on temperature stability and in-
accuracy in contact force detection due to liquid on the
surface make such measurements extraordinarily diffi-
cult, however. For statistically powerful studies it seems
unavoidable to dry the samples.

The objective of this study was to use SN to deter-
mine the effect of drying on the stiffness of single bone
lamellae. The goal was to determine a conversion factor
that allows dry tissue properties to be recalculated into
their in vivo properties.

For this purpose, we measured the identical set of
lamellae selected from human trabecular and compact
bone at first under physiological and then under dry
conditions.

Experimental Setup and Technical Features:
Figure 21.14 demonstrates an optical picture and
a sketch of the combined AFM and nanoindenter de-
vice (Hysitron Inc. Minneapolis, MN). The transducer

consists of a three-plate capacitor on whose central
plate a Berkovich (three-sided pyramid) diamond tip is
mounted. The transducer provides a contact force feed-
back between the tip and the sample surface. The sample
is mounted on a piezoelectric scanner that allows moving
in the x,y and z-directions. During x,y-surface scanning,
the piezoelectric scanner keeps this feedback signal con-
stant by correcting the z-height. The movement of the
piezoelectric scanner, therefore, describes the negative
surface of constant contact force, commonly called an
AFM-scan. For the liquid cell tests, the sample was glued
in a plexiglass cup for the addition of a several millimeter
high liquid layer. A commercially available liquid cell
tip (Hysitron Inc. Minneapolis, MN) was used, which
contains an additional shaft of approximately 300 µm
diameter and 5 mm length to protect the transducer from
the fluid. A small layer of latex was placed between
the sample holder and the magnetic stick of the piezo-
electric scanner to protect the latter from liquid. The
additional shaft of the indenter tip and the latex layer

Thermal chamber

Transducer

Plexiglass
cup with
liquid

Intender tip

Scanner

Sample
x-y-plane

z-axis

Fig. 21.14 Optical picture (top) and sketch (bottom) of the
scanning nanoindentation device for measurements under
physiological conditions. For this purpose the sample was
installed in a plexiglass cup for addition of liquid. The
entire instrument was heated in a custom-made thermal
chamber
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Nanoscale Mechanical Properties 21.3 Scanning Nanoindentation: An Application to Bone Tissue 677

represent elastic components that increased the machine
compliance (Cm = 7 nm/mN instead of 3 nm/mN). This
variable corrects the deformation of all the machine
components while indentation data are recorded and
can be determined from the tip shape calibration curve
(Hysitron, Minneapolis). The nanoindentation device
was installed in a custom-made thermal chamber to al-
low sample heating to 37 ◦C. Note that the increased
temperature and humidity also changed the value of the
electrostatic force constant (EFC). The latter corrects
the force due to the springs that support the central plate
on which the indenter tip is mounted. The EFC can be
calibrated doing out-of-contact indents and varying this
value until a zero-line in the force–displacement curve
is measured.

Based on an image acquired in AFM mode, the
indentation area can be selected with a high spatial
resolution (< 0.1 µm). Figure 21.15 shows the force–
displacement data of a typical nanoindentation curve. In
the first step, the tip is pressed into the material, result-
ing in indistinguishable elastic and plastic deformation.
Then the tip is held at maximum force resulting in creep
of the material under the tip. In a third step, unloading is
done that leads to elastic recovery of the material. Typic-
ally each indent requires between 15 seconds to several
minutes, representing a compromise between a desired
quasistatic strain rate and the thermal drift of the instru-
ment (possibly below 0.1 nm/second). This device is
load-controlled, and linearly increasing and decreasing
loading protocols were therefore applied. The loading
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Depth (nm)

6004002000
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Fig. 21.15 Force–displacement curve obtained during
a nanoindentation test that consists of three parts (see text).
Hardness is determined at maximum load. The elastic in-
dentation modulus is calculated with the slope at the point
of initial unloading S(hmax)

rate corresponds to

dP

dt
= Pmax

T
(21.8)

with Pmax as the maximum load and T as the (un)loading
time.

The elastic constants of the sample were determined
using the unloading part (step 3) of the nanoindentation
curve. Based on the analytical work by Sneddon [21.75],
Oliver and Pharr [21.76] derived the following equation
for an indenter of revolution pressed into an isotropic
elastic material:

S (hmax) = dP

dh
(hmax) = 2√

π
Er
√

Ac (hmax) .

(21.9)

Pharr et al. [21.77] showed that this equation is a good
approximation for a Berkovich indenter tip. P repre-
sents the applied load, S (hmax) is the derivative of the
unloading curve at the point of initial unloading hmax.
This variable is determined by fitting typically 40% to
95% of the unloading curve to avoid the influence of
viscoelastic effects at initial unloading when a singular-
ity in the strain rate occurs. Ac(h) is the contact area
over which the material and the indenter are in instanta-
neous contact. The latter function has to be calibrated by
performing indents with increasing depth in a standard
material, typically fused silica. The latter has a known re-
duced modulus of Er = 69.9 GPa that allows calibration
of the contact area Ac (h) using the measured contact
stiffness S (h) and (21.9). The reduced modulus Er com-
bines the deformation of the material and the diamond
tip as follows [21.78]:

1

Er
= 1−ν2

specimen

Especimen
+ 1−ν2

tip

Etip
. (21.10)

We use the indentation modulus

Eind =
(

1

Er
− 1−ν2

tip

Etip

)−1

(21.11)

that can be calculated with the reduced modulus and the
elastic properties of the diamond indenter tip νtip = 0.07
and Etip = 1,140 GPa. This variable combines with

Eind = Especimen

1−ν2
specimen

(21.12)

the local Young’s modulus Especimen and Poisson ra-
tio νspecimen of the specimen.
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It is important to note that this theory assumes an
isotropic material. For an anisotropic material the in-
dentation modulus represents some average of the elastic
properties in all directions. The latter strongly depends
on the geometry of the indenter. For indents with a blunt
indenter (such as Berkovich with an opening angle of
143◦) nonnegligible deformations will occur in the plane
perpendicular to the loading direction. In this context it is
useful to present an approximation of the volume ganged
by the indentation test.

The stress field generated by the indentation pro-
cess is heterogeneous and leads to plastic deformation
and damage in the vicinity of the tip. Using Hertz’s
theory [21.78], the spatial dependence of the stress
components during indentation can be estimated by
considering the elastic contact of a spherical indenter
with a semi-infinite half space. In the direction of load-
ing (z-axis), the stress component below the indenter
decreases according to

σzz

p0
= −

(
1+ z2

a2

)
, (21.13)

where p0 indicates the maximum pressure below the
indenter and a the contact radius.

In a horizontal plane at the surface (z = 0), the radial
and circumferential components of the stress field next
to the contact area obey

σrr

p0
= −σθθ

p0
= (1−2ν) a2

3r2
, (21.14)

where θ and r are the cylindrical coordinates of the
periphery of the indenter and ν is the Poisson ra-
tio. For ν = 0.3 the stress field components reach
their 10%-boundary defined by σzz = −0.1p0 and
σrr = −σθθ = 0.1p0 at a depth of z ∼= 3a or in lateral
direction at r ∼= 2/

√
3a. For a Berkovich tip, the ratio

between maximum indentation depth and contact radius
is approximately a ∼= 3hmax. The mechanical properties
measured by nanoindentation, therefore, correspond to
a semi-ellipsoidal volume extending to about nine times
the employed indentation depth (z ∼= 3a ∼= 9hmax) in the
vertical direction (z) and about seven times this same
depth (2r ∼= 4/

√
3a ∼= 7hmax) in the radial direction (r).

The load-on hardness is determined with

H = P (hmax)

Ac (hmax)
(21.15)

as the ratio of the maximum load and the (“on load”) con-
tact area at maximum load. This is different from Vicker
hardness in which the contact area is characterized by
the remaining imprint after load removal. Differences

between nanoindentation and Vicker, therefore, occur
for materials with nonnegligible elastic recovery. After
unloading, such materials may expose an imprint smaller
than the area of contact at maximum load. Since the SN
tool can be used to image the remaining imprint after
unloading, hardness values using both definitions may
thus be compared.

For fused silica the literature provides a hardness
range between 8.3 to 9.5 GPa while an intercomparison
of SN-users showed an average of 8.96 GPa (Surface,
Hückelhoven). Conveniently, the hardness value also
represents a possibility to check the area function of
the tip based on the reduced modulus of the calibration
material.

Tests of Bone Tissue
Under Pseudo-physiological Conditions

Samples containing trabecular and compact bone lamel-
lae were dissected from the medial part of the femoral
neck of an 86-year-old female. After embedding in
PMMA, the samples were polished with successive
grades of carbide paper and finished with 0.05 µm
alumina solution. Polishing represents an important
preparation step since the here-employed theory as-
sumes an infinitely flat surface. The mean surface
roughness of the indented area should, therefore, be far
below the employed indentation depth. Unfortunately no
objective criteria that determines the maximum allow-
able surface roughness as a function of the indentation
depth has been formulated so far.

Thin and thick lamellae of trabecular and compact
bone were first characterized under physiological con-
ditions, i. e. fully wet and at 37 ◦C. Then the specimens
were dried for 24 h at 50 ◦C and identical tests were
carried out again but under dry conditions.

In both cases 16 indentation tests were performed to
maximum depths of 100 nm and 500 nm. Each test con-
sisted of 10 s loading, 10 s holding, and 10 s unloading.
The maximum allowable thermal drift was set 0.1 nm/s.
To avoid proximity effects of neighbouring indents, an
adjacent testing area in the identical lamellae was chosen
after changing the testing conditions.

The tests under fully wet conditions at body tem-
perature were found to be very sensitive with respect
to thermal stability. The nanoindentation device was
heated for several days to reach stable thermal conditions
of the instrument components before the sample could
be installed. The electrostatic force constant (EFC) was
checked daily before beginning data acquisition. The
approach of the indenter tip in the liquid environment
was performed employing a contact force of 7 µN. This
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0

20.0 µm/div
20.0 µm/div

0.69 µm/div

Fig. 21.16 Surface topography of a trabecular bone struc-
tural unit that shows the lamellar structure. Thick (bright)
lamellae correspond to the tops in the topography. Note,
the two holes are not remaining indents but are ellipsoidal
lacunae that embed bone cells

value is offset by approximately 1 µN per mm of water
penetration, however, due to Archimedes force acting on
the fluid cell tip. Such additional effects as water surface
tension may also have a repulsive force on the tip.

AFM-scans as in Fig. 21.16, which shows the topo-
graphy of trabecular bone lamellae under dry conditions,
allowed the two lamella types to be identified. Thick
lamellae correspond to the tops (bright contrast) and
thin lamellae to the valleys (dark contrast) where the
surface relief results from preferential polishing.

Indentation Modulus
Trabecular bone showed under wet conditions a mean
indentation modulus of 12.5±4.0 GPa when the data
of both lamella types and indentation depths were com-
bined. Under dry conditions the results showed a mean
of 19.6±2.6 GPa, an increase of 57%. Lamellae of com-
pact bone increased their mean stiffness by 76.5% from
14.9±4.5 GPa to 26.4±3.8 GPa.

These determined conversion factors between dried
and fully wet tissue properties should be compared with
other studies. Rho [21.74] has reported an increase of
indentation modulus of bovine compact bone by 15.8%.
Our study demonstrates a change of +76.5% for human
compact bone. This high discrepancy may be attributed
to different preparation and testing protocols. Rho tested
the bone samples at ambient temperature while kept
moist by a thin film of deionized water. In our study
the tissue properties were determined under fully wet
conditions and at body temperature. Furthermore, Rho
dried for 14 days at ambient temperature while in our
study the drying process occurred during 24 h at 50 ◦C.

These points may explain the different relative change
of mechanical properties we detected.

Figure 21.17 presents the indentation moduli (com-
bining both depths) normalized with respect to their
initial wet values under physiological conditions. It is in-
teresting that the increase of this elastic parameter after
drying was significantly (p < 0.00001) higher for thin
than for thick lamellae. The relative change of stiffness
due to drying was +44% for thick lamellae and +109%
for thin lamellae of compact bone. For trabecular bone
the corresponding values were +37% and +78% for
thick and thin lamellae, respectively.

Table 21.2 shows the results for both indentation
depths. The differences are likely related to the volume
sampled during the indentation, a semi-ellipsoid fol-
lowing the approximations of (21.13) and (21.14) with
0.7 µm diameter and 0.9 µm height for 100 nm indents
(and 3.5 µm × 4.5 µm for 500 nm indents). Given the
typical lamellae dimensions of 1–4 µm, the shallow in-
dentation measurements, therefore, represent properties
of single lamellae whereas the deeper indents include
neighboring lamellae. It is also worth noting that thin
lamellae showed a greater effect of drying when only
the shallow indents were considered.

This important result should be discussed in the
frame of published models that address the phenomenon
of bone lamellation. Marotti [21.79] proposed that bone
lamellae are the result of alternating changes of the
collagen fiber density. According to his SEM-results
the density of collagen is higher in thin lamellae than
in thick lamellae. Collagen fibers are long chains of
proteins and contain adsorption sites for polar water

2.50
2.25
2.00
1.75
1.50
1.25
1.00
0.75
0.50
0.25
0.00

Ratio of ind modulus to WET

Thick lamellae Thin lamellae

Compact
Trabecular

Fig. 21.17 Relative increase of indentation modulus for
compact and trabecular bone lamellae after drying. The re-
sults are normalized with respect to their initial value under
wet conditions. Note that thin lamellae are more affected
by drying for both types of bone
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Table 21.2 Absolute and relative changes of the indentation modulus with respect to the initial values under wet conditions.
Note the greater increase for the thin lamellae after drying. Indents to 100 nm depth represent properties of single lamellae
while 500 nm indents are also influenced by neighboring lamellae

Indentation modulus Lamella Ind. depth (nm) Wet (GPa) Dry (GPa) Rel. change (%)

Trabecular bone Thin 100 11.6±4.1 20.5±4.3 +76

500 9.8±1.9 18.1±3.2 +84

Thick 100 12.4±5 19.1±1.11 +54

500 15.6±1.3 19.0±1.1 +22

Compact bone Thin 100 10.4±0.2 23.4±3.6 +124

500 13.9±2.0 27.1±3.1 +95

Thick 100 19.9±4.8 27.9±4.6 +40

500 15.5±2.6 23.0±0.8 +49

molecules. A higher density of the collagen fibers in the
thinner lamellae results in a higher water binding ca-
pacity that may explain the higher relative influence of
drying.

Giraud-Guille [21.80], on the other hand, proposed
a nested-arc structure for bone lamellae with smooth
orientation changes between adjacent collagen fibers.
According to this model indents on thick lamellae load
into the longitudinal direction of the fibers, whereas the
load is perpendicular to the long axis for thin lamellae.
Removal of the liquid phase leads to packaging of the
collagen fibers, an effect that is intuitively anisotropic
and that may explain why the effect of drying was dif-
ferent for both lamella types. In addition, drying leads
to microfracture initiation within thick lamellae [21.64],
possibly explaining the diminished effect of drying on
these structure.

5 µm

Fig. 21.18 SEM-scan of bone lamellae adjacent to the spot
characterized by nanoindentation. This SEM-scan gives
support for the bone lamellation model that is based on
a smooth orientation change of collagen fibers [21.80]

Thick lamellae Thin lamellae

Fig. 21.19 Bone lamellation model proposed by this study.
This model represents a combination of a smooth orienta-
tion change and density variations of the collagen fibers.
Note also the spots where the indentations were done. For
thin lamellae a greater change of mechanical properties was
detected after drying

Figure 21.18 presents a SEM-image from a bone
sample used in this study. This scan confirms the nested-
arc structure Giraud-Guille observed with TEM.

Our results are, therefore, in agreement with both
the Marotti and the Giraud-Guille models. This implies
a model that combines smooth orientation changes of
the collagen fibers with density changes. Such an ar-
chitecture is sketched in Fig. 21.19. Note also the spots
where the indentations were done.

Hardness
Compact bone revealed a mean hardness of 0.46 GPa
under wet conditions that increased by 74% to 0.80 GPa
after drying. Due to drying trabecular bone lamellae
showed a mean hardness change of 76% from 0.41 up
to 0.72 GPa.
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Wet (squares)
y = 11.604 x + 7.7926

R2 = 0.6087
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Fig. 21.20 Indentation modulus and
hardness under dry and wet conditions
using raw data from Hengsberger
et al. [21.64]. Drying does not
change the correlation coefficient
and changes slightly but significantly
the slope of the regression curve

For compact bone the effect of drying was again
significantly (p = 0.0006) greater for thin lamellae
(+108%) than for thick lamellae (+44%). Similar re-
sults were found for trabecular bone lamellae with
a +99% increase for thin and a +56% increase for thick
lamellae.

The results for hardness, therefore, appear to
similar trends as the indentation modulus. This mo-
tivates us to discuss a further point, the correlation
between indentation modulus and hardness. These
mechanical parameters show an empirically proven re-
lationship [21.81] that may change as a result of drying.
For this purpose we related the data of the indentation
modulus of Hengsberger et al. [21.64] with the corre-
sponding unpublished hardness results. The correlation
between hardness and indentation modulus is similar
under wet (R2 = 0.61) and under dry (R2 = 0.67) con-
ditions (Fig. 21.20). The slopes of the linear regression,
however, show close but significantly different values
(p < 0.0001) for the wet and dry samples. Hardness
and indentation modulus show a similar but significantly
different relative shift as a result of drying.

21.3.4 Conclusion

Modern scanning nanoindentation has clearly solved
two problems: indentations in the nanometer scale can be

performed with high force and displacement resolution,
and nanometer lateral control of the indentation posi-
tion allows the characterization of small structures of
heterogeneous materials. Interfaces in composites, local
density or composition variations of chemical products,
or biological structures can then be investigated using
the SN tool.

Based on recent theoretical progress [21.82], the
nanoindentation technique can also be used to char-
acterize anisotropic materials by indenting in different
directions. Other parameters can also be determined. For
instance, creep behavior is accessible when the indenta-
tion load is held constant at a maximum load. Hysteresis
of the force–displacement curve represents the energy
dissipated during an indentation providing information
about post-elastic behavior of a sample. Such dynamical
variables as viscoelastic properties are also accessible by
including sinusoidal oscillations of different frequencies
to the loading history.

Future interests of the nanotechnology community
may direct the work towards tests on lower levels of
structural organization like the molecular or atomic
level. This would require strong improvements of the
transducer sensitivity and of the indenter tip machining.
New concepts to reduce the thermal drifting properties
would also be necessary for the next generation of this
device.
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21.4 Conclusions and Perspectives

We have demonstrated that AFM is an ideal tool for
investigating variations in local properties of bulk ma-
terials, like bone, and also for performing physical mea-
surements on individual nanometer scale objects such as,
for example, carbon nanotubes and protein polymers. In
the latter case, the technique provides previously inac-
cessible quantities in living matter such as, for instance,
the shear modulus. It should be emphasized that shear is
omnipresent since biostructures are “composite” mater-
ials, with strong anisotropic interactions between their
constituents. In the case of proteins, we have explored
the mechanical properties as a function of temperature,
as well. Interactions can vary remarkably even over
a range of a few tens of degrees, providing deeper in-
sight in the functioning of these structures. One task,
which seems very difficult for the time being, is the fre-
quency dependent response of nano and biostructures.
In the latter case it is limited to a few kilohertz, mainly
because of the surrounding liquid, but for a meaningful
analysis one requires several decades in frequency.

Regarding the scanning probe tips themselves, im-
provements are necessary to provide better resolution,
longer lifetimes, and easy functionalization for sens-
ing different chemical environments. This might be
achieved by carbon nanotube tips (Fig. 21.21), which
have a Young’s modulus of 1 TPa, a very well-defined
and sharp tip structure, and pentagon “defects” at the

1 µm

Acc.V  15.0 kV
Spot  1.0
Magn  30 474 ×
WD  10.2

ntip 012

Fig. 21.21 SEM picture of an AFM tip with attached multi-
wall Carbon nanotube

apex providing a site for functionalization. It is gener-
ally agreed upon by the scanning probe community that
carbon nanotubes will open new avenues for the study
of living matter.

Finally the development of the photonic force micro-
scope in Heidelberg has allowed imaging of bio-struc-
tures with unprecedented three-dimensional resolution,
even including features that are otherwise inaccessible
to AFM tips. In the future, this instrument will certainly
provide radical new insight in biological functioning.
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Nanomechani22. Nanomechanical Properties of Solid Surfaces
and Thin Films

Instrumentation for the testing of mechanical
properties on the submicron scale has developed
enormously in recent years. This has enabled
the mechanical behavior of surfaces, thin films,
and coatings to be studied with unprecedented
accuracy. In this chapter, the various techniques
available for studying nanomechanical properties
are reviewed with particular emphasis on
nanoindentation. The standard methods for
analyzing the raw data obtained using these
techniques are described, along with the main
sources of error. These include residual stresses,
environmental effects, elastic anisotropy, and
substrate effects. The methods that have been
developed for extracting thin-film mechanical
properties from the often convoluted mix of
film and substrate properties measured by
nanoindentation are discussed. Interpreting the
data is frequently difficult, as residual stresses
can modify the contact geometry and, hence,
invalidate the standard analysis routines. Work
hardening in the deformed region can also
result in variations in mechanical behavior
with indentation depth. A further unavoidable
complication stems from the ratio of film to
substrate mechanical properties and the depth of
indentation in comparison to film thickness. Even
very shallow indentations may be influenced by
substrate properties if the film is hard and very
elastic but the substrate is compliant. Under these
circumstances nonstandard methods of analysis
must be used. For multilayered systems many
different mechanisms affect the nanomechanical
behavior, including Orowan strengthening, Hall–
Petch behavior, image force effects, coherency and
thermal stresses, and composition modulation.

The application of nanoindentation to the
study of phase transformations in semiconductors,
fracture in brittle materials, and mechanical
properties in biological materials are described.
Recent developments such as the testing of
viscoelasticity using nanoindentation methods are
likely to be particularly important in future studies
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of polymers and biological materials. The
importance of using a range of complementary
methods such as electron microscopy, in situ
AFM imaging, acoustic monitoring, and electrical
contact measurements is emphasized. These are
especially important on the nanoscale because so
many different physical and chemical processes
can affect the measured mechanical properties.
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When two bodies come into contact their surfaces ex-
perience the first and usually largest mechanical loads.
Hence, characterizing and understanding the mechan-
ical properties of surfaces is of paramount importance
in a wide range of engineering applications. Obvious
examples of where surface mechanical properties are
important are in wear-resistant coatings on reciprocating
surfaces and hard coatings for machine tool bits. This
chapter details the current methods for measuring the
mechanical properties of surfaces and highlights some
of the key experimental results that have been obtained.

The experimental technique that is highlighted in this
chapter is nanoindentation. This is for the simple reason

that it is now recognized as the preferred method for test-
ing thin film and surface mechanical properties. Despite
this recognition, there are still many pitfalls for the un-
wary researcher when performing nanoindentation tests.
The commercial instruments that are currently available
all have attractive, user-friendly software, which makes
the performance and analysis of nanoindentation tests
easy. Hidden within the software, however, are a myriad
of assumptions regarding the tests that are being per-
formed and the material that is being examined. Unless
the researcher is aware of these, there is a real danger
that the results obtained will say more about the analysis
routines than they do about the material being tested.

22.1 Instrumentation

The instruments used to examine nanomechanical prop-
erties of surfaces and thin films can be split into those
based on point probes and those complimentary methods
that can be used separately or in conjunction with point
probes. The complimentary methods include a wide va-
riety of techniques ranging from optical tests such as
micro-Raman spectroscopy to high-energy diffraction
studies using X-rays, neutrons, or electrons to mechan-
ical tests such as bulge or blister testing.

Point-probe methods have developed from two
historically different methodologies, namely, scan-
ning probe microscopy [22.1] and microindentation
[22.2]. The two converge at a length scale between
10–1,000 nm. Point-probe mechanical tests in this range
are often referred to as nanoindentation.

22.1.1 AFM and Scanning Probe Microscopy

Atomic force microscopy (AFM) and other scanning
probe microscopies are covered in detail elsewhere in
this volume, but it is worth briefly highlighting the
main features in order to demonstrate the similarities
to nanoindentation. There are now a myriad of differ-
ent variants on the basic scanning probe microscope.
All use piezoelectric stacks to move either a probe tip
or the sample with subnanometer precision in the lateral
and vertical planes. The probe itself can be as simple as
a tungsten wire electrochemically polished to give a sin-
gle atom at the tip, or as complex as an AFM tip that is
bio-active with, for instance, antigens attached. A range
of scanning probes have been developed with the inten-
tion of measuring specific physical properties such as
magnetism and heat capacity.

To measure mechanical properties with an AFM, the
standard configuration is a hard probe tip (such as sili-
con nitride or diamond) mounted on a cantilever (see
Fig. 22.1). The elastic deflection of the cantilever is
monitored either directly or via a feedback mechanism

4-quadrant
detector

Laser diode

Cantilever and tip

x
z

y

Fig. 22.1 Diagram of a commercial AFM. The AFM tip
is mounted on a compliant cantilever, and a laser light is
reflected off the back of the cantilever onto a position-
sensitive detector (4-quadrant detector). Any movements
of the cantilever beam cause a deflection of the laser light
that the detector senses. The sample is moved using piezo-
electric stack, and forces are calculated from the cantilever’s
stiffness and the measured deflection
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to measure the forces acting on the probe. In general,
the forces experienced by the probe tip split into at-
tractive or repulsive forces. As the tip approaches the
surface, it experiences intermolecular forces that are at-
tractive, although they can be repulsive under certain
circumstances [22.3]. Once in contact with the surface
the tip usually experiences a combination of attractive
intermolecular forces and repulsive elastic forces. Two
schools of thought exist regarding the attractive forces
when the tip is in contact with the surface. The first
is often referred to as the DMT or Bradley model.
It holds that attractive forces only act outside the re-
gion of contact [22.4–7]. The second theory, usually
called the JKR model, assumes that all the forces ex-
perienced by the tip, whether attractive or repulsive,
act in the region of contact [22.8]. Most real nanoscale
contacts lie somewhere between these two theoretical
extremes.

22.1.2 Nanoindentation

The fundamental difference between AFM and nanoin-
dentation is that during a nanoindentation experiment
an external load is applied to the indenter tip. This load
enables the tip to be pushed into the sample, creat-
ing a nanoscale impression on the surface, otherwise
referred to as a nanoindentation or nanoindent.

Conventional indentation or microindentation tests
involve pushing a hard tip of known geometry into the
sample surface using a fixed peak load. The area of
indentation that is created is then measured, and the
mechanical properties of the sample, in particular its
hardness, is calculated from the peak load and the in-
dentation area. Various types of indentation testing are
used in measuring hardness, including Rockwell, Vick-
ers, and Knoop tests. The geometries and definitions of
hardness used in these tests are shown by Fig. 22.2.

When indentations are performed on the nanoscale
there is a basic problem in measuring the size of
the indents. Standard optical techniques cannot eas-
ily be used to image anything smaller than a micron,
while electron microscopy is simply impractical due
to the time involved in finding and imaging small
indents. To overcome these difficulties, nanoindenta-
tion methods have been developed that continuously
record the load, displacement, time, and contact stiff-
ness throughout the indentation process. This type of
continuously recording indentation testing was origi-
nally developed in the former Soviet Union [22.9–13]
as an extension of microindentation tests. It was ap-
plied to nanoscale indentation testing in the early

Ball sizes:
1/2 ''
1/4 ''
1/8 ''

1/16 ''

a) Rockwell hardness

d1 d2

10 kgf minor load

b) Vickers hardness

d3

10 kgf minor load60 kgf, 100 kgf, 150 kgf
Major loads:

HV = Load (kgf)/Impression area (mm2)
Load (kgf)

Bottom
view

Side view

c) Knoop hardness

KHN = 14,229 × Load (gf) / Length2 (µm)

Load (kgf)

136°

Length (µm) Side views

Bottom view

130° 172° 30’

Fig. 22.2 (a) The standard Rockwell hardness test involves pushing
a ball into the sample with a minor load, recording the depth, d1, then
applying a major load and recording the depth, d2, then returning
to the lower load and recording the depth, d3. Using the depths,
the hardness is calculated. (b) Vickers hardness testing uses a four-
sided pyramid pushed into the sample with a known load. The area
of the resulting indentation is measured optically and the hardness
calculated as the load is divided by area. (c) Knoop indentation uses
the same definition of hardness as the Vickers test, load divided by
area, but the indenter geometry has one long diagonal and one short
diagonal

1980s [22.14, 15], hence, giving rise to the field of
nanoindentation testing.

In general, nanoindentation instruments include
a loading system that may be electrostatic, electro-
magnetic, or mechanical, along with a displacement
measuring system that may be capacitive or optical.
Schematics of several commercial nanoindentation in-
struments are shown in Fig. 22.3a–c.

Among the many advantages of nanoindentation
over conventional microindentation testing is the ability
to measure the elastic, as well as the plastic properties
of the test sample. The elastic modulus is obtained from
the contact stiffness (S) using the following equation that
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Loading coil

Capacitive
displacement

plates
Support
springs

Permanent
magnet

Sample

Loading coil
and magnets

Indenter shaft

“Frictionless” pivots

Diamond indenter tip

Diamond
indenter tip

Displacement
and loading
plates

Diamond indenter

Capacitive Plates

a)

b)

c)

Sample

Sample

Fig. 22.3a–c Schematics of three commercial nanoinden-
tation devices made by (a) MTS Nanoinstruments, Oak
Ridge, Tennessee, (b) Hysitron Inc., Minneapolis, Min-
nesota, (c) Micro Materials Limited, Wrexham, UK.
Instruments (a) and (c) use electromagnetic loading, while
(b) uses electrostatic loads

appears to be valid for all elastic contacts [22.16, 17]:

S = 2√
π

Er
√

A . (22.1)

A is the contact area and Er is the reduced modulus of
the tip and sample as given by:

1

Er
=
(
1−ν2

t

)
Et

+
(
1−ν2

s

)
Es

, (22.2)

where Et, νt and Es, νs are the elastic modulus and
Poissons ratio of the tip and sample, respectively.

22.1.3 Adaptations of Nanoindentation

Several adaptations to the basic nanoindentation setup
have been used to obtain additional information about
the processes that occur during nanoindentation testing,
for example, in situ measurements of acoustic emis-
sions and contact resistance. Environmental control has
also been used to examine the effects of temperature
and surface chemistry on the mechanical behavior of
nanocontacts. In general, it is fair to say that the more
information that can be obtained and the greater the
control over the experimental parameters the easier it
will be to understand the nanoindentation results. Load-
displacement curves provide a lot of information, but
they are only part of the story.

During nanoindentation testing discontinuities are
frequently seen in the load–displacement curve. These
are often called “pop-ins” or “pop-outs”, depending
on their direction. These sudden changes in the in-
denter displacement, at a constant load (see Fig. 22.4),
can be caused by a wide range of events, includ-
ing fracture, delamination, dislocation multiplication,
or nucleation and phase transformations. To help dis-
tinguish between the various sources of discontinuities,
acoustic transducers have been placed either in con-
tact with the sample or immediately behind the indenter
tip. For example, the results of nanoindentation tests
that monitor acoustic emissions have shown that the
phase transformations seen in silicon during nanoin-
dentation are not the sudden events that they would
appear to be from the load–displacement curve. There
is no acoustic emission associated with the pop-out
seen in the unloading curve of silicon [22.18]. An
acoustic emission would be expected if there were
a very rapid phase transformation causing a sudden
change in volume. Fracture and delamination of films,
however, give very strong acoustic signals [22.19],

Load

“pop-in”

“pop-out”

Displacement

Fig. 22.4 Sketch
of a load/dis-
placement curve
showing a pop-in
and a pop-out

Part
C

2
2
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanomechanical Properties of Solid Surfaces and Thin Films 22.1 Instrumentation 691

but the exact form of the signal appears to be more
closely related to the sample geometry than to the
event [22.20].

Additional information about the nature of the
deformed region under the nanoindentation can be ob-
tained by performing in situ measurements of contact
resistance. The basic setup for this type of testing is
shown in Fig. 22.5. An electrically conductive tip is
needed to study contact resistance. Consequently, a con-
ventional diamond tip is of limited use. Elastic, hard, and
metallically conductive materials such as vanadium car-
bide can be used as substitutes for diamond [22.21, 22],
or a thin conductive film (e.g., Ag) can be deposited on
the diamond’s surface (such a film is easily transferred to
the indented surface so great care must be taken if mul-
tiple indents are performed). Measurements of contact
resistance have been most useful for examining phase
transformations in semiconductors [22.21, 22] and the
dielectric breakdown of oxide films under mechanical
loading [22.23].

One factor that is all too frequently neglected during
nanoindentation testing is the effect of the experimental
environment. Two obvious ways in which the envi-
ronment can affect the results of nanoindentation tests
are increases in temperature, which give elevated creep
rates, and condensation of water vapor, which modifies
the tip-sample interactions. Both of these environmen-
tal effects have been shown to significantly affect the
measured mechanical properties and the modes of de-
formation that occur during nanoindentation [22.24–27].
Other environmental effects, for instance, those due to
photoplasticity or hydrogen ion absorption, are also
possible, but they are generally less troublesome than
temperature fluctuations and variations in atmospheric
humidity.

Small hole

Indenter shank

Tungsten wire
(Low stiffness)

Resistance meter

VC tip

Ohmic contact

Fig. 22.5 Schematic of the basic setup for making contact
resistance measurements during nanoindentation testing

22.1.4 Complimentary Techniques

Nanoindentation testing is probably the most important
technique for characterizing the mechanical properties
of thin films and surfaces, but there are many alternative
or additional techniques that can be used. One of the
most important alternative methods for measuring the
mechanical properties of thin films uses bulge or blister
testing [22.28]. Bulge tests are performed on thin films
mounted on supporting substrates. A small area of the
substrate is removed to give a window of unsupported
film. A pressure is then applied to one side of the win-
dow causing it to bulge. By measuring the height of the
bulge, the stress-strain curve and the residual stress are
obtained. The basic configuration for bulge testing is
shown in Fig. 22.6.

22.1.5 Bulge Tests

The original bulge tests used circular windows be-
cause they are easier to analyze mathematically, but
now square and rectangular windows have become com-
mon [22.29]. These geometries tend to be easier to
fabricate. Unfortunately, there are several sources of er-
rors in bulge testing that can potentially lead to large
errors in the measured mechanical properties. These er-
rors at one time led to the belief that multilayer films can
show a “super modulus” effect, where the elastic modu-
lus of the multilayer is several times that of its constituent

Michelson
interferometer

Pressure sensor

Sample geometry
(viewed from below)

Outlet
Syringe

Fig. 22.6 Schematic of the basic setup for bulge testing.
The sample is prepared so that it is a thin membrane, and
then a pressure is applied to the back of the membrane to
make it bulge upwards. The height of the bulge is measured
using an interferometer
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layers [22.30]. It is now accepted that any enhancement
to the elastic modulus in multilayer films is small, on the
order of 15% [22.31]. The main sources of error stem
from compressive stresses in the film (tensile stress is
not a problem), small variations in the dimensions of the
window, and uncertainty in the exact height of the bulge.
Despite these difficulties, one advantage of bulge test-
ing over nanoindentation testing is that the stress state
is biaxial, so that only properties in the plane of the
film are measured. In contrast, nanoindentation testing
measures a combination of in-plane and out-of-plane
properties.

22.1.6 Acoustic Methods

Acoustic and ultrasonic techniques have been used for
many years to study the elastic properties of materials.
Essentially, these techniques take advantage of the fact
that the velocity of sound in a material is dependent on
the inter-atomic or inter-molecular forces in the material.
These, of course, are directly related to the material’s
elastic constants. In fact, any nonlinearity of inter-atomic
forces enables slight variations in acoustic signals to be
used as a measure of residual stress.

An acoustic method ideally suited to studying sur-
faces is scanning acoustic microscopy (SAM) [22.32].
There are also several other techniques that have been
used to study surface films and multilayers, but we will
first consider SAM in detail. In a SAM, a lens made of
sapphire is used to bring acoustic waves to focus via
a coupling fluid on the surface. A small piezoelectric
transducer at the top of the lens generates the acous-
tic signal. The same transducer can be used to detect
the signal when the SAM is used in reflection mode.
The use of a transducer as both generator and detec-
tor, a common imaging mode, necessitates the use of
a pulsed rather than a continuous acoustic signal. Con-
tinuous waves can be used if phase changes are used
to build up the image. The transducer lens generates
two types of acoustic waves in the material: longitu-
dinal and shear. The ability of a solid to sustain both
types of wave (liquids can only sustain longitudinal
waves) gives rise to a third type of acoustic wave called
a Rayleigh, or surface, wave. These waves are generated
as a result of superposition of the shear and longitudi-
nal waves with a common phase velocity. The stresses
and displacements associated with a Rayleigh wave are
only of significance to a depth of ≈ 0.6 Rayleigh wave-
lengths below the solid surface. Hence, using SAM to
examine Rayleigh waves in a material is a true surface
characterization technique.

Using a SAM in reflection mode gives an image
where the contrast is directly related to the Rayleigh
wave velocity, which is in turn a function of the ma-
terial’s elastic constants. The resolution of the image
depends on the frequency of the transducer used, i. e.,
for a 2 GHz signal a resolution better than 1 µm is
achievable. The contrast in the image results from the
interference of two different waves in the coupling fluid.
Rayleigh waves that are excited in the surface “leak”
into the coupling fluid and interfere with the acoustic
signal that is directly reflected back from the surface.
It is usually assumed that the properties of the cou-
pling fluid are well characterized. The interference of
the two waves gives a characteristic V(z) curve, as il-
lustrated by Fig. 22.7, where z is the separation between
the lens and the surface. Analyzing the periodicity of the
V(z) curves provides information on the Rayleigh wave
velocity. As with other acoustic waves, the Rayleigh vel-
ocity is related to the elastic constants of the material.
When using the SAM for a material’s characterization,
the lens is usually held in a fixed position on the surface.
By using a lens designed specifically to give a line-
focus beam, rather than the standard spherical lens, it
is possible to use SAM to look at anisotropy in the
wave velocity [22.33] and hence in elastic properties by
producing waves with a specific direction.

One advantage of using SAM in conjunction with
nanoindentation to characterize a surface is that the
measurements obtained with the two methods have
a slightly different dependence on the test material’s
elastic properties, Es and νs (the elastic modulus and
Poisson’s ratio). As a result, it is possible to use SAM

1.0

0.8

0.6
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Signal

– 25 z/λ0– 50 0

Fig. 22.7 A typical V(z) curve obtained with a SAM when
testing fused silica
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and nanoindentation combined to find both Es and νs,
as illustrated by Fig. 22.8 [22.34]. This is not possible
when using only one of the techniques alone.

In addition to measuring surface properties, SAM
has been used to study thin films on a surface. How-
ever, the Rayleigh wave velocity can be dependent on
a complex mix of the film and substrate properties. Other
acoustic methods have been utilized to study freestand-
ing films. A freestanding film can be regarded as a plate,
and, therefore, it is possible to excite Lamb waves in
the film. Using a pulsed laser to generate the waves
and a heterodyne interferometer to detect the arrival of
the Lamb wave, it is possible to measure the flexural
modulus of the film [22.35]. This has been successfully
demonstrated for multilayer films with a total thick-
ness < 10 µm. In the plate configuration, due to the
nonlinearity of elastic properties, it is also possible to
measure stress. This has been demonstrated for horizon-
tally polarized shear waves in plates [22.36], but thin
plates require very high frequency transducers or laser
sources.

22.1.7 Imaging Methods

When measuring the mechanical properties of a surface
or thin film using nanoindentation, it is not always easy
to visualize what is happening. In many instances there
is a risk that the mechanical data can be completely mis-
interpreted if the geometry of the test is not as expected.
To expedite the correct interpretation of the mechanical
data, it is generally worthwhile to use optical, electron,
or atomic force microscopy to image the nanoinden-
tations. Obviously, optical techniques are only of use
for larger indentations, but they will often reveal the
presence of median or lateral cracks [22.37]. Electron
microscopy and AFM, however, can be used to examine
even the smallest nanoindentations. The principle prob-
lem with these microscopy techniques is the difficulty
in finding the nanoindentations. It is usually necessary
to make large, “marker” indentations in the vicinity of
the nanoindentations to be examined in order to find
them [22.38].

It is possible to see features such as extrusions with
a scanning electron microscope (SEM) [22.39], as well
as pile-up and sink-in around the nanoindents, though
AFM is generally better for this. Transmission elec-
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Fig. 22.8 Because SAM and nanoindentation have different depen-
dencies on Young’s modulus, E, and Poissons ratio, ν, it is possible
to use the two techniques in combination to find E and ν [22.34].
On the graph, the intersection of the curves gives E and ν

tron microscopy (TEM) is useful for examining what
has happened subsurface, for instance, the indentation
induced dislocations in a metal [22.40] or the phases
present under a nanoindent in silicon [22.21]. However,
with TEM there is the added difficulty of sample prepa-
ration and the associated risk of observing artifacts.
Recently, there has been considerable interest in the
use of focused ion beams to cut cross sections through
nanoindents [22.41]. When used in conjunction with
SEM or TEM this provides an excellent means to see
what has happened in the subsurface region.

One other technique that has proved to be useful
in studying nanoindents is micro-Raman spectroscopy.
This involves using a microscope to focus a laser on
the sample surface. The same microscope is also used
to collect the scattered laser light, which is then fed
into a spectroscope. The Raman peaks in the spectrum
provide information on the bonding present in a material,
while small shifts in the wave number of the peaks can be
used as a measure of strain. Micro-Raman has proven to
be particularly useful for examining the phases present
around nanoindentations in silicon [22.42].
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22.2 Data Analysis

The analysis of nanoindentation data is far from simple.
This is mostly due to the lack of effective models that are
able to combine elastic and plastic deformation under
a contact. However, provided certain precautions are
taken, the models for perfectly elastic deformation and
ideal plastic materials can be used in the analysis of
nanoindentation data. For this reason, it is worth briefly
reviewing the models for perfect contacts.

22.2.1 Elastic Contacts

The theoretical modeling of elastic contacts can be
traced back many years, at least to the late nine-
teenth century and the work of Hertz (1882) [22.43]
and Boussinesq (1885) [22.44]. These models, which
are still widely used today, consider two axisymmetric
curved surfaces in contact over an elliptical region (see
Fig. 22.9). The contact region is taken to be small in
comparison to the radius of curvature of the contacting
surfaces, which are treated as elastic half-spaces. For an
elastic sphere, radius R, in contact with a flat, elastic
half-space, the contact region will be circular and the
Hertz model gives the following relationships:

a = 3

√
3PR

4Er
, (22.3)

δ = 3

√
9P2

16RE2
r

, (22.4)

P0 = 3

√
6PE2

r

π3 R2
, (22.5)

where a is the radius of the contact region, Er is given
by (22.2), δ is the displacement of the sphere into the
surface, P is the applied load and P0 is the maximum
pressure under the contact (in this case at the center of
the contact).

The work of Hertz and Boussinesq was extended
by Love [22.45, 46] and later by Sneddon [22.47], who
simplified the analysis using Hankel transforms. Love
showed how Boussinesq’s model could be used for
a flat-ended cylinder and a conical indenter, while Sned-
don produced a generalized relationship for any rigid
axisymmetric punch pushed into an elastic half-space.
Sneddon applied his new analysis to punches of various
shapes and derived the following relationships between
the applied load, P, and displacement, δ, into the elastic
half-space for, respectively, a flat-ended cylinder, a cone

P

Side

Below
a

R

Fig. 22.9
Hertzian con-
tact of a sphere,
radius R, on
a semi-infinite,
flat surface. The
contact in this
case is a circular
region of radius a

of semi-vertical angle φ, and a parabola of revolution
where a2 = 2kδ:

P = 4µaδ

1−ν
, (22.6)

P = 4µ cot φ

π (1−ν)
δ2 , (22.7)

P = 8µ

3 (1−ν)

(
2kδ3

)1/2
, (22.8)

where µ and ν are the shear modulus and Poisson’s ratio
of the elastic half-space, respectively.

The key point to note about (22.6), (22.7), and (22.8)
is that they all have the same basic form, namely:

P = αδm , (22.9)

where α and m are constants for each geometry.
Equation (22.9) and the relationships developed by

Hertz and his successors, (22.3–22.8), form the foun-
dation for much of the current nanoindentation data
analysis routines.

22.2.2 Indentation of Ideal Plastic Materials

Plastic deformation during indentation testing is not
easy to model. However, the indentation response of
ideal plastic metals was considered by Tabor in his clas-
sic text, “The Hardness of Metals” [22.48]. An ideal
plastic material (or more accurately an ideal elastic-
plastic material) has a linear stress-strain curve until
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it reaches its elastic limit and then yields plastically at
a yield stress,Y0, that remains constant even after defor-
mation has commenced. In a 2-D problem, the yielding
occurs because the Huber-Mises [22.49] criterion has
been reached. In other words, the maximum shear stress
acting on the material is around 1.15Y0/2.

First, we consider a 2-D flat punch pushed into an
ideal plastic material. By using the method of slip lines
it is found that the mean pressure, Pm, across the end of
the punch is related to the yield stress by:

Pm = 3Y0 . (22.10)

If the Tresca criterion [22.50] is used, then Pm is
closer to 2.6Y0. In general, for both 2-D and three-
dimensional punches pushed into ideal plastic materials,
full plasticity across the entire contact region can be ex-
pected when Pm = 2.6 to 3.0Y0. However, significant
deviations from this range can be seen if, for instance,
the material undergoes work-hardening during indenta-
tion, or the material is a ceramic, or there is friction
between the indenter and the surface.

The apparently straightforward relationship between
Pm and Y0 makes the mean pressure a very useful quan-
tity to measure. In fact, Pm is very similar to the Vickers
hardness, HV, of a material:

HV = 0.927Pm . (22.11)

During nanoindentation testing it is the convention
to take the mean pressure as the nanohardness. Thus,
the “nanohardness”, H , is defined as the peak load, P,
applied during a nanoindentation divided by the pro-
jected area, A, of the nanoindentation in the plane of the
surface, hence:

H = P

A
. (22.12)

22.2.3 Adhesive Contacts

During microindentation testing and even most nanoin-
dentation testing the effects of intermolecular and
surface forces can be neglected. Very small nanoinden-
tations, however, can be influenced by the effects of
intermolecular forces between the sample and the tip.
These adhesive effects are most readily seen when test-
ing soft polymers, but there is some evidence that forces
between the tip and sample may be important in even
relatively strong materials [22.51, 52].

Contact adhesion is usually described by either the
JKR or DMT model, as discussed earlier in this chap-
ter. Both the models consider totally elastic spherical

Only compressive
elastic forces in

region of contact

Van der Waals
forces outside

region of contact

DMT

All compressive
and tensile forces act
in region of contact

No forces outside
region of contact

JKR

Fig. 22.10 The contact geometry for the DMT and JKR models for
adhesive contact. Both models are based on the Hertzian model. In
the DMT, model van der Waals forces outside the region of contact
introduce an additional load in the Hertz model. But for the JKR
model, it is assumed that tensile, as well as compressive stresses can
be sustained within the region of contact

contacts under the influence of attractive surface forces.
The JKR model considers the surface forces in terms of
the associated surface energy, whereas the DMT model
considers the effects of adding van der Waals forces to
the Hertzian contact model. The differences between the
two models are illustrated by Fig. 22.10.

For nanoindentation tests conducted in air the con-
densation of water vapor at the tip-sample interface
usually determines the size of the adhesive force acting
during unloading. The effects of water vapor on a single
nanoasperity contact have been studied using force-
controlled AFM techniques [22.53] and, more recently,
nanoindentation methods [22.26]. Unsurprisingly, it has
also been found that water vapor can affect the deforma-
tion of surfaces during nanoindentation testing [22.27].

In addition to water vapor, other surface adsorbates
can cause dramatic changes in the nanoscale mechan-
ical behavior. For instance, oxygen on a clean metal
surface can cause an increase in the apparent strength
of the metal [22.54]. These effects are likely to be
related to, firstly, changes in the surface and intermol-
ecular forces acting between the tip and the sample
and, secondly, changes in the mechanical stability of
surface nanoasperities and ledges. Adsorbates can help
stabilize atomic-scale variations in surface morphology,
thereby making defect generation at the surface more
difficult.
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22.2.4 Indenter Geometry

All of the indenter geometries considered up to this
point have been axisymmetric, largely because they are
easier to deal with theoretically. Unfortunately, fabri-
cating axisymmetric nanoindentation tips is extremely
difficult, because shaping a hard tip on the scale of a few
nanometers is virtually impossible. Despite these prob-
lems, there has been considerable effort put into the use
of spherical nanoindentation tips [22.55]. This clearly
demonstrates that the spherical geometry can be useful
at larger indentation depths.

Because of the problems associated with creating
axisymmetric nanoindentation tips, pyramidal indenter
geometries have now become standard during nanoin-
dentation testing. The most common geometries are the
three-sided Berkovich pyramid and cube-corner (see
Fig. 22.11). The Berkovich pyramid is based on the four-
sided Vickers pyramid, the opposite sides of which make
an 136◦ angle. For both the Vickers and Berkovich pyra-
mids the cross-sectional area of the pyramid’s base, A,
is related to the pyramid’s height, D, by:

A = 24.5D2 . (22.13)

The cube-corner geometry is now widely used for
making very small nanoindentations, because it is much
sharper than the Berkovich pyramid. This makes it easier
to initiate plastic deformation at very light loads, but
great care should be taken when using the cube-corner
geometry. Sharp cube-corners can wear down quickly
and become blunt, hence the cross-sectional area as
a function of depth can change over the course of sev-
eral indentations. There is also a potential problem with
the standard analysis routines [22.56], which were de-
veloped for much blunter geometries and are based on
the elastic contact models outlined earlier. The elastic
contact models all assume the displacement into the

Berkovich pyramid Corner of a cube

77.03°
65.27°

Fig. 22.11 The ideal geometry for the three-sided Berkovich
pyramid and cube corner tips

surface is small compared to the tip radius. For the
cube-corner geometry this is probably only the case for
nanoindentations that are no more than a few nanometers
deep.

22.2.5 Analyzing Load/Displacement Curves

The load/displacement curves obtained during nanoin-
dentation testing are deceptively simple. Most new-
comers to the area will see the curves as being somewhat
akin to the stress/strain curves obtained during tensile
testing. There is also a real temptation just to use the
values of hardness, H , and elastic modulus, E, obtained
from standard analysis software packages as the “true”
values. This may be the case in many instances, but
for very shallow nanoindents and tests on thin films the
geometry of the contact can differ significantly from
the geometry assumed in the analysis routines. Con-
sequently, experimentalists should think very carefully
about the test itself before concluding that the values of
H and E are correct.

The basic shape of a load/displacement curve can re-
veal a great deal about the type of material being tested.
Figure 22.12 shows some examples of ideal curves for
materials with different elastic moduli and yield stresses.
Discontinuities in the load/displacement curve can also
provide information on such processes as fracture, dis-
location nucleation, and phase transformations. Initially,

Load

Displacement

High H
High E

Load

Displacement

Low H
High E

Load

Displacement

High H
Low E

Load

Displacement

Low H
Low E

Fig. 22.12 Examples of load/displacement curves for ide-
alized materials with a range of hardness and elastic
properties
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though, we will consider ideal situations such as those
illustrated by Fig. 22.12.

The loading section of the load/displacement curve
approximates a parabola [22.60] whose width depends
on a combination of the material’s elastic and plas-
tic properties. The unloading curve, however, has been
shown to follow a more general relationship [22.56] of
the form:

P = α (δ− δi)
m , (22.14)

where δ is the total displacement and δi is the intercept
of the unloading curve with the displacement axis shown
in Fig. 22.13.

Equation (22.14) is essentially the same as (22.9)
but with the origin displaced. Since (22.9) is obtained
by considering purely elastic deformation, it follows that
the unloading curve is exhibiting purely elastic behavior.
Since the shape of the unloading curve is determined by

a)

b)

Load P

Displacement δ

δc δmaxδi

δ

P

Loading
Unloading

S

Load P

Displacement δ

δmaxδi

δ

P

Loading
Unloading S

Range of δc

Fig. 22.13a,b Analysis of the load/displacement curve
gives the contact stiffness, S, and the contact depth, δc.
These can then be used to find the hardness, H, and
elastic, or Young’s modulus, E. (a) The first method of
analysis [22.57–59] assumed the unloading curve could
be approximated by a flat punch on an elastic half-space.
(b) A more refined analysis [22.56] uses a paraboloid on an
elastic half-space

the elastic recovery of the indented region, it is not en-
tirely surprising that its shape resembles that found for
purely elastic deformation. What is fortuitous is that the
elastic analysis used for an elastic half-space seems to be
valid for a surface where there is a plastically formed in-
dentation crater present under the contact. However, the
validity of this analysis may only hold when the crater is
relatively shallow and the geometry of the surface does
not differ significantly from that of a flat, elastic half-
space. For nanoindentations with a Berkovich pyramid,
this is generally the case.

Before Oliver and Pharr [22.56] proposed their now
standard method for analyzing nanoindentation data, the
analysis had been based on the observation that the
initial part of the unloading curve is almost linear. A lin-
ear unloading curve, equivalent to m = 1 in (22.14), is
expected when a flat punch is used on an elastic half-
space. The flat punch approximation for the unloading
curve was used in [22.57–59] to analyze nanoindenta-
tion data. When Oliver and Pharr looked at a range of
materials they found m was typically larger than 1, and
that m = 1.5, or a paraboloid, was a better approxima-
tion than a flat punch. Oliver and Pharr used (22.1) and
(22.12) to obtain the values for a material’s elastic mod-
ulus and hardness. Equation (22.1) relates the contact
stiffness during the initial part of the unloading curve
(see Fig. 22.13) to the reduced elastic modulus and the
contact area at the peak load. Equation (22.12) gives the
hardness as the peak load divided by the contact area. It is
immediately obvious that the key to measuring the mech-
anical properties of a material is knowing the contact
area at the peak load. This is the single most important
factor in analyzing nanoindentation data. Most mistakes
in the analysis come from incorrect assumptions about
the contact area.

To find the contact area, a function relating the con-
tact area, Ac, to the contact depth, δc, is needed. For
a perfect Berkovich pyramid this would be the same as
(22.13). But since making a perfect nanoindenter tip is
impossible, an expanded equation is used:

Ac (δc) = 24.5δ2
c +

7∑
j=1

C j
2 j√

δc , (22.15)

where C j are calibration constants of the tip.
There is a crucial step in the analysis before Ac can

be calculated, namely, finding δc. The contact depth is
not the same as the indentation depth, because the sur-
face around the indentation will be elastically deflected
during loading, as illustrated by Fig. 22.14. Sneddon’s
analysis [22.47] provides a way to calculate the de-
flection of the surface at the edge of an axisymmetric
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Surface after removal of load

Surface under load

δmax

δs δi

δc

Fig. 22.14 Profile of surface under load and unloaded show-
ing how δc compares to δi and δmax

contact. Subtracting the deflection from the total inden-
tation depth at peak load gives the contact depth. For
a paraboloid, as used by Oliver and Pharr [22.56] in
their analysis, the elastic deflection at the edge of the
contact is given by:

δs = ε
P

S
= 0.75

P

S
, (22.16)

where S is the contact stiffness and P the peak load. The
constant ε is 0.75 for a paraboloid, but ranges between
0.72 (conic indenter) and 1 (flat punch). Figure 22.15
shows how the contact depth depends on the value of ε.
The contact depth at the peak load is, therefore:

δc = δ− δs . (22.17)

Using the load/displacement data from the unload-
ing curve and (22.1), (22.2), (22.12), (22.14–22.17), the
hardness and reduced elastic modulus for the test sam-
ple can be calculated. To find the elastic modulus of the
sample, Es, it is also necessary to know Poisson’s ra-
tio, νs, for the sample, as well as the elastic modulus, Et,
and Poisson’s ratio, νt, of the indenter tip. For diamond
these are 1,141 GPa and 0.07, respectively.

There also remains the issue of calibrating the tip
shape, or finding the values for C j in (22.15). Know-
ing the exact expansion of Ac(δc) is vital if the values
for Es and H are to be accurate. Several methods for
calibrating the tip shape have been used, including im-
aging the tip with an electron microscope, measuring

Load P

Displacement δ

S
Range
of δc

ε = 0.72ε = 1.0

Fig. 22.15 Load-
displacement
curve showing
how δc varies
with ε

the size of nanoindentations using SEM or TEM of neg-
ative replicas, and using scanning probes to examine
either the tip itself or the nanoindentations made with
the tip. There are strengths and weaknesses to each of
these methods. In general, however, the accuracy and
usefulness of the methods depends largely on how pa-
tient and rigorous the experimentalist is in performing
the calibration.

Because of the experimental difficulties and time in-
volved in calibrating the tip shape by these methods,
Oliver and Pharr [22.56] developed a method for cali-
bration based on standard specimens. With a standard
specimen that is mechanically isotropic and has a known
E and H that does not vary with indentation depth,
it should be possible to perform nanoindentations to
a range of depths, and then use the analysis routines in
reverse to deduce the tip area function, Ac(δc). In other
words, if you perform a nanoindentation test, you can
find the contact stiffness, S, at the peak load, P, and
the contact depth, δc, from the unloading curve. Then
if you know E a priori, (22.1) can be used to calcu-
late the contact area, A, and, hence, you have a value
for Ac at a depth δc. Repeating this procedure for a range
of depths will give a numerical version of the function
Ac(δc). Then, it is simply a case of fitting (22.15) to the
numerical data. If the hardness, H , is known and not
a function of depth, and the calibration specimen was
fully plastic during testing, then essentially the same
approach could be used but based on (22.12). Situa-
tions where a constant H is used to calibrate the tip are
extremely rare.

In addition to the tip shape function, the machine
compliance must be calibrated. Basic Newtonian mech-
anics tells us that for the tip to be pushed into a surface
the tip must be pushing off of another body. During
nanoindentation testing the other body is the machine
frame. As a result, during a nanoindentation test it is
not just the sample, but the machine frame that is being
loaded. Consequently, a very small elastic deformation
of the machine frame contributes to the total stiffness
obtained from the unloading curve. The machine frame
is usually very stiff, > 106 N/m, so the effect is only
important at relatively large loads.

To calibrate the machine frame stiffness or com-
pliance, large nanoindentations are made in a soft
material such as aluminum with a known, isotropic elas-
tic modulus. For very deep nanoindentations made with
a Berkovich pyramid, the contact area, Ac(δc), can be
reasonably approximated to 24.5δ2

c , thus (22.1) can be
used to find the expected contact stiffness for the ma-
terial. Any difference between the expected value of S
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and the value measured from the unloading curve will
be due to the compliance of the machine frame. Per-
forming a number of deep nanoindentations enables an
accurate value for the machine frame compliance to be
obtained.

Currently, because of its ready availability and pre-
dictable mechanical properties, the most popular cali-
bration material is fused silica (E = 72 GPa, ν = 0.17),
though aluminum is still used occasionally.

22.2.6 Modifications to the Analysis

Since the development of the analysis routines in the
early 1990s, it has become apparent that the standard
analysis of nanoindentation data is not applicable in all
situations, usually because errors occur in the calculated
contact depth or contact area. Pharr et al. [22.61–64]
have used finite element modeling (FEM) to help un-
derstand and overcome the limitations of the standard
analysis. Two important sources of errors have been
identified in this way. The first is residual stress at the
sample surface. The second is the change in the shape
of nanoindents after elastic recovery.

The effect of residual stresses at a surface on the in-
dentation properties has been the subject of debate for
many years [22.65–67]. The perceived effect was that
compressive stresses increased hardness, while tensile
stresses decreased hardness. Using FEM it is possible
to model a pointed nanoindenter being pushed into
a model material that is in residual tension or compres-
sion. An FEM model of nanoindentation into aluminum
alloy 8009 [22.61] has confirmed earlier experimental
observations [22.68] indicating that the contact area cal-
culated from the unloading curve is incorrect if there
are residual stresses. In the FEM model of an aluminum
alloy the mechanical behavior of the material is mod-
eled using a stress-strain curve, which resembles that of
an elastic-perfectly-plastic metal with a flow stress of
425.6 MPa. Yielding starts at 353.1 MPa and includes
a small amount of work hardening. The FEM model
was used to find the contact area directly and using the
simulated unloading curve in conjunction with Oliver
and Pharr’s method. The results as a function of residual
stress are illustrated in Fig. 22.16. Note that the differ-
ences between the two measured contact areas lead to
miscalculations of E and H .

Errors in the calculated contact area stem from incor-
rect assumptions about the pile-up and sink-in at the edge
of the contact, as illustrated by Fig. 22.17. The Oliver
and Pharr analysis assumes the geometry of the sample
surface is the same as that given by Sneddon [22.47] in

Contact area A

Real contact area

O & P calculated contact area

Compression
Applied stress

Tension0

Fig. 22.16 When a surface is in a state of stress there is
a significant difference between the contact area calcu-
lated using the Oliver and Pharr method and the actual
contact area [22.61]. For an aluminum alloy this can lead
to significant errors in the calculated hardness and elastic
modulus

his analytical model for the indentation of elastic sur-
faces. Clearly, for materials where there is significant
plastic deformation, it is possible that there will be large
deviations from the surface geometry found using Sned-
don’s elastic model. In reality, the error in the contact
area depends on how much the geometry of the test sam-
ple surface differs from that of the calibration material
(typically fused silica). It is possible that a test sam-
ple, even without a residual stress, will have a different
surface geometry and, hence, contact area at a given
depth, when compared to the calibration material. This
is often seen for thin films on a substrate (e.g., Tsui
et al. [22.69, 70]). Residual stresses increase the likeli-
hood that the contact area calculated using Oliver and
Pharr’s method will be incorrect.

Residual
compression

Sneddon’s
surface
profile

Residual
tension

Pile-up

Sink-in

Fig. 22.17 Pile-up and sink-in are affected by residual
stresses, and, hence, errors are introduced into standard
Oliver and Pharr analysis
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The issue of sink-in and pile-up is always a fac-
tor in nanoindentation testing. However, there is still
no effective way to deal with these phenomena other
than reverting to imaging of the indentations to iden-
tify the true contact area. Even this is difficult, as the
edge of an indentation is not easy to identify using
AFM or electron microscopy. One approach that has
been used [22.71] with some success is measuring the
ratio E2

r /H , rather than Er and H separately. Because
Er is proportional to 1/

√
A and H is proportional to

1/A, E2
r /H should be independent of A and, hence,

unaffected by pile-up or sink-in. While this does not
provide quantitative values for mechanical properties, it
does provide a way to identify any variations in mechan-
ical properties with indentation depth or between similar
samples with different residual stresses.

Another source of error in the Oliver and Pharr
analysis is due to incorrect assumptions about the
nanoindentation geometry after unloading [22.63]. Once
again, this is due to differences between the test sample
and the calibration material. The exact shape of an un-
loaded nanoindentation on a material exhibiting elastic
recovery is not simply an impression of the tip shape;
rather, there is some elastic recovery of the nanoinden-
tation sides giving them a slightly convex shape (see
Fig. 22.18). The shape actually depends on Poisson’s ra-
tio, so the standard Oliver and Pharr analysis will only
be valid for a material where ν = 0.17, the value for
fused silica, assuming it is used for the calibration.

To deal with the variations in the recovered nanoin-
dentation shape, it has been suggested [22.63] that
a modified nanoindenter geometry with a slightly con-
cave side be used in the analysis (see Fig. 22.18). This

a)

b)

Actual shape

Elastic recovery
of sides of indent Expected shape

Modified
indenter
shape

Fig. 22.18 (a) Hay et al. [22.63] found from experiments
and FEM simulations that the actual shape of an indentation
after unloading is not as expected. (b) They introduced a γ

term to correct for this effect. This assumes the indenter has
slightly concave sides

Contact area (mm2)
3 × 107

2 × 107

1 × 107

        0

Ideal Berkovich pyramid

O & P calculated area

Displacement (nm)
1,000500

γ corrected area

Fig. 22.19 For a real Berkovich tip the γ corrected
area [22.63] is less at a given depth than the area calculated
using the Oliver and Pharr method

requires a modification to (22.1):

S = γ2Er

√
A

π
, (22.18)

where γ is a correction term dependent on the tip
geometry. For a Berkovich pyramid the best value is:

γ =
π
4 +0.15483073 cot Φ

(
(1−2νs)
4(1−νs)

)
[

π
2 −0.83119312 cot Φ

(
(1−2νs)
4(1−νs)

)]2
, (22.19)

where Φ = 70.32◦. For a cube corner the correction can
be even larger and γ is given by:

γ = 1+
(

(1−2νs)

4(1−νs) tan Φ

)
, (22.20)

where Φ = 42.28◦. Figure 22.19 shows how the modi-
fied contact area varies with depth for a real diamond
Berkovich pyramid.

The validity of the γ -modified geometry is question-
able from the perspective of contact mechanics since it
relies on assuming an incorrect geometry for the nanoin-
denter tip to correct for an error in the geometry of the
nanoindentation impression. The values for E and H ob-
tained using the γ -modification are, however, good and
can be significantly different to the values obtained with
the standard Oliver and Pharr analysis.

22.2.7 Alternative Methods of Analysis

All of the preceding discussion on the analysis of nanoin-
dentation curves has focused on the unloading curve,
virtually ignoring the loading curve data. This is for the
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simple reason that the unloading curve can in many cases
be regarded as purely elastic, whereas the shape of the
loading curve is determined by a complex mix of elastic
and plastic properties.

It is clear that there is substantially more data in the
loading curve if it can be extracted. Page et al. [22.60,
72] have explored the possibility of curve fitting to the
loading data using a combination of elastic and plastic
properties. By a combination of analysis and empirical
fitting to experimental data, it was suggested that the
loading curve is of the following form:

P = E

(
ψ

√
H

E
+φ

√
E

H

)−2

δ2 , (22.21)

where ψ and φ are determined experimentally to be
0.930 and 0.194, respectively. For homogenous sam-
ples this equation gives a linear relationship between
P and δ2. Coatings, thin film systems, and samples that
strain-harden can give significant deviations from lin-
earity. Analysis of the loading curve has yet to gain
popularity as a standard method for examining nanoin-
dentation data, but it should certainly be regarded as
a prime area for further investigation.

Another alternative method of analysis is based on
the work involved in making an indentation. In essence,
the nanoindentation curve is a plot of force against dis-
tance indicating integration under the loading curve will
give the total work of indentation, or the sum of the
elastic strain energy and the plastic work of indenta-
tion. Integrating under the unloading curve should give
only the elastic strain energy. Thus, the work involved in
both elastic and plastic deformation during nanoinden-
tation can be found. Cheng and Cheng [22.73] combined
measurements of the work of indentation with a dimen-
sional analysis that deals with the effects of scaling in
a material that work-hardens to estimate H/Er. They
subsequently evaluated H and E using the Oliver and
Pharr approach to find the contact area.

22.2.8 Measuring Contact Stiffness

As discussed earlier, it is possible to add a small AC
load on top of the DC load used during nanoindenta-
tion testing, providing a way to measure the contact
stiffness throughout the entire loading and unloading
cycle [22.74, 75]. The AC load is typically at a fre-
quency of ≈ 60 Hz and creates a dynamic system, with
the sample acting as a spring with stiffness S (the con-
tact stiffness), and the nanoindentation system acting as
a series of springs and dampers. Figure 22.20 illustrates

Load P

Displacement δ

Small, sinusoidal
AC load

Fig. 22.20
A small AC load
can be added to
the DC load. This
enables the con-
tact stiffness, S,
to be calculated
throughout the
indentation cycle

how the small AC load is added to the DC load. Fig-
ure 22.21 shows how the resulting dynamic system can
be modeled. An analysis of the dynamic system gives the
following relationships for S based on the amplitude of
the AC displacement oscillation and the phase difference
between the AC load and displacement signals:∣∣∣∣ Pos

δ(ω)

∣∣∣∣=
√[(

S−1 +Cf
)−1 +Ks −mω2

]2 +ω2 D2 ,

(22.22)

tan(χ) = ωD(
S−1 +Cf

)−1 + Ks −mω2
, (22.23)

where Cf is the load frame compliance (the reciprocal of
the load frame stiffness), Ks is the stiffness of the support
springs (typically in the region of 50–100 N/m), D is
the damping coefficient, Pos is the magnitude of the load
oscillation, δ(ω) is the magnitude of the displacement
oscillation, ω is the oscillation frequency, m is the mass
of the indenter, and χ is the phase angle between the
force and the displacement.

In order to find S using either (22.22) or (22.23),
it is necessary to calibrate the dynamic response of the
system when the tip is not in contact with a sample
(S−1 = 0). This calibration combined with the standard

Ks

I/Cf S

D

m

Fig. 22.21 The dynamic model used in the analysis of the
AC response of a nanoindentation device
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DC calibrations will provide the values for all of the con-
stants in the two equations. All that needs to be measured
in order to obtain S is either δ(ω) or χ, both of which
are measured by the lock-in amplifier used to generate
the AC signal. Since the S obtained is the same as the S
in (22.1), it follows that the Oliver and Pharr analysis
can be applied to obtain Er and H throughout the entire
nanoindentation cycle.

The dynamic analysis detailed here was developed
for the MTS NanoindenterTM (Oakridge, Tennessee),
but a similar analysis has been applied to other com-
mercial instruments such as the Hysitron TriboscopeTM

(Minneapolis, Minnesota) [22.76]. For all instruments,
an AC oscillation is used in addition to the DC voltage,
and a dynamic model is used to analyze the response.

22.2.9 Measuring Viscoelasticity

Using an AC oscillation in addition to the DC load
introduces the possibility of measuring viscoelastic
properties during nanoindentation testing. This has
recently been the subject of considerable interest with re-
searchers looking at the loss modulus, storage modulus,
and loss tangent of various polymeric materials [22.25,
77]. Recording the displacement response to the AC
force oscillation enables the complex modulus (includ-
ing the loss and storage modulus) to be found. If the
modulus is complex, it is clear from (22.1) that the stiff-
ness also becomes complex. In fact, the stiffness will
have two components: S′, the component in phase with
the AC force and S′′, the component out of phase with
the AC force.

The dynamic model illustrated in Fig. 22.21 is no
longer appropriate for this situation, as the contact on

Ks

S

D

m

Ds

Fig. 22.22 The simplified dynamic model used when the
sample is viscoelastic. It is assumed that the load frame
compliance is negligible

the test sample also includes a damping term, shown
in Fig. 22.22. Equations (22.22) and (22.23) must also
be revised. Neglecting the load frame compliance, Cf,
which in most real situations is negligible, (22.22) and
(22.23) when the sample damping, Ds, is included be-
come:∣∣∣∣ Pos

δ (ω)

∣∣∣∣=
√{

S+Ks−mω2
}2+ω2 (D+Ds)

2 ,

(22.24)

tan (χ) = ω (D + Ds)

S + Ks −mω2
. (22.25)

In order to find the loss modulus and storage modu-
lus, (22.1) is used to relate S′ (storage component) and S′′
(loss component) to the complex modulus.

This method for measuring viscoelastic properties
using nanoindentation has now been proven in principal,
but has still only been applied to a very small range of
polymers and remains an area of future growth.

22.3 Modes of Deformation

As described earlier, the analysis of nanoindentation data
is based firmly on the results of elastic continuum mech-
anics. In reality, this idealized, purely elastic situation
rarely occurs. For very shallow contacts on metals with
thin surface films such as oxides, carbon layers, or or-
ganic layers [22.78,79], the contact can initially be very
similar to that modeled by Hertz and, later, Sneddon.
It is very important to realize that this in itself does
not constitute proof that the contact is purely elastic,
because in many cases a small number of defects are
present. These may be preexisting defects that move in
the strain-field generated beneath the contact. Alterna-

tively, defects can be generated either when the contact is
first made or during the initial loading [22.52,80]. When
defects such as short lengths of dislocation are present
the curves may still appear to be elastic even though in-
elastic processes like dislocation glide and cross-slip are
taking place.

22.3.1 Defect Nucleation

Nucleation of defects during nanoindentation testing has
been the subject of many experimental [22.81, 82] and
theoretical studies [22.83,84]. This is probably because
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nanoindentation is seen as a way to deform a small,
defect-free volume of material to its elastic limit and
beyond in a highly controlled geometry. There are, un-
fortunately, problems in comparing experimental results
with theoretical predictions, largely because the kinetic
processes involved in defect nucleation are difficult to
model. Simulations conducted at 0 K do not permit ki-
netic processes, and molecular dynamics simulations are
too fast (nanoseconds or picoseconds). Real nanoinden-
tation experiments take place at ≈ 293 K and last for
seconds or even minutes.

Kinetic effects appear in many forms, for instance,
during the initial contact between the indenter tip and the
surface when defects can be generated by the combined
action of the impact velocity and surface forces [22.51].
A second example of a kinetic effect occurs during hold
cycles at large loads when what appears to be an elastic
contact can suddenly exhibit a large discontinuity in
the displacement data [22.80]. Figure 22.23 shows how
these kinetic effects can affect the nanoindentation data
and the apparent yield point load.

During the initial formation of a contact, the defor-
mation of surface asperities [22.51] and ledges [22.85]
can create either point defects or short lengths of
dislocation line. During the subsequent loading, the
defects can help in the nucleation and multiplica-
tion of dislocations. The large strains present in the
region surrounding the contact, coupled with the ex-
istence of defects generated on contact, can result
in the extremely rapid multiplication of dislocations
and, hence, pronounced discontinuities in the load-
displacement curve. It is important to realize that the
discontinuities are due to the rapid multiplication of dis-
locations, which may or may not occur at the same
time that the first dislocation is nucleated. Disloca-
tions may have been present for some time with the
discontinuity only occurring when the existing defects
are configured appropriately, as a Frank-Read source,
for instance. Even under large strains, the time taken
for a dislocation source to form from preexisting de-
fects may be long. It is, therefore, not surprising that
large discontinuities can be seen during hold cycles or
unloading.

The generation of defects at the surface and the
initiation of yielding is a complex process that is ex-
tremely dependent on surface asperities and surface
forces. These, in turn, are closely related to the surface
chemistry. It is not only the magnitude of surface forces,
but also their range in comparison to the height of surface
asperities that determines whether defects are generated
on contact. Small changes in the surface chemistry or

Load (mN)
3

2

1

0

Depth (nm)
100 20 30 40

W (100)
Impact velocity
4 nm/s

Loading

Unloading

Load (mN)

Depth (nm)
100 20 30 40

W (100)
Impact velocity
20 nm/s

Loading
Unloading

Fig. 22.23a,b Load-displacement curves for W(100) showing how
changes in the impact velocity can cause a transition from perfectly
elastic behavior to yielding during unloading

the velocity of the indenter tip when it first contacts the
surface, can cause a transition from a situation in which
defects are generated on contact to one where the contact
is purely elastic [22.52].

When the generation of defects during the initial
contact is avoided and the deformed region under the
contact is truly defect free, then the yielding of the
sample should occur at the yield stress of a perfect
crystal lattice. The load at which plastic deformation
commences under these circumstances becomes very
reproducible [22.86]. Unfortunately, nanoindenter tips
on the near-atomic scale are not perfectly smooth or axi-
symmetric. As a result, accurately measuring the yield
stress is very difficult. In fact, a slight rotation in the
plane of the surface of either the sample or the tip can
give a substantial change in the observed yield point
load. Coating the surface in a cushioning self-assembled
monolayer [22.87] can alleviate some of these varia-
tions, but it also introduces a large uncertainty in the
contact area. Surface oxide layers, which may be sev-
eral nanometers thick, have also been found to enhance
the elastic behavior seen for very shallow nanoinden-
tations on metallic surfaces [22.78]. Removal of the
oxide has been shown to alleviate the initial elastic
response.

While nanoindentation testing is ideal for examining
the mechanical properties of defect-free volumes and
looking at the generation of defects in perfect crystal
lattices, it should be clear from the preceding discus-
sion that great care must be taken in examining how
the surface properties and the loading rate affect the re-
sults, particularly when comparisons are being made to
theoretical models for defect generation.
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22.3.2 Variations with Depth

Ideal elastic-plastic behavior, as described by Ta-
bor [22.48], can be seen during indentation testing,
provided the sample has been work-hardened so that
the flow stress is a constant. However, it is often the case
that the mechanical properties appear to change as the
load (or depth) is increased. This apparent change can be
a result of several processes, including work-hardening
during the test. This is a particularly important effect for
soft metals like copper. These metals usually have a high
hardness at shallow depths, but it decreases asymptot-
ically with increasing indentation depth to a hardness
value that may be less than half that observed at shallow
depths. This type of behavior is due to the increasing
density of geometrically necessary dislocations at shal-
low depths [22.88]. Hence the effects of work-hardening
are most pronounced at shallow depths. For hard mater-
ials the effect is less obvious.

Work-hardening is one of the factors that contribute
to the so-called indentation size effect (ISE), whereby
at shallow indentation depths the material appears to be
harder. The ISE has been widely observed during mi-
croindentation testing, with at least part of the effect
appearing to result from the increased difficulty in op-
tically measuring the area of an indentation when it is
small. During nanoindentation testing the ISE can also
be observed, but it is often due to the tip area function,
Ac(δc), being incorrectly calibrated. However, there are
physical reasons other than work-hardening for expect-
ing an increase in mechanical strength in small volumes.
As described in the previous section, small volumes
of crystalline materials can have either no defects or
only a small number of defects present, making plastic
yielding more difficult. Also, because of dislocation line
tension, the shear stress required to make a dislocation
bow out increases as the radius of the bow decreases.
Thus, the shear stress needed to make a dislocation bow
out in a small volume is greater than it is in a large
volume. These physical reasons for small volumes ap-
pearing stronger than large volumes are particularly
important in thin film systems, as will be discussed
later. Note, however, that these physical reasons for in-
creased hardness do not apply for an amorphous material
such as fused silica, which partially explains its value as
a calibration material.

22.3.3 Anisotropic Materials

The analysis methods detailed earlier were concerned
primarily with the interpretation of data from nanoinden-

tations in isotropic materials where the elastic modulus
is assumed to be either independent of direction or
a polycrystalline average of a material’s elastic con-
stants. Many crystalline materials exhibit considerable
anisotropy in their elastic constants, hence, these an-
alysis techniques may not always be appropriate. The
theoretical problem of a rigid indenter pressed into an
elastic, anisotropic half-space has been considered by
Vlassak and Nix [22.89]. Their aim was to identify the
feasibility of interpreting data from a depth-sensing
indentation apparatus for samples with elastic con-
stants that are anisotropic. Nanoindentation experi-
ments [22.90] have shown the validity of the elastic
analysis for crystalline zinc, copper, and beta-brass. The
observed indentation modulus for zinc, as predicted,
varied by as much as a factor of 2 between different
orientations. The variations in the observed hardness
values for the same materials were smaller, with a max-
imum variation with orientation of 20% detected in
zinc. While these variations are clearly detectable with
nanoindentation techniques, the variations are small in
comparison to the actual anisotropy of the test material’s
elastic properties. This is because the indentation modu-
lus is a weighted average of the stiffness in all directions.

At this time the effects of anisotropy on the hardness
measured using nanoindentation have not been fully ex-
plored. For materials with many active slip planes it is
likely that the small anisotropy observed by Vlassak and
Nix is correct once plastic flow has been initiated. It is
possible, however, that for defect-free crystalline speci-
mens with a limited number of active slip planes that
very shallow nanoindentations may show a much larger
anisotropy in the observed hardness and initial yield
point load.

22.3.4 Fracture and Delamination

Indentation testing has been widely used to study frac-
ture in brittle materials [22.91], but the lower loads and
smaller deformation regions of nanoindentation tests
make it harder to initiate cracks and, hence, less useful
as a way to evaluate fracture toughness. To overcome
these problems the cube corner geometry, which gener-
ates larger shear stresses than the Berkovich pyramid,
has been used with nanoindentation testing to study
fracture [22.92]. These studies have had mixed success,
because the cube corner geometry blunts very quickly
when used on hard materials. In many cases, brittle
materials are very hard.

Depth sensing indentation is better suited to study-
ing delamination of thin films. Recent work extends the
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research conducted by Marshall et al. [22.93, 94], who
examined the deformation of residually stressed films
by indentation. A schematic of their analysis is given
by Fig. 22.24. Their indentations were several microns
deep, but the basic analysis is valid for nanoindentations.
The analysis has been extended to multilayers [22.95],
which is important since it enables a quantitative assess-
ment of adhesion energy when an additional stressed
film has been deposited on top of the film and substrate
of interest. The additional film limits the plastic defor-
mation of the film of interest and also applies extra stress
that aids in the delamination. After indentation, the area
of the delaminated film is measured optically or with
an AFM to assess the extent of the delamination. This
measurement, coupled with the load-displacement data,
enables quantitative assessment of the adhesion energy
to be made for metals [22.96] and polymers [22.97].

∆R

σR

σR

∆I + ∆R

σI + σR

a)

b)

c)

d)

e)

σR

σR

Fig. 22.24a–e To model delamination Kriese et al. [22.95]
adapted the model developed by Marshall and Evans
[22.93]. The model considers a segment of removed
stressed film that is allowed to expand and then indented,
thereby expanding it further. Replacing the segment in
its original position requires an additional stress, and the
segment bulges upwards

22.3.5 Phase Transformations

The pressure applied to the surface of a material during
indentation testing can be very high. Equation (22.10) in-
dicates that the pressure during plastic yielding is about
three times the yield stress. For many materials, high
hydrostatic pressures can cause phase transformations,
and provided the transformation pressure is less than the
pressure required to cause plastic yielding, it is possible
during indentation testing to induce a phase transforma-
tion. This was first reported for silicon [22.98], but it
has also been speculated [22.99] that many other ma-
terials may show the same effects. Most studies still
focus on silicon because of its enormous technological
importance, although there is some evidence that ger-
manium also undergoes a phase transformation during
the nanoindentation testing [22.100].

Recent results [22.21, 22, 41, 101, 102] indicate that
there are actually multiple phase transformations during
the nanoindentation of silicon. TEM of nanoindenta-

a)

b)

600 nm

1 µm

Fig. 22.25a,b Bright-field and dark-field TEM of (a) small and
(b) large nanoindentations in Si. In small nanoindents the metastable
phase BC-8 is seen in the center, but for large nanoindents BC-8 is
confined to the edge of the indent, while the center is amorphous
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Fig. 22.26 Micro-Raman generally shows the BC-8 and R-8 Si
phases that are at the edge of the nanoindents, but the amorphous
phase in the center is not easy to detect, as it is often subsurface and
the Raman peak is broad
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Fig. 22.27 Nanoindentation curves for deep indents on Si show
a discontinuity during unloading and simultaneously a large drop
in contact resistance

tions in diamond cubic silicon have shown the presence
of amorphous-Si and the body-centered cubic BC-8
phase (see Fig. 22.25). Micro-Raman spectroscopy has
indicated the presence of a further phase, the rhomb-
hedral R-8 (see Fig. 22.26). For many nanoindentations
on silicon there is a characteristic discontinuity in the
unloading curve (see Fig. 22.27), which seems to cor-
relate with a phase transformation. The exact sequence
in which the phases form is still highly controversial
with some [22.42], suggesting that the sequence during
loading and unloading is:

Increasing load →
Diamond cubic Si → β-Sn Si

← Decreasing load
BC-8 Si and R-8 Si ← β-Sn Si

Other groups [22.21,22] suggest that the above sequence
is only valid for shallow nanoindentations that do not
exhibit an unloading discontinuity. For large nanoin-
dentations that show an unloading discontinuity, they
suggest the sequence will be:

Increasing load →
Diamond cubic Si → β-Sn Si

← Decreasing load
α-Si ← BC-8 Si and R-8 Si ← β-Sn Si

The disagreement is over the origin of the unload-
ing discontinuity. Mann et al. [22.21] suggest it is due
to the formation of amorphous silicon, while Gogotsi
et al. [22.42] believe it is the β-Sn Si to BC-8 or R-8
transformation. Mann et al. argue that the high contact
resistance before the discontinuity and the low contact
resistance afterwards rule out the discontinuity being
the metallic β-Sn Si transforming to the more resistive
BC-8 or R-8. The counterargument is that amorphous Si
is only seen with micro-Raman spectroscopy when the
unloading is very rapid or there is a large nanoindenta-
tion with no unloading discontinuity. The importance of
unloading rate and cracking in determining the phases
present are further complications. The controversy will
remain until in situ characterization of the phases present
is undertaken.
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22.4 Thin Films and Multilayers

In almost all real applications, surfaces are coated with
thin films. These may be intentionally added such as
hard carbide coatings on a tool bit, or they may sim-
ply be native films such as an oxide layer. It is also
likely that there will be adsorbed films of water and
organic contaminants that can range from a single mol-
ecule in thickness up to several nanometers. All of these
films, whether native or intentionally placed on the sur-
face, will affect the surface’s mechanical behavior on the
nanoscale. Adsorbates can have a significant impact on
the surface forces [22.3] and, hence, the geometry and
stability of asperity contacts. Oxide films can have dra-
matically different mechanical properties to the bulk and
will also modify the surface forces. Some of the effects
of native films have been detailed in the earlier sections
on dislocation nucleation and adhesive contacts.

The importance of thin films in enhancing the
mechanical behavior of surfaces is illustrated by
the abundance of publications on thin film me-
chanical properties (see for instance Nix [22.88] or
Cammarata [22.31] or Was and Foecke [22.103]). In
the following sections, the mechanical properties of
films intentionally deposited on the surface will be
discussed.

22.4.1 Thin Films

Measuring the mechanical properties of a single thin
surface film has always been difficult. Any measure-
ment performed on the whole sample will inevitably be
dominated by the bulk substrate. Nanoindentation, since
it looks at the mechanical properties of a very small re-
gion close to the surface, offers a possible solution to the
problem of measuring thin film mechanical properties.
However, there are certain inherent problems in using
nanoindentation testing to examine the properties of thin
films. The problems stem in part from the presence of
an interface between the film and substrate. The qual-
ity of the interface can be affected by many variables,
resulting in a range of effects on the apparent elastic
and plastic properties of the film. In particular, when
the deformation region around the indent approaches
the interface, the indentation curve may exhibit features
due to the thin film, the bulk, the interface, or a com-
bination of all three. As a direct consequence of these
complications, models for thin-film behavior must at-
tempt to take into account not only the properties of
the film and substrate, but also the interface between
them.

If, initially, the effect of the interface is neglected, it
is possible to divide thin-coated systems into a number of
categories that depend on the values of E (elastic modu-
lus) and Y (the yield stress) of the film and substrate.
These categories are typically [22.104, 105]:

1. coatings with high E and high Y , substrates with
high E and high Y ;

2. coatings with high E and high Y , substrates with
high or low E and low Y ;

3. coatings with high or low E and low Y , substrates
with high E and high Y ;

4. coatings with high or low E and low Y , substrates
with high or low E and low Y .

The reasons for splitting thin film systems into these
different categories have been amply demonstrated ex-
perimentally by Whitehead and Page [22.104, 105] and
theoretically by Fabes et al. [22.106]. Essentially, hard,
elastic materials (high E and Y ) will possess smaller
plastic zones than soft, inelastic (low E and Y ) mater-
ials. Thus, when different combinations of materials are
used as film and substrate, the overall plastic zone will
differ significantly. In some cases, the plasticity is con-
fined to the film, and in other cases, it is in both the film
and substrate, as shown by Fig. 22.28. If the standard
nanoindentation analysis routines are to be used, it is es-
sential that the plastic zone and the elastic strain field are

a)

b)

c)

d)

Fig. 22.28a–d Variations in the plastic zone for indents on films and
substrates of different properties. (a) Film and substrate have high
E and Y , (b) film has a high E and Y , substrate has a high or low E
and low Y , (c) film has a high or low E and a low Y , and substrate
has a high E and Y , (d) film has a high or low E and a low Y , and
substrate has a high or low E and a low Y
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both confined to the film and do not reach the substrate.
Clearly, this is difficult to achieve unless extremely shal-
low nanoindentations are used. There is an often quoted
10% rule, that says nanoindents in a film must have
a depth of less than 10% of the film’s thickness if only
the film properties are to be measured. This has no real
validity [22.107]. There are film/substrate combinations
for which 10% is very conservative, while for other com-
binations even 5% may be too deep. The effect of the
substrate for different combinations of film and substrate
properties has been studied using FEM [22.108], which
has shown that the maximum nanoindentation depth to
measure film only properties decreases in moving from
soft on hard to hard on soft combinations. For a very soft
film on a hard substrate, nanoindentations of 50% of the
film thickness are alright, but this drops to < 10% for
a hard film on a soft substrate. For a very strong film on
a soft substrate, the surface film behaves like an elastic
membrane or a bending plate.

Theoretical analysis of thin-film mechanical behav-
ior is difficult. One theoretical approach that has been
adopted uses the volumes of plastically deformed ma-
terial in the film and substrate to predict the overall
hardness of the system. However, it should be noted
that this method is only really appropriate for soft coat-
ings and indentation depths below the thickness of the
coating (see cases c and d of Fig. 22.28), otherwise the
behavior will be closer to that detailed later and shown
by Fig. 22.29.

The technique of combining the mechanical prop-
erties of the film and substrate to evaluate the overall
hardness of the system is generally referred to as
the rule of mixtures. It stems from work by Burnett
et al. [22.109–111] and Sargent [22.112], who derived
a weighted average to relate the “composite” hard-
ness (H) to the volumes of plastically deformed material
in the film (Vf) and substrate (Vs) and their respective

a) b)

Fig. 22.29a,b Two different modes of deformation during nanoin-
dentation of films. In (a) materials move upwards and outwards,
while in (b) the film acts like a membrane and the substrate deforms

values of hardness, Hf and Hs. Thus,

H = HfVf + HsVs

Vtotal
, (22.26)

where Vtotal is Vf + Vs.
Equation (22.26) was further developed by Burnett

and Page [22.109] to take into account the indenta-
tion size effect. They replaced Hs with Kδn−2

c , where
K and n are experimentally determined constants de-
pendent on the indenter and sample, and δc is the contact
depth. This expression is derived directly from Meyer’s
law for spherical indentations, which gives the relation-
ship P = Kdn between load, P, and the indentation
dimension, d. Burnett and Page also employed a further
refinement to enable the theory to fit experimental re-
sults from a specific sample, ion-implanted silicon. This
particular modification essentially took into account the
different sizes of the plastic zones in the two materials
by multiplying Hs by a dimensionless factor (Vs/Vtotal).
While this seems to be a sensible approach, it is mostly
empirical, and the physical justification for using this
particular factor is not entirely clear. Later, Burnett and
Rickerby [22.110,111] took this idea further and tried to
generalize the equations to take into account all of the
possible scenarios. Thus, the following equations were
suggested:

H = Hf
(
Ω3
)

Vf + HsVs

Vtotal
, (22.27)

H = HfVf + Hs
(
Ω3
)

Vs

Vtotal
. (22.28)

The first of these, (22.27), deals with the case of
a soft film on a hard substrate, and the second, (22.28),
with a hard film on a soft substrate. The Ω term ex-
presses the variation of the total plastic zone from the
ideal hemispherical shape. This was taken still further
by Bull and Rickerby [22.113], who derived an approxi-
mation for Ω based on the film and substrate zone radii
being related to their respective hardness and elastic
modulii [22.114, 115]. Hence:

Ω = (Ef Hs/Es Hf)
l , (22.29)

where l is determined empirically. Ef and Hf and
Es and Hs are the elastic modulus and hardness of the
film and substrate, respectively.

Experimental data [22.116] indicate that the effect
of the substrate on the elastic modulus of the film can
be quite different than the effect on hardness, due to
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the zones of the elastic and plastic strain fields being
different sizes.

Chechechin et al. [22.117] have recently studied the
behavior of Al2O3 films of various thicknesses on dif-
ferent substrates. Their results indicate that many of
the models correctly predict the transition between the
properties of the film and those of the substrate, but
do not always fit the observed hardness against depth
curves. This group have also studied the pop-in be-
havior of Al2O3 films [22.118] and have attempted to
model the range of loads and depths at which they oc-
cur via a Weibull-type distribution, as utilized in fracture
analysis.

A point raised by Burnett and Rickerby should be
emphasized. They state that there are two very distinct
modes of deformation during nanoindentation testing.
The first, referred to as Tabor’s [22.48] model for low
Y/E materials, involves the buildup of material at the
side of the indenter through movement of material at
slip lines. The second, for materials with large Y/E does
not result in surface pile-up. The displaced material is
then accommodated by radial displacements [22.115].
The point is that a thin, strong, and well-bonded surface
film can cause a substrate that would normally deform
by Tabor’s method to behave more like a material with
high Y/E (see Fig. 22.29). It should be noted that this
only applies as long as the film does not fail.

In recent theoretical and experimental studies the
importance of material pile-up and sink-in has been
investigated extensively. As discussed in an earlier sec-
tion, pile-up can be increased by residual compressive
stresses, but even in the absence of residual stresses
pile-up can introduce a significant error in the calcu-
lated contact area. This is most pronounced in materials
that do not work-harden [22.62]. For these materials
using the Oliver and Pharr method fails to account for
the pile-up and results in a large error in the values for
E and H . For thin films Tsui et al. have used a fo-
cused ion beam to section through Knoop indentations
in both soft films on hard substrates [22.69] and hard
films on soft substrates [22.70]. The soft films, as ex-
pected, exhibit pile-up, while the hard film acts more
like a membrane and the indentation exhibits sink-in
with most of the plasticity in the substrate. Thus, there
are three clearly identifiable factors affecting the pile-up
and sink-in around nanoindents during testing of thin
films:

1. Residual stresses
2. Degree of work-hardening
3. Ratio of film and substrate mechanical properties.

The bonding or adhesion between the film and sub-
strate could also be added to this list. And it should not
be forgotten that the depth of the nanoindentation rela-
tive to the film thickness also affects pile-up. For a very
deep nanoindentation into a thin, soft film on a hard sub-
strate pile-up is reduced, due to the combined constraints
on the film of the tip and substrate [22.119]. Due to all
of these complications, using nanoindentation to study
thin film mechanical properties is fraught with danger.
Many unprepared researchers have misguidedly taken
the values of E and H obtained during nanoindentation
testing to be absolute values only to find out later that
the values contain significant errors.

Many of the problems associated with nanoinden-
tation testing are related to incorrectly calculating the
contact area, A. The Joslin and Oliver method [22.71]
is one way that A can be removed from the calculations.
This approach has been used with some success to look
at strained epitaxial II/VI semiconductor films [22.120],
but there is evidence that the lattice mismatch in these
films can cause dramatic changes in the mechanical
properties of the films [22.121]. This may be due
to image forces and the film/substrate interface act-
ing as a barrier to dislocation motion. Recently, it has
been shown that using films and substrates with known
matching elastic moduli, it is possible to use the as-
sumption of constant elastic modulus with depth to
evaluate H [22.122]. In effect, this is using (22.1) to
evaluate A from the contact stiffness data, and then sub-
stituting the value for A into (22.12). The value of E
is measured independently, for instance, using acoustic
techniques.

22.4.2 Multilayers

Multilayered materials with individual layers that are
a micron or less in thickness, sometimes referred to as
superlattices, can exhibit substantial enhancements in
hardness or strength. This should be distinguished from
the super modulus effect discussed earlier, which has
been shown to be largely an artifact. The enhancements
in hardness can be as much as 100% when compared
to the value expected from the rule of mixtures, which
is essentially a weighted average of the hardness for
the constituents of the two layers [22.123]. Table 22.1
shows how the properties of isostructural multilayers
can show a substantial increase in hardness over that
for fully interdiffused layers. The table also shows how
there can be a substantial enhancement in hardness for
non-isostructural multilayers compared to the values for
the same materials when they are homogeneous.
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Table 22.1 Results for some experimental studies of multilayer hardness

Study Multilayer Maximum hardness Reference Range of hardness
and multilayer hardness value values for
repeat length multilayers

Isostructural Cu/Ni 524 284 295–524
Knoop hardness [22.124] at 11.6 nm (interdiffused)

Non-isostructural Mo/NbN 33 GPa NbN – 17 GPa 12–33 GPa
Nanoindentation at 2 nm Mo – 2.7 GPa
[22.125] Wo – 7 GPa

W/NbN 29 GPa (individual layer 23–29 GPa
at 3 nm materials)

There are many factors that contribute to enhanced
hardness in multilayers. These can be summarized
as [22.103]:

1. Hall-Petch behavior
2. Orowan strengthening
3. Image effects
4. Coherency and thermal stresses
5. Composition modulation

Hall-Petch behavior is related to dislocations piling-
up at grain boundaries. (Note that pile-up is used to
describe two distinct effects: One is material building
up at the side of an indentation, the other is an accumu-
lation of dislocations on a slip-plane.) The dislocation
pile-up at grain boundaries impedes the motion of dis-
locations. For materials with a fine grain structure there
are many grain boundaries, and, hence, dislocations find
it hard to move. In polycrystalline multilayers, it is of-
ten the case that the size of the grains within a layer
scales with the layer thickness so that reducing the layer
thickness reduces the grain size. Thus, the Hall-Petch
relationship (below) should be applicable to polycrys-
talline multilayer films with the grain size, dg, replaced
by the layer thickness.

Y = Y0 + kHP d−0.5
g , (22.30)

where Y is the enhanced yield stress, Y0 is the yield
stress for a single crystal, and kHP is a constant.

There is an ongoing argument about whether Hall-
Petch behavior really takes place in nanostructured
multilayers. The basic model assumes many disloca-
tions are present in the pile-up, but such large dislocation
pile-ups are not seen in small grains [22.126] and are
unlikely to be present in multilayers. As a direct conse-
quence, studies have found a range of values, between

0 and −1, for the exponent in (22.30), rather than the
−0.5 predicted for Hall-Petch behavior.

Orowan strengthening is due to dislocations in
layered materials being effectively pinned at the inter-
faces. As a result, the dislocations are forced to bow out
along the layers. In narrow films, dislocations are pinned
at both the top and bottom interfaces of a layer and bow
out parallel to the plane of the interface [22.127, 128].
Forcing a dislocation to bow out in a layered material
requires an increase in the applied shear stress beyond
that required to bow out a dislocation in a homogeneous
sample. This additional shear stress would be expected
to increase as the film thickness is reduced.

Image effects were suggested by Koehler [22.129]
as a possible source of enhanced yield stress in mul-
tilayered materials. If two metals, A and B, are used
to make a laminate and one of them, A, has a high
dislocation line energy, but the other, B, has a low dis-
location line energy, then there will be an increased
resistance to dislocation motion due to image forces.
However, if the individual layers are thick enough that
there may be a dislocation source present within the
layer, then dislocations could pile-up at the interface.
This will create a local stress concentration point and
the enhancement to the strength will be very limited. If
the layers are thin enough that there will be no disloca-
tion source present, the enhanced mechanical strength
may be substantial. In Koehler’s model only nearest
neighbor layers were taken to contribute to the image
forces. However, this was extended to include more
layers [22.130] without substantial changes in the re-
sults. The consequence on image effects of reducing the
thickness of the individual layers in a multilayer is that
it prevents dislocation sources from being active within
the layer.
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For many multilayer systems there is an increase in
strength as the bilayer repeat length is reduced, but there
is often a critical repeat length (e.g., 3 nm for the W/NbN
multilayer of Table 22.1) below which the strength falls.
One explanation for the fall in strength involves the ef-
fects of coherency and thermal stresses on dislocation
energy. Unlike image effects where the energy of dis-
locations are a maximum or minimum in the center of
layers, the energy maxima and minima are at the inter-
faces for coherency stresses. Combining the effects of
varying moduli and coherency stresses shows that the
dependence of strength on layer thickness has a peak
near the repeat period where coherency strains begin
decreasing [22.131].

Another source of deviations in behavior at very
small repeat periods is the imperfect nature of inter-
faces. With the exception of atomically perfect epitaxial
films, interfaces are generally not atomically flat and

there is some interdiffusion. For the Cu/Ni film of
Table 22.1, the effects of interdiffusion on hardness
were examined [22.124] by annealing the multilayers.
The results were in agreement with a model by
Krzanowski [22.132] that predicted the variations in
hardness would be proportional to the amplitude of the
composition modulation.

It is interesting to note that the explanations for
enhanced mechanical properties in multilayered ma-
terials are all based on dislocation mechanisms. So it
would seem natural to assume that multilayered ma-
terials that do not contain dislocations will show no
enhanced hardness over their rule of mixtures values.
This has been verified by studies on amorphous metal
multilayers [22.133], which shows that the hardness of
the multilayers, firstly, lies between that of the two indi-
vidual materials and, secondly, has almost no variation
with repeat period.

22.5 Developing Areas

Over the past 20 to 30 years, the driving force for study-
ing nanomechanical behavior of surfaces and thin films
has been largely, though not exclusively, the microelec-
tronics industry. The importance of electronics to the
modern world is only likely to grow in the foreseeable
future, but other technological areas may overtake mi-
croelectronics as the driving force for research, including
the broad fields of biomaterials and nanotechnology. In
several places in this chapter, a number of developing
areas have been mentioned. These include nanoscale
measurements of viscoelasticity and the study of envi-
ronmental effects (temperature and surface chemistry)
on nanomechanical properties. Both of these topics will
be vital in the study of biological systems and, as a re-
sult, will be increasingly important from a research point
of view.

We still have a relatively rudimentary understanding
of the nanomechanics of complex biological systems
such as bone cells (osteoblasts and osteoclasts) and skin
cells (fibroblasts), or even, for that matter, simpler bio-
logical structures such as dental enamel. For example,
Fig. 22.30 shows how the mechanical properties of den-
tal enamel can vary within a single tooth [22.134]. But
this is still a relatively large-scale measure of mechanical
behavior. The prismatic structure of enamel means that
there are variations in mechanical properties on a range
of scales from millimeters down to nanometers.

In terms of data analysis, there remains much to be
done. If an analysis method can be developed that deals

with the problems of pile-up and sink-in, the utility of
nanoindentation testing will be greatly enhanced.
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Fig. 22.30 Variations in E and H across human dental enamel. The
sample is an upper 2nd molar cut in cross section from the lingual to
the buccal side. Nanoindentations are performed across the surface
to examine how the mechanical properties vary
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Atomistic Com23. Atomistic Computer Simulations of Nanotribology

Molecular dynamics (MD) and related simulation
techniques are powerful tools for improving our
understanding of nanotribology. In simulations,
materials properties and boundary conditions can
be varied at will, and the resulting changes in
both macroscopic variables and the dynamics of
individual atoms can be observed. This allows
one to study systematically the effects of many
different factors on friction and wear at the
nano-scale. Some examples that are considered
in this chapter are (i) the symmetry of contacting
surfaces (disordered vs. crystalline and with or
without common periods), (ii) surface elasticity,
(iii) surface curvature or topology, (iv) interfacial
adhesion, and (v) lubricant and/or contaminant
molecules present at the interface. Results from
simulations and experiments on isolated nano-
scale contacts often contradict our experience from
macroscopic systems. Kinetic friction coefficients
can be orders of magnitude smaller than those
observed in macroscopic experiments. Detailed
calculations even suggest that there should be
no static friction between most pairs of clean,
chemically passivated surfaces unless the load is
large enough to produce wear. Simulations that
test a series of possible mechanisms for static
friction are described. Geometrical interlocking can
produce static friction in contacts containing only
a few atoms, such as an atomic force microscope
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tip. Larger contacts only exhibit static friction
when there is wear, or when the surfaces are
separated by a glassy contaminant layer that locks
them together. Most surfaces are coated by such
films and they are shown to yield friction forces
that agree with both nanoscale and macroscopic
experiments.

One of the main barriers to the design of nanode-
vices with moving parts is our limited understanding
of nanotribology; friction, lubrication and wear at the
nanometer scale. New experimental methods such as the
atomic force microscope (AFM) [23.1,2], quartz-crystal
microbalance (QCM) [23.3], and surface forces appa-
ratus (SFA) [23.4, 5] have revolutionalized our ability
to measure friction in systems with atomic scale di-
mensions. However, the results are often qualitatively
different than in macroscopic systems. For example,
solids may slide more easily than fluids [23.3, 6] and
fluids may behave like solids [23.4, 7]. These results
have also revealed that there are gaps in our under-

standing of the molecular underpinnings of macroscopic
tribology. There is a growing recognition that the be-
havior of nanometer-thick interfacial layers is crucial to
tribology in systems of all scales, which has led to a fruit-
ful convergence of researchers from many disciplines.

Understanding friction is an interesting and chal-
lenging scientific task, owing to the many factors that
come into play: elastic and plastic properties of the two
solids in relative sliding motion, surface roughness in
multi-asperity contacts and tip geometry in single asper-
ity contacts, geometric correlation between the solids in
a microcontact, the amount of lubricant between the two
solids, the physical nature of the lubricants, chemical
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properties and reactions, adhesion, thermal fluctuations
and aging, heat conductivity, etc.

Computer simulations have played an increasingly
important role in improving our understanding of tri-
bological phenomena. Unlike experiments, they allow
us to perfectly control the geometry, the chemical com-
position, the sliding conditions, etc. and thus make it
possible to explore the effect of each variable on friction,
lubrication, and wear. Moreover, theorists have no other
general approach to analyze processes like friction and
wear. There is no known principle like minimization of
free energy that determines the steady state of nonequi-
librium systems. Even if there were, simulations would
be needed to address the complex systems of interest,
just as in many equilibrium problems.

Two different types of friction are commonly de-
fined. Static friction, Fs, is the lateral force that must
be applied to initiate sliding of one object over an-
other, while kinetic friction, Fk, is the lateral force that
must be applied to maintain sliding. At the macroscopic
scale both forces usually obey Amontons’s laws, which
state that friction is proportional to the load pushing the
surfaces together and is independent of area. However,
there are obvious exceptions, such as tape, where friction
occurs at zero load.

Despite significant experimental, theoretical, and
computational efforts, no consensus has yet been
reached on the relevant atomistic origins of friction
between two solid bodies. Strictly speaking, static fric-

tion is not a force but a threshold. Its presence implies
that the objects have locked together into a local en-
ergy minimum that must be overcome by the external
force. This threshold force is observed between all the
objects around us, yet its molecular origins have re-
mained baffling. How does almost every pair of surfaces
manage to lock together, and why does the friction usu-
ally obey Amontons’s laws? Why does Fk not vanish
linearly at small sliding velocities as it would if sliding
occurred adiabatically? Different mechanisms have been
suggested, such as geometric interlocking, elastic insta-
bilities, interlocking mediated by so-called third bodies,
plastic deformation, and crack propagation, to name
a few. All these mechanisms may well be applicable,
although each one under different circumstances.

In the following, we present a selected overview of
the major results from the growing simulation litera-
ture. The emphasis is on providing a coherent picture
of the key issues in the field, rather than a histor-
ical or a complete review. A much more detailed
review of tribological computer simulations, including
the sliding of adsorbed layers on surfaces, stick-slip
motion, tribochemistry, cutting, high-velocity friction
between metals, etc. has been given recently by Robbins
et al. [23.8], and a review of the theoretical foundations
of nanotribological issues is given in Müser et al. [23.9].
Reviews emphasizing the importance of surface chem-
istry and the role of self-assembled monolayers have
been provided by Harrison et al. [23.10, 11].

23.1 Molecular Dynamics

The simulations described in this chapter all use an
approach called classical molecular dynamics (MD),
which is described extensively in a number of review
articles and books [23.12, 13]. The basic outline of the
method is straightforward. One begins by defining the
interaction potentials. These produce forces on the in-
dividual particles whose dynamics will be followed,
typically atoms or molecules. Next, the geometry and
boundary conditions are specified, and initial coordi-
nates and velocities are given to each particle. Then, the
equations of motion for the particles are integrated nu-
merically, stepping forward in time by discrete steps of
size ∆t. Quantities such as forces, velocities, work, heat
flow, and correlation functions are calculated as a func-
tion of time to determine their steady-state values and
dynamic fluctuations. The relation between changes in
these quantities and the motion of individual molecules
is also explored.

When designing a simulation, care must be taken
to choose interaction potentials and ensembles that cap-
ture the essential physics that is to be addressed. The
potentials may be as simple as ideal spring constants
for studies of general phenomena, or as complex as
electronic density-functional calculations in quantitative
simulations. The ensemble can also be tailored to the
problem of interest. Solving Newton’s equations yields
a constant energy and volume, or microcanonical, en-
semble. By adding terms in the equation of motion that
simulate heat baths or pistons, simulations can be done
at constant temperature, pressure, lateral force, or veloc-
ity. Constant chemical potential can also be maintained
by adding or removing particles using Monte Carlo
methods or explicit particle baths.

The amount of computational effort typically grows
linearly with both the number of particles, N , and the
number of time-steps, M. The prefactor increases rapidly
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with the complexity of the interactions, and substantial
ingenuity is required to achieve linear scaling with N
for long-range interactions or density-functional ap-
proaches. Complex interactions also lead to a wide range
of characteristic frequencies such as fast bond-stretching
and slow bond-bending modes. Unfortunately, the time
step ∆t must be small compared to the period of the
slowest mode (� 5%). This means that many time steps
are needed before one obtains information about the
slow modes.

The maximum feasible simulation size has increased
continuously with advances in computer technology, but
remains relatively limited. The product of N times M in
the largest simulations described below is about 1012.
A cubic region of 106 atoms would have a side of about
50 nm. Such linear dimensions allow reasonable mod-
els of an atomic force microscope tip, the boundary
lubricant in a surface force apparatus, or an individual
asperity contact on a rough surface. However, 106 time
steps is only about 10 ns, which is much shorter than ex-
perimental measurement times. This requires intelligent
choices in the problems that are attacked and how results
are extrapolated to experiments. It also limits sliding ve-
locities to relatively high values, typically meters per
second or above.

A number of efforts are underway to increase the ac-
cessible time scale, but the problem remains unsolved.
Current algorithms attempt to follow the deterministic
equations of motion, usually with the Verlet or predictor-
corrector algorithms [23.12]. One alternative approach
is to make stochastic steps. This would be a nonequi-
librium generalization of the Monte Carlo approach
that is commonly used in equilibrium systems. The
difficulty is that there is no general principle for deter-
mining the appropriate probability distribution of steps
in a nonequilibrium system.

In the following subsection, we describe some of
the potentials that are commonly used and the situations
where they are appropriate. The next two subsections
describe methods for maintaining constant temperature
and constant load. The section concludes with discus-
sions of the challenges associated with the wide range
of relevant time and length scales, and common pitfalls
in simulations.

23.1.1 Model Potentials

A wide range of potentials has been employed in studies
of tribology. Many of the studies described in the next
section use simple ideal springs and sine-wave poten-
tials. The Lennard-Jones potential gives a more realistic

representation of typical interatomic interactions and is
also commonly used in studies of general behavior. In
order to model specific materials, more detail must be
built into the potential. Simulations of metals frequently
use the embedded atom method, while studies of hy-
drocarbons use potentials that include bond-stretching,
bending, torsional forces, and even chemical reactivity.
In this section, we give a brief definition of the most com-
monly used models. The reader may consult the original
literature for more detail.

The Lennard-Jones (LJ) potential is a two-body po-
tential that is commonly used for interactions between
atoms or molecules with closed electron shells. It is ap-
plied not only to the interaction between noble gases,
but also to the interaction between different segments
on polymers. In the latter case, one LJ particle may re-
flect a single atom on the chain (explicit atom model),
a CH2 segment (united atom model), or even a Kuhn’s
segment consisting of several CH2 units (coarse-grained
model). United atom models [23.14] have been shown
by Paul et al. [23.15] to successfully reproduce explicit
atom results for polymer melts. Significant progress has
been made recently to map back from the coarse-grained
models to more detailed models [23.16, 17].

The 12-6 LJ potential has the form

U(rij) = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6
]

, (23.1)

where rij is the distance between particles i and j, ε is
the LJ interaction energy, and σ is the LJ diameter. The
exponents 12 and 6 used above are very common, but
other values may be chosen depending on the system of
interest. Many of the simulation results discussed in sub-
sequent sections are expressed in units derived from ε, σ ,
and a characteristic mass of the particles. For example,
the standard LJ time unit is defined as tLJ =√

mσ2/ε

and would typically correspond to a few picoseconds.
A convenient time step is ∆t = 0.005tLJ for a LJ liquid
or solid at external pressures and temperatures that are
not too large.

Most realistic atomic potentials cannot be expressed
as two-body potentials. For example, bond angle poten-
tials in a polymer are effectively three-body interactions
and torsional potentials correspond to four-body interac-
tions. Classical models of these interactions [23.18, 19]
assume that a polymer is chemically inert and inter-
actions between different molecules are modeled by
two-body potentials. In the most sophisticated models,
bond-stretching, bending, and torsional energies depend
on the position of neighboring molecules and bonds
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are allowed to rearrange [23.20, 21]. Such generalized
model potentials are needed to model friction-induced
chemical interactions.

For the interaction between metals, a different ap-
proach has proven fruitful. The embedded atom method
(EAM) developed by Daw et al. [23.22] includes a con-
tribution in the potential energy associated with the cost
of “embedding” an atom in the local electron density ρi
produced by surrounding atoms. The total potential
energy U is approximated by

U =
∑

i

F̃i(ρi)+
∑

i

∑
j<i

φij(rij) , (23.2)

where F̃i is the embedding energy, whose functional
form depends on the particular metal. The pair poten-
tial φij(rij) is a doubly screened short-range potential
reflecting core-core repulsion. The computational cost of
the EAM is not substantially greater than pair potential
calculations, because the density ρi is approximated by
a sum of independent atomic densities. When compared
to simple two-body potentials such as Lennard–Jones or
Morse potentials, the EAM has been particularly suc-
cessful in reproducing experimental vacancy formation
energies and surface energies, even though the potential
parameters were only adjusted to reproduce bulk prop-
erties. This feature makes the EAM an important tool
in tribological applications, where surfaces and defects
play a major role.

23.1.2 Maintaining Constant Temperature

An important issue for tribological simulations is tem-
perature regulation. The work done when two walls
slide past each other is ultimately converted into random
thermal motion. The temperature of the system would
increase indefinitely if there was no way for this heat to
flow out of the system. In an experiment, heat flows away
from the sliding interface into the surrounding solid. In
simulations, the effect of the surrounding solid must be
mimicked by coupling the particles to a heat bath.

Techniques for maintaining constant temperature T
in equilibrium systems are well developed. Equiparti-
tion guarantees that the average kinetic energy of each
particle along each Cartesian coordinate is kBT/2, where
kB is Boltzmann’s constant. To thermostat the system,
the equations of motion are modified, so that the aver-
age kinetic energy stays at this equilibrium value. This
approach assumes that T is not too small compared to
the Debye temperature, so that quantum statistics are not
important. The applicability of classical MD decreases
at lower T .

One class of approaches removes or adds kinetic
energy to the system by multiplying the velocities of
all particles by the same global factor. In the simplest
version, velocity rescaling, the factor is chosen to keep
the kinetic energy exactly constant at each time step.
However, in a true constant temperature ensemble there
are fluctuations in the kinetic energy. Improvements such
as the Berendsen and Nosé–Hoover methods [23.23] add
equations of motion that gradually scale the velocities to
maintain the correct average kinetic energy over a longer
time scale.

Another approach is to couple each atom to its own
local thermostat [23.24, 25]. The exchange of energy
with the outside world is modeled by a Langevin equa-
tion that includes a damping coefficient γ and a random
force fi(t) on each atom i. The equations of motion for
the α component of the position xiα become:

mi
d2xiα

dt2 = − ∂

∂xiα
U −miγ

dxiα

dt
+ fiα(t) , (23.3)

where U is the total potential energy and mi is the mass
of the atom. To produce the appropriate temperature, the
forces must be completely random, have zero mean, and
have a second moment given by

〈δ fiα(t)2〉 = 2kBTmiγ/∆t . (23.4)

The damping coefficient γ must be large enough that
energy can be removed from the atoms without substan-
tial temperature increases. However, it should be small
enough that the trajectories of individual particles are
not perturbed too strongly.

The first issue in nonequilibrium simulations is
what temperature means. Near equilibrium hydrody-
namic theories define a local temperature in terms of the
equilibrium equipartition formula and the kinetic energy
relative to the local rest frame [23.26]. In d dimensions,
the definition is

kBT = 1

dN

∑
i

mi

[
dxi

dt
−〈v(x)〉

]2

, (23.5)

where the sum is over all N particles and 〈v(x)〉 is
the mean velocity in a region around x. As long as
the change in mean velocity with position is suffi-
ciently slow, 〈v(x)〉 is well-defined and this definition
of temperature is on solid theoretical ground.

When the mean velocity difference between neigh-
boring molecules becomes comparable to the random
thermal velocities, temperature is not well-defined. An
important consequence is that different strategies for
defining and controlling temperature give very differ-
ent structural order and shear forces [23.27–29]. In
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addition, the distribution of velocities may become non-
Gaussian, and different directions, α, may have different
effective temperatures. Care should be taken in drawing
conclusions from simulations in this extreme regime.
Fortunately, the above condition typically implies that
the velocities of neighboring atoms differ by some-
thing approaching 10% of the speed of sound. This
is generally higher than any experimental velocity and
would certainly lead to heat buildup and melting at the
interface.

In order to mimic experiments, the thermostat is of-
ten applied only to those atoms that are at the outer
boundary of the simulation cell. This models the flow
of heat into surrounding material that is not included
explicitly in the simulation. The resulting temperature
profile is peaked at the shearing interface (e.g., Bowden
et al. [23.30], Khare et al. [23.31]). In some cases the
temperature rise may lead to undesirable changes in the
structure and dynamics, even at the lowest velocity, that
can be treated in the available simulation time. In this
case, a weak thermostat applied throughout the system
may maintain the correct temperature and yield the dy-
namics that would be observed in longer simulations
at lower velocities. The safest course is to couple the
thermostat only to those velocity components that are
perpendicular to the mean flow.

There may be a marginal advantage to local
Langevin methods in nonequilibrium simulations, be-
cause they remove heat only from atoms that are too hot.
Global methods like Nosé–Hoover remove heat every-
where. This can leave high temperatures in the region
where heat is generated, while other regions are at an
artificially low temperature.

23.1.3 Imposing Load and Shear

The magnitude of the friction that is measured in an ex-
periment or simulation may be strongly influenced by
the way in which the normal load and tangential mo-
tion are imposed [23.32]. Experiments almost always
impose a constant normal load. The mechanical sys-
tem applying shear can usually be described as a spring
attached to a stage moving at controlled velocity. The
effective spring constant includes the compliance of all
elements of the loading device, including the material
on either side of the interface. Very compliant springs
apply a nearly constant force, while very stiff springs
apply a nearly constant velocity.

In simulations, it is easiest to treat the boundary of
the system as rigid and to translate atoms in this region
at a constant height and tangential velocity. However,

this does not allow atoms to move around or up and
over atoms on the opposing surface. Even the atomic-
scale roughness of a crystalline surface can lead to order
of magnitude variations in normal and tangential force
with lateral position when sliding is imposed in this
way [23.33]. The difference between constant separation
and pressure simulations of thin films can be arbitrarily
large, since they produce different power law relations
between viscosity and sliding velocity [23.34].

One way of minimizing the difference between con-
stant separation and pressure ensembles is to include
a large portion of the elastic solids that bound the inter-
face. This extra compliance allows the surfaces to slide
at a more uniform normal and lateral force. However, the
extra atoms greatly increase the computational effort.

To simulate the usual experimental ensemble more
directly, one can add equations of motion that describe
the position of the boundary [23.34–36], much as equa-
tions are added to maintain constant temperature. The
boundary is given an effective mass that moves in re-
sponse to the net force from interactions with mobile
atoms and from the external pressure and lateral spring.
The mass of the wall should be large enough that its dy-
namics are slower than those of individual atoms, but not
too much slower or the response time will be long com-
pared to the simulation time. The spring constant should
also be chosen to produce an appropriate response time
and ensemble.

23.1.4 The Time-Scale
and Length-Scale Gaps

One important motivation of tribological computer sim-
ulations is to find the relevant atomistic processes that
occur in a single, well-defined sliding contact such as
in the SFA or in the AFM. While it has become com-
putationally feasible to study atomistically the core of
a nanometer-scale AFM contact, the sliding speeds, vsl,
employed in the simulations are still about ten decades
larger than in experiments. The use of clever new algo-
rithms such as kinetic Monte Carlo might prove fruitful
to overcome this time-scale gap in a brute-force way.
However, such an approach is not necessarily required
in order to make a meaningful comparison between ex-
periment and simulation. Instead, one can try to find out
what the relevant time scales are and what parameters
define them, e.g., by studying a phenomenological de-
scription of an embedded system under shear. In such
an analysis, Porto et al. [23.37] found that the motion
of the top plate/tip is not sensitive to the characteristic
atomic frequencies ωmic – as long as there is a rea-
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722 Part C Nanotribology and Nanomechanics

sonable time-scale separation between ωmic and the
characteristic frequency of the tip Ωtip. The experi-
mentally relevant time scale Ωtip is given by

√
K/M,

where K is a restoring spring constant (defined by the
tip’s elasticity and/or the tip-substrate interactions) and
M is the tip’s inertia, eventually including the can-
tilever’s mass. The experimental value of M will be
about 20 decades larger than in the simulation, so values
of the relevant parameter vslΩtip end up being similar
in simulation and experiment. However, there is contro-
very over whether the tip can be treated as a mass point,
or whether long-range elastic deformations in the tip are
important [23.35], [23.38, Chap. 9.9].

Another way to overcome the gap in time scales is
to alter interaction strengths, temperature, or other vari-
ables in order to accelerate the processes of interest. One
such example is the cold welding study of Müser [23.40],
where two dissimilar solids were placed on top of each
other in vacuum. It would have been by no means desir-
able to base the calculations on interfacial interactions
that correspond to typical experimental values, because
the resulting time scales would be too long. By increas-
ing the magnitude of the mixing energy, one drives the
mixing process toward the same ground state on simu-
lation time scales. This simple trick makes it possible
to indirectly bridge several orders of magnitude in time
scale between experiment and simulation.

Some open issues appear to require the explicit treat-
ment of many different length scales. For example, the
distribution of contacts and total contact area depend
on both atomic-scale interactions at the surface and
long-range elastic deformation of the bounding solid. Of
particular interest is whether different contacting asperi-
ties can move independently, or whether those within an
elastic coherence length le move in lock-step. Estimates
of le range from the size of a single asperity [23.41]
to many times the linear dimension of most objects
of interest [23.42]. The correct value is of great im-
portance to the question of whether clean, corrugated
(macroscopic) surfaces have the potential to show elas-
tic pinning and, hence, wearless friction. In order to
address such issues, it will be necessary to do simula-
tions that incorporate both atomistic and finite element
methods (e.g., Abraham et al. [23.43]).

23.1.5 A Summary of Possible Traps

There are many possible traps that may render a well-
done simulation useless or applicable only to highly
idealized situations. In some aspects more care has to
be taken than in equilibrium simulations, in other as-

pects one gets away with less care. We hope that this
section helps to create some sensitivity as to what “in-
gredients” are relevant. For example, if we calculate
the static friction force between two solids separated by
a boundary lubricant in a MD simulation, the results will
be fairly insensitive to the thermostat and to whether or
not the thermostat is applied to the boundary lubricant.
One should also avoid moves in which a “stuck” atom
magically disappears from the contact through a grand
canonical-type Monte Carlo move. The results depend
more strongly on the thermostat if the lubricant is thick
and the heating effects are of interest. In such a case,
only the outermost atoms in the confining solids should
be thermostated.

The typical situation in experiment is constant
load, not constant separation. In some cases, there is
something like a correspondence between these two
“ensembles”, but often there are qualitative differences
between them, in particular, when strongly irreversible
processes take place such as the production of wear par-
ticles [23.40]. Contacting experimental surfaces are also
likely to have different geometry and chemistry – or at
least different crystallographic orientations. However,
most simulations consider the artificial case of contact

F
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k (arb. units)

/L〈 〈
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Incommensurate

Stick-slip regime

Smooth sliding
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k

v

Fig. 23.1 Kinetic friction force Fk divided by load L as
a function of spring constant k for commensurate and in-
commensurate walls lubricated by a quarter monolayer of
LJ atoms. A schematic of the simulation is shown as well.
The data shown was produced at a normal pressure of
0.4 GPa and a velocity of about 1 m/s. (After [23.39])
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between identical, aligned crystals. This is the simplest
example of a commensurate system, where the two
surfaces share a common spatial period. As discussed
below, the tribological behavior of commensurate sys-
tems is dramatically different than the more realistic case
of incommensurate surfaces – even in the presence of
a few layers of lubricant. One example of this is shown
in Fig. 23.1 [23.39].

Another issue is the curvature of the surfaces. Real
contacts typically take place between two curved sur-
faces or a curved and a flat surface. The pressure profiles
differ from those in “flat” contacts, and that discrepancy
can be relevant in certain circumstances. If we want to in-
corporate curvature effects, care should be taken that the
resulting pressure profiles resemble a realistic profile, as
was done by Wenning et al. [23.44].

23.2 Friction Mechanisms at the Atomic Scale

As noted in the introduction, static friction implies that
the contacting surfaces have locked into a local free en-
ergy minimum. There have been many suggestions for
how this can happen between nearly every pair of sur-
faces, whether macroscopic or nanoscale. The purpose
of this section is to review some of these mechanisms and
discuss their relevance to nanotribological experiments.

One obvious way that surfaces can interlock is
through plastic deformation that brings the surfaces into
conformity. A classic example is called plowing fric-
tion [23.30]. In this case a sharp feature on one surface
penetrates into the opposing surface, causing perma-
nent plastic deformation. The static friction represents
the force needed to plow a groove through the surface.
This type of motion has been observed in simulations
[23.8, 9, 45]. and experiments (Sect. 20.6.1) using AFM
probes with hard tips Because it leads to rapid wear, it
is only desirable when one wants to remove material by
abrasion or cutting.

Many nanotribological studies show friction without
measurable wear, and this is the desirable mode of oper-
ation in most applications. For this reason, the following
subsections focus on mechanisms that lock surfaces
together without plastic deformation. We begin by dis-
cussing contact between rigid surfaces (Sect. 23.2.1),
and then explore the ability of elastic deformations
at the atomic scale (Sect. 23.2.2) or between contacts
(Sect. 23.2.3) to lock surfaces together. We then de-
scribe one of the simulations that shows how unlikely
these mechanisms are to yield static friction without
wear unless the contact contains only a few tens of
atoms (Sect. 23.2.4). The final two subsections con-
sider the role of contaminants or “third bodies” that
are present in the contacts between nearly all surfaces.
First, changes in the behavior of lubricants with film
thickness are discussed. Then molecularly thin films are
shown to produce static and kinetic friction that is consis-
tent with both nanoscale experiments and macroscopic
observations.

23.2.1 Geometric Interlocking

Early theories of friction were based on the purely
geometric argument that friction is caused by the
interlocking of impenetrable and rigid surface asperi-
ties [23.30, 46]. The idea (Fig. 23.2) is that the top solid
must be lifted up a typical slope, tan α, determined by
roughness on the bottom surface. If there is no micro-
scopic friction between the surfaces, then the minimum
force to initiate sliding is

Fs = µs L (23.6)

with µs = tan α. This result satisfies Amontons’s laws
with a constant coefficient of friction µs ≡ Fs/L = tan α.
In 1737, Bélidor obtained a typical experimental value
of µs ≈ 0.35 by modeling rough surfaces as spherical
asperities arranged to form commensurate crystalline
walls [23.46]. However, asperities on real surfaces
do not match as well as envisioned in these mod-
els or as sketched in Fig. 23.2. In most cases the
average force vanishes because for every asperity
or atom going up a ramp, there is another going
down.

The sum of forces between crystalline surfaces is
considered explicitly in the next subsection, and shown

L

F

α

Fig. 23.2 Sketch of two surfaces with interlocking asper-
ities. The top surface experiences a normal load L and
a lateral force F, which attempts to pull the top surface up
the slope tan α. The bottom wall is fixed
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724 Part C Nanotribology and Nanomechanics

to vanish except in the unusual case where the surfaces
have the same periodicity. In the case were one or both
surfaces are random, simple analytic arguments show
that µs will fall as L−dint/2 when the linear size L of
the contact goes to infinity [23.47], provided that the
surface roughnesses are small and the solids are com-
pletely rigid. Here, dint is the dimension of the contact
and the pressure normal to the interface is assumed to
be kept constant. This result is in contradiction with one
of Amontons’s laws, namely, the independence of Fs
on the area of contact A. Nevertheless, the linear re-
lation between Fs and L at fixed A is maintained if
one assumes that the surfaces are not completely im-
penetrable but repel via an energy penalty that increases
exponentially fast with increasing overlap of the two
solids [23.47]. The resulting theoretical prediction that
Fs ∝ L/

√
A between rigid, flat, disordered walls also

holds reasonably well for more general interactions
between the solids, as tested explicitly by atomistic
computer simulations.

Most real surfaces are rough and disordered. The
minimal model that includes the effect of rough-
ness consists of a single asperity contact, for instance
the curved tip of an AFM [23.2] on a flat sub-
strate. The tip is usually assumed to be disordered.
Moreover, the contact mechanics of a nanoscale tip
and a substrate in vacuum can best be described
by the so-called Derjaguin–Müller–Toporov (DMT)
limit [23.48]. DMT is similar to Hertzian contact me-
chanics, but it includes an additional adhesive off-set
load Ladh that is incorporated into the effective load
Leff = L + Ladh. The area of contact is then given
by A ∝ L2/3

eff , Substituting this proportionality into
the relation Fs ∝ Leff/

√
A discussed above, Wenning

et al. [23.44] found

Fs ∝ L2/3 . (23.7)

This relationship is indeed observed experimentally in
ultrahigh vacuum (UHV) [23.49,50], as well as in atom-
istic computer simulations [23.44]. Of course, when the
contacts are commensurate, we can expect the effec-
tive friction coefficient µeff = Fs/Leff to be independent
of Leff, while for amorphous systems and in particular
incommensurate systems, µeff decreases with increas-
ing Leff. The scaling with load in Fig. 23.3 confirms this
expectation.

As noted above, the discussion thus far only deals
with atomic/geometric interlocking. From Fig. 23.2 and
the discussion above, one can understand how this in-
terlocking leads to static friction, which is the threshold
force to initiate sliding. However, kinetic friction Fk(v)

may nevertheless vanish in the limit of zero sliding vel-
ocity v, since in principle the energy that is gained
when the system slides “downhill” can be stored and
used later to make the slider go “uphill” again. Such
a process would require that we can drive the sys-
tem adiabatically. In the following, we will discuss
atomistic processes (instabilities) that make it impos-
sible to drive the system adiabatically. The presence
of instabilities automatically leads to finite kinetic
and static friction even in the absence of geometric
interlocking.

23.2.2 Elastic Instabilities

In principle, elastic deflections of atoms can be large
enough to prevent the interfacial forces from averaging
to zero. Two simple ball and spring models are use-
ful in illustrating how such motion can affect static
and kinetic friction in principle as well as in under-
standing the results of detailed simulations or laboratory
experiments. Both models consider two clean, flat, crys-
talline surfaces in direct contact (Fig. 23.4a). The bottom
solid is assumed to be rigid, so that it can be treated
as a fixed periodic substrate potential acting on the

Fs(nN)

10–1

10–2

10–1 100 101 102

L (nN)

101

100

Commensurate

Incommensurate

Amorphous

Fig. 23.3 Static friction force Fs vs. normal load L for
a commensurate tip, an incommensurate tip, and an amor-
phous tip. In all three cases, the radius of curvature
was Rc = 70 Å and contacts were nonadhesive. Straight
lines are fits according to Fs ∝ Lβ with the results
β = 0.97±0.005 (commensurate) and β = 0.63±0.01
(amorphous). [After [23.44] plus new data from L. Wenning
(open diamonds)]
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k

k

a)

b)

c)

Fig. 23.4 (a) Two ideal, flat crystals making contact at
the plane indicated by the dashed line. The nearest-
neighbor spacings in the bottom and top walls are a
and b, respectively. The Prandtl–Tomlinson model (b) and
Frenkel–Kontorova model (c) replace the bottom surface by
a periodic potential. The former model keeps elastic forces
between atoms on the top surface and the center of mass of
the top wall, and the latter includes springs of stiffness k
between neighbors in the top wall. (After [23.56])

top solid. In order to make the problem analytically
tractable, only the bottom layer of atoms from the top
solid is retained, and the interactions within the top
wall are simplified. In the Prandtl–Tomlinson model
(Fig. 23.4b), the atoms are coupled to the center of mass
of the top wall by springs of stiffness k, and coupling be-
tween neighboring atoms is ignored [23.51–53]. In the
Frenkel–Kontorova model (Fig. 23.4c), the atoms are
coupled to nearest-neighbors by springs, and the cou-
pling to the atoms above is ignored [23.54, 55]. Due to
their simplicity, these models arise in a number of dif-
ferent problems and a great deal is known about their
properties.

Many features of the Prandtl–Tomlinson and
Frenkel–Kontorova models can be understood from their
1-D versions. One important parameter is the ratio η be-
tween the lattice constants of the two surfaces η ≡ b/a.
The other is the strength of the periodic potential from
the substrate relative to the spring stiffness k that rep-
resents interactions within the top solid. If the substrate
potential has a single Fourier component, then the peri-

odic force can be written as

f(x) = − f1 sin

(
2π

a
x

)
. (23.8)

The relative strength of the potential and springs
can be characterized by the dimensionless constant
λ ≡ 2π f1/ka.

In the limit of infinitely strong springs (λ → 0), both
models represent rigid solids. The atoms of the top wall
are confined to lattice sites x0

l = xCM + lb, where the
integer l labels successive atoms and xCM represents
a rigid translation of the entire wall. The total lateral or
friction force is given by summing (23.8):

F = − f1

N∑
l=1

sin

[
2π

a
(lb+ xCM)

]
, (23.9)

where N is the number of atoms in the top
wall. In the special case of equal lattice constants
(η = b/a = 1), the forces on all atoms add in phase
and F = −N f1 sin(2πxCM/a). The maximum of this
restraining force gives the static friction Fs = N f1.

As noted above, the case of equal lattice constants
is artificial and for real surfaces η is most likely to be
an irrational number. Such surfaces are called incom-
mensurate, while surfaces with a rational value of η

are commensurate. When η is irrational, atoms on the
top surface sample all phases of the periodic force with
equal probability and the net force (23.9) vanishes ex-
actly. When η is a rational number, it can be expressed
as p/q, where p and q are integers with no common fac-
tors. In this case, atoms only sample q different phases.
The net force from (23.9) still vanishes, because the
force is a pure sine wave and the phases are equally
spaced. However, the static friction is finite if the po-
tential has higher harmonics. A Fourier component with
wave vector q2π/a and magnitude fq contributes N fq
to Fs. Studies of surface potentials [23.57] show that
fq drops exponentially with increasing q and thus imply
that Fs will only be significant for small q.

As the springs become weaker, the top wall deforms
more easily into a configuration that lowers the potential
energy. The Prandtl–Tomlinson model is the simplest
case to consider, because each atom can be treated as
an independent oscillator within the upper surface. The
equations of motion for the position xl of the lth atom
can be written as

mẍl =−γ ẋl− f1 sin

(
2π

a
xl

)
−k(xl−x0

l ) , (23.10)

where m is the atomic mass and x0
l is the position of the

lattice site. Here γ is a phenomenological damping co-
efficient, like that in a Langevin thermostat, that allows
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work done on the atom to be dissipated as heat. It repre-
sents the coupling to external degrees of freedom such
as lattice vibrations in the solids.

In any steady state of the system, the total friction
can be determined either from the sum of the forces
exerted by the springs on the top wall, or from the sum
of the periodic potentials acting on the atoms (23.9). If
the time average of these forces differed, there would
be a net force on the atoms and a steady acceleration.
The static friction is related to the force in metastable
states of the system where ẍl = ẋl = 0. This requires that
spring and substrate forces cancel for each l,

k(xl − x0
l ) = − f1 sin

(
2π

a
xl

)
. (23.11)

As shown graphically in Fig. 23.5a, there is only one
solution for weak interfacial potentials and stiff solids
(λ < 1). In this limit, the behavior is essentially the same
as for infinitely rigid solids. There is static friction for
η = 1, but not for incommensurate cases. Even though
incommensurate potentials displace atoms from lattice
sites, there are exactly as many displaced to the right as
to the left, and the force sums to zero.

A new type of behavior sets in when λ exceeds unity.
The interfacial potential is now strong enough compared
to the springs that multiple metastable states are pos-
sible. These states must satisfy both (23.11) and the
condition that the second derivative of the potential en-
ergy is positive: 1+λ cos (2πxl/a) > 0. The number of
metastable solutions increases as λ increases. As illus-
trated in Fig. 23.5b, once an atom is in a given metastable
minimum it is trapped there until the center of mass
moves far enough away that the second derivative of
the potential vanishes and the minimum becomes un-
stable. The atom then pops forward very rapidly to the
nearest remaining metastable state. Such motion, where
a system is stuck for a long time and then suddenly
jumps forward by an atomic spacing, is called atomic-
scale stick-slip motion. During the pops, atoms reach
large velocities and hence dissipate a large amount of
energy into the lattice vibrations. This makes it possible
to have a finite kinetic friction that does not vanish lin-
early with sliding velocity even when the surfaces are
incommensurate [23.8, 9].

A similar analysis can be done for the 1-D Frenkel–
Kontorova model [23.55,58,59]. The main difference is
that the static friction and ground state depend strongly
on η. For any given irrational value of η, there is a thresh-
old potential strength λc. For weaker potentials, the
static friction vanishes. For stronger potentials, elastic
metastability produces a finite static friction. The transi-

F

F

x

x

a)

b)

Fig. 23.5a,b Graphical solution for metastability of an
atom in the Prandtl–Tomlinson model for (a) λ = 0.5 and
(b) λ = 3. The straight dashed lines show the force from the
spring, k(xl − x0

l ), at different x0
l , and the curved lines show

the periodic substrate potential. For λ < 1, there is a single
intersection of the dashed lines with the substrate potential
for each value of x0

l , and thus a single metastable state. For
λ > 1, there are multiple intersections with the substrate
potential. Dotted portions of the potential curve indicate
unstable maxima, and solid regions indicate metastable so-
lutions. Fast pops with concurrent energy dissipation cannot
be avoided for λ > 1 even when the slider moves slowly.
(After [23.56])

tion to the onset of static friction was termed a breaking
of analyticity by Aubry [23.59] and is often called the
Aubry transition. The metastable states for λ > λc take
the form of locally commensurate regions that are sepa-
rated by domain walls where the two crystals are out of
phase. Within the locally commensurate regions the ra-
tio of the periods is a rational number p/q that is close
to η. The range of η where locking occurs grows with
increasing potential strength (λ) until it spans all val-
ues. At this point there is an infinite number of different
metastable ground states that form a fascinating “Devil’s
staircase” as η varies [23.55, 59].

Although elastic instabilities can, in principle, in-
duce finite static friction at the atomic scale, this
appears to be rare. There have been a significant num-
ber of computer simulations showing that the wearless
static friction between crystalline surfaces is extremely
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small, except in the artificial case of identical and
perfectly aligned walls [23.8, 10]. Studies of iron on
iron [23.60], a blunt pyramidal diamond tip on a metal
surface [23.61], a blunt pyramidal copper tip on incom-
mensurate copper substrates [23.62], interlayer sliding
in multiwalled carbon nanotubes [23.63], and Lennard-
Jonesium on Lennard-Jonesium [23.40] all confirm the
simple prediction that lateral forces cancel out. These
simulations have in common that the solids were treated
truly three-dimensionally and that the atoms (interacting
via microscopic interaction potentials) were allowed to
relax, thus making long-range elastic deformations pos-
sible. Significant lateral forces were only observed in
combination with strongly irreversible processes such
as production of wear debris, plastic deformation, ma-
terial mixing, or cold welding and not due to geometric
interlocking or elastic instabilities alone.

23.2.3 Role of Dimensionality and Disorder

The previous section considered whether local atomic
displacements could lead to static friction. Long-range
deformations between individual contacts could also al-
low surfaces to lock together [23.41, 42] Although we
are concerned with the friction between two 3-D solid
bodies, it is instructive to analyze the role of dimension-
ality in determining the effect of disorder. To do this, let
us consider a dobj-dimensional elastic solid, for exam-
ple, a generalization of the elastic Frenkel–Kontorova
chain to higher dimensions. We may safely assume the
free elastic solid to be mechanically stable, meaning
that the tensor of the elastic constants is positive defi-
nite. The dimension of the interface between the slider
and disordered substrate is denoted by dint.

In such a situation, there will be a competition be-
tween the random substrate-slider interactions and the
elastic coupling within the solids. An important question
to ask is how the interactions change when we change
the scale of the system, for example, how strong are the
random and the elastic interactions on a length scale 2L
if we know their respective strengths on a scale L. Here
L gives the linear dimension of the solids in all direc-
tions, that is to say, parallel and normal to the interface.
As discussed above, the random forces between sub-
strate and slider add incoherently and thus their sum
scales as the square root of the interface area ∼ Ldint/2.
The elastic forces, on the other hand, scale as Ldobj−2.
A linear chain can be more easily compressed if we re-
place one spring with two springs coupled in series. In
two dimensions, springs are not only coupled in series
but also in parallel, so that the elastic coupling remains

invariant to a “block transformation”. Each additional
dimension strengthens the effect of “parallel” coupling.

In the thermodynamic limit L → ∞, the effect of
disorder will always dominate the elastic interactions or
vice versa, except in the special case where

Ldint/2 ∝ Ldobj−2 . (23.12)

For limL→∞ Ldint/2/Ldobj−2 � 1, the random inter-
actions will dominate, and hence pinning via elastic
instabilities cannot be avoided. This disorder-induced
elastic pinning is similar to the pinning of compliant, or-
dered systems, as discussed above within the context of
the Prandtl–Tomlinson and the Frenkel–Kontorova mod-
els. For limL→∞ Ldint/2/Ldobj−2 � 1, the long-range
elastic forces dominate the long-range random forces.
The slider’s motion can only be opposed by elastic in-
stabilities if the elastic coupling is sufficiently weak
at finite L in order to make local pinning possible,
again akin to the case of λ > 1 in the Prandtl–Tomlinson
model.

The so-called marginal dimension, in which both
contributions scale with the same exponent, dint/2 =
dobj −2, occurs in the important case of 3-D solid bod-
ies with 2-D surfaces. In the marginal dimension, the
friction force can stay finite, however, detailed analy-
sis [23.42, 64] shows the friction force per unit area,
and hence the friction coefficient, to be exponentially
small. Even for objects with a dimensionality dmar less
than their marginal dimension dmar = 2+dint/2 (see
(23.12)), friction forces may turn out to be small. One
example is an experimental quartz crystal microbalance
study [23.65] of solid and liquid krypton films on disor-
dered gold surfaces for which the pinning forces were
undetectably small. For adsorbed layers, which satisfy
dobj = dint, the marginal dimension would be dmar = 4.

23.2.4 Elastic Instabilities vs. Wear
in Atomistic Models

As mentioned in Sect. 23.2.2, there is no published com-
puter simulation study known to us in which the solids
were treated truly atomistically in three dimensions and
where the interfacial interactions lead to elastic pinning
according to Prandtl–Tomlinson or Frenkel–Kontorova.
In this context, we want to discuss exemplarily com-
puter simulations of a copper tip on copper by Sørensen
et al. [23.62]. We consider their study to be rather generic
and also well-done from a technical point of view for
a variety of reasons: The effects of commensurability
and finite contact area were examined in detail, the sim-
ulations were done at constant normal load instead of
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constant separation, the interaction potentials were re-
alistic, and initial and boundary conditions were chosen
such that the tip had the possibility to deform. Snapshots
of one of their sliding simulations are shown in Fig. 23.6.
Note that one must keep in mind that the simulation only
addresses the tribological properties in UHV.

Flat, clean tips with (111) or (100) surfaces were
brought into contact with corresponding crystalline sub-
strates [23.62]. The two exterior layers of tip and surface
were treated as rigid units, and the dynamics of the re-
maining mobile layers was followed. Interatomic forces
and energies were calculated using semi-empirical po-
tentials derived from effective medium theory [23.66].
At finite temperatures, the outer mobile layers of both
tip and surface were coupled to a Langevin thermostat.
Zero temperature simulations gave similar results.

In the commensurate Cu(111) case, Sørensen et al.
[23.62] observed atomic-scale stick-slip motion of the
tip like that described above for the Tomlinson model.
The trajectory was of zigzag form, which could be re-
lated to jumps of the tip’s surface between fcc and
hcp positions. Detailed analysis of the slips showed
that they occurred via a dislocation mechanism. Dislo-
cations were nucleated at the corner of the interface,
and then moved rapidly through the contact region.

a) b)

c) d)

e) f)

Fig. 23.6 Snapshots showing the evolution of a Cu(100) tip on
a Cu(100) substrate during sliding to the left. (After [23.62])

Adhesion led to a large static friction at zero load:
The static friction per unit area, or critical yield stress,
dropped from 3.0 GPa to 2.3 GPa as T increased from
0 to 300 K. The kinetic friction increased linearly
with load with a surprisingly small differential friction
coefficient µ̃k ≡ ∂Fk/∂L ≈ 0.03. In the load regime in-
vestigated, µ̃k was independent of temperature and load.
No velocity dependence was detectable up to sliding
velocities of v = 5 m/s. At higher velocities, the friction
decreased. Even though the interactions between the sur-
faces are identical to those within the surfaces, no wear
was observed. This was attributed to the fact that (111)
surfaces are the preferred slip planes in fcc metals.

Adhesive wear was observed between a commen-
surate (100) tip and substrate (Fig. 23.6). Sliding in the
(011) direction at either constant height or constant load
led to inter-plane sliding between (111) planes inside the
tip. As shown in Fig. 23.6, this plastic deformation led
to wear of the tip, which left a trail of atoms in its wake.
The total energy was an increasing function of sliding
distance due to the extra surface area. The constant evo-
lution of the tip kept the motion from being periodic,
but the sawtoothed variation of force with displacement
that is characteristic of atomic-scale stick-slip was still
observed.

Sørensen et al. [23.62] also examined the effect of
incommensurability. An incommensurate Cu(111) sys-
tem was obtained by rotating the tip by 16.1◦ about the
axis perpendicular to the substrate. For a small tip (5 × 5
atoms), they observed an Aubry transition from smooth
sliding with no static friction at low loads to atomic-
scale stick-slip motion at larger loads. Further increases
in load led to sliding within the tip and plastic defor-
mation. Finite systems are never truly incommensurate,
and pinning was found to occur at the corners of the
contact, suggesting it was a finite-size effect. Larger tips
(19 × 19) slid without static friction at all loads. Simi-
lar behavior was observed for incommensurate Cu(100)
systems.

These results confirm the conclusions of Hirano
et al. [23.60] that even bare metal surfaces of the same
material will not exhibit static friction if the surfaces are
incommensurate. They also indicate that contact areas as
small as a few hundred atoms are large enough to exhibit
this effect. Similar results were obtained for Lennard
Jonesium [23.6, 40, 67]: The interbulk interactions be-
tween unlike atoms (each solid is initially composed of
one Lennard-Jones species) have to be distinctly larger
than the intrabulk interactions between identical atoms
in order to induce elastic instability. However, as soon
as the interactions between unlike atoms are larger than

Part
C

2
3
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Atomistic Computer Simulations of Nanotribology 23.2 Friction Mechanisms at the Atomic Scale 729

those between like atoms, there is a mixing instability
leading to a cold welded junction.

Lancon [23.69] reported that there is the possibility
for elastic instabilities under carefully designed condi-
tions between two incommensurate gold surfaces. The
importance of the interfacial interactions with respect
to the intrabulk interactions was increased through the
application of a pressure normal to the interface. At
4 GPa, an elastic Aubry transition was observed concur-
rently with finite static friction. The normal pressures
employed in those simulations were well above the yield
strength of gold. However, plastic flow at the contact’s
circumference could be avoided by the use of flat sur-
faces that filled out the whole simulation cell parallel
to the interface. Additional examples of elastic instabil-
ities may be found for very compliant solids, but the
majority of simple solids will not pin elastically on an
atomic scale. Note, however, that cold welding may still
occur on long time scales due to diffusion. On such time
scales, the interface geometry may rearrange to produce
locally commensurate regions that lower the interfacial
free energy and allow geometrical pinning.

23.2.5 Hydrodynamic Lubrication
and Its Confinement-Induced
Breakdown

So far, we have been concerned with dry friction. How-
ever, most surfaces are covered by dirt and/or lubricants.
Hydrodynamics and elasto-hydrodynamics have been
very successful in describing lubrication by micron-
thick films [23.70]. These continuum theories begin to
break down as atomic structure becomes important. Ex-
periments and simulations reveal a sequence of dramatic
changes in the static and dynamic properties of fluid
films as their thickness decreases from microns down to
molecular scales. These changes have important impli-
cations for the function of boundary lubricants and the
origins of static friction.

Let us consider two flat, lubricated walls separated
by a distance d and sliding with a relative parallel
velocity v. Let us further assume that the lubricant’s
viscosity µ in the center of the contact equals that of
the bulk fluid phase. The shear stress must be uniform
in steady state, because any imbalance would lead to
accelerations. Since the velocity gradient times the vis-
cosity µ gives the stress in the fluid, the kinetic friction
per unit area is

Fk = vµ

d +S
, (23.13)

where we introduce the so-called slip length S. It rep-
resents the distance into the wall at which the velocity
gradient would extrapolate to zero; see Fig. 23.7f for
a graphical illustration of S. The calculation of slip
length from velocity profiles has some ambiguity, and
we refer to work by Bocquet et al. [23.71] for the least
ambiguous resolution to the definition of the slip length
known to us.

Macroscopic experiments are generally well-
described by a “no-slip” boundary condition (BC),
where S = 0 and the tangential component of the fluid
velocity equals that of the solid at the surface. The one
prominent exception is contact-line motion, where an in-
terface between two fluids moves along a solid surface.
This motion would require an infinite force in hydrody-
namic theory, unless slip occurred near the contact line.

As d decreases, any deviation from S = 0 becomes
more evident in (23.13). Studies of confined films show
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Fig. 23.7a–f Panels (a)–(c) show density as a function of position z
relative to two walls whose atoms are centered at z/σ = ±6.4. Values
of εwf are indicated. Solid lines are for equal wall and fluid densities
(ρ = 0.81σ−3), and dotted lines are for ρw = 2.52ρ. Squares in
panels (d)–(f) show the average velocity in each layer as a function
of z, and solid and dotted lines are fits through these values for low
and high density walls, respectively. For this data, the walls were
moved in opposite directions at speed U = 1σ/tLJ. The dashed line
in (e) represents the flow expected from hydrodynamics with a no-
slip BC (S = 0). As shown in (f), the slope (dashed line) far from
the walls is used to define S. (From [23.8] after [23.68])
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that slip may occur (S > 0) or layers may stick onto the
solid (S < 0) [23.68, 71–73]. These deviations from the
no-slip BC have been correlated with structural changes
in the fluid near the walls. The first observation was that
layering occurs in planes parallel to the walls. It is in-
duced by the sharp cutoff in fluid density at the wall and
the pair correlation function g(r) between fluid atoms.
An initial fluid layer forms at the preferred wall-fluid
spacing. Additional fluid molecules tend to lie in a sec-
ond layer, at the preferred fluid-fluid spacing. This layer
induces a third, and so on. Layering can alter the BC
and the viscosity of the confined fluid. As suggested
by the contrasting behavior of commensurate and in-
commensurate solids, the BC depends sensitively on the
degree to which the walls imprint their in-plane density
modulations into the lubricant.

Some of the trends that are observed in the degree
and extent of layering are illustrated in Fig. 23.7 [23.68,
72]. The fluid density is plotted as a function of the dis-
tance between walls for a model that is also considered in
almost all of the other studies of flow BCs described
below. The fluid consists of spherical molecules inter-
acting through a Lennard-Jones potential (23.1) with
characteristic energy and length scales ε and σ . They are
confined by crystalline walls containing discrete atoms.
In this case, the walls were planar (001) surfaces of
an fcc crystal. Wall and fluid atoms also interact with
a Lennard-Jones potential, but with a different binding
energy εwf.

The net adsorption potential from the walls can be
increased by raising εwf, or by increasing the density of
the walls ρw, so that more wall atoms attract the fluid.
Figure 23.7 shows that both increases lead to increases
in the height of the first density peak. The height also
increases with the pressure in the fluid [23.73], since
that forces atoms into steeper regions of the adsorp-
tion potential. The height of subsequent density peaks
decreases smoothly with distance from the wall, and
only four or five well-defined layers are seen near each
wall in Fig. 23.7. The rate at which the density os-
cillations decay is determined by the decay length of
structure in the bulk pair-correlation function of the fluid.
Since all panels of Fig. 23.7 have the same conditions
in the bulk, the decay rate is the same. The adsorp-
tion potential only determines the initial height of the
peaks.

As mentioned above, solid surfaces also induce den-
sity modulations within the plane of the layers [23.7].
These modulations can be quantified by the 2-D static
structure factor at the shortest reciprocal lattice vec-
tor Q of the substrate [23.35, 68]. When normalized by

the number of atoms in the layer, Nl , this becomes an
intensive variable that would correspond to the Debye–
Waller factor in a crystal. The maximum possible value,
S(Q)/Nl = 1, corresponds to fixing all atoms exactly at
crystalline lattice sites. In a strongly ordered case such
as ρw = ρ in Fig. 23.7c, the small oscillations about lat-
tice sites in the first layer only decrease S(Q)/Nl to 0.71.
This is well above the value of 0.6 that is typical of bulk
3-D solids at their melting point [23.74] and indicates
that the first layer has crystallized onto the wall. The val-
ues of S(Q)/Nl in the second and third layers are 0.31
and 0.07, respectively, and atoms in these layers exhibit
typical fluid diffusion.

There is some correlation between the factors that
produce strong layering and those that produce strong in-
plane modulations. For example, chain molecules have
several conflicting length scales that tend to frustrate
both layering and in-plane order [23.36, 75, 76]. How-
ever, the dependence of in-plane order on the density
of substrate atoms is more complicated than for layer-
ing. When ρw = ρ, the fluid atoms can naturally sit on
the sites of a commensurate lattice, and S(Q) is large.
When the substrate density ρw is increased by a factor
of 2.52, the fluid atoms no longer fit easily into the cor-
rugation potential. The degree of induced in-plane order
drops sharply, although the layering becomes stronger
(Fig. 23.7). Sufficiently strong adsorption potentials may
eventually lead to crystalline order in the first layers and
stronger layering. However, this may actually increase
slip.

Thompson et al. [23.68] found that all of their results
for S collapsed onto a universal curve when plotted
against the structure factor S(Q)/Nl . When one or more
layers crystallized onto the wall, the same collapse could
be applied as long as the effective wall position was
shifted by a layer and the Q for the outer wall layer
was used. The success of this collapse at small S(Q)/Nl
can be understood from a perturbation theory [23.6, 77]
developed to quantitatively explain the kinetic friction
on adsorbed monolayers [23.3].

One of the surprising features of Fig. 23.7 is that the
viscosity remains the same even in regions near the wall
where there is pronounced layering. Any change in vis-
cosity would produce a change in the velocity gradient,
since the stress is constant. However, the flow profiles
in panel (d) remain linear throughout the cell. The pro-
file for the dense walls in panel (f) is linear up to the
last layer, which has crystallized onto the wall. From
Fig. 23.7 it is apparent that local density variations by
at least a factor of seven can be accommodated without
a viscosity change.
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Bitsanis et al. [23.78] examined the change in vis-
cosity with film thickness. They found that results for
film thicknesses h > 4σ could be fit using the bulk vis-
cosity for the average density. However, as h decreased
below 4σ , the viscosity diverged much more rapidly
than any model based on bulk viscosity could explain.
These observations were consistent with surface force
apparatus (SFA) experiments on nanometer thick films
of a wide variety of small molecules [23.4, 5]. Layer-
ing in molecularly thin films gave rise to oscillations
in the energy, normal force, and effective viscosity as
the film thickness decreased. Most films of one to three
molecular layers exhibited a yield stress characteristic
of solid-like behavior, even though the molecules form
a simple Newtonian fluid in the bulk. Deviations from
the no-slip condition might cause µeff to differ from the
bulk viscosity by an order of magnitude. However, they
could not explain the observed changes of µeff by more
than five orders of magnitude, or the even more dramatic
changes by 10 to 12 orders of magnitude in the charac-
teristic viscoelastic relaxation time determined from the
shear rate dependence of µeff [23.5].

More recent experimental and theoretical studies
confirm that most fluids exhibit a glass transition when
confined to channels less than 3 to 10 molecular diam-
eters [23.33,79]. Thompson et al. [23.34,36] considered
changes in flow with film thickness in a wide range of
model systems. As in experiment, they found dramatic
divergences in the viscosity and relaxation time that
suggested confinement induced a glass transition. Later
work by Baljon et al. [23.33,80] indicates that the same
glass transition is produced by changes in thickness,
pressure, or temperature. In particular, the shear-rate-
dependent viscoelastic response of systems of all sizes,
pressures, and temperatures can be collapsed onto the
same universal curve above the glass transition [23.33].

23.2.6 Submonolayer Films

Physisorbed molecules such as short hydrocarbon chains
can be expected to sit on any surface exposed to
atmospheric conditions. Even in ultrahigh vacuum, spe-
cial surface treatments are needed to remove strongly
physisorbed species from surfaces. Given the generic
observation of glassy behavior in thin films, Robbins
et al. [23.81] suggested that these submonolayer con-
taminants could provide a general explanation for the
universal observation of static friction. Subsequent sim-
ulations have confirmed that physisorbed molecules
qualitatively alter tribological behavior. For example,
they lead to static friction between two incommensu-

rate walls [23.67, 82] or two disordered walls [23.47]
that would slide without friction if they were clean.
The theoretical explanation of this effect can be un-
derstood from a simple analytical model considered by
Müser et al. [23.47]. In order to make two surfaces pin,
a nonvanishing fraction of the density modulations must
share the same period and lock into phase. This hap-
pens automatically for commensurate surfaces, but not
for incommensurate surfaces unless they are unrealis-
tically compliant. However, a submonolayer of atoms
or molecules that does not form strong covalent bonds
with the confining solids can simultaneously lock to the
density modulations of two incommensurate walls and
hence give rise to a finite friction coefficient.

Simulation results for the friction due to physisorbed
layers are consistent with a large number of experimen-
tal observations. While Amontons’s laws state that the
friction is independent of the macroscopic area, it is
well established that the friction is proportional to the
real area of molecular contact Areal [23.30, 83, 84]. Ex-
periments where both the friction and molecular area
can be measured [23.4,85–89] show that the local shear
stress τs needed to initiate sliding rises linearly with the
normal pressure P:

τs = τ0 +αP . (23.14)

This gives a macroscopic friction force Fs = τ0 Areal+
µL , where the total load is just L = PAreal. This friction
law is actually more general than Amontons’s laws, re-
ducing to it at large loads and small areas, but explaining
why the friction between adhesive surfaces (like tape)
does not vanish at zero load.

For a wide range of parameters [23.82, 90], the
friction calculated for physisorbed monolayers fol-
lows (23.14) up to the gigapascal pressures that are
present in real contacts. Moreover, the results are
remarkably insensitive to parameters that are not con-
trolled in experiments such as the crystallographic
orientation of the solids, the thickness of the adsorbed
layer, and the direction of sliding. The only excep-
tions occur for the unlikely case of commensurate
walls [23.90, 91], as discussed further below. Subse-
quent studies of kinetic friction [23.39,92] explain both
the close relation between experimental values of static
friction and the slow variation with velocity. In particu-
lar, the logarithmic rate dependence seen in τ for many
systems [23.83] can be explained through thermally
activated hopping of physisorbed molecules [23.92].

Müser et al. [23.47] have constructed a simple an-
alytical theory that captures many of the results and
conclusions from the above simulations. At the pres-
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sures of interest, the atoms act like hard spheres. In
order to slide, the bounding surfaces must lift up over
these spheres against the normal pressure. The situation
is analogous to the simple cartoon in Fig. 23.2, but with
atomic-scale ramps, and the required stress increases lin-
early with pressure for the same reason. The offset, τ0,
is related to adhesive interactions between the two sur-
faces that increase the effective load [23.90]. Unlike the
original model of geometrical interlocking, the atomic-
scale ramps rearrange during sliding. The dissipation
during these rearrangements is responsible for kinetic
friction [23.47, 92], which, as we now discuss, is very
different for commensurate and incommensurate walls.

The characteristic motion of individual boundary
lubricant atoms depends on the relative displacement
for commensurate walls, because the distribution of
metastable states depends on the relative alignment of
the two walls [23.90, 92]. For example, no “pops” of
the lubricant atoms are observed when the two com-
mensurate solids are aligned directly above each other.
This behavior is in contrast with that for incommensu-
rate surfaces for which the distribution of metastable
states does not change as the slider is translated with
respect to the substrate. Stressing the analogy to the
Prandtl–Tomlinson model, static and kinetic friction are

related for incommensurate, boundary-lubricated solids,
while they are not necessarily related for commensu-
rate, boundary-lubricated solids. Indeed, commensurate,
boundary-lubricated surfaces exhibit a dramatic de-
crease in friction at the transition from stick-slip motion
to smooth sliding, while this dramatic decrease is absent
for incommensurate, boundary-lubricated walls [23.39].

It has been noted recently, that dimensionality not
only plays an important role for elastic objects, but also
for boundary lubricants [23.39]. It was predicted that
kinetic friction would be Stokes-like (i. e., vanish lin-
early with velocity) between incommensurate surfaces,
if it were possible to confine lubricant particles into
trenches of (sub)nanometer depth and width, so that the
motion of the lubricant embedded between the surfaces
becomes 1-D. At the same time, however, static friction
would remain finite.

The above results suggest that adsorbed molecules
and other “third-bodies” may prove key to understanding
macroscopic friction measurements. It will be interest-
ing to extend these studies to more realistic molecular
potentials and to rough surfaces. To date, realistic poten-
tials have only been used for “between-sorbed” particles
between commensurate surfaces. This work is reviewed
elsewhere [23.8, 10, 11].

23.3 Stick-Slip Dynamics

The dynamics of sliding systems can be very com-
plex and depend on many factors, including the types
of metastable states in the system, the times needed to
transform between states, and the mechanical properties
of the device that imposes the stress. At high rates or
stresses, systems usually slide smoothly. At low rates,
the motion often becomes intermittent, with the system
alternately sticking and slipping forward [23.30,32]. Ev-
eryday examples of such stick-slip motion include the
squeak of hinges and the music of violins.

The alternation between stuck and sliding states of
the system reflects changes in the way energy is stored.
While the system is stuck, elastic energy is pumped
into the system by the driving device. When the system
slips, this elastic energy is released into kinetic energy
and eventually dissipated as heat. The system then sticks
once more, begins to store elastic energy, and the process
continues. Both elastic and kinetic energy can be stored
in all the mechanical elements that drive the system.
The whole coupled assembly must be included in any
analysis of the dynamics.

The simplest type of intermittent motion is the
atomic-scale stick-slip that occurs in the multistable
regime (λ > 1) of the Prandtl–Tomlinson model. En-
ergy is stored in the springs while atoms are trapped in
a metastable state, and converted to kinetic energy as
they pop to the next metastable state. This phenomenon
is quite general and has been observed in many sim-
ulations of wearless friction [23.8, 10], as well as in
the motion of atomic force microscope tips [23.1, 2]. In
these cases, motion involves a simple ratcheting over
the surface potential through a regular series of hops be-
tween neighboring metastable states. The slip distance
is determined entirely by the periodicity of the surface
potential.

Many examples of stick-slip involve a rather differ-
ent type of motion that can lead to intermittency and
chaos [23.93–97]. Instead of jumping between neigh-
boring metastable states, the system slips for very long
distances before sticking. For example, Gee et al. [23.4]
and Yoshizawa et al. [23.98] observed slip distances of
many microns in their studies of confined films with the
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SFA. This distance is much larger than any characteris-
tic periodicity in the potential and varied with velocity,
load, and the mass and stiffness of the SFA. The fact that
the SFA does not stick after moving by a lattice constant
indicates that sliding has changed the state of the sys-
tem in some manner, so that it can continue sliding even
at forces less than the yield stress.

One simple property that depends on past history
is the amount of stored kinetic energy. This can carry
a system over potential energy barriers even when the
stress is below the yield stress. The simplest example is
the underdamped Prandtl–Tomlinson model, which has
been thoroughly studied in the mathematically equiva-
lent case of an underdamped Josephson junction [23.99].
One finds a hysteretic response function, where static
and moving steady-states coexist over a range of forces
between Fmin and the static friction Fs. There is a min-
imum stable steady-state velocity vmin corresponding
to Fmin. At lower velocities, the only steady state is
linearly unstable because ∂v/∂F < 0 – pulling harder
slows the system [23.30, 32]. If the top wall of the
Tomlinson model is pulled at an average velocity less
than vmin by a sufficiently compliant system, it will
exhibit large-scale stick-slip motion.

Experimental systems typically have many other in-
ternal degrees of freedom that may depend on past
history. Macroscopic models normally assume that
a single unspecified state variable is relevant and add
dynamical rules for this variable to create a phenomeno-
logical rate-state model [23.94, 100]. This approach
has captured experimental behavior from a wide range
of systems, including surface force apparatus experi-
ments [23.38, 101], paper sliding on paper [23.93], and
earthquakes [23.102]. However, in most cases, there is
no microscopic model for the state variable and its time
dependence.

One set of systems where microscopic pictures for
the state variable have been considered are confined
films in SFA experiments. Confined films have struc-
tural degrees of freedom that can change during sliding,
and this provides an alternative mechanism for stick-slip
motion [23.35]. Some of these structural changes are
illustrated in Fig. 23.8, which shows stick-slip motion
of a two-layer film of simple spherical molecules. The
bounding walls were held together by a constant normal
load. A lateral force was applied to the top wall through
a spring k attached to a stage that moved with fixed ve-
locity v in the x direction. The equilibrium configuration
of the film at v = 0 is a commensurate crystal that resists
shear. Thus at small times, the center of mass of the top
wall remains pinned at X = 0. The force grows linearly
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Fig. 23.8a–d Time dependence of (a) force per unit area f ,
(b) lateral position of the top wall X, (c) wall spacing h, and
(d) degree of crystallinity S(G1)/S(0) as a function of time
during stick-slip motion of walls confining two layers of
spherical molecules. (After [23.35])

with time, F = kv, as the stage advances ahead of the
wall. When F exceeds Fs, the wall slips forward. The
force drops rapidly because the slip velocity Ẋ is much
greater than v. When the force drops sufficiently, the
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film recrystallizes, the wall stops, and the force begins
to rise once more.

One structural change that occurs during each slip
event is dilation by about 10% (Fig. 23.8c). Dhinojwala
et al. [23.103] have recently confirmed that dilation
occurs during slip in SFA experiments. The increased
volume makes it easier for atoms to slide past each
other and is part of the reason the sliding friction is
lower than Fs. The system may be able to keep slid-
ing in this dilated state as long as it takes more time
for the volume to contract than for the wall to advance
by a lattice constant. Dilation of this type plays a cru-
cial role in the yield, flow, and stick-slip dynamics of
granular media [23.104–106]. In some simulations, the
dilation is localized at a single plane – either a wall/film
interface or a plane within the film [23.33, 107]. In
some cases, there is also in-plane ordering of the
film to enable it to slide more easily over the wall.
This ordering remains after sliding stops and provides
a mechanism for the long-term memory seen in some
experiments [23.4, 98, 108].

The degree of crystallinity throughout the film may
also change during sliding. Deviations from an ideal
crystalline structure can be quantified by the Debye–
Waller factor S(G1)/S(0) (Fig. 23.8d), where G1 is one
of the shortest reciprocal lattice vectors and S(0) = N
is the total number of atoms in the film. When the
system is stuck, S(G1)/S(0) has a large value that is

characteristic of a 3-D crystal. During each slip event,
S(G1)/S(0) drops dramatically. The minimum values
are characteristic of simple fluids that would show a no-
slip boundary condition (Sect. 23.2.5). The atoms also
exhibit rapid diffusion that is characteristic of a fluid.
The periodic melting and freezing transitions that oc-
cur during stick-slip are induced by shear, not by the
negligible changes in temperature. Shear-melting tran-
sitions at constant temperature have been observed in
both theoretical and experimental studies of bulk col-
loidal systems [23.29,109]. While the above simulations
of confined films used a fixed number of particles,
Lupowski et al. [23.110] found equivalent results at fixed
chemical potential.

Very similar behavior has been observed in sim-
ulations of sand [23.104], chain molecules [23.33],
incommensurate or amorphous walls [23.35], and
minimal models with single molecules between sur-
faces [23.95–97]. These systems transform between
glassy and fluid states during stick-slip motion. As in
equilibrium, the structural differences between glass
and fluid states are small. However, there are strong
changes in the self-diffusion and other dynamic proper-
ties when the film goes from the static glassy to sliding
fluid state. Buldum and Ciraci [23.111] found stick-slip
motion due to periodic structural transformations in the
bottom layers of a pyramidal Ni(111) tip sliding on an
incommensurate Cu(110) surface.

23.4 Conclusions

The discussion of computer simulations in this chapter
aimed to build a general atomistic understanding of tri-
bological processes rather than to elucidate a specific
sliding system. The advantage of studying simplified
models, as opposed to chemically realistic systems, is
that system properties can be varied at will. This al-
lows the role of adhesion, surface curvature, contaminant
layers and other factors to be isolated and explored.
For example, to explore the effects of adhesion one
can compare results from a simulation that includes
the long-range attractive interactions between atoms
with those from a simulation where all attractive in-
teractions between surfaces are eliminated, leaving all
other parameters unchanged. Care should be taken to
avoid simplifications that are known to yield atypical re-
sults. In particular, the use of commensurate, perfectly
aligned, crystalline surfaces has been shown to produce
qualitatively different results, even in the presence of

a lubricating film! Surface curvature must also be in-
cluded in a way that properly models stress distributions
from the bounding solids.

One central question is how contacting surfaces lock
together to produce a static friction force. This is particu-
larly perplexing in the context of many nanotribological
systems where friction occurs without significant plas-
tic deformation or wear. Many theories for wearless
solid friction assume that surfaces deform elastically
to conform to each other, and that atoms advance in
a series of elastic instabilities during sliding. However,
the simulations discussed above show that simple solids
should hardly ever show elastic instabilities on an atomic
scale without concurrent plastic flow or material transfer.
Despite extensive efforts to design an atomistic sys-
tem whose static friction mechanism is entirely elastic,
no such model could be found as long as the ingre-
dients were: three-dimensional incommensurate solids,
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flat or smoothly curved contacts, and two-body inter-
actions between all atoms. Under these conditions the
relative lateral motion is only opposed by a viscous-
like force that goes to zero for small sliding velocities.
When interfacial interactions are increased in an at-
tempt to produce elastic instabilities, plastic flow is also
observed.

Wearless friction between clean solid surfaces is
only found in simulations of very small contacts. The
geometric interlocking in such contacts is particularly
relevant to AFM experiments. When only a few atoms
on the tip make contact, the potential from the substrate
does not average to zero. Static friction can then occur
without elastic instabilities within the tip. The Prandtl–
Tomlinson model can be applied to these systems with
the cantilever stiffness replacing the internal stiffness of
the material in the tip. As the diameter of the contact in-
creases, due to blunting of the tip or increased load, the
friction coefficient produced by geometric interlocking
decreases. In the specific case of non-adhesive contacts,
the friction between an amorphous tip and a clean crys-
talline substrate scales as F ∝ L2/3 and µ vanishes as
L−1/3. Thus geometric interlocking is not expected to

yield significant friction when the contact area contains
more than ∼ 103 atoms.

Most contacting solids are separated by contaminant
layers, or third bodies, that introduce many additional
structural degrees of freedom. The intervening atoms
can rearrange into a local free energy minimum for
any geometry of the bounding solids without paying
the large elastic energy cost that limits rearrangements
within these solids. Simulations that include these lay-
ers reproduce many details of SFA experiments. They
also provide an explanation for Amontons’s laws, and
exceptions to them, in larger contacts.

Many important problems remain to be addressed by
simulations. Of particular interest are the roles of real-
istic, random surface roughness and subsurface plastic
deformation. Studies of these phenomena will require
new multiscale approaches that treat long-range elastic
and plastic deformations in the solids. Other important
problems will require extensions in the time available
to simulations. Examples include cold-welding through
inter-surface diffusion, wear, and fatigue. Addressing
these problems will be a continuing challenge to the
computer modeling community.
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Mechanics of24. Mechanics of Biological Nanotechnology

One of the most compelling areas to be touched
by nanotechnology is biological science. Indeed,
we will argue that there is a fascinating interplay
between these two subjects, with biology as a key
beneficiary of advances in nanotechnology as
a result of a new generation of single molecule
experiments that complement traditional assays
involving statistical assemblages of molecules.
This interplay runs in both directions, with
nanotechnology continually receiving inspiration
from biology itself. The goal of this chapter is to
highlight some representative examples of the
exchange between biology and nanotechnology
and to illustrate the role of nanomechanics in
this field and how mechanical models have
arisen in response to the emergence of this
new field. Primary attention will be given to
the particular example of the processes that
attend the life cycle of bacterial viruses. Viruses
feature many of the key lessons of biological
nanotechnology, including self assembly, as
evidenced in the spontaneous formation of the
protein shell (capsid) within which the viral
genome is packaged, and a motor-mediated
biological process, namely, the packaging of DNA
in this capsid by a molecular motor that pushes
the DNA into the capsid. We argue that these
processes in viruses are a compelling real-world
example of nature’s nanotechnology and reveal
the nanomechanical challenges that will continue
to be confronted at the nanotechnology-biology
interface.
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Nanotechnology is the seat of a broad variety of in-
terdisciplinary activity with applications as diverse as
optoelectronics, microfluidics, and medicine. However,
one of the richest interdisciplinary areas only now be-
ginning to be harvested is the interface between the
biological sciences and nanotechnology. The aim of the
present chapter is threefold. First, we wish to illustrate
the synergy that exists between biological nanotech-
nology (e.g., molecular motors, transmembrane pumps,

etc.) and biologically inspired nanotechnology (e.g.,
synthetic proteins, artificial viruses aimed at deliver-
ing drugs, biofunctionalized cantilevers, etc.). Secondly,
through a series of order-of-magnitude estimates and
an associated examination of the units for describ-
ing spatial dimensions, temporal processes, forces at
the nanoscale, and the energy budget in nanoscale
systems, we aim to build an intuitive sense of the
workings of nanotechnology in the biological set-
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740 Part C Nanotribology and Nanomechanics

ting. Finally, through several specific case studies,
we hope to illustrate some of the challenges faced
in modeling the mechanical processes of biological

nanotechnology and show how such challenges have
been met thus far and how they might be met in the
future.

24.1 Science at the Biology–Nanotechnology Interface

24.1.1 Biological Nanotechnology

Though the innovations leading to the adoption of the
expression “nanotechnology” are indeed impressive, the
perspective of this chapter is that one need only look in-
ward to the way that our muscles move, to how we digest
and synthesize molecules of dazzling complexity, to the
way in which we think the thoughts that permit us to fill
the shelves of libraries with scientific journals to real-
ize that the greatest nanotechnology of all is that which
is revealed in the living world. That is, one of the cen-
tral thrusts is the idea that the microscopic workings of
life offer an inspiring vision of nanotechnology. Clearly,
the diversity of the examples of “nanotechnology” seen
in the living world can (and do) fill the pages of learned
texts. A guided tour of the machinery of the cell can be
found in Alberts et al. [24.1], while a vision of the cell
as an assemblage of “protein machines” has been ar-
gued for by Alberts [24.2]. The ambition of the present
section is to provide several cursory examples of the
nanotechnological marvels that power the living realm.

24.1.2 Self-Assembly
as Biological Nanotechnology

One of the most intriguing nanotechnological tricks
of the living world is the central role played by self-
assembly in such systems. Whether we consider the
spontaneous assembly of viruses, either in test tubes
or in the interior of an infected cell, or the fusion of one
membrane-bound region to another through vesicle fu-
sion, spontaneous formation of functional “materials” is
a key part of the biological repertoire. To be more con-
crete, we note that self-assembly in biological systems
takes place in a number of different guises. First, the
self-assembly of linear assemblies is a key part of the
cytoskeletal assembly process with G-actin associating
to form actin filaments and, similarly, tubulin monomers
joining to form microtubules. This is also the process
that is used by certain bacteria such as Listeria for lo-
comotion. Both of these examples are described more
fully in [24.3]. This same type of process is taken to the
next level of sophistication in simple viruses such as to-

bacco mosaic virus that involve not only the assembly
of protein monomers, but also the genetic message in
the form of long RNA molecules. A second broad class
of self-assembly processes is associated with the forma-
tion of containers such as liposomes or viral capsids.
In the case of liposomes, lipid molecules such as phos-
phatidylcholine spontaneously organize in a way that
sequesters the hydrophobic tails from the surrounding
water. Similarly, protein subunits spontaneously assem-
ble to form viral capsids [24.4]. These structures play
a variety of roles in the biological realm, from serving
as containers for different macromolecules to provid-
ing for concentration gradients of small ions that are
maintained and utilized by molecular motors such as
ATPsynthase [24.1].

Beyond the simplistic description of self-assembly
advanced above, a second key feature of biological self-
assembly must also be considered. In particular, a variety
of self-assembly processes in the biological realm are
templated (or coded). As is well-known, proteins are
a hugely versatile class of molecules all based upon
the same fundamental building blocks. Interestingly, the
enormous diversity of protein action is founded upon
20 distinct amino acid building blocks, and the template
for assembling a given protein is carried in the form of
messenger RNA, which is then read and used as the basis
for protein synthesis by the ribosome. One of the most
exciting developments in modern nanotechnology is the
attempt to exploit templated self-assembly processes for
the purposes of creating new materials. An example in
the context of protein-based materials can be found in
the article of van Hest and Tirrell [24.5], where the
machinery of the cell has been tricked into incorporating
artificial amino acids into synthetic proteins.

24.1.3 Molecular Motors
as Biological Nanotechnology

One of the hallmarks of life is change and motion. At the
cellular level, such motion is effected through a dizzying
variety of mechanisms, most of which when viewed at
the molecular level are seen to be the result of the action
of molecular motors [24.3]. For example, muscle con-
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traction reflects the coherent action of huge numbers of
myosin motor molecules as they march along actin fila-
ments. Similarly, the motion of certain bacteria can be
traced to the rotation of a rotary motor embedded in the
cell wall, which is attached to filaments known as fla-
gella [24.6]. In a similar vein, just as our modern society
is replete with examples of systems aimed at allowing
for communication and transport between widely sepa-
rated geographic locations, so, too, has the living world
had to answer these same challenges. As will be shown
in the section of this chapter aimed at making estimates
of various scales and processes in nanotechnology, one
of the key mechanisms for communication and trans-
port is diffusion. That is, a chemical concentration at
one place can make its presence known at a distance x
with a characteristic time, tdiffusive ≈ x2/2D, where D is
the diffusion constant. However, as will be shown later in
the chapter, there are many cellular processes that cannot
wait as long as tdiffusion. As a result, a host of molecular
motors and an associated transport system (the elements
of the cytoskeleton) permit active transport. For exam-
ple, kinesin is a motor molecule that transports material
along long, relatively rigid polymeric assemblies known
as microtubules [24.1].

Even more incredible are rotary machines like
those associated with ATPsynthase and bacterial flag-
ella. ATPsynthase is a membrane-embedded machine
that rotates and, in so doing, synthesizes new ATP
molecules (adenosine triphosphate, energy currency of
the cell) [24.1, 7–9]. Similarly, the bacterial flagellar
motor rotates with the result that the attached bacte-
rial flagellum rotates and thereby induces motion of the
cell [24.3, 6]. The exquisite details of the construction
of these devices are themselves breathtaking. The rotary
motors in bacteria are constructed from several compo-
nents that are much like a rotor and stator and perform
periodic motions by deriving energy from the flow of
protons across a membrane [24.6]. These rotary motors
are very powerful, as evidenced by F1-ATPsynthase,
which can generate a torque large enough to rotate
a molecule of actin 100 times its own length [24.10]. In
addition, bacterial motors have another layer of sophis-
tication in that stimuli from the external environment,
which are sensed by the bacteria through the pores on
its membrane, can change the direction of rotation of
the motor in a process known as chemotaxis [24.3].
Feedback and signal transmission are implemented in
engineering devices by means of complex circuitry,
whereas in the living world these functions are often ac-
complished by means of chemistry and conformational
changes in large molecules.

All of these molecular machines involve a rich
interplay between chemistry, thermodynamics, and
mechanics. From a structural perspective, most mo-
lecular motors are proteins with different subunits
performing different functions [24.11]. Often there is
some region within the motor where chemical energy is
derived from the hydrolysis of adenosine triphosphate
(ATP). This chemical energy is then converted to mech-
anical energy through a conformational change in the
protein. These examples serve to call the reader’s atten-
tion to the importance and variety of motor molecules
found throughout the living world and which almost
any sensible definition of nanotechnology would have
to include as particulary sophisticated examples.

24.1.4 Molecular Channels and Pumps
as Biological Nanotechnology

From a structural perspective, one of the most intrigu-
ing features of cellular systems is their division into
a number of separate membrane-bound compartments.
We have already touched upon this compartmentaliza-
tion in the context of self-assembly, and note that the role
of membranes and the proteins bound within them is de-
scribed clearly in Alberts et al. [24.1]. The presence of
such compartments, often marked by large concentration
gradients with respect to the surrounding medium, hints
at another nanotechnological wonder of the living world,
namely, the presence of a wide range of transmembrane
channels that mediate the exchange of material between
these different compartments. Certain passive versions
of these channels are gated by various mechanisms such
as the arrival of signaling molecules or tension in the
membrane within which they are found [24.12–14].
Once the channel is in the open state, ions pass through
passively, by diffusion. Active versions of ion channels
that transfer ions such as Na+ and Ca2+ are similarly
critical for the functioning of a cell, both in the case of
unicellular and multicellular organisms. For example,
in the case of Na+ ions, typical concentrations within
the cell can be as much as a factor of 10–20 less than
those in the extracellular milieu. Such concentration gra-
dients imply the need for sophisticated active “devices”
which can do work against such gradients. One of the
most remarkable of machines of this type is the Na+–K+
pump [24.1]. This machine is powered by hydrolysis of
ATP (i. e., the consumption of ATP fuel), and it can pump
ions up a potential gradient. In particular, this pump hy-
drolyzes ATP and pumps Na+ ions out of the cell against
a very steep concentration gradient while pumping K+
ions in again against a steep gradient.
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742 Part C Nanotribology and Nanomechanics

The point of this brief discussion has been to illus-
trate the first of several perspectives that we will bring
to bear on the question of the biology-nanotechnology
interface. Thus far, we have noted that nature is replete
with examples of macromolecules and macromolecu-
lar assemblies that perform nanotechnological tasks and
in this capacity serve as examples of biological nano-
technology. Next, we wish to examine the ways in
which biological phenomena can inspire nanotechnol-
ogy itself.

24.1.5 Biologically Inspired
Nanotechnology

As noted in the beginning of this chapter, biological
systems are nanotechnologically relevant for several rea-
sons. First, as shown above, the living world is full of
examples of nanotechnological devices. However, a sec-
ond key point is that nanotechnology has been driven
and inspired by the example of biological systems and
the need (for example, in medicine) to influence bio-
logical systems at the scale of a single cell. In addition,
preliminary steps have been taken to harness the nano-
technology of biological systems and use it to perform
useful functions.

One compelling example of a proof-of-principle,
biologically inspired device emerged from work aimed

hv
H+

ATP

Fig. 24.1 Schematic of the experiment in which bacteriorhodopsin
(top of figure) and ATPsynthase (right of figure) are artificially re-
constituted in a liposome, and they act in unison to produce ATP
molecules

at exploring the function of ATPsynthase, the rotary
device already described above. Fluorescently labelled
filamentous proteins from the cytoskeleton, known as
actin, were attached to the putative rotary component
of the F1 subunit. The point of this exercise is that
such filaments are observable using light microscopy.
It was then observed that the long actin filament rotated
like a propeller when the ATPsynthase performed ATP
hydrolysis [24.15].

A second example, also involving ATPsynthase,
is suggested by a set of beautiful experiments done
by Racker and others [24.16, 17]. The idea is illus-
trated schematically in Fig. 24.1. Two different protein
machines are “reconstituted” in an artificial membrane-
bound region known as a liposome. One of these devices
is known as bacteriorhodopsin and has the capacity to
pump hydrogen ions when it is exposed to light. Since
both the bacteriorhodopsin and ATPsynthase are em-
bedded in the same membrane, the ATPsynthase can
then exploit the light-induced proton gradient to perform
ATP synthesis. Again, these experiments were under-
taken not for their role as possible devices, but rather to
probe the nature of various molecular machines. Nev-
ertheless, we view them as a provocative demonstration
of both the manipulation and use of such machines in
artificial environments. As such, they provide an inspir-
ing vision of the possibilities for biologically inspired
nanotechnology.

Another fascinating example of biologically inspired
nanotechnology is that of biofunctionalized cantilevers
(see Fig. 24.2). A typical example is provided by the ex-
periments of Wu et al. [24.18], who have demonstrated
the use of a biofunctionalized cantilever as a scheme
for detecting small concentrations of biologically inter-
esting molecules such as prostrate-specific antigen and
single-stranded DNA. One surface of the cantilever is
coated with an antibody, and then it is placed in environ-
ments containing different concentrations of the antigen.
The key ideas from a mechanical perspective are: i) the
difference in surface energy between the top and bottom
surfaces of the cantilever induces spontaneous bending
and ii) the binding of molecules of interest to target
molecules initially present on the surface leads to sur-
face energy differences and bending that can be detected
by optical means. In this way the concentration of the
molecules of interest can be measured. The specificity
and sensitivity of the method makes it viable for use in
the laboratory, as well as for commercial purposes. We
return to this example in our discussion of the modeling
challenges posed by problems at the interface between
biology and nanotechnology.
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Fig. 24.2 Schematic of the use of biofunctionalized can-
tilevers as a tool for detecting molecules of biological
interest (figure courtesy of Arun Majumdar, Berkeley)

24.1.6 Nanotechnology and Single Molecule
Assays in Biology

One of the key refrains of the nanotechnological era
is Feynman’s quip that “there is plenty of room at the
bottom” [24.19]. The benefits of miniaturization are ev-
ident at every turn in applications ranging from our
cars to our computers. Associated with the develop-
ment of the inspiring new techniques made possible
by nanotechnology has been the emergence of a host
of scientific opportunities. One of the arenas to bene-
fit from these new techniques is biology. As scientists
and engineers have taken the plunge to the nanotech-
nological “bottom” foreseen by Feynman, opportunities
have constantly arisen to manipulate biological systems
in ways that were heretofore unimagined, culminating
in a new era of single molecule biology. Single molecule
experiments have, in fact, presented us with a view of
Feynman’s “room at the bottom” as being filled with
very complicated machines whose functioning makes
life possible.

Single molecule assays complement statistical/col-
lective studies involving a large number of molecular

actors by revealing the prominent role of fluctuations at
the sub-cellular scale. For example, a photospectrom-
eter measures the optical response of a huge collection
of molecules, whereas optical tweezers pull on a single
molecule of DNA and enable us to follow the changes in
conformation or the breakage of bonds. In fact, experi-
mental methods are so advanced that it is now possible
to manipulate a single molecule even as we watch it
on a screen as it jiggles around in different confor-
mations. In what follows, we give several examples of
how nanotechnology has reached out to help create sin-
gle molecule biology and in the process has led to the
advent of new quantitative opportunities to investigate
biological systems.

Atomic-Force Microscopy
One of the tools that has revolutionized nanotechnology,
in general, and single molecule biology, in particu-
lar, is the atomic-force microscope. The AFM has
helped create the field of single molecule force spec-
troscopy [24.20]. We note that mechanics has a long
tradition of using force-extension data (much like the
electrical engineer uses current-voltage data) to probe
the inner workings of various materials. It is now
possible to apply forces of known magnitude on a macro-
molecule and study how it deforms under the force.
This furnishes structural information and provides in-
sights into the energy landscape the molecule needs to
navigate as it undergoes force-induced conformational
changes. The energy of deformation associated with
such molecules is primarily determined by weak forces
such as hydrogen bonds, van der Waals contacts, and
hydration effects. On a more philosophical note, these
experiments force us to think in terms of forces and
not energy, complementing the traditional views held in
molecular biology, and they can lead to many new in-
sights about the relation between structure and function
in proteins, polynucleotides, and other macromolecular
entities.

The AFM has been used in a wide variety of sin-
gle molecule experiments on many of the key classes
of molecules found in the living world, including nu-
cleic acids, proteins, and carbohydrates. One fascinating
example is the use of atomic force microscopy to ex-
amine the mechanical properties of the muscle protein
titin [24.21]. The experiment is illustrated schemati-
cally in Fig. 24.3, which shows that there is a series of
force-extension signatures (increasing force and exten-
sion followed by a precipitous load drop) that correspond
to the unbinding of the individual domains that make up
this protein.
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Fig. 24.3 Schematic illustrating the way that the AFM has
been harnessed as a nanotechnological analogue of the In-
stron machine for the measurement of the force-extension
properties of single molecules. Four snapshots in the life
history of a globular protein subject to loading are shown, as
well as the measured force-extension curve. Each sawtooth
corresponds to the unfolding of a single protein domain.
(Figure adapted from [24.22])

Optical Tweezers
Another instrument that has been used with great success
in the realm of biophysics for the purposes of performing
nanomechanical measurements on macromolecules and
their assemblies is the optical tweezer [24.23,24]. While
the AFM is relatively stiff and applies large forces (on
the order of 100–1,000 pN), optical tweezers are com-
pliant and can measure smaller forces (on the order of
0.1–10 pN). Some of the most interesting experiments
performed with optical tweezers concern the functioning
of molecular motors, which by themselves are marvels of
nanotechnology. For example, Svoboda et al. [24.25] at-
tached kinesin to an optically trapped bead and observed
its movement along a microtubule. An example of the
type of data to emerge from such experiments is shown
in Fig. 24.4. One of the conclusions to emerge from such
experiments is that kinesin can exert forces on the or-
der of 5–7 pN before it stalls. Such experiments also
permit an examination of the effect of changing the con-
centration of ATP on the functioning of kinesin [24.26].
Similar experiments have been performed on RNA poly-
merase as it advances along DNA to deduce not only
the stall force, but also its velocity as a function of the
constraining force [24.27]. Such measurements provide
a mechano-chemical basis of biological function and go
a long way in revealing connections between chemical
kinetics and mechanical processes at the molecular level.

As noted in the abstract, one of the most fascinating
examples of the biology-nanotechnology interface is that
of bacterial viruses, known as bacteriophages. The life
cycle of a large class of bacteriophages is characterized
by self-assembly processes that lead to the formation of
the protein shell of the virus followed by active packag-
ing of the viral DNA within this shell by a motor. The
structure of this so-called “viral portal motor” has re-
cently been solved using X-ray crystallography [24.28].
In a recent experiment, Smith et al. used optical tweez-
ers to study the characteristics of the DNA packaging
process of the φ-29 bacteriophage [24.29]. One of the
conclusions of this experiment is that the motor has to act
against an increasing resistive force as more and more of
the DNA is packed inside the capsid. From a quantitative
perspective, this experiment yields the force and the rate
of packing as a function of the fraction of the genome
packed. It is also important to note that bacteriophages
are not only an obscure subject of quiet enquiry, but are
also the basis of a huge range of cloning products (see,
for example, the lambda ZAP vectors of Stratagene)
used for doing experiments with recombinant DNA, and
more generally, viruses are being explored as the basis
of gene therapy.

Our discussion thus far has been aimed at provid-
ing a rough overview of the vast landscape that sits at
the interface between biology and nanotechnology. It is
hoped that the few representative case studies set forth
above suffice to illustrate our basic thesis, namely, that
biological nanotechnology represents nanotechnology at
its best.

24.1.7 The Challenge of Modeling
the Bio-Nano Interface

As highlighted in the previous two subsections, there
have been huge advances at the interface between nano-
technology and biology. We have argued that there are
two distinct representations of the interface between
biology and nanotechnology, and each has its own as-
sociated set of modeling challenges. The argument of
the present discussion is that another key part of the
infrastructure that must attend these developments is
that associated with the modeling of these systems.
One of the intriguing ways in which modeling at the
biology-nanotechnology interface is assuming greater
importance is that with increasing regularity, experi-
mental data on biological systems is of a quantitative
character. As a result, the models that are put forth to
greet these experiments must similarly be of a quantita-
tive character [24.30].
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As an example of the type of modeling challenges
that must be faced in contemplating the types of prob-
lems described above, we return to the example of
biofunctionalized cantilevers as a problem in nanomech-
anics [24.18, 31]. The basic physics behind the use of
biofunctionalized cantilevers as sensors is a competition
between elastic bending energy and the surface free en-
ergy difference between the upper and lower faces of the
cantilever. The face with the lower free energy per unit
area tends to increase its area by bending the cantilever.
The amount of bending, on the other hand, is limited by
the elastic energy cost. The utility of this device derives
from the fact that the difference in the surface free en-
ergy is affected by specific binding of target molecules
to probe molecules that are initially deposited on one
side of the cantilever.

To provide a quantitative model of the biofunction-
alized cantilever, we construct an energy functional that
takes into account the elastic energy of beam bending
and the surface energy. Both contributions to the total
energy can be written as functionals of u(x), the deflec-
tion of the cantilever. Note that in the case in which the
two surfaces have the same free energy per unit area,
γup = γdown, the equilibrium configuration corresponds
to u(x) = 0. The case of interest here is that in which the
two surfaces have different energies.

We recall that the energy associated with beam
bending is of the form [24.32]

Ebend [u(x)] = EI

2

L∫
0

[
u′′(x)

]2 dx , (24.1)

where E is Young’s modulus, L is the length of the beam,
and I = wt3/12 is the areal moment of inertia; t and w

are the beam thickness and width. The main approxi-
mation we have made in writing (24.1) is that the cross
section of the beam remains unchanged by the bending
process. The surface contribution to the total energy is
associated with the changes of the areas of the upper
and lower surfaces by virtue of the beam deforming. In
particular, we have

Esurf[u(x)] = γupw

⎡
⎣L − t

2

L∫
0

u′′(x)dx

⎤
⎦

+γdownw

⎡
⎣L + t

2

L∫
0

u′′(x)dx

⎤
⎦ ,

(24.2)
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Fig. 24.4 Schematic illustrating the use of optical tweezers to meas-
ure the speed of the molecular motor kinesin in its journey along
a microtubule

where the terms in parentheses are the arc lengths along
the top and bottom surface of the beam, respectively.
The physical content of this functional is the idea that
if u′′ > 0 (concave upward) then the upper surface area
will shrink while the lower surface area will increase.
Neglecting uninteresting constant terms, the total energy
functional is

Etot[u(x)] = EI

2

L∫
0

[
u′′(x)

]2 dx

+ tw

2
(γdown −γup)

L∫
0

u′′(x)dx .

(24.3)

Our goal is to find the displacement profile u(x) that
yields the minimum value for the total energy. The
general mathematical framework for effecting this mini-
mization is the calculus of variations. For the functional
in (24.3), a more direct route to the result can be ob-
tained by completing the square. Namely, we note that
the Etot involves a term quadratic in u′′(x) and a second
term that is linear in the same function. As a result, the
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total energy can be rewritten in the form

Etot[u(x)] = EI

2

L∫
0

dx

[
u′′(x)+ tw∆γ

2EI

]2

, (24.4)

where we have introduced ∆γ = γdown −γup, and we
neglect an uninteresting constant term. Clearly the u(x)
that minimizes the energy is one for which the integrand
vanishes everywhere, or

u′′(x)+ tw∆γ

2EI
= 0 . (24.5)

At this point, we are left with a standard differential
equation whose solution, given the boundary conditions
u(0) = 0 and u′(0) = 0, is

u(x) = − tw

4EI
∆γx2 . (24.6)

The physical meaning of this solution is hinted at by
observing that if γdown > γup then the beam curves
downward with the result that the area of the lower
surface is reduced.

Measurements of Wu et al. [24.31] indicate an up-
ward cantilever deflection when single stranded DNA
(ssDNA), up to 20 nucleotides in length, hybridizes
with complementary strands of ssDNA, which were de-
posited initially so as to functionalize the beam. This
effect might be attributed to the difference in elastic
properties of ssDNA and its double stranded counter-
part. Namely, under physiological conditions, ssDNA
has a persistence length equal to two nucleotides, while
dsDNA is much stiffer (due to hydrogen bonding and
base stacking interactions between the two strands) and
has a persistence length of 150 nucleotides. Therefore,
deposition of the flexible ssDNA molecules initially
leads to bending of the cantilever downward due to

entropic repulsion between the ssDNA chains. After hy-
bridization, rigid dsDNA strands are formed, there is no
longer any entropy to be gained by increasing the area
of the top surface, and the beam bends back upwards.
Remarkably, Wu et al. demonstrate that their biofunc-
tionalized cantilever is sensitive to ssDNA differing in
length by a single nucleotide!

To gain further insight into the physics of the
biofunctionalized cantilever, it is instructive to ex-
amine some quantitative aspects of the experiment
using (24.6). Namely, Wu et al. find a deflection of
u(L) = 12 nm when a 20-nucleotide strand of ssDNA
hybridizes with a 20-nucleotide-long complementary
target. Using the quoted numbers for the cantilever,
E = 180 GPa, L = 200 µm, t = 0.5 µm, w = 20 µm,
leads to ∆γ = 4.5 fJ/µm2. From this result we can es-
timate the change in surface free energy due to beam
bending,

∆Esurf ≈ wL∆γ . (24.7)

We find ∆Esurf = −18 pJ, which, given the quoted areal
chain density of 6 × 1012 cm−2, leads to a decrease in
free energy of 75 pN nm, or 18 kBT , per chain. This is
comparable to the entropy of a 20 nt ssDNA, which is
on the order of 10 kB, lending support to the idea that
entropic repulsion between ssDNA strands is implicated
in cantilever bending.

While this example gives a feel for the way in
which quantitative models have been put forth to re-
spond to biologically inspired nanotechnologies, the
remainder of the chapter will emphasize attempts to
construct nanomechanical models of biological nano-
technology itself. We turn first to a discussion of the
various scales that arise in thinking about the biology-
nanotechnology interface and then conclude with several
modeling examples.

24.2 Scales at the Bio-Nano Interface

Every scientific discipline has a preferred set of units that
lends itself to building intuition concerning the system
at hand. For example, an astronomer thinks of distances
between stars in light years, not kilometers. Though
most of us have an intuitive sense of the meaning of
a kilometer, by the time we add more than six zeros, all
intuition is lost. At terrestrial scales, we talk of distances
between cities in terms of the flying time or the driving
time between them and usually not in terms of hundreds

of miles. Similar choices must be faced in the biologic-
al setting. For example, a biologist might characterize
the complexity of an organism by the size (in kilo base-
pairs) of the genome and not by the organism’s physical
size. The aim of the present section is to highlight some
of the key scales and units that reveal themselves at
the interface between biology and nanotechnology. In-
deed, we go further and assert that as yet we are still in
the process of searching for the most suitable units to
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characterize the biology-nanotechnology interface. Al-
though our attempt to determine such units and scales
might involve seemingly complicated interconversions,
such as measuring distances in terms of time (via diffu-
sion), or measuring concentrations in terms of distances,
we hold that the approximate numerical characterization
of the scales of interest is of crucial importance to the
endeavor of considering nanomechanics at the biology-
nanotechnology interface. In particular, the right choice
of units can assist us in building intuition about these sys-
tems. Our goal in this section is to emphasize the scales
in length, time, force, energy, and power that are rele-
vant in contemplating the nanomechanics of biological
systems.

24.2.1 Spatial Scales and Structures

We begin with a discussion of the length scales that
arise in contemplating nanomechanics at the biology-
nanotechnology interface. In this case, the prefix nano
leads justifiably to a consideration of the nanometer as
one possible choice as the fundamental unit of length.
However, to prepare ourselves for the question of how
best to describe the dimensions of the spatial structures
of interest here, it is important to consider the hierar-
chy of length scales that arise in the nano-bio arena.
After examining this hierarchy of structures, we re-
formulate these length scales in terms of the volumes
of these structures measured in units of the volume of
a typical bacterial cell, and conclude the present section
with a discussion of the way that chemical concentra-
tions can also be interpreted as determining a length
scale.

As noted above, a first step in developing intuition
concerning the spatial scales found at the biology-
nanotechnology interface is through reference to the
hierarchy of scales and structures that arise in this arena.
The shortest distance in this hierarchy of scales that will
interest us is that associated with the size of individ-
ual atoms. We recall that the size of a hydrogen atom
is roughly 0.1 nm. The scale characterizing the link-
age between atoms is that of typical bond lengths that
range from roughly 0.1–0.3 nm. A step further in this
hierarchy brings us to the basic building blocks of the
biological world such as amino acids, nucleotides, indi-
vidual sugars, lipid molecules, etc. A typical length scale
that characterizes these building blocks is the nanometer
itself. For example, we have already made reference to
the importance of lipid-bilayer membranes in bounding
different regions of the cell. Phosphatidylcholine is one
of the molecular building blocks of many such mem-

branes. It has a polar head group and a hydrocarbon tail
with an overall dimension of 2–3 nm. Similarly, the di-
mensions of single amino acids and nucleotides are on
the order of 1 nm as well.

As is well-known, individual nucleotides are as-
sembled to form nucleic acids such as DNA, amino
acids are assembled to form proteins, sugars combine
to form polysaccharides, and lipids self-assemble to
form membranes. One way of estimating the size of
the resulting molecules is by taking the scale of the
individual units and scaling up with the number of
such units. The various molecular actors of relevance
to the present discussion can also be characterized by
a length, scale known as the persistence length, which
gives a rough description of the length over which the
molecule behaves as a stiff rod. For example, the per-
sistence length of DNA is ≈ 50 nm, while that of the
cytoskeletal filaments is in the range of 15 µm for actin
and 6 mm for microtubules [24.11]. We note that in
our later discussions of viruses as a profound example
of biological nanotechnology, the ratio of the persis-
tence length of DNA to the size of the viral capsid
(the container within which the DNA is packaged) will
serve as a measure of the energetic cost of packing the
DNA within the capsid and will signal the need for
molecular motors to take active part in the packaging
process.

The next scale above that of the various macromo-
lecular building blocks are assemblies of such molecules
in the form of various molecular machines which are
some of the most compelling examples of nature’s nano-
technology. The ability to begin formulating mechanistic
models of such machines is founded upon key advances
in both X-ray crystallography and cryo-electron mi-
croscopy [24.33, 34]. Examples of such machines and
their associated dimensions include: the machine re-
sponsible for making the message carried by DNA
readable by the protein synthesis machinery, namely,
RNA polymerase (≈ 15 nm) [24.35], the machine that
produces ATP, the energy currency of the cell, namely,
ATPsynthase (≈ 10 nm) [24.9], and the machine that
carries out protein synthesis, namely, the ribosome
(≈ 25 nm) [24.36]. A second class of assemblies of
particular relevance to the present article are viruses,
representative examples of which include lambda phage
(≈ 27 nm), tobacco mosaic virus (≈ 250 nm in length),
and the HIV virus (≈ 110–125 nm) [24.37].

From the standpoint of cellular function, the next
level of structural organization is associated with the
various organelles within the cell, structures such as
the cell nucleus (3–10 µm), the mitochondria that serve
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748 Part C Nanotribology and Nanomechanics

as the power plant of the cell (≈ 1,000 nm), the Golgi
apparatus wherein modifications are made to newly
synthesized macromolecular components (≈ 1,000 nm),
and so on [24.1]. These organelles should be thought of
as factories in which many molecular motors of the type
described earlier do their job simultaneously. At larger
scales yet, and constituting a higher level of overall or-
ganization, life as nanotechnology is revealed as cells
themselves, the fundamental unit of life that is self-
replicating and self-sustaining. We will make special
reference to one particular bacterial cell, namely, E. coli
with typical dimensions of 1 µm. This should be con-
trasted with a typical eucaryotic cell such as yeast, which
has linear dimensions roughly a factor of 10 larger than
the E. coli cell.

We note that the various biological structures de-
scribed above should be seen with reference to the sorts
of man-made structures to which they are interfaced. For
example, earlier in the chapter we mentioned the impor-
tance of optical tweezers as a means of communicating
forces to macromolecules and their assemblies. Typical
dimensions for the optical beads used in optical tweezers
are on the scale of 500–1,000 nm. We note that though
such dimensions are characteristic of organelles, they
are much larger than the individual molecules they are
used to study. A second way in which individual macro-
molecules are communicated with is through small tips
such as those found on an AFM. In this case, the size of
the tip can be understood through reference to its radius
of curvature, which is typically of the order of 50 nm.

Our discussion thus far has centered on the use of
a single characteristic length to describe the spatial ex-
tent of biological structures. In our quest to develop
intuition about the typical spatial scales found at the
biology-nanotechnology interface we note that a sec-
ond way to evaluate such scales is through reference to
the typical volumes of the various structures of interest.
As noted in the introduction to this section, we claim
that a key way to develop intuition is by making sure to
use appropriate and revealing units. For the present pur-
poses, we argue that one useful unit of volume is that
of an E. coli bacterium, which if idealized as a cylinder
with diameter 1 µm and height 2 µm, has a volume of
≈ 1.5 × 109 nm3. In particular, we will measure the sizes
of the various entities described above in terms of how
many of them can fit into a single E. coli bacterium. Our
estimates of the comparative sizes of various structures
of interest are given in Table 24.1. Note that we do not
claim that this is literally how many of each of these enti-
ties are found in an E. coli bacterium, but rather we seek
to give an impression of the relative volumes of some

Table 24.1 Sizes of entities in comparison to the size of
E. coli

Entity Size (nm) # fitting in an E. coli

Amino acid 1 5.0 × 109

Nucleotide 1 5.0 × 109

Monosaccharide 1 5.0 × 109

Phosphatidyl 2–3 2.0 × 108

choline

Proteins 5–6 3.0 × 107

Ribosome 20 1.0 × 106

Mitochondria 500–1,000 3–4

T4 phage 100 5,000

of the different structures that arise when contemplating
biological nanotechnology.

The idea of counting the number of molecules that
fit into a given volume is actually quite standard. This
is exactly what chemists do when they invoke the no-
tion of concentration: measuring the strength of an acid
or base using pH amounts to expressing the concentra-
tion of H+ ions in solution. Similarly, when we refer
to the molarity of a given solution, it is a statement of
how many copies of a given molecule will be found
per liter of solution. These ideas are pertinent for our
examination of the scales that arise in contemplating
biological nanotechnology. As an example, we consider
the action of molecular pumps such as that which main-
tains the concentration gradient in Ca2+ ions between
the cellular interior and the extracellular medium. Note
that this is described in detail in chapter 12 of Alberts
et al. [24.1]. The Ca2+ pump is responsible for insuring
that the intercellular concentration of Ca2+ ions is 10−7

smaller than that in the cellular exterior. One explana-
tion for this low a concentration of Ca2+ in the cell is
the role played by these ions in signaling other activi-
ties. The low concentration might serve as a scheme for
increasing the signal-to-noise ratio. The reported intra-
cellular concentration of such ions is roughly 10−7 mM.
It is interesting to ask how many Ca2+ ions this corres-
ponds to in a eucaryotic cell. The volume of a eucaryotic
cell measuring 20 µm in diameter is about 4 × 10−12

liters, which translates into ≈ 250 Ca2+ ions in the cy-
toplasm. For the case of E. coli, which has a volume
approximately 1,000 smaller, this concentration would
correspond to one ion for every four cells. This num-
ber gives us far greater insight than the standard molar
(M = mol/liter) method of expressing concentrations.
In a similar vein, we argue that distances between in-
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Mechanics of Biological Nanotechnology 24.2 Scales at the Bio-Nano Interface 749

dividual ions/molecules in solution are perhaps a better
way of thinking about pH and molarity when using them
in the context of biological nanosystems. To this end,
Fig. 24.5 shows a plot of pH and molarity versus aver-
age distance d in nm between individual ions/molecules.
Note that, in addition, we have also translated these con-
centrations into number of copies per E. coli cell and
the time for an ion to diffuse over the average separation
distance. For the time estimate we make use of the typ-
ical diffusion constant for small ions in water at 25 ◦C,
D = 2,000 µm2/s.
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Fig. 24.5 (a) Representations of pH in terms of average
distance between ions (d in nm), the number of ions per
one E. coli cell volume (N), and the typical time for an ion
to diffuse over a distance equal to their average separation
(t in 100 ns). (b) Concentration unit millimolar (mM) rep-
resented in terms of d (nm), N (millions of molecules), and
t (10 ns)

We have seen that the world of biological nanotech-
nology utilizes length scales that span a rather wide
range, from fractions of a nanometer to tens of microns.
This provides a challenge to modeling, whereby meth-
ods with atomic-scale resolution need to be combined in
a consistent and seamless way with coarse-grained con-
tinuum descriptions to provide a complete picture. An
example of such modeling will be provided in later sec-
tions when we take up the mechanical aspect of the viral
life cycle.

24.2.2 Temporal Scales and Processes

We have seen that a study of spatial scales is a first
step in our quest to understand the units that are suited
to characterizing the biology-nanotechnology interface.
We note that our understanding of spatial structures both
in the living world, as well as those used in intriguing
man-made technologies such as microelectronics have
been built around important advances such as electron
microscopy, X-ray crystallography, nuclear magnetic
resonance, etc. that have revolutionized structural biol-
ogy and materials science alike. On the other hand,
one of the key challenges that remain in really appre-
ciating the structure-properties paradigm, which is as
central to biology as it is to materials science, is the
need to acknowledge the dynamical evolution of these
structures.

We note that just as there is a hierarchy of spatial
scales that are important to consider in describing bio-
logical nanotechnology, so too is there a hierarchy of
temporal processes that also demand a careful consider-
ation of relevant units. An impressive representation of
the temporal hierarchy that must be faced in contemplat-
ing biological systems is given by Chan and Dill [24.38]
in their Fig. 5. They organize their temporal hierarchy
according to factors of 1,000, starting at the femtosecond
time scale and ending with time scales representative of
the cell cycle itself. One of the elementary dynamic-
al processes undergone by all of the molecular actors of
the living world is thermal vibration. Vibrations of atoms
occur at the time scales of 10−15 to 10−12 s. As will be
noted later, from a modeling perspective, this depress-
ing fact manifests itself in the necessity of using time
steps of the same order when integrating the equations of
motion describing molecular dynamics. The reason that
this is unfortunate is that almost everything of dynam-
ical interest occurs at time scales much longer than the
femtosecond time scale characteristic of molecular jig-
gling, thus making molecular dynamics investigations
computationally very expensive.
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750 Part C Nanotribology and Nanomechanics

We follow Chan and Dill [24.38] in examining how
successive thousandfold increases in our temporal res-
olution smears out features such as vibrational motion
and brings into focus more interesting processes char-
acteristic of macromolecular function. Indeed, the side
chains of amino acids rotate with a characteristic period
on the order of 10−9 s. Another thousandfold increase in
time scale begins to bring key biological processes such
as polymerization into view. Just as a length scale on the
order of 10–100 nm is perhaps most characteristic of
the length scales of biological nanotechnology, the time
scale that is most relevant for considering the processes
associated with biological nanotechnology is something
between a microsecond and a millisecond. To drive home
this point, we reconsider the machines described in the
previous section from the length scale perspective, but
now with an eye toward how fast they perform their func-
tion. Several of the molecular machines considered in the
previous section mediate polymerization reactions. For
example, RNA polymerase produces messenger RNA
molecules by the repeated addition of nucleotides to
a chain of ever increasing length. Such messenger RNA
molecules serve in turn as the template for synthesis
of new proteins by the ribosome, which reads the mes-
sage contained in the RNA and adds individual amino
acids onto the protein. From the temporal perspective of
the present section, it is of interest to examine the rate
at which new monomers are added to these polymers –
roughly 10 per s in the case of RNA polymerase [24.39],
and 2 per s in the case of the ribosome in eucaryotic
cells [24.1] (bacterial ribosomes are 10 times faster).
Once proteins are synthesized, in order to assume their
full cellular responsibilities, they must fold into their
native state, a process that occurs on time scales on the
order of a millisecond.

In addition to translational machines like RNA poly-
merase and the ribosome, there are a host of intriguing
rotary machines such as ATP synthase and the flag-
ellar rotary motor. The flagellar motor, which is the

Table 24.2 Time scales of various events in biological nanotechnology measured in units of the average time taken for ATPsynthase
to make a single rotation

Process Time scale (units of ATPase rotation) Ref.

1/(frequency of amino acid addition) – eukaryotic ribosome 50 [24.1]

1/(frequency of monomer addition) – RNA polymerase 10 [24.39]

Time between motion reset of E. coli 10 [24.6]

Kinesin step 1 [24.26]

Diffusion time for protein (ion) to cross an E. coli 0.5 (0.02) [24.11]

Vibrational period of nanocantilever 10−3 –10−5 [24.40]

means of locomotion for several bacteria, rotates at about
100 rpm [24.6]. ATP synthase makes use of a proton gra-
dient across a lipid bilayer to provide rotation at a rate of
roughly 6,000 rpm [24.41], approaching that of turbojet
engines.

Thus far, our discussion has emphasized the rate of
a variety of active processes of importance to biological
nanotechnology. It is of interest to contrast these scales
with those pertaining to diffusion. We note that in many
instances in the biological setting the time scale of in-
terest is that determined by the time it takes for diffusive
communication of two spatially separated regions. In
particular, as noted earlier in the chapter, the operative
time scale is given by tdiffusive = x2/2D, where D is the
diffusion constant and x is the distance over which the
diffusion has taken place.

To get a sense for all of the time scales described in
this section, Table 24.2 presents a variety of results con-
sidered above in tabular form, but now with all times
measured in units of the time it takes for ATPsynthase
to make one rotation (≈ 10 ms). Our reason for adopting
ATPsynthase rotation as defining a unit of time is that
it exhibits motions associated with one of the most im-
portant of life’s processes, namely, the synthesis of new
ATP molecules. In addition, our later discussion of units
associated with both energy and power will once again
appeal to the central role played by ATP in biological
nanotechnology.

24.2.3 Force and Energy Scales:
The Interplay of Deterministic
and Thermal Forces

Another set of scales of great relevance and impor-
tance to the nano-bio interface concerns the nature of
the forces that act in this setting. Thus far, we have ex-
amined the spatial extent and the cycle time of a variety
of examples of biological nanotechnology. As a next
step in our examination of scales, we consider the forces
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and energies associated with these structures. Two out-
standing sources for developing a feel for the relevant
numbers are the books of Wrigglesworth [24.42] and
Smil [24.43]. Perhaps the most compelling feature when
thinking about forces at these scales is the interplay be-
tween deterministic and thermal forces. To substantiate
this claim, we note that at room temperature the fun-
damental energetic quantity is kBT ≈ 4.1 pN nm. The
reason this number is of interest to the current endeavor
is the realization that many of the molecular motors that
have thus far been investigated act with forces on the
piconewton scale over distances of nanometers.

The fact that the piconewton is the relevant unit of
force can be gleaned from a simple estimate. Namely,
consider a typical skeletal muscle in the human arm.
The cross-sectional size of the muscle is of order
3 cm. The muscle consists of cylindrical rods of protein
called myofibrils, which are roughly 2 µm in diameter,
while the myofibrils themselves are made of strands
of actin and myosin filaments, which total some 60 nm
in diameter [24.1]. This gives 1012 myosin filaments
per cross-sectional area of the muscle. As each myosin
filament over the length of a single sarcomere (the con-
tractile unit of myofibrils, some 2.5 µm long) contains
some 300 myosin heads, lifting a 30 kg load corresponds
to a force of 1 pN per myosin head. This is certainly an
underestimate, since not all myosin heads are attached
to the actin filament at the same time. Since our esti-
mate leaves out many details, we might wonder how it
compares to the measured forces exerted by molecular
motors. Sophisticated experiments with optical tweezers
have revealed that actin-myosin motors stall at a force of
around 5 pN [24.44]; RNA polymerase stalls at a force
of about 20 pN [24.39]; the portal motor of the φ-29
bacteriophage exerts forces up to 50 pN [24.29].

As noted earlier, RNA polymerase is a molecular
motor that moves along DNA while transcribing genes
into messenger RNA. The DNA itself is an elastic ob-
ject that is deformed by forces exerted on it by various
proteins. At forces less than 0.1 pN its response is that
of an entropic spring with a stretch modulus of 0.1 pN,
while at forces exceeding 10 pN its stretch modulus is
determined by hydrogen bonding of the base pairs and is
roughly 1,000 pN [24.45]. All the above mentioned data
reinforces the argument that piconewton is the relevant
unit of force in the nanomechanical world of the cell.

The concept of “stress” is closely related to that of
force. Stress is a continuum mechanical concept of force
per unit area, and it has been used with great success in
solid and fluid mechanics. We extend the idea of stress
to the nanomechanical level to see what numbers we ar-

rive at. From the data above we can deduce that a single
myosin fiber sustains a stress of about 10−2 pN/nm2,
which is the same as 10−2 MPa. Migratory animal cells
such as fibroblasts, which are responsible for scaveng-
ing and destroying undesirable products in tissues, can
generate a maximum stress on their substrate on the or-
der of 3.0 × 10−2 MPa [24.46]. DNA can sustain stresses
in the excess of 20 pN/nm2, or 20 MPa, at which point
an interesting structural transition accompanied by an
overall increase of its contour length is observed [24.45].
Engineering materials such as steel and aluminium, on
the other hand, can sustain stresses of about 100 MPa.
This goes to show that nanotechnology in the context of
biological systems is built from rather soft materials.

It is of interest to translate our intuition concern-
ing piconewton forces into corresponding energetic
terms. The kinesin motor advances 8 nm in each step
against forces as high as 5 pN [24.25]. This translates
to a work done on the order of 40 pN nm. A myosin
motor suffers displacements of about 15 nm with forces
in the piconewton range. ATP hydrolysis (to ADP) re-
leases energy (at pH 7 and room temperature) of about
50 pN nm [24.1]. When a titin molecule is pulled, it
unfolds under forces of 30–300 pN, causing discrete
expansions of 10–30 nm [24.22], implying energies in
the range of 300–9,000 pN nm. Experimental data pro-
vides a compelling argument in favor of thinking of the
pN nm as a unit of energy for nanomechanics. However,
the observation that kBT = 4.1 pN nm at room tempera-
ture gives important insight, since it reveals that thermal
forces and entropic effects play a competing role in
biological nanomechanics. This provides nature with
unique design challenges, whereby molecular motors
that can perform useful work must do so in the presence
of strong thermal fluctuations for the normal functioning
of the cell. Operation of motors in such a noisy environ-
ment is governed by laws that are probabilistic in nature.
This is manifest in single molecule experiments that ob-
serve motors stalling and sometimes reversing direction.

Energy conversion is crucial to any developmen-
tal or evolutionary process. The steam engine powered
the industrial revolution. However, long before thinking
beings with man-made machines founded the indus-
trial revolution, power generation had already become
a central part of life’s nanotechnology. Indeed, the de-
velopment of ATP-synthase is one of the cornerstones
for the evolution of higher life-forms. An inevitable con-
comitant of evolution is the necessity for faster and more
efficient operations. The industrial revolution led to the
emergence of bigger and faster modes of transport; bio-
logical evolution led to the emergence of complex and
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intelligent organisms. Invariably, a machine or an or-
ganism is limited in its abilities by the speed at which
it can convert one form of energy (usually chemical) to
other forms of energy (usually mechanical). This is why
a study of their “power plants” becomes important.

Power plants (or engines) are usually characterized
by their force-velocity curves and compared using their

power-to-weight (P/W) ratio. For example, the myosin
motor has a P/W ratio of 2 × 104 W/kg, the bacterial
flagellar motor stands at 100 W/kg, an internal combus-
tion engine is at about 300 W/kg, and a turbojet engine
stands at 3,000 W/kg [24.47]. These figures tell us that
linear motors like myosin and kinesin are extremely
powerful machines.

24.3 Modeling at the Nano-Bio Interface

We have already provided a number of different views
of the biology-nanotechnology interface, all of which
reveal the insights that can emerge from model building.
Indeed, one of the key thrusts of this entire chapter is
the view that as the type of data that emerges concerning
biological systems becomes increasingly quantitative, it
must be responded to with models that are also quanti-
tative [24.30]. The plan of this section is to show how
atomistic and continuum analyses each offer insights
into problems of nanotechnological significance, but un-
der some circumstances, both are found wanting and it
is only through a synthesis of both types of models that
certain problems will surrender. The plan of this section
is to examine the advantages and difficulties associated
with adopting both atomistic and continuum perspec-
tives and then to hint at the benefits of seeking mixed
representations.

24.3.1 Tension Between Universality
and Specificity

One of the key insights concerning model building
in nanomechanics, whether we are talking about the
nanoscale tribological questions pertinent to magnetic
recording or the operations of molecular motors, is that
such questions live in the no-man’s-land between tradi-
tional continuum analysis at one extreme and all-atom
approaches such as molecular dynamics on the other.
Indeed, there is much discussion about the breakdown
of continuum mechanics in modeling the mechanics
of systems at the nanoscale. This dichotomy between
continuum theories, which treat matter as continuously
distributed, and atomic-level models, which explicitly
acknowledge the graininess of matter, can be restated
in a different (and perhaps more enlightening) way. In
particular, it is possible to see atomistic and continuum
theories as offering complementary views of the same
underlying physics. Continuum models are suitable for

characterizing those features of a system that can be
thought of as averages over the underlying microscopic
fluctuations. By way of contrast, atomistic models reveal
the details that a continuum model will never capture,
and in particular, they shed light on the specificity of the
problem at hand.

The perspective adopted here is that continuum mod-
els and atomistic models each reveal important features
of a given problem. For example, in contemplating the
competition between fracture and plasticity at crack
tips, a continuum analysis provides critical insights into
the nature of the elastic fields surrounding a defect
such as a crack. These fields adopt a fundamental and
universal form at large scales with all detailed mater-
ial features buried in simple material parameters. By
way of contrast, the precise details of the dissipative
processes occurring at a crack tip (in particular, the
competition between bond breaking with the creation
of new free surface and dislocation nucleation) require
detailed atomic-level descriptions of the energetics of
bond stretching and breaking. In the biological setting,
similar remarks can be made. In certain instances, the
description of biological polymers as random coils suf-
fices and yields insights into features such as the mean
size of the polymer chain as a function of its length.
On the other hand, if our objective is mechanistic un-
derstanding of processes such as how phosphorylation
of a particular protein induces conformational change,
this is an intrinsically atomic-level question. The lan-
guage we invoke to describe this dichotomy is the use
of the terms universality and specificity, where, as de-
scribed above, insights of a universal character refer to
those features of systems that are generic, while speci-
ficity refers to the features of systems that depend upon
precise details such as whether or not a particular mol-
ecule is bound at a particular site. This fundamental
tension between atomistic and continuum perspectives
is elaborated in Phillips et al. [24.48].
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24.3.2 Atomic-Level Analysis
of Biological Systems

As already described in the introduction, one of the in-
triguing roles of nanotechnology in the biological setting
is that it has brought the Instron technology of traditional
solid mechanics to the nanoscale and has permitted the
investigation of the force-extension characteristics of
nanoscale systems (macromolecules and their assem-
blies, in particular). As noted earlier, mechanical force
spectroscopy [24.20] is emerging as a profound tool
for exploring the connection between structure, force,
and chemistry, in much the same way that conventional
stress-strain tests provided insights into the connection
between structure and properties of conventional mater-
ials. Figure 24.3 gives one such example in the case of the
muscle protein titin. Similar insights have been obtained
through systematic examination of the force-extension
properties of DNA [24.49].

The objective of this section is to call the reader’s
attention to the types of modeling that can be done
from an all-atom perspective. What exactly is meant
by a model in this setting? We begin by noting that
for the purposes of the general discussion given here,
the same basic ideas are present whether one is model-
ing tribological processes such as the sliding of adjacent
surfaces, or attempting to examine the operation of a pro-
tein machine such as ATPsynthase. The set of degrees
of freedom considered by the atomic-scale modeler is
the full set of atomic positions (R1, R2, · · · RN ), which
we also refer to as {Ri}. For most purposes, one pro-
ceeds through reference to a classical potential energy
function, Etot({Ri}), which is a rule that assigns an en-
ergy for every configuration {Ri}. While it would be
most appealing to be able to perform a full quantum me-
chanical analysis, such calculations are computationally
prohibitive. Given the potential energy, the forces on
each and every atom can be computed where, for exam-
ple, the force in the αth Cartesian direction on the ith
atom is given by

Fi,α = − ∂Etot

∂Ri,α
. (24.8)

For those interested in finding the energy minimizers,
such forces can be used in conjunction with methods
such as the conjugate gradient method or the Newton–
Raphson method. Alternatively, many questions are
of a dynamic character, and in these cases, Newton’s
equations of motion are integrated, thus permitting an
investigation of the temporal evolution of the system
of interest. We note that we have neglected to discuss

subtleties of how one maintains the system at constant
temperature, and we leave such subtleties to the curious
reader, who can learn more about them in Frenkel and
Smit [24.50].

To give a flavor of where such calculations can lead
we note that the same force-extension characteristics
already shown in Fig. 24.3 have been computed in a mo-
lecular dynamics simulation [24.51]. One of the insights
to emerge from these calculations was the particular dy-
namical pathway, namely, the breaking of a particular
collection of hydrogen bonds during the rupture process
of each of the immunoglobulin domains. We further
note that in the case of titin there has been an especially
pleasing synergy between the atomic-scale calculations
and the corresponding force-extension measurements.
In particular, in response to the suggestion that it was
a particular set of hydrogen bonds that were impugned
in the rupture process, mutated versions of the titin pro-
tein were created in which the number of such hydrogen
bonds was changed with the result that the rupture force
was changed according to expectation [24.52]. This can
be seen as a primitive example of the ultimate goal of
tailoring new materials (both biological and otherwise)
through appropriate computer modeling.

24.3.3 Continuum Analysis
of Biological Systems

We have already noted that there are many appealing fea-
tures to strictly continuum analyses of material systems.
In particular, models based upon continuum mechan-
ics result in a mathematical formulation that permits us
to uncork the traditional tools associated with partial
differential equations and functional analysis. In keep-
ing with our argument that it is the role of models to
serve our intuition, the ability to write down continuum
models raises the possibility of obtaining analytic so-
lutions to problems of interest, an eventuality that is
nearly impossible once the all-atom framework has been
adopted.

Macromolecules as Elastic Rods
Whether we contemplate the information carrying nu-
cleic acids, the workhorse proteins, or energy storing
sugars, ultimately, the molecular business of the living
world is dominated by long chain molecules. For the
model builder, such molecules suggest two complemen-
tary perspectives, each of which contains a part of the
whole truth. On the one hand, polymer physicists have
gained huge insights [24.53] by thinking of long chain
molecules as random walks. Stated simply, the key virtue
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754 Part C Nanotribology and Nanomechanics

of the random-walk description of long chain molecules
is that it reflects the overwhelming importance of en-
tropy in governing the geometric conformations that
can be adopted by macromolecules. The other side of
the same coin considers long chain molecules as elas-
tic rods with a stiffness that governs their propensity for
bending. We will take up this perspective in great detail
in the final section of this chapter when we consider the
energetics of DNA packaging in viruses.

For our present purposes, we examine one case study
in treating macromolecules as elastic rods. The exam-
ple of interest here is chosen in part because it reflects
another fascinating aspect of biological nanotechnol-
ogy, namely, regulation and control. It is well-known
that genes are switched on and off as they are needed.
These topics are described beautifully in the work
of Ptashne [24.54]. The basic idea can be elucidated
through the example of a particular set of genes in E.
coli: the lac operon. There are a set of enzymes ex-
ploited by this bacterial cell when it needs to digest the
sugar lactose. The gene that codes for these enzymes is
only turned on when lactose is present and certain other
sugars are absent. The nanotechnological solution to the
problem of regulating this gene has been solved by na-
ture through the presence of a molecule known as the
lac repressor, which binds onto the DNA in the region
of this lac gene and prevents the gene from being ex-
pressed. More specifically, the lac repressor binds onto
two different regions of the DNA molecule simultane-
ously, forming a loop in the intervening region, and thus
rendering that region inoperative for transcription.

We have belabored the difficulties that attend the all-
atom simulation of most problems of nanotechnological
interest – system sizes are too small and simulated times

LCS
e3

e2

e1

d1

d2

r

d3

s

Fig. 24.6 Illustration of the way that the properties of a particular DNA-protein binding interaction were modeled by
virtue of an elastic treatment of the looped region of the DNA [24.48]

are too short. On the other hand, clearly it is of great
interest to probe the atomic-level dynamics of the way
that molecules such as lac repressor interact with DNA
and thereby serve as gene regulators. A compromise
position adopted by Balaeff et al. [24.55] was to use
elasticity theory to model the structure and energetics
of DNA, which then served effectively as a boundary
condition for their all-atom calculation of the properties
of the lac repressor/DNA complex. The simulation cell is
shown in Fig. 24.6, which also shows the looped region
of DNA that serves as a boundary condition for the
atomic-level model of the complex.

Membranes as Elastic Media
One way to classify biological structures is along the
lines of their dimensionality. In the previous discus-
sion, we examined the sense in which many of the key
macromolecules of the living world can be thought of
as one-dimensional rods. The next level in this dimen-
sional hierarchy is to consider the various membranes
that compartmentalize the cell and which can be exam-
ined from the perspective of two-dimensional elasticity.
Just as there are a huge number of modeling questions
to be posed concerning the structure and function of
long chain molecules such as nucleic acids and proteins,
there is a similar list of questions that attend the pres-
ence of a host of different membranes throughout the
cell. To name a few, we first remind the reader that such
membranes are full of various proteins that serve in a va-
riety of different capacities, some of which depend upon
the mechanical state of the membrane itself. In a dif-
ferent vein, there has been great interest in examining
the factors that give rise to the equilibrium shapes of
cells [24.56, 57]. In both instances, the logic associated
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with building models of these phenomena centers on the
construction of an elastic Hamiltonian that captures the
energetics of deformations expressed in terms of surface
area, curvature, and variations in thickness. Also, just as
there has been great progress in measuring the proper-
ties of single proteins and nucleic acids, there has been
considerable progress in examining the force response
of membranes as well [24.58].

The prospect of bringing the tools of traditional
continuum theory to bear on problems of biological sig-
nificance is indeed a daunting one. As noted earlier, to
our way of thinking one of the biggest challenges posed
by biological problems is the dependence of these sys-
tems on detailed molecular structures and dynamics –
what we have earlier characterized as “specificity”, one
of the hallmarks of biological action.

24.4 Nature’s Nanotechnology Revealed: Viruses as a Case Study

Over the course of this chapter, we have presented dif-
ferent facets of the relationship between biology and
nanotechnology and the modeling challenges they en-
compass. For example, we have noted that two key
aspects of nature’s nanotechnologies are the exploita-
tion of self-assembly processes for the construction of
molecular machines and the role of active processes me-
diated by molecular motors. We have also argued for the
synergistic role of nanotechnology in producing new
methods for the experimental analysis of biological sys-
tems with examples ranging from new molecular dyes to
the use of optical tweezers. Finally, we have described
some of the modeling challenges posed by contemplat-
ing the biology-nanotechnology interface and the sorts
of coarse-grained models that have arisen to meet these
challenges. In this final section, we present a discus-
sion of viruses as a case study at the confluence of these
different themes.

Though the importance of viruses from a health per-
spective are well-known even to the casual observer, they
are similarly important both from the technological per-
spective (as will be explained below) and as a compelling
and profound example of nature’s nanotechnology par
excellence. To appreciate the sense in which viruses
serve as a compelling example of biological nanotech-
nology, we begin by reviewing the nature of the viral
life cycle with special reference to the case of bacterial
viruses (i. e., viruses that infect bacteria), known as bac-
teriophages. For concreteness, we consider the life cycle
of a bacteriophage such as the famed lambda phage that
infects E. coli. The life cycle of such viruses is shown
schematically in Fig. 24.7. Upon an encounter with the
E. coli host, the virus attaches to a receptor (protein) em-
bedded in the bacterial membrane and ejects its DNA
into the host cell, leaving an empty capsid as refuse
from the process. As an aside, it is worth noting that ex-
periments such as the famed Hershey–Chase experiment
used tagged DNA and tagged proteins on viruses to set-

tle the question of whether proteins or nucleic acids are
the carriers of genetic information. The outcome of these
experiments was the conclusion that DNA is the genetic
material. For the purposes of the present discussion, the
other interesting outcome of the Hershey–Chase experi-
ment is that it provides insights into the mechanistic
process associated with delivery of the viral genome.

Infection

DNA replication
and protein synthesis

Capsid assemblyDNA packing

Lysis

Fig. 24.7 Schematic representation of the viral life cycle illustrating
the various nanotechnological actions in this cycle. During the infec-
tion stage, the viral genome is delivered to the victimized bacterial
cell. During the process labeled DNA replication and protein syn-
thesis, the machinery of the host cell is enlisted to produce renegade
DNA and proteins to be used in the assembly of new viral particles.
The capsid assembly process involves the attachment of the various
protein building blocks that make up the capsid. DNA packing refers
to the active packaging of DNA into the newly formed capsids by
a molecular motor. Finally, once the assembly process is complete,
the infectious phage particles are released from the victimized cell
to repeat their infectious act elsewhere
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756 Part C Nanotribology and Nanomechanics

Once the viral genome has been delivered to the
host cell (we now oversimplify), the replication machin-
ery of E. coli is hijacked to do the virus’ bidding. In
particular, the genes coded for in the viral DNA are ex-
pressed, and the proteins needed to make copies of the
phage particle (i. e., the ingredients for an eventual self-
assembly process) are created. Interestingly, part of the
gene products associated with this process are the com-
ponents of the molecular motor, which is responsible for
packaging the replicated viral DNA into the new protein
capsids that will eventually become the next generation
of viruses. Indeed, once assembled, this motor takes the
replicated viral DNA and packs it into the viral cap-
sid. Recall our insistence that another of the important
themes presented by biological examples of nanotech-
nology is the huge role played by active processes that
reflect mechanochemical coupling. Once the packag-
ing process is completed, and the remaining parts of the
self-assembly process have been effected (such as the at-
tachment of the viral sheath and legs whereby the phage
attaches to host cells), enzymes are released that break-
down the cell wall of the infected cell with the ultimate
result that what started as a single bacteriophage has in
less than an hour become on the order of 100 new phage
particles ready to infect new cells.

As noted above, a second sense in which viruses are
deserving of case study status in the current chapter is the
role viruses such as lambda phage play in biotechnology
itself. For example, from the standpoint of both cloning
and the construction of genomic libraries, the use of
viruses is commonplace. From a more speculative per-
spective, viruses are also drawing increasing attention
from the standpoint of gene therapy (as a way of deliv-
ering DNA to specific locations) and, more generally, as
small-scale containers. To substantiate these assertions,
we briefly consider the construction of genomic libraries
and the role played by viruses in these manipulations.
We pose the following question: Given that the length of
the human genome is on the order of 109 base pairs, how
can one organize and store all of this genetic information
for the purposes of experiments such as the sequencing
of the human genome? One answer to this challenge is
the use of bacteriophage to deliver phage DNA to E. coli
cells, but with the subtlety that the delivered DNA frag-
ments have ligated within them fragments of the human
genome whose lengths are on the order of 10 kb (kb =
kilo base-pairs). The particulars of this procedure in-
volve first cutting the DNA into fragments of roughly
10 kb in length using a class of enzymes known as re-
striction enzymes. The result of this operation is that the
original genome is now separated into a random collec-

tion of fragments. These fragments are then mixed with
the original lambda phage DNA that has also been cut
at a single site such that the genomic fragments and the
lambda fragments are complementary. Using a second
enzyme known as ligase, the genomic DNA is joined
to the original lambda phage fragments so that the re-
sulting DNA resembles the original lambda DNA, but
now with a 10 kb fragment inserted in the middle. These
cloned lambda DNA molecules are then packaged into
the lambda phage using a packaging reaction (see the
website www.stratagene.com for an example of these
products). The resulting lambda phage, now fully packed
with cloned DNA, are used to infect E. coli cells, and
the cloned DNA, once in the bacterial cell, circularizes
into a DNA fragment known as a plasmid. The plas-
mid is then passed from one generation of E. coli to the
next. This is the so-called prophage pathway in which,
unlike the lytic pathway shown in Fig. 24.7, the bacte-
riophage is latent and does not destroy the cell [24.1].
Note that different E. coli cells are infected with viruses
containing different cloned fragments. As a result, the
collection of all such E. coli cells constitute a library of
the original genomic DNA.

We round out our introductory discussion on viruses
with a discussion of the compelling recent experiments
that have been performed to investigate the problem
of viral packing and, similarly, how ideas like those
described in this chapter can be used to model these
processes. Smith et al. [24.29] used optical tweezers
to measure the force applied by the packaging motor
of the φ-29 bacteriophage during the DNA packaging
process. In particular, they measured the force and rate
of packaging as a function of the amount of DNA packed
into the viral head with the result that as more DNA
is packed, the resistive force due to the packed DNA
increases, and the packing rate is reduced.

As noted above, the viral problem is interesting not
only because it exemplifies many of the features of
biological nanotechnology introduced throughout this
chapter, but also illustrates the way in which model
building has arisen in response to experimental insights.
The various competing energies that are implicated in the
DNA packing process have been described by Riemer
and Bloomfield [24.59]. The energetics of viral pack-
ing is characterized by a number of different factors,
including: i) the entropic-spring effect that causes the
DNA in solution to adopt a more spread out config-
uration than that in the viral capsid, ii) the energetics
of elastic bending, which results from inducing curva-
ture in the DNA on a scale that is considerably smaller
than the persistence length of ξp ≈ 50 nm, and iii) those
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factors related to the presence of charge both on the
DNA itself and in the surrounding solution. As shown
by Riemer and Bloomfield [24.59], the entropic contri-
bution is smaller by a factor of 10 or more relative to
the bending energies and those mediated by the charges
on the DNA and the surrounding solution, and hence
we make no further reference to it. As a result, just like
in earlier work [24.60, 61], we examine the interplay of
elastic and interaction forces, though we neglect surface
terms originating from DNA-capsid and DNA-solvent
interactions.

We note that the viral packing process involves DNA
segments with lengths on the order of 10 µm and takes
place on the time scale of minutes. As a result, from
a modeling perspective, it is clear that such problems are
clearly out of reach of conventional molecular dynamics.
As a result, we exploit a continuum description of the
DNA packing process with the proviso that such models
will ultimately need to be refined to account for the
sequence dependence of the elasticity of DNA.

A mathematical description of the energetics of
viral packing must account for two competing factors,
namely, the energy cost to bend the DNA and place it
in the capsid and the repulsive interaction between ad-
jacent DNA segments that are too close together. The
structural picture of the packaged DNA is inspired by
experiments that indicate that the DNA is packed in con-
centric rings from large radii inwards [24.62–64]. The
bending energy cost of accumulating hoops within the
capsid is given by

Eel = πξpkBT
∑

i

N(Ri)

Ri
, (24.9)

where N(Ri) is the number of hoops that are packed at
the radius Ri [24.59]. The basic idea of this expression
is that we are adding up the elastic energy on a hoop
by hoop basis, with each hoop penalized by the usual
energy cost to bend an elastic beam into a circular arc.
The presence of N(Ri) reflects the fact that because of
the shape of the capsid, as the radius gets smaller the
DNA can pack higher up into the capsid, thus increasing
the number of allowed hoops. To make analytic progress
with the expression for the stored elastic energy given
above, we convert it into an integral of the form

Eel = πξpkBT√
3ds/2

Rout∫
R

N(R′)
R′ dR′ . (24.10)

The summation
∑

i has been replaced by an integral∫ Rout
R dR′/(

√
3ds/2), where the integration bounds are

the inner and outer radii of the inner spool and
√

3ds/2

is the horizontal spacing between adjacent strands of the
DNA. The geometrical factor

√
3/2 owes its presence to

the hexagonal packing of the DNA strands. R is the ra-
dius of the innermost stack of hoops, Rout is the radius
of the capsid, N(R′) is the number of hoops at radius R′,
ds is the spacing between adjacent hoops, and ξp is the
persistence length of DNA. We note that this expres-
sion is a manifestation of the first term in the energy
functional in (24.3), used earlier in the context of the
biofunctionalized cantilever and now specialized to the
geometry of a partially filled capsid. Just as the energy
functional in the cantilever context reflected a competi-
tion between different contributions to the total energy
(in that case, elastic bending energy and surface terms),
the DNA packing problem reflects a similar competition,
this time between the elastic bending and the interactions
between nearby DNA segments by virtue of the charge
along the DNA. In particular, the interaction energy be-
tween the DNA hoops packed in the viral capsid scales
with the length and is given by

Eint = F0L(c2 + cds) exp(−ds/c) , (24.11)

where c and F0 are constants for a given solvent and L is
the length of the packed DNA. This form of the inter-
action energy was shown to be very robust for a variety
of solvents containing monovalent and divalent cations
in a series of experiments by Rau et al. [24.65, 66] and
Parsegian et al. [24.67]. The forces arising from this kind
of an energy are purely repulsive in character. Interest-
ingly, in this setting, rather than using temperature as
a control parameter, it is much more common to change
the circumstances in such experiments by tuning concen-
trations of various chemical constituents. In particular,
when trivalent or tetravalent cations are present in solu-
tion there is an effective attractive interaction between
DNA segments. In that case, the forces are repulsive
only when ds is smaller than a certain critical separa-
tion d0 (and attractive otherwise) and the form of the
interaction energy changes to

Eint = F0L(c2 + cds) exp

(
d0 −ds

c

)
. (24.12)

Once both the elastic and interaction contributions
to the energy have been reckoned, we are in a position
to compute the total energy. If we recognize that the
length L of the packed DNA is given by

L = 2√
3ds

Rout∫
R

2πR′N(R′)dR′ , (24.13)
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then the total energy for the packed DNA, in terms of L
and ds, is given by

E(L, ds) = πξpkBT√
3ds/2

Rout∫
R

N(R′)
R′ dR′ (24.14)

+F0(c
2+cds) exp(−ds/c)

2√
3ds

Rout∫
R

2πR′N(R′)dR′ .

The spacing at a given length L is determined by
requiring that the packed DNA be in a minimum en-
ergy configuration, which is equivalent to asking that
∂E/∂ds = 0. Hence, for a given geometry and length
packed, one obtains ds and thereby calculates the en-
ergy. Thus the energy is known as a function of the
length packed, and to compute the force as a function
of length of DNA packed one need only differentiate
this energy with respect to the length packed. The result
of this procedure is an expression for the force of the
form

F(L) = F0(c
2 + cds) exp

(
−ds

c

)
+ ξPkBT

2R2 .

(24.15)

This is a generic expression valid for a capsid of any
shape. The effect of the geometry is captured in the vari-
ation of ds as a function of the length packed, as well
as through the inner packing radius R. The resulting
force-packing curves are shown in Fig. 24.8. In partic-
ular, this figure shows the packing force as a function
of a fraction of the genome packed for a number of dif-
ferent solutions, with the different curves revealing the
large role played by positive counterions in dictating the
overall energetics of these processes.

On the basis of calculations like those given above,
Kindt et al. [24.61] estimate that the pressure inside
the capsid of the phage is on the order of 35 atmos-
pheres. A crude estimate by Smith et al. [24.29] gives
a figure close to 60 atmospheres. These numbers are in-
triguing in their own right, but more importantly they
demonstrate the promise that proteins and other bio-
logical materials hold as candidates for engineering
materials. To further explore the structural integrity of
viruses in their role as pressurized protein shells, we
now turn to an examination of the rupture stress of viral
capsids.

Throughout this chapter, one of our main arguments
has been the idea that whether it is our ambition to model
conventional materials or their biological counterparts,
modeling at the nanoscale implies challenges that can

not be met either by purely continuum ideas or by tra-
ditional all-atom thinking. Indeed, one set of powerful
methods is built around the attempt to borrow those fea-
tures of continuum and atomistic thinking that are most
robust, while rejecting those that are inapplicable at the
atomic scale. As an example of this type of thinking,
we examine another question drawn from the viruses-
as-nanotechnology setting. In particular, since viruses
have been considered a means of transporting material
other than the genetic material of the virus itself, it is
of interest to consider the maximum internal pressure
viral capsids can sustain without rupture, as this will de-
termine how much material can be safely packaged. To
that end, we use continuum mechanics to estimate the
stresses within the capsid walls. These stresses are then
mapped onto atomic-level forces by appealing to the de-
tails of the protein structure of the monomers making up
the capsid and a knowledge of the forces that link them.
By relating the continuum and atomistic calculations,
we then determine the maximum sustainable internal
pressure.

We imagine the capsid to be a hollow sphere loaded
by a pressure pi from inside and a pressure po from
outside. The inner and outer radii are Ri and Ro, re-
spectively. As a representative example, bacteriophage
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Fig. 24.8 Force as a function of the percent packed for
a cylindrical capsid under purely repulsive solvent con-
ditions. The dimensions of the capsid and the length of
genome packed were chosen to represent the φ29 phage:
Rout = 210 Å, z = 540 Å, and L = 6.6 µm. Curve (c) shows
the experimental results of Smith et al. [24.29], while the-
oretical curves (a), (b), and (d) are given by (24.15), with
F0 = 10 × 55,000, 40 × 55,000, and 100 × 55,000 pN/nm2,
respectively
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GA is characterized geometrically by Ri = 123 Å and
Ro = 145 Å. Evaluation of a number of different capsid
types suggests that treating capsids as though they have
a mean thickness of roughly 15 Å suffices for the level
of modeling being considered here. For the purposes
of computing the internal stresses within the capsid,
we begin with a statement of equilibrium from con-
tinuum mechanics that requires that at every point in the
capsid

∇ ·σ = 0 , (24.16)

where σ is the stress tensor comprising three nor-
mal stresses and three shear stresses. For a problem
with spherical symmetry, like that considered here, the
stresses reduce to a radial stress σR and a circumfer-
ential stress σT . Solution of the equilibrium equations
results in stresses of the form [24.32]

σR = C

r3 + D, σT = − C

2r3 + D . (24.17)

By using the boundary conditions σR|r=Ri = −pi and
σR|r=Ro = −po, the constants C and D can be deter-
mined with the result

σR = po R3
o

(
r3 − R3

i

)
r3
(
R3

i − R3
o

) + pi R3
i

(
R3

o −r3
)

r3
(
R3

i − R3
o

) , (24.18)

σT = po R3
o

(
2r3 + R3

i

)
2r3

(
R3

i − R3
o

) − pi R3
i

(
2r3 + R3

o

)
2r3

(
R3

i − R3
o

) .

(24.19)

The stress σT is our primary concern, since it acts so as
to tear the sphere apart. By looking at the expressions
above, we can see that this stress is maximum at r = Ri
and the maximum value is given by

σmax
T = 3po R3

o − pi
(
2R3

i + R3
o

)
2
(
R3

i − R3
o

) . (24.20)

We note that elasticity theory in and of itself is unable
to comment on σmax

T , since this is effectively a mater-
ial parameter that characterizes the contacts between the
various protein monomers that make up the capsid. As
a result, we first examine how the rupture strength de-
pends upon capsid dimensions in abstract terms and then
turn to a concrete estimate of σmax

T itself from several
complementary perspectives. If (24.20) is rewritten us-
ing pi = po +∆p and Ro = Ri +∆R, and, further, it is
realized that for typical capsid dimensions ∆R/Ri � 1,
it can be shown by rearranging (24.20) and by consider-
ing the case in which σmax

T is much larger than po, the

maximum sustainable internal pressure is given by

pmax
i = 2σmax

T ∆R

Ri
, (24.21)

where pmax
i is really the quantity of interest, namely, the

maximum sustainable internal pressure.
To make concrete progress to the point where we

can actually estimate the rupture stress in atm, we need
to consider capsids for which the structure is known and
for which, at least approximately, the bonds between
the monomers making up the capsid are understood. We
note that in the language of fracture mechanics, what we
seek is a cohesive surface model that provides a measure
of the energy of interaction between two surfaces as
a function of their separation [24.68]. There are a number
of different ways to go about estimating the effective
interaction between the monomers making up the capsid,
one of which is by appealing to atomic-level calculations
like those made by Reddy et al. [24.69]. The Viper web-
site has systematized such information for a number of
capsids, and one of the avenues we take to estimate σmax

T
is to appeal directly to their calculations. To that end, we
assume that the energy of interaction per unit area as
a function of separation x between adjacent monomers
making up the capsid can be written in the form

E(x) = V0

[
1

4

(
x∗

x

)12

− 1

2

(
x∗

x

)6
]

. (24.22)

The motivation for this functional form is the idea that
the energy of interaction between adjacent monomeric
units making up the capsid is the result of van der
Waals contacts, and hence our cohesive surface law
has inherited the properties of the underlying atomic
force fields. To proceed to an estimate of σmax

T it-
self, we must determine the parameters in the cohesive
model described above. To that end, we note that Reddy
et al. [24.69] have computed the association energies
of various inequivalent contacts throughout a number
of different icosahedral capsids. Their calculations re-
sult in a roughly constant value of ≈ −45 cal/mole Å2

as the association energy, which in the language of our
cohesive potential results in V0 ≈ 12.5 pN/Å. This may
be seen by noting that the association energy is given by
E(x∗) = −V0/4.

Once we have fixed x∗, which amounts to choosing
a particular value for the equilibrium separation between
two monomers, the material parameter σmax

T is obtained
by evaluating ∂E(x)/∂x at a value of x corresponding to
the point of inflection (∂2 E(x)/∂x2 = 0) in the cohesive
surface function. For the cohesive surface function used
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above, this results in a maximum stress of the form

σmax
T = 77/6 × 18

1313/6

V0

x∗ . (24.23)

With σmax
T in hand, the maximum sustainable pressure

is obtained from (24.21), and the results are shown in
Fig. 24.9. These estimates suggest that the pressures
within capsids as a result of packed DNA while large,
are still smaller than our estimated rupture stresses.
To more completely examine this question we have
undertaken finite element elasticity calculations to ex-
amine the stresses in capsids exhibiting irregularities
in both shape and thickness. In addition, further atom-
istic analysis of σmax

T is needed with special reference
to its dependence on distance between protein units. It
would also be of interest to examine mutant versions of
the monomeric units making up the capsid to see the
implications of such mutations for σmax

T .
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Fig. 24.9 Rupture pressure as a function of capsid radius
for x∗ = 3 Å (upper curve) and x∗ = 4 Å (lower curve). The
width of the capsid walls was set to ∆R = 1.5 nm, while
V0 = 180 cal/molÅ2

24.5 Concluding Remarks

One of the most compelling areas to be touched by nano-
technology is biological science. Indeed, we have argued
that there is a fascinating interplay between these two
subjects, with biology as a key beneficiary of advances
in nanotechnology as a result of a new generation of sin-
gle molecule experiments that complement traditional
assays involving statistical assemblages of molecules.
This interplay runs in both directions with nanotech-
nology continually receiving inspiration from biology
itself. The goal of this chapter has been to highlight
some representative examples of the interplay between
biology and nanotechnology and to illustrate the role of
nanomechanics in this field and how mechanical mod-
els have arisen in response to the emergence of this new
field. Primary attention has been given to the particular
example of the processes that attend the life cycle of bac-
terial viruses. Viruses feature many of the key lessons of
biological nanotechnology, including self-assembly, as
evidenced in the spontaneous formation of the protein
shell (capsid) within which the viral genome is pack-
aged and a motor-mediated biological process, namely,
the packaging of DNA in this capsid by a molecular
motor that pushes the DNA into the capsid. We argue
that these processes in viruses are a compelling real-
world example of nature’s nanotechnology and reveal

the nanomechanical challenges that will continue to be
confronted at the nanotechnology-biology interface.

Though this chapter represents something of a de-
parture from the rest of the chapters in this volume, it
advances the view that biological nanotechnology serves
as an inspiring vision of what nanotechnology can offer
and reflects the authors’ views that biologically inspired
nanotechnology will play an ever increasing role as
Feynman’s view that “there is plenty of room at the bot-
tom” continues to play out. Moreover, developing simple
models of nature’s nanotechnology can provide impor-
tant insights into viable strategies for making machines
at the nanoscale.

We have argued that the advance of single molecule
technology presents both scientific and technological
possibilities. Both classes of questions imply signif-
icant modeling demands, just as earlier advances in
other settings, such as in materials for microelectronics
applications, did. We claim that these modeling chal-
lenges are perhaps more acute as a result of the vicious
chemical and structural nonhomogeneity of biological
systems. As a result, we see an ever increasing role
for modeling methods that aim to keep atomic-level
specificity where needed, while rejecting such resolution
elsewhere.
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Mechanical Pr25. Mechanical Properties of Nanostructures

Knowledge of the mechanical properties of
nanostructures is necessary for designing realistic
MEMS/NEMS devices. Microelectromechanical
systems (MEMS) refer to microscopic devices that
have a characteristic length of less than 1 mm
but more than 1 µm and combine electrical and
mechanical components. Nanoelectromechanical
systems (NEMS) refer to nanoscopic devices
that have a characteristic length of less than
1 µm and combine electrical and mechanical
components.

Elastic and inelastic properties are needed
to predict deformation from an applied load in
the elastic and inelastic regimes, respectively.
The strength property is needed to predict the
allowable operating limit. Some of the properties
of interest are hardness, elastic modulus, bending
strength, fracture toughness, and fatigue strength.

Structural integrity is of paramount impor-
tance in all devices. Load applied during the use
of devices can result in component failure. Cracks
can develop and propagate under tensile stresses,
leading to failure. Atomic force microscopy and
nanoindenters can be used satisfactorily to evalu-
ate the mechanical properties of micro/nanoscale
structures for use in MEMS/NEMS.

The most commonly used materials are
single-crystal silicon and silicon-based materials,
e.g., SiO2 and polysilicon films deposited by
low-pressure chemical vapor deposition. An
early study showed silicon to be a mechanically
resilient material in addition to its favorable
electronic properties. Single-crystal SiC deposited
on large-area silicon substrates is used for high-
temperature micro/nanosensors and actuators.
Amorphous alloys can be formed on both
metal and silicon substrates by sputtering and
plating techniques, providing more flexibility in
surface-integration. Electroless deposited Ni-P
amorphous thin films have been used to construct
microdevices, especially using the so-called LIGA
techniques. Micro/nanodevices need conductors
to provide power, as well as electrical/magnetic
signals to make them functional. Electroplated
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gold films have found wide applications in
electronic devices because of their ability to make
thin films and process simply. Use of SiC, Ni-P, and
Au films, together with silicon and silicon-based
materials, opens up new design opportunities for
MEMS/NEMS devices.

This chapter presents a review of mechanical
property measurements on the nanoscale of
various materials of interest and stress and
deformation analyses of nanostructures.
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Microelectromechanical systems (MEMS) refer to mi-
croscopic devices that have a characteristic length of less
than 1 mm but more than 1 µm and combine electrical
and mechanical components. Nanoelectromechanical
systems (NEMS) refer to nanoscopic devices that have
a characteristic length of less than 1 µm and combine
electrical and mechanical components. To put the di-
mensions in perspective, individual atoms are typically
fraction of a nanometer in diameter, DNA molecules are
about 2.5 nm wide, biological cells are in the range of
thousands of nm in diameter, and human hair is about
75 µm in diameter. The mass of a micromachined sili-
con structure can be as low as 1 nN, and NEMS can be
built with a mass as low as 10−20 N with cross sections
of about 10 nm. In comparison, the mass of a drop of
water is about 10 µN and the mass of an eyelash is about
100 nN. The acronym MEMS originated in the United
States. The term commonly used in Europe and Japan
is micro/nanodevices, which is used in a much broader
sense. MEMS/NEMS terms are also now used in a broad
sense. A micro/nanosystem, a term commonly used in
Europe, is referred to as an intelligent miniaturized sys-
tem comprising sensing, processing, and/or actuating
functions.

A wide variety of MEMS, including Si-based de-
vices, chemical and biological sensors and actuators,
and miniature non-silicon structures (e.g., devices made
from plastics or ceramics) have been fabricated with
dimensions in the range of a couple to a few thou-
sand microns (see e.g., [25.1–9]). A variety of NEMS
have also been produced [25.10–15]. Two of the largest
“killer” industrial applications of MEMS are accelerom-
eters (about 85 million units in 2002) and digital
micromirror devices (about $ 400 million in revenues
in 2002). BIOMEMS and BIONEMS are increasingly
used in commercial applications. The largest applica-
tions of BIOMEMS include silicon-based disposable
blood pressure sensor chips for blood pressure moni-
toring (about 20 million units in 2002) and a variety of
biosensors.

Structural integrity is of paramount importance in
all devices. Load applied during the use of devices
can result in component failure. Cracks can develop
and propagate under tensile stresses, leading to fail-
ure [25.16, 17]. Friction/stiction and wear limit the
lifetimes and compromise the performance and relia-
bility of the devices involving relative motion [25.4,18].
Most MEMS/NEMS applications demand extreme reli-
ability. Stress and deformation analyses are carried out
for an optimal design. MEMS/NEMS designers require
mechanical properties on the nanoscale. Mechanical

properties include elastic, inelastic (plastic, fracture, or
viscoelastic), and strength. Elastic and inelastic proper-
ties are needed to predict deformation from an applied
load in the elastic and inelastic regimes, respectively.
The strength property is needed to predict the allow-
able operating limit. Some of the properties of interest
are hardness, elastic modulus, bending strength (frac-
ture stress), fracture toughness, and fatigue strength.
Micro/nanostructures have some surface topography
and local scratches dependent upon the manufactur-
ing process. Surface roughness and local scratches may
compromise the reliability of the devices and their effect
needs to be studied.

Most mechanical properties are size-dependent
[25.11, 16, 17]. Several researchers have measured me-
chanical properties of silicon and silicon-based milli-
to microscale structures using tensile tests and bending
tests [25.19–28], resonant structure tests for measure-
ment of elastic properties [25.29], fracture toughness
tests [25.20,22,30–34], and fatigue tests [25.32,35,36].
Most recently, a few researchers have measured me-
chanical properties of nanoscale structures using atomic
force microscopy (AFM) [25.37, 38] and nanoindenta-
tion [25.39, 40]. For stress and deformation analyses of
simple geometries and boundary condition, analytical
models can be used. For analysis of complex geome-
tries, numerical models are needed. The conventional
finite element method (FEM) can be used down to
a few tens of nanometers, although its applicability is
questionable at the nanoscale. FEM has been used for
simulation and prediction of residual stresses and strains
induced in MEMS devices during fabrication [25.41], to
perform fault analysis in order to study MEMS faulty
behavior [25.42], to compute mechanical strain result-
ing from the doping of silicon [25.43], and to analyze
micromechanical experimental data [25.22, 44, 45] and
nanomechanical experimental data [25.38]. FEM anal-
ysis of nanostructures has been carried out to analyze
the effect of types of surface roughness and scratches on
stresses in nanostructures [25.46, 47].

The most commonly used materials for MEMS/
NEMS are single-crystal silicon and silicon-based ma-
terials (e.g., SiO2 and polysilicon films deposited by
low pressure chemical vapor deposition (LPCVD) pro-
cess) [25.11]. An early study showed silicon to be
a mechanically resilient material in addition to its
favorable electronic properties [25.48]. Single-crystal
3C-SiC (cubic or β-SiC) films deposited by atmo-
spheric pressure chemical vapor deposition (APCVD)
process on large-area silicon substrates are produced for
high-temperature micro/nanosensor and actuator appli-
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cations [25.49–51]. Amorphous alloys can be formed
on both metal and silicon substrates by sputtering and
plating techniques, providing more flexibility in surface-
integration. Electroless deposited Ni-P amorphous thin
films have been used to construct microdevices, espe-
cially using the so-called LIGA techniques [25.11, 40].
Micro/nanodevices need conductors to provide power,
as well as electrical/magnetic signals to make them
functional. Electroplated gold films have found wide ap-

plications in electronic devices, because of their ability
to make thin films and process simplicity [25.40]. Use of
SiC, Ni-P, and Au films together with silicon and silicon-
based materials open up new design opportunities for
MEMS/NEMS devices.

This chapter presents a review of mechanical prop-
erty measurements on the nanoscale of various materials
of interest, and stress and deformation analyses of nano-
structures.

25.1 Experimental Techniques for Measurement
of Mechanical Properties of Nanostructures

25.1.1 Indentation and Scratch Tests
Using Micro/Nanoindenters

A nanoindenter is commonly used to measure hard-
ness, elastic modulus, and fracture toughness and to
perform micro/nanoscratch studies to get a measure of
scratch/wear resistance of materials [25.11, 52].

Hardness and Elastic Modulus
The nanoindenter monitors and records the dynamic load
and displacement of the three-sided pyramidal diamond
(Berkovich) indenter during indentation with a force res-
olution of about 75 nN and displacement resolution of
about 0.1 nm. Hardness and elastic modulus are calcu-
lated from the load-displacement data [25.11]. The peak
indentation load depends on the mechanical properties
of the specimen; a harder material requires higher load
for a reasonable indentation depth.

Fracture Toughness
The indentation technique for fracture toughness meas-
urement on the microscale is based on the measurement
of the lengths of median-radial cracks produced by in-
dentation. A Vickers indenter (a four-sided diamond
pyramid) is used in a microhardness test. A load on the
order of 0.5 N is typically used in making the Vickers
indentations. The indentation impressions are examined
using an optical microscope with Nomarski interfer-
ence contrast to measure the length of median-radial
cracks, c. The fracture toughness (KIC) is calculated by
the following relation [25.53]:

KIC = α

(
E

H

)1/2 ( P

c3/2

)
, (25.1)

where α is an empirical constant depending on the ge-
ometry of the indenter, H and E are hardness and elastic

moduli, and P is the peak indentation load. For Vickers
indenters, α has been empirically found based on experi-
mental data and is equal to 0.016 [25.11]. Both E and H
values are obtained from the nanoindentation data. The
crack length is measured from the center of the indent
to the end of the crack using an optical microscope. For
one indent, all crack lengths are measured. The crack
length c is obtained from the average values of several
indents.

Scratch Resistance
In micro/nanoscratch studies, a conical diamond inden-
ter with a tip radius of about 1 µm and an included angle
of 60◦ is drawn over the sample surface, and the load
is ramped up until substantial damage occurs [25.11].
The coefficient of friction is monitored during scratch-
ing. In order to obtain scratch depths during scratching,
the surface profile of the sample surface is first obtained
by translating the sample at a low load of about 0.2 mN,
which is insufficient to damage a hard sample surface.
The 500-µm-long scratches are made by translating the
sample while ramping the loads on the conical tip over
different loads depending on the material hardness. The
actual depth during scratching is obtained by subtract-
ing the initial profile from the scratch depth measured
during scratching. In order to measure the scratch depth
after the scratch, the scratched surface is profiled at a low
load of 0.2 mN and is subtracted from the actual surface
profile before scratching.

25.1.2 Bending Tests of Nanostructures
Using an AFM

Quasi-static bending tests of fixed nanobeam arrays are
carried out using an AFM [25.37, 38, 54]. A three-sided
pyramidal diamond tip (with a radius of about 200 nm)
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Piezo
tube
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Diamond tip/
steel cantilever
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diode

Nanobeam sample

Sample stage
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Piezo
tube
scanner

Dbeam = Dpiezo – Dtip

Fbeam = Ftip = stiffness of cantilever × Dtip

Dtip = sensitivity ×
dVAFM

Dbeam

Fig. 25.1 Schematic showing the details of a nanoscale
bending test. The AFM tip is brought to the center of the
nanobeam and the piezo is extended over a known distance.
By measuring the tip displacement, a load-displacement
curve of the nanobeam can be obtained [25.38]

mounted on a rectangular stainless steel cantilever is
used for the bending tests. The beam stiffness is selected
based on the desired load range. The stiffness of the
cantilever beams for application of normal load up to
100 µN is about 150–200 N/m.

The wafer with nanobeam array is fixed onto a flat
sample chuck using double-stick tape [25.38]. For the
bending test, the tip is brought over the nanobeam array
with the help of the sample stage of the AFM and a built-
in high magnification optical microscope (Fig. 25.1). For
the fine positioning of the tip over a chosen beam, the
array is scanned in contact mode at a contact load of
about 2–4 µN, which results in negligible damage to
the sample. After scanning, the tip is located at one end
of a chosen beam. To position the tip at the center of
the beam span, the tip is moved to the other end of the
beam by giving the X-piezo an offset voltage. The value
of this offset is determined after several such attempts
have been made in order to minimize effects of piezo
drift. Half of this offset is then applied to the X-piezo
after the tip is positioned at one end of the beam, which

usually results in the tip being moved to the center of
the span. Once the tip is positioned over the center of
the beam span, the tip is held stationary without scan-
ning, and the Z-piezo is extended by a known distance,
typically about 2.5 µm, at a rate of 10 nm/s, as shown
in Fig. 25.1. During this time, the vertical deflection sig-
nal (dVAFM), which is proportional to the deflection of
the cantilever (Dtip), is monitored. The displacement of
the piezo is equal to the sum of the displacements of
the cantilever and nanobeam. Hence, the displacement
of the nanobeam (Dbeam) under the point of load can be
determined as

Dbeam = Dpiezo − Dtip . (25.2)

The load (Fbeam) on the nanobeam is the same as the
load on the tip/cantilever (Ftip) and is given by

Fbeam = Ftip = Dtip × k , (25.3)

where k is the stiffness of the tip/cantilever. In this man-
ner, a load displacement curve for each nanobeam can
be obtained.

The photodetector sensitivity of the cantilever needs
to be calibrated to obtain Dtip in nm. For this calibration,
the tip is pushed against a smooth diamond sample by
moving the Z-piezo over a known distance. For the hard
diamond material, the actual deflection of the tip can be
assumed to be the same as the Z-piezo travel (Dpiezo),
and the photodetector sensitivity (S) for the cantilever
setup is determined as

S = Dpiezo/dVAFM nm/V . (25.4)

In the measurements, Dtip is given as dVAFM × S.
Since a sharp tip would result in an undesirable large

local indentation, Sundararajan and Bhushan [25.38]
used a worn (blunt) diamond tip. Indentation exper-
iments using this tip on a silicon substrate yielded
a residual depth of less than 8 nm at a maximum load
of 120 µN, which is negligible compared to displace-
ments of the beams (several hundred nm). Hence, we
can assume that negligible local indentation or damage
is created during the bending process of the beams, and
that the displacement calculated from (25.2) is entirely
that of the beam structure.

Elastic Modulus and Bending Strength
Elastic modulus and bending strength (fracture stress)
of the beams can be estimated by equations based on the
assumption that the beams follow linear elastic theory
of an isotropic material. This is probably valid since the
beams have high length-to-width (�/w) and length-to-
thickness (�/t) ratios and also since the length direction
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is along the principal stress direction during the test. For
a fixed elastic beam loaded at the center of the span, the
elastic modulus is expressed as

E = �3

192I
m , (25.5)

where � is the beam length, I is the area moment of
inertia for the beam cross section, and m is the slope
of the load-displacement curve during bending [25.55].
The area moment of inertia for a beam with a trapezoidal
cross section is calculated from the following equation:

I = w2
1 +4w1w2 +w2

2

36(w1 +w2)
t3 , (25.6)

where w1 and w2 are the upper and lower widths, re-
spectively, and t is the thickness of the beam. According
to linear elastic theory, for a centrally loaded beam, the
moment diagram is shown in Fig. 25.2. The maximum
moments are generated at the ends (negative moment)
and under the loading point (positive moment), as shown
in Fig. 25.2. The bending stresses generated in the beam
are proportional to the moments and are compressive
or tensile about the neutral axis (line of zero stress).
The maximum tensile stress (σb, which is the bending
strength or fracture stress) is produced on the top surface
at both the ends and is given by [25.55]

σb = Fmax�e1

8I
, (25.7)

where Fmax is the applied load at failure and e1 is the
distance of the top surface from the neutral plane of the
beam cross section and is given by [25.55]

e1 = t(w1 +2w2)

3(w1 +w2)
. (25.8)

Although the moment value at the center of the beam
is the same as at the ends, the tensile stresses at the center
(generated on the bottom surface) are less than those
generated at the ends, as per (25.7), because the distance
from the neutral axis to the bottom surface is less than e1.
This is because of the trapezoidal cross section of the
beam, which results in the neutral axis being closer to
the bottom surface than the top (Fig. 25.2).

In the preceding analysis, the beams were assumed
to have fixed ends. However, in the nanobeams used by
Sundararajan and Bhushan [25.38], the underside of the
beams was pinned over some distance on either side of
the span. Hence, a finite element model of the beams was
created to see if the difference in the boundary conditions
affected the stresses and displacements of the beams. It
was found that the difference in the stresses was less than

Beam

Neutral
axis

Positive

M

B
en

di
ng

m
om

en
t

M

MM

Fig. 25.2 A schematic
of the bending moments
generated in the beam dur-
ing a quasi-static bending
experiment with the load
at the center of the span.
The maximum moments
occur under the load and
at the fixed ends. Due to
the trapezoidal cross sec-
tion, the maximum tensile
bending stresses occur at
the top surfaces at the
fixed ends

1%. This indicates that the boundary conditions near the
ends of the actual beams are not that different from that
of the fixed ends. Therefore, the bending strength values
can be calculated from (25.7).

Fracture Toughness
Fracture toughness is another important parameter for
brittle materials such as silicon. In the case of the
nanobeam arrays, these are not best suited for fracture
toughness measurements, because they do not possess
regions of uniform stress during bending. Sundarara-
jan and Bhushan [25.38] developed a methodology, and
its steps are outlined schematically in Fig. 25.3a. First,
a crack of known geometry is introduced in the region of
maximum tensile bending stress, i. e., on the top surface
near the ends of the beam. This is achieved by generating
a scratch at high normal load across the width (w1) of
the beam using a sharp diamond tip (radius < 100 nm).
A typical scratch thus generated is shown in Fig. 25.3b.
By bending the beam as shown, a stress concentration
will be formed under the scratch. This will lead to fail-
ure of the beam under the scratch once a critical load
(fracture load) is attained. The fracture load and rele-
vant dimensions of the scratch are input into the FEM
model, which is used to generate the fracture stress plots.
Figure 25.3c shows an FEM simulation of one such ex-
periment, which reveals that the maximum stress does
occur under the scratch.

If we assume that the scratch tip acts as a crack tip,
a bending stress will tend to open the crack in Mode I.
In this case, the stress field around the crack tip can
be described by the stress intensity parameter KI (for
Mode I) for linear elastic materials [25.56]. In particular,
the stresses corresponding to the bending stresses are
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Fig. 25.3 (a) Schematic of technique to generate a defect (crack) of known dimensions in order to estimate fracture
toughness. A diamond tip is used to generate a scratch across the width of the beam. When the beam is loaded as shown,
a stress concentration is formed at the bottom of the scratch. The fracture load is then used to evaluate the stresses
using FEM. (b) AFM 3-D image and 2-D profile of a typical scratch. (c) Finite element model results verifying that the
maximum bending stress occurs at the bottom of the scratch [25.38]

described by

σ = KI√
2πr

cos

(
θ

2

)[
1+ sin

(
θ

2

)
sin

(
3θ

2

)]
(25.9)

for every point p(r, θ) around the crack tip, as shown
in Fig. 25.4. If we substitute the fracture stress (σf) to
the left hand side of (25.9), then the KI value can be
substituted with its critical value, which is the fracture
toughness KIC. Now, the fracture stress can be deter-
mined for the point (r = 0, θ = 0), i. e., right under the
crack tip as explained above. However, we cannot sub-
stitute r = 0 in (25.9). The alternative is to substitute
a value for r, which is as close to zero as possible.
For silicon, a reasonable number is the distance be-
tween neighboring atoms in the (111) plane, the plane
along which silicon exhibits the lowest fracture energy.
This value was calculated from silicon unit cell dimen-
sions of 0.5431 nm [25.57] to be 0.4 nm (half of the
face diagonal). This assumes that Si displays no plas-

Bending
stress

Crack
r θ

p(r,θ)
Fig. 25.4 Schematic of crack tip and
coordinate systems used in (25.9)
to describe a stress field around the
crack tip in terms of the stress intensity
parameter, KI [25.38]

tic zone around the crack tip, which is reasonable since
in tension, silicon is not known to display much plas-
tic deformation at room temperature. Sundararajan and
Bhushan [25.38] used values r = 0.4–1.6 nm (i. e., dis-
tances up to four times the distance between the nearest
neighboring atoms) to estimate the fracture toughness
for both Si and SiO2 according to the following equation:

KIC = σf
√

2πr r = 0.4–1.6 nm . (25.10)

Fatigue Strength
In addition to the properties mentioned so far that can
be evaluated from quasi-static bending tests, the fatigue
properties of nanostructures are also of interest. This
is especially true for MEMS/NEMS involving vibrating
structures such as oscillators and comb drives [25.58]
and hinges in digital micromirror devices [25.59]. To
study the fatigue properties of the nanobeams, Sun-
dararajan and Bhushan [25.38] applied monotonic
cyclic stresses using an AFM, Fig. 25.5a. Similar to the
bending test, the diamond tip is first positioned at the
center of the beam span. In order to ensure that the tip
is always in contact with the beam (as opposed to im-
pacting it), the piezo is first extended by a distance D1,
which ensures a minimum stress on the beam. After this
extension, a cyclic displacement of amplitude, D2, is
applied continuously until failure of the beam occurs.
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Fig. 25.5 (a) Schematic showing the details of the tech-
nique to study fatigue behavior of the nanobeams. The
diamond tip is located at the middle of the span, and a cyclic
load at 4.2 Hz is applied to the beam by forcing the piezo
to move in the pattern shown. An extension is made every
300 s to compensate for the piezo drift to ensure that the
load on the beam is kept fairly constant. (b) Data from a fa-
tigue experiment on a nanobeam until failure. The normal
load is computed from the raw vertical deflection signal.
The compensations for piezo drift keep the load fairly
constant [25.38]

This results in the application of a cyclic load to the
beam. The maximum frequency of the cyclic load that
could be attained using the AFM by Sundararajan and
Bhushan [25.38] was 4.2 Hz. The vertical deflection sig-
nal of the tip is monitored throughout the experiment.
The signal follows the pattern of the piezo input up to
failure, which is indicated by a sudden drop in the signal.
During initial runs, piezo drift was observed that caused
the piezo to gradually move away from the beam (i. e., to
retract), resulting in a continuous decrease in the applied
normal load. In order to compensate for this, the piezo is
given a finite extension of 75 nm every 300 s, as shown
in Fig. 25.5a. This results in keeping the applied loads
fairly constant. The normal load variation (calculated
from the vertical deflection signal) from a fatigue test is
shown in Fig. 25.5b. The cyclic stress amplitudes (corre-
sponding to D2) and fatigue lives are recorded for every
sample tested. Values for D1 are set such that minimum
stress levels are about 20% of the bending strengths.

25.1.3 Bending Tests
Using a Nanoindenter

Quasi-static bending tests of micro/nanostructures are
also carried out using a nanoindenter [25.39, 40]. The
advantage of the nanoindenter is that loads up to about
500 mN, higher than that in AFM (up to about 100 µN),
can be used for structures requiring high loads for ex-
periments. To avoid the indenter tip pushing into the
specimen, a blunt tip is used in the bending and fatigue
tests. Li et al. [25.40] used a diamond conical indenter
with a radius of 1 µm and an included angle of 60◦. The
load position used was at the center of the span for the
bridge beams and 10 µm off from the free end of the
cantilever beams. An optical microscope with a magni-
fication of 1,500× or an in situ AFM is used to locate
the loading position. Then the specimen is moved under
the indenter location with a resolution of about 200 nm
in the longitudinal direction and less than 100 nm in the
lateral direction.

Using the analysis presented earlier, elastic modulus
and bending strength of the beams can be obtained from
the load-displacement curves [25.40]. For fatigue tests,
an oscillating load is applied and contact stiffness is
measured during the tests. A significant drop in the con-
tact stiffness during the test is a measure of the number
of cycles to failure [25.39].
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25.2 Experimental Results and Discussion

25.2.1 Indentation and Scratch Tests
of Various Materials
Using Micro/Nanoindenters

Studies have been conducted on five different materials:
undoped single-crystal Si(100), undoped polysilicon
film, SiO2 film, SiC film, electroless deposited Ni-
11.5 wt% P amorphous film, and electroplated Au
film [25.40, 50, 51]. A 3-µm thick polysilicon film
was deposited by a low pressure chemical vapor de-
position (LPCVD) process on a Si(100) substrate. The
1-µm thick SiO2 film was deposited by a plasma en-
hanced chemical vapor deposition (PECVD) process on
a Si(111) substrate. A 3-µm thick 3C-SiC film was epi-
taxially grown using an atmospheric pressure chemical
vapor deposition (APCVD) process on a Si(100) sub-
strate. A 12-µm thick Ni-P film was electroless plated
on a 0.8-mm-thick Al-4.5 wt% Mg alloy substrate.
A 3-µm-thick Au film was electroplated on a Si(100)
substrate.

Hardness and Elastic Modulus
Hardness and elastic modulus measurements are made
using a nanoindenter [25.40]. The hardness and elastic
modulus values of various materials at a peak inden-
tation depth of 50 nm are summarized in Fig. 25.6 and
Table 25.1. The SiC film exhibits the highest hardness of
about 25 GPa and an elastic modulus of about 395 GPa
among the samples examined, followed by the undoped
Si(100), undoped polysilicon film, SiO2 film, Ni-P film,
and Au film. The hardness and elastic modulus data of

Table 25.1 Hardness, elastic modulus, fracture toughness, and crit-
ical load results of the bulk single-crystal Si(100) and thin films of
undoped polysilicon, SiO2, SiC, Ni-P, and Au

Samples Hard- Elastic Fracture Critical
ness modulus toughness load
(GPa) (GPa)

(
MPa m1/2

)
(mN)

Undoped
Si(100) 12 165 0.75 11

Undoped
polysilicon
film 12 167 1.11 11

SiO2 film 9.5 144 0.58 (Bulk) 9.5

SiC film 24.5 395 0.78 14

Ni-P film 6.5 130 0.4 (Plowing)

Au film 4 72 0.4 (Plowing)

the undoped Si(100) and undoped polysilicon film are
comparable. For the metal alloy films, the Ni-P film ex-
hibits higher hardness and elastic modulus than the Au
film.
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Fig. 25.6 Bar chart summarizing the hardness, elastic mod-
ulus, fracture toughness, and critical load (from scratch
tests) results of the bulk undoped single-crystal Si(100)
and thin films of undoped polysilicon, SiO2, SiC, Ni-P, and
Au [25.40]
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Fracture Toughness
The optical images of Vickers indentations made using
a microindenter at a normal load of 0.5 N held for 15 s
on the undoped Si(100), undoped polysilicon film, and
SiC film are shown in Fig. 25.7 [25.51]. The SiC film
exhibits the smallest indentation mark, followed by the
undoped polysilicon film and undoped Si(100). These
Vickers indentation depths are smaller than one-third of
the film thickness. Thus, the influence of the substrate
on the fracture toughness of the films can be ignored.
In addition to the indentation marks, radial cracks are
observed emanating from the indentation corners. The
SiC film shows the longest radial crack length, followed
by the undoped Si(100) and undoped polysilicon film.
The radial cracks for the undoped Si(100) are straight,
whereas those for the SiC and undoped polysilicon film
are not straight but go in a zigzag manner. The fracture
toughness (KIC) is calculated using (25.1).

The fracture toughness values of all samples are
summarized in Fig. 25.6 and Table 25.1. The SiO2 film
used in this study is about 1 µm thick, which is not thick
enough for a fracture toughness measurement. The frac-
ture toughness values of bulk silica are listed instead for
a reference. The Ni-P and Au films exhibit very high
fracture toughness values that cannot be measured by
indentation methods. For other samples, the undoped
polysilicon film has the highest value, followed by the
undoped Si(100), SiC film, and SiO2 film. For the un-
doped polysilicon film, the grain boundaries can stop
the radial cracks and change the propagation directions
of the radial cracks, making the propagation of these
cracks more difficult. Values of fracture toughness for
the undoped Si(100) and SiC film are comparable. Since
the undoped Si(100) and SiC film are single crystal, no
grain boundaries are present to stop the radial cracks and
change the propagation directions of the radial cracks.
This is why the SiC film shows a lower fracture tough-
ness value than the bulk polycrystal SiC materials of
3.6 MPa m1/2 [25.60].

Scratch Resistance
The scratch resistance of various materials has been
studied using a nanoindenter by Li et al. [25.40]. Fig-
ure 25.8 compares the coefficient of friction and scratch
depth profiles as a function of increasing normal load
and optical images of three regions over scratches: at
the beginning of the scratch (indicated by A on the fric-
tion profile), at the point of initiation of damage at which
the coefficient of friction increases to a high value or in-
creases abruptly (indicated by B on the friction profile),
and towards the end of the scratch (indicated by C on the

Undoped Si (100) Undoped polysilicon film

5 µm

SiC film

Fig. 25.7 Optical images of Vickers indentations made at a nor-
mal load of 0.5 N held for 15 s on the undoped Si(100), undoped
polysilicon film, and SiC film [25.51]

friction profile) for all samples. Note that the ramp loads
for the Ni-P and Au range are from 0.2 to 5 mN, whereas
the ramp loads for other samples are from 0.2 to 20 mN.
All samples exhibit a continuous increase in the coef-
ficient of friction with increasing normal load from the
beginning of the scratch. The continuous increase in the
coefficient of friction during scratching is attributed to
the increasing plowing of the sample by the tip with
increasing normal load, as shown in the SEM images
in Fig. 25.8. The abrupt increase in the coefficient of
friction is associated with catastrophic failure, as well
as significant plowing of the tip into the sample. Be-
fore the critical load, the coefficient of friction of the
undoped polysilicon, SiC, and SiO2 films increased at
a slower rate and was smoother than that of the other
samples. The undoped Si(100) exhibits some bursts in
the friction profiles before the critical load. At the criti-
cal load, the SiC and undoped polysilicon films exhibit
a small increase in the coefficient of friction, whereas
the undoped Si(100) and undoped polysilicon film ex-
hibit a sudden increase in the coefficient of friction. The
Ni-P and Au films show a continuous increase in the
coefficient of friction, indicating the behavior of a duc-
tile metal. The bursts in the friction profile might result
from the plastic deformation and material pile-up in front
of the scratch tip. The Au film exhibits a higher co-
efficient of friction than the Ni-P film, because it has
lower hardness and elastic modulus values than the Ni-P
film.

The SEM images show that below the critical loads
the undoped Si(100) and undoped polysilicon film were
damaged by plowing, associated with the plastic flow
of the material and formation of debris on the sides of
the scratch. For the SiC and SiO2 films, in region A,
a plowing scratch track was found without any debris
on the side of the scratch, which is probably responsi-
ble for the smoother curve and slower increase in the
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Fig. 25.8 Coefficient of friction and scratch depth profiles
as a function of increasing normal load and optical im-
ages of three regions over scratches: at the beginning of
the scratch (indicated by A on the friction profile), at the
point of initiation of damage at which the coefficient of
friction increases to a high value or increases abruptly (in-
dicated by B on the friction profile), and towards the end
of the scratch (indicated by C on the friction profile) for all
samples [25.40]

coefficient of friction before the critical load. After the
critical load, for the SiO2 film, delamination of the film
from the substrate occurred, followed by cracking along
the scratch track. For the SiC film, only several small
debris particles were found without any cracks on the
side of the scratch, which is responsible for the small in-
crease in the coefficient of friction at the critical load.
For the undoped Si(100), cracks were found on the side
of the scratch right from the critical load and up, which
is probably responsible for the big bursts in the friction
profile. For the undoped polysilicon film, no cracks were
found on the side of the scratch at the critical load. This
might result from grain boundaries, which can stop the
propagation of cracks. At the end of the scratch, some
of the surface material was torn away and cracks were
found on the side of the scratch in the undoped Si(100).
A couple of small cracks were found in the undoped
polysilicon and SiO2 films. No crack was found in the
SiC film. Even at the end of the scratch, less debris was
found in the SiC film. A curly chip was found at the end
of the scratch in both Ni-P and Au films. This is a typi-
cal characteristic of ductile metal alloys. The Ni-P and
Au films were damaged by plowing right from the be-
ginning of the scratch with material pile-up at the side
of the scratch.

The scratch depth profiles obtained during and after
the scratch on all samples with respect to initial profile,
after the cylindrical curvature is removed, are plotted in
Fig. 25.8. Reduction in scratch depth is observed after
scratching as opposed to during scratching. This reduc-
tion in scratch depth is attributed to an elastic recovery
after removal of the normal load. The scratch depth af-
ter scratching indicates the final depth, which reflects
the extent of permanent damage and plowing of the tip
into the sample surface and is probably more relevant
for visualizing the damage that can occur in real appli-
cations. For the undoped Si(100), undoped polysilicon
film, and SiO2 film, there is a large scatter in the scratch
depth data after the critical loads, which is associated
with the generation of cracks, material removal, and de-

bris. The scratch depth profile is smooth for the SiC film.
It is noted that the SiC film exhibits the lowest scratch
depth among the samples examined. The scratch depths
of the undoped Si(100), undoped polysilicon film, and
SiO2 film are comparable. The Ni-P and Au films ex-
hibit much larger scratch depths than other samples. The
scratch depth of the Ni-P film is smaller than that of the
Au film.

The critical loads estimated from friction profiles for
all samples are compared in Fig. 25.6 and Table 25.1.
The SiC film exhibits the highest critical load of about
14 mN, as compared to other samples. The undoped
Si(100) and undoped polysilicon film show compara-
ble critical load of about 11 mN, whereas the SiO2 film
shows a low critical load of about 9.5 mN. The Ni-P
and Au films were damaged by plowing right from the
beginning of the scratch.

25.2.2 Bending Tests of Nanobeams
Using an AFM

Bending tests have been performed on Si and SiO2
nanobeam arrays [25.38, 54]. The single-crystal silicon
bridge nanobeams were fabricated by bulk microma-
chining incorporating enhanced-field anodization using
an AFM [25.37]. The Si nanobeams are oriented along
the [110] direction in the (001) plane. Subsequent ther-
mal oxidation of the beams results in the formation
of SiO2 beams. The cross section of the nanobeams
is trapezoidal owing to the anisotropic wet etching pro-
cess. SEM micrographs of Si and SiO2 nanobeam arrays
and a schematic of the shape of a typical nanobeam are
shown in Fig. 25.9. The actual widths and thicknesses
of nanobeams were measured using an AFM in tapping
mode prior to tests using a standard Si tapping mode tip
(tip radius < 10 nm). Surface roughness measurements
of the nanobeam surfaces in tapping mode yielded a σ

of 0.7±0.2 nm and peak-to-valley (P–V) distance of
4±1.2 nm for Si and a σ of 0.8±0.3 nm and a P–V dis-
tance of 3.1±0.8 nm for SiO2. Prior to testing, the Si
nanobeams were cleaned by immersing them in a “pi-
ranha etch” solution (3 : 1 solution by volume of 98%
sulphuric acid and 30% hydrogen peroxide) for 600 s to
remove any organic contaminants.

Bending Strength
Figure 25.10 shows typical load-displacement curves for
Si and SiO2 beams that were bent to failure [25.38, 54].
The upper width (w1) of the beams is indicated in the
figure. Also indicated are the elastic modulus values ob-
tained from the slope of the load-displacement curve
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w1

w2

b)

5 µm

Si SiO2

5 µm

Neutral axis

a)

l

t

Fig. 25.9 (a) SEM micrographs of nanobeam arrays, and (b) a schematic of the shape of a typical nanobeam. The trapezoidal
cross section is due to the anisotropic wet etching during the fabrication [25.54]

(25.5). All the beams tested showed linear elastic be-
havior followed by abrupt failure, which is suggestive
of brittle fracture. Figure 25.11 shows the scatter in the
values of elastic modulus obtained for both Si and SiO2
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w1 = 295 nm Si

2000

Load Fbeam (µN)
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E = 83 GPa

w1 = 250 nm SiO2

Fig. 25.10 Typical load-displacement curves of silicon and SiO2

nanobeams. The curves are linear until sudden failure, indicative of
brittle fracture of the beams. The elastic modulus (E) values calcu-
lated from the curves are shown. The dimensions of the Si beam were
w1 = 295 nm, w2 = 484 nm, and t = 255 nm, while those of the SiO2

beam were w1 = 250 nm, w2 = 560 nm, and t = 425 nm [25.54]
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Fig. 25.11 Elastic modulus values measured for Si and SiO2. The
average values are shown. These are comparable to bulk values,
which demonstrates that elastic modulus shows no specimen size
dependence [25.38]

along with the average values (± standard deviation).
The scatter in the values may be due to differences in
the orientation of the beams with respect to the trench
and the loading point being a little off center with respect
to the beam span. The average values are a little higher
than the bulk values (169 GPa for Si[110] and 73 GPa
for SiO2 in Table 25.2). However, the values of E ob-
tained from (25.5) have an error of about 20% due to the
uncertainties in beam dimensions and spring constant
of the tip/cantilever (which affects the measured load).
Hence the elastic modulus values on the nanoscale can
be considered comparable to bulk values.

Most of the beams when loaded quasi-statically at
the center of the span broke at the ends, as shown
in Fig. 25.12a, which is consistent with the fact that
maximum tensile stresses occur on the top surfaces
near the ends. (See FEM stress distribution results in
Fig. 25.12b.) Figure 25.13 shows the values of bend-
ing strength obtained for different beams. There appears
to be no trend in bending strength with the upper
width (w1) of the beams. The large scatter is expected
for the strength of brittle materials, since they are de-
pendent on preexisting flaw population in the material
and, hence, are statistical in nature. The Weibull dis-
tribution, a statistical analysis, can be used to describe
the scatter in the bending strength values. The means
of the Weibull distributions were found to be 17.9 GPa
and 7.6 GPa for Si and SiO2, respectively. Previously
reported numbers of strengths range from 1 to 6 GPa
for silicon [25.19, 20, 22–25, 27, 45, 61, 62] and about
1 GPa for SiO2 [25.34] microscale specimens. This
clearly indicates that bending strength shows a spec-
imen size dependence. Strength of brittle materials is
dependent on preexisting flaws in the material. Since
for nanoscale specimens the volume is smaller than for
micro- and macroscale specimens, the flaw population
will be smaller as well, resulting in higher values of
strength.
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Table 25.2 Summary of measured parameters from quasi-static bending tests

Sample Elastic modulus Bending strength Fracture toughness

E (GPa) σb (GPa) KIC (MPa
√

m)

Measured Bulk Measured Reported Estimated Reported Bulk

value (microscale) (microscale) value

Si 182±11 1691 18±3 < 103 1.67±0.4 0.6–1.655 0.96

SiO2 85±13 732 7.6±2 < 24 0.60±0.2 0.5–0.94 –

1 Si(110), [25.63] 2 [25.64] 3 [25.19, 20, 22–25, 45, 61, 62] 4 [25.34] 5 [25.30–33] 6 [25.57]

z x

y

Si SiO2

a)

Maximum tensile
bending stress

– 23 – 17 – 11 – 4 2 9 15 GPa

b)

Maximum
compressive stress

5 µm 5 µm

Fig. 25.12 (a) SEM micrographs of nanobeams that failed
during quasi-static bending experiments. The beams failed
at or near the ends, which is the location of maximum
tensile bending stress [25.54], and (b) bending stress distri-
bution for silicon nanobeam, indicating that the maximum
tensile stresses occur on the top surfaces near the fixed
ends

Fracture Toughness
Estimates of fracture toughness calculated using (25.10)
for Si and SiO2 are shown in Fig. 25.14 [25.38].
The results show that the KIC estimate for Si is
about 1–2 MPa

√
m, whereas for SiO2 the estimate

is about 0.5–0.9 MPa
√

m. These values are compara-
ble to values reported by others on larger specimens
for Si [25.30–33] and SiO2 [25.34]. The high val-
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σav = 7.6 ± 1.2 GPaSiO2

Fig. 25.13 Bending strength values obtained from bending experi-
ments. Average values are indicated. These values are much higher
than values reported for microscale specimens, indicating that bend-
ing strength shows a specimen size effect [25.38]
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Distance from notch tip r (nm)
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Fig. 25.14 Fracture toughness (KIC) values for increasing values
of r corresponding to distance between neighboring atoms in {111}
planes of silicon (0.4 nm). Hence r values between 0.4 and 1.6 nm
are chosen. The KIC values thus estimated are comparable to values
reported by others for both Si and SiO2 [25.38]

ues obtained for Si could be due to the fact that the
scratches, despite being quite sharp, still have a finite
radius of about 100 nm. The bulk value for silicon is
about 0.9 MPa

√
m (Table 25.2). Fracture toughness is

considered a material property and is believed to be in-
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dependent of specimen size. The values obtained in this
study, given its limitations, appear to show that fracture
toughness is comparable, if not a little higher on the
nanoscale.

Fatigue Strength
Fatigue strength measurements of Si nanobeams have
been carried out by Sundararajan and Bhushan [25.38]
using an AFM and Li and Bhushan [25.39] using
a nanoindenter. Various stress levels were applied to
nanobeams by Sundararajan and Bhushan [25.38]. The
minimum stress was 3.5 GPa for Si beams and 2.2 GPa
for SiO2 beams. The frequency of applied load was
4.2 Hz. In general, the fatigue life decreased with
increasing mean stress as well as increasing stress am-
plitude. When the stress amplitude was less than 15%
of the bending strength, the fatigue life was greater than
30,000 cycles for both Si and SiO2. However, the mean
stress had to be less than 30% of the bending strength
for a life of greater than 30,000 for Si, whereas even
at a mean stress of 43% of the bending strength, SiO2
beams showed a life greater than 30,000. During fa-
tigue, the beams broke under the loading point or at the
ends when loaded at the center of the span. This was
different from the quasi-static bending tests, where the
beams broke at the ends almost every time. This could
be due to the fact that the stress levels under the load
and at the ends are not that different and fatigue crack
propagation could occur at either location. Figure 25.15
shows a nanoscale S-N curve with bending stress (S)
as a function of fatigue in cycles (N) with an apparent
endurance life at lower stress. This study clearly demon-
strates that fatigue properties of nanoscale specimens
can be studied.
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Bending
strength

12
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6

3

0

Bending stress (GPa)

Number of cycles

> 30k cycles

SiO2

101100 102 103 104 105

Bending
strength

Fig. 25.15 Fatigue test data showing applied bending stress as
a function of number of cycles. A single load-unload sequence is
considered 1 cycle. The bending strength data points are, therefore,
associated with 1

2 cycle, since failure occurs upon loading [25.38]

SEM Observations of Fracture Surfaces
Figure 25.16 shows SEM images of the fracture sur-
faces of nanobeams broken during quasi-static bending,
as well as fatigue [25.38]. In the quasi-static cases, the
maximum tensile stresses occur on the top surface, so
it is reasonable to assume that fracture initiated at or

Fatigue life = 13.4 k cycles
Mean stress = 3.7 GPa
stress ampl. = 1.6 GPa

Fatigue life = 6 k cycles
Mean stress = 6.5 GPa
stress ampl. = 3.0 GPa

a)

b)

Quasi-static bending
Si

200 nm 200 nm

SiO2

200 nm

Si
Fatigue

SiO2

200 nm

Fatigue life = 2 k cycles
Mean stress = 8.0 GPa,
stress ampl. = 4.6 GPa

Fatigue life = 0.1 k cycles
Mean stress = 4.8 GPa
stress ampl. = 2.6 GPa

200 nm 200 nm

Si

Si

SiO2

200 nm

Fig. 25.16a,b SEM micrographs of fracture surfaces of sil-
icon and SiO2 beams subjected to (a) quasi-static bending
and (b) fatigue [25.38]
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near the top surface and propagated downward. The
fracture surfaces of the beams suggest a cleavage type
of fracture. Silicon beam surfaces show various ledges
or facets, which is typical for crystalline brittle mater-
ials. Silicon usually fractures along the (111) plane,
due to this plane having the lowest surface energy to
overcome by a propagating crack. However, failure has
also been known to occur along the (110) planes in mi-
croscale specimens, despite the higher energy required
compared to the (111) planes [25.45]. The plane nor-
mal to the beam direction in these samples is the (110)
plane, while (111) planes will be oriented at 35◦ from
the (110) plane. The presence of facets and irregulari-
ties on the silicon surface in Fig. 25.16a suggest that it
is a combination of these two types of fractures that has
occurred. Since the stress levels are very high for these
specimens, it is reasonable to assume that crack propa-
gating forces will be high enough to result in (110) type
failures.

In contrast, the silicon fracture surfaces under fa-
tigue, shown in Fig. 25.16b, appear very smooth without
facets or irregularities. This is suggestive of low energy
fracture, i. e., of (111) type fracture. We do not see evi-
dence of fatigue crack propagation in the form of steps
or striations on the fracture surface. We believe that for
the stress levels applied in these fatigue experiments,
failure in silicon occurred via cleavage associated with
“static fatigue” type of failures.

SiO2 shows very smooth fracture surfaces for both
quasi-static bending and fatigue. This is in contrast to the
hackled surface one might expect for the brittle failure
of an amorphous material on the macroscale. However,
in larger scale fracture surfaces for such materials, the
region near the crack initiation usually appears smooth
or mirror-like. Since the fracture surface here is so small
and very near the crack initiation site, it is not unreason-
able to see such a smooth surface for SiO2 on this scale.
There appears to be no difference between the fracture
surfaces obtained by quasi-static bending and fatigue for
SiO2.

Summary of Mechanical Properties
Measured Using Quasi-Static Bending Tests

Table 25.2 summarizes the various properties meas-
ured via quasi-static bending in this study [25.38]. Also
shown are bulk values of the parameters, along with
values reported on larger scale specimens by other re-
searchers. Elastic modulus and fracture toughness values
appear to be comparable to bulk values and show no de-
pendence on specimen size. However, bending strength
shows a clear specimen size dependence with nanoscale

numbers being twice as large as numbers reported for
larger-scale specimens.

25.2.3 Bending Tests of Microbeams
Using a Nanoindenter

Bending tests have been performed on Ni-P and Au mi-
crobeams [25.40]. The Ni-P cantilever microbeams were
fabricated by focused ion beam machining technique.
The dimensions were 10 × 12 × 50 µm3. Notches with
a depth of 3 µm and a tip radius of 0.25 µm were intro-
duced in the microbeams to facilitate failure at a lower

Ni-P cantilever microbeam

Maximum tensile
bending stress

Compressive Tensile

Load-displacement curve

Broken microbeam

FEM stress contour at 20 mN

25

20
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0
20
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Displacement (µm)

20 µm 5 µm

– 3658 – 843 1970 4785 11599 21671 MPa

20 µm

40 µm

10 µm

10 µm

12 µm

Fig. 25.17 SEM micrographs of the new and broken beams, load-
displacement curve, and FEM stress contour for the notched Ni-P
cantilever microbeam [25.40]
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Compressive Tensile
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Fig. 25.18 SEM micrographs of the new and deformed beams, load-
displacement curve, and FEM stress contour for the Au bridge
microbeam [25.40]

load in the bending tests. The Au bridge microbeams
were fabricated by electroplating technique.

Figure 25.17 shows the SEM images, load displace-
ment curve, and FEM stress contour for the notched Ni-P
cantilever microbeam that was bent to failure [25.40].
The distance between the loading position and the fixed
end is 40 µm. The 3-µm-deep notch is 10 µm from the
fixed end. The notched beam showed linear behavior
followed by abrupt failure. The FEM stress contour
shows that there is higher stress concentration at the
notch tip. The maximum tensile stress σm at the notch
tip can be analyzed using Griffith fracture theory as

follows [25.53]:

σm ≈ 2σo

(
c

ρ

)1/2

, (25.11)

where σo is the average applied tensile stress on the
beam, c is the crack length, and ρ is the crack tip radius.
Therefore, elastic-plastic deformation will first occur lo-
cally at the end of the notch tip, followed by abrupt
fracture failure after the σm reaches the ultimate tensile
strength of Ni-P, even though the rest of the beam is
still in the elastic regime. The SEM image of the frac-
ture surface shows that the fracture started right from the
notch tip with plastic deformation characteristic. This in-
dicates that although local plastic deformation occurred
at the notch tip area, the whole beam failed catastroph-
ically. The present study shows that FEM simulation
can predict well the stress concentration and helps in
understanding the failure mechanism of the notched
beams.

Figure 25.18 shows the SEM images, load-
displacement curve and FEM stress contour for the
Au bridge microbeam that was deformed by the in-
denter [25.40]. The recession gap between the beam
and substrate is about 7 µm, which is not large enough
to break the beam at the load applied. From the load-
displacement curve, we note that the beam experienced
elastic-plastic deformation. The FEM stress contour
shows that the maximum tensile stress is located at the
fixed ends, whereas the minimum compressive stress
is located around the center of the beam. The SEM
image shows that the beam has been permanently de-
formed. No crack was found on the beam surface. The
present study shows a possibility for mechanically form-
ing the Au film into the shape as needed. This may help
in designing/fabricating functionally complex smart mi-
cro/nanodevices that need conductors for power supply
and input/output signals.

25.3 Finite Element Analysis of Nanostructures
with Roughness and Scratches

Micro/nanostructures have some surface topography
and local scratches dependent upon the manufactur-
ing process. Surface roughness and local scratches may
compromise the reliability of the devices and their effect
needs to be studied. Finite element modeling is used to
perform parametric analysis to study the effect of sur-
face roughness and scratches in different well-defined
forms on tensile stresses that are responsible for crack

propagation [25.46, 47]. The analysis has been carried
out on trapezoidal beams supported at the bottom whose
data (on Si and SiO2 nanobeams) have been presented
earlier.

The finite element analysis has been carried out using
the static analysis of ANSYS 5.7, which calculates the
deflections and stresses produced by the applied loading.
The type of element selected for the present study was
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the SOLID95, which allows the use of different shapes
without much loss of accuracy. This element is 3-D with
20 nodes, each node having three degrees of freedom
that imply translation in the x, y, and z directions. Each
nanobeam cross section is divided into six elements
along the width and the thickness and 40 elements along
the length. SOLID95 has plasticity, creep, stress stiffen-

a) Semicircular asperities Grooved asperities

Longitudinal direction

R = 25 nm L = 25 nm

R L

L

Fig. 25.19 (a) Plots showing the geometries of modeled
roughness – semicircular and grooved asperities along
the nanobeam length with defined geometrical parameters.
(b) (See on next page.) Schematic showing semicircular as-
perities and scratches in the transverse direction, followed
by the illustration of the mesh created on the beam with
fine mesh near the asperities and scratches. Also shown are
the semicircular asperities and scratches at different pitch
values

ing, large deflection, and large strain capabilities. The
large displacement analysis is used for large loads. The
mesh is kept finer near the asperities and the scratches
in order to take into account variation in the bending
stresses. The beam materials studied are made of single-
crystal silicon (110) and SiO2 films whose data have
been presented earlier. Based on bending experiments
presented earlier, the beam materials can be assumed
to be linearly elastic isotropic materials. Young’s mod-
ulus of elasticity (E) and Poisson’s ratio (ν) for Si
and SiO2 are 169 GPa [25.63] and 0.28 [25.57], and
73 GPa [25.64] and 0.17 [25.64], respectively. A sam-
ple nanobeam of silicon was chosen for performing
most of the analysis, as silicon is the most widely used
MEMS/NEMS material. The cross section of the fabri-
cated beams used in the experiment is trapezoidal and
supported at the bottom, Fig. 25.9. The following dimen-
sions are used: w1 = 200 nm, w2 = 370 nm, t = 255 nm,
and � = 6 µm. In the boundary conditions, the displace-
ments are constrained in all directions on the bottom
surface for 1 µm from each end. A point load applied
at the center of the beam is simulated with the load be-
ing applied at three closely located central nodes on the
beam used. It has been observed from the experimen-
tal results that the Si nanobeam breaks at around 80 µN.
Therefore, in this analysis, a nominal load of 70 µN is
selected. At this load, deformations are large and a large
displacement option is used.

To study the effect of surface roughness and
scratches on the maximum bending stresses the fol-
lowing cases were studied. First, the semicircular and
grooved asperities in the longitudinal direction with de-
fined geometrical parameters are analyzed, Fig. 25.19a.
Next, semicircular asperities and scratches placed along
the transverse direction at a distance c from the end
and separated by pitch p from each other are analyzed,
Fig. 25.19b. Lastly, the beam material is assumed to be
either purely elastic, elastic-plastic, or elastic-perfectly
plastic. In the following section, we begin with the stress
distribution in smooth nanobeams followed by the effect
of surface roughness in the longitudinal and transverse
directions and scratches in the transverse direction.

25.3.1 Stress Distribution
in a Smooth Nanobeam

Figure 25.20 shows the stress and vertical displace-
ment contours for a nanobeam supported at the bottom
and loaded at the center [25.46, 47]. As expected, the
maximum tensile stress occurs at the ends, while the
maximum compressive stress occurs under the load at
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Fig. 25.20 Bending stress contours, vertical displace-
ment contours, and bending stress contours after loading
trapezoidal Si nanobeam (w1 = 200 nm, w2 = 370 nm,
t = 255 nm, � = 6 µm, E = 169 GPa, ν = 0.28) at 70 µN
load [25.47]

the center. Stress contours obtained at a section of the
beam from the front and side are also shown. In the beam
cross section, the stresses remain constant at a given ver-
tical distance from one side to another and change with
a change in vertical location. This can be explained by
the fact that the bending moment is constant at a partic-
ular cross section, so the stress is only dependent on the
distance from the neutral axis. However, in cross sec-
tion A-A the high tensile and compressive stresses are
localized near the end of the beam at top and bottom, re-

spectively, whereas the lower values are spread out away
from the ends. High value of tensile stresses occurs near
the ends because of high bending moment.

25.3.2 Effect of Roughness
in the Longitudinal Direction

The roughness in the form of semicircular and grooved
asperities in the longitudinal direction on the maximum
bending stresses are analyzed [25.47]. The radius R
and depth L are kept fixed at 25 nm, while the num-
ber of asperities is varied and their effect is observed
on the maximum bending stresses. Figure 25.21 shows
the variation of maximum bending stresses as a func-
tion of asperity shape and the number of asperities.
The maximum bending stresses increase as the asper-
ity number increases for both semicircular and grooved
asperities. This can be attributed to the fact that as
the asperity number increases, the moment of iner-
tia decreases for that cross section. Also, the distance
from the neutral axis increases because the neutral
axis shifts downwards. Both these factors lead to the
increase in the maximum bending stresses, and this
effect is more pronounced in the case of semicircular
asperity as it exhibits a higher value of maximum bend-
ing stress than that in grooved asperity. Figure 25.21
shows the stress contours obtained at a section of the
beam from the front side for both cases when we have
a single semicircular asperity and when four adjacent
semicircular asperities are present. Trends are simi-
lar to those observed earlier for a smooth nanobeam
(Fig. 25.20).

25.3.3 Effect of Roughness in the
Transverse Direction and Scratches

We analyze semicircular asperities when placed along
the transverse direction followed by the effect of
scratches on the maximum bending stresses in varying
numbers and pitch [25.47]. In the analysis of semicir-
cular transverse asperities, three cases were considered,
which included a single asperity and asperities through-
out the nanobeam surface separated by pitch equal to
50 nm and 100 nm. In all of these cases, c value was
kept equal to 0 nm. Figure 25.22 shows that the value of
maximum tensile stress is 42 GPa, which is much larger
than the maximum tensile stress value with no asperity
of 16 GPa, or when the semicircular asperity is present
in the longitudinal direction. It is also observed that the
maximum tensile stress does not vary with the number
of asperities or the pitch, while the maximum compres-
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Fig. 25.21 Effect of longitudinal semicircular and grooved
asperities in different numbers on maximum bending
stresses after loading trapezoidal Si nanobeams (w1 =
200 nm, w2 = 370 nm, t = 255 nm, �= 6 µm, E = 169 GPa,
ν = 0.28, load = 70 µN). Bending stress contours obtained
in the beam with semicircular single asperity and four
adjacent asperities of R = 25 nm [25.47]
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Fig. 25.22 Effect of transverse semicircular asperities lo-
cated at different pitch values on the maximum bending
stresses after loading trapezoidal Si nanobeams (w1 =
200 nm, w2 = 370 nm, t = 255 nm, �= 6 µm, E = 169 GPa,
ν = 0.28, load = 70 µN). Bending stress contours obtained
in the beam with semicircular single asperity and semi-
circular asperities throughout the nanobeam surface at
p = 50 nm [25.47]
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sive stress does increase dramatically for the asperities
present throughout the beam surface from its value when
a single asperity is present. Maximum tensile stress oc-
curs at the ends, and an increase in p does not add any
asperities at the ends, whereas asperities are added in the
central region where compressive stresses are maximum.
The semicircular asperities present at the center cause
the local perturbation in the stress distribution at the cen-
ter of the asperity where load is being applied, leading
to a high value of maximum compressive stress [25.65].
Figure 25.22 also shows the stress contours obtained at
a section of the beam from the front and side for both
cases when there is a single semicircular asperity and
when asperities are present throughout the beam surface
at a pitch equal to 50 nm. Trends are similar to those
observed earlier for a smooth nanobeam (Fig. 25.20).

In the study pertaining to scratches, the number of
scratches are varied along with the variation in the pitch.
Furthermore, the load is applied at the center of the beam
and at the center of the scratch near the end, as for all the
cases. In all of these, c value was kept equal to 50 nm
and L value was equal to 100 nm with h value being
20 nm. Figure 25.23 shows that the value of maximum
tensile stress remains almost the same with the num-
ber of scratches for both types of loading – that is, when
load is applied at the center of the beam and at the center
of the scratch near the end. This is because the maxi-
mum tensile stress occurs at the beam ends no matter
where the load gets applied. But the presence of scratch
does increase the maximum tensile stress compared to
its value for a smooth nanobeam, although the number
of scratches no longer matter as the maximum tensile
stress occurring at the nanobeam end is unaffected by
the presence of more scratches beyond the first scratch
in the direction toward the center. The value of the ten-
sile stress is much lower when the load is applied at
the center of scratch, and it can be explained as fol-
lows. The negative bending moment at the end near the
applied load decreases with load offset after two-thirds
of the length of the beam [25.66]. Since this negative
bending moment is responsible for tensile stresses, their
behavior with the load offset is the same as the negative

Fig. 25.23 Effect of number of scratches along with the
variation in the pitch on the maximum bending stresses
after loading trapezoidal Si nanobeams (w1 =200 nm, w2 =
370 nm, t = 255 nm, � = 6 µm, E = 169 GPa, ν = 0.28,
load = 70 µN). Also shown is the effect of load when ap-
plied at the center of the beam and at the center of the
scratch near the end [25.47]

bending moment. Also, the value of maximum com-
pressive stress when load is applied at the center of the
nanobeam remains almost the same as the center geom-
etry is unchanged due to the number of scratches and,
hence, the maximum compressive stress occurring be-
low the load at the center is same. On the other hand,
when the load is applied at the center of the scratch
we observe that the maximum compressive stress in-
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creases dramatically because the local perturbation in
the stress distribution at the center of the scratch where
load is being applied leads to a high value of maximum
compressive stress [25.65]. It increases further with the
number of scratches and then levels off. This can be at-
tributed to the fact that when there is another scratch
present close to the scratch near the end, the stress con-
centration is more, as the effect of local perturbation in
the stress distribution is more significant. However, this
effect is insignificant when more than two scratches are
present.

Now we address the effect of pitch on the maximum
compressive stress when the load is applied at the center
of the scratch near the end. When the pitch is up to a value
of 200 nm the maximum compressive stress increases
with the number of scratches, as discussed earlier. On
the other hand, when the pitch value goes beyond 225 nm
this effect is reversed. This is because the presence of
another scratch no longer affects the local perturbation
in the stress distribution at the scratch near the end.
Instead, more scratches at a fair distance distribute the
maximum compressive stress at the scratch near the end
and the stress starts going down. Such observations of
maximum bending stresses can help in identifying the
number of asperities and scratches allowed separated by
an optimum distance from each other.

25.3.4 Effect on Stresses and Displacements
for Materials That Are Elastic,
Elastic-Plastic,
or Elastic-Perfectly Plastic

This section deals with the beam modeled as elastic,
elastic-plastic, and elastic-perfectly plastic to observe
the variation in the stresses and displacements from
an elastic model used so far [25.47]. Figure 25.24
shows the typical stress-strain curves for the three types
of deformation regimes and their corresponding load-

Table 25.3 Stresses and displacements for materials that are elastic, elastic-plastic, or elastic-perfectly plastic (load = 70 µN,
w1 = 200 nm, w2 = 370 nm, t = 255 nm, � = 6 µm, R = 25 nm, E = 169 GPa, tangent modulus in plastic range = 0.5E, ν = 0.28)

Elastic Elastic-plastic Elastic-perfectly plastic

Smooth Single Smooth Single Smooth Single
nanobeam semicircular nanobeam semicircular nanobeam semicircular

longitudinal longitudinal longitudinal
asperity asperity asperity

Max. von Mises stress (GPa) 18.2 19.3 13.5 15.2 7.8 9.1

Max. displacement (µm) 1.34 1.40 3.35 3.65 11.5 12.3

Stress-strain curve

Strain

Stress

Elastic

Elastic-perfectly plastic

Elastic-plastic

80

60

40

20

0

Displacement (µm)
40 8 12

Load-displacement curve

Elastic

Elastic-perfectly plastic

Elastic-plastic

Load (µN)

Fig. 25.24 Schematic representation of stress-strain curves
and load-displacement curves for material when it is elastic,
elastic-plastic, or elastic-perfectly plastic for a Si nanobeam
(w1 = 200 nm, w2 = 370 nm, t = 255 nm, � = 6 µm, E =
169 GPa, tangent modulus in plastic range = 0.5 E, ν =
0.28) [25.47]

displacement curves obtained from the model of an Si
nanobeam that are found to exhibit the same trends.

Table 25.3 shows the comparison of maximum
von Mises stress and maximum displacements for
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both smooth nanobeam and nanobeam with a defined
roughness, which is single semicircular longitudinal
asperity of R value equal to 25 nm for the three
different models. It is observed that the maximum
value of stress is obtained at a given load for elas-

tic material, whereas the displacement is maximum
for elastic-perfectly plastic material. Also, the pattern
that the maximum bending stress value increases for
a rough nanobeam still holds true in the other models as
well.

25.4 Closure

Mechanical properties of nanostructures are neces-
sary in designing realistic MEMS/NEMS devices.
Most mechanical properties are scale-dependent. Mi-
cro/nanomechanical properties, hardness, elastic modu-
lus, and scratch resistance of bulk materials of undoped
single-crystal silicon (Si) and thin films of undoped
polysilicon, SiO2, SiC, Ni-P, and Au are presented. It is
found that the SiC film exhibits higher hardness, elas-
tic modulus, and scratch resistance as compared to other
materials.

Bending tests have been performed on the Si and
SiO2 nanobeams and Ni-P and Au microbeams using
an AFM and a depth-sensing nanoindenter, respec-
tively. The bending tests were used to evaluate elastic
modulus, bending strength (fracture stress), fracture
toughness (KIC), and fatigue strength of the beam
materials. The Si and SiO2 nanobeams exhibited elas-
tic linear response with sudden brittle fracture. The
notched Ni-P beam showed linear deformation behavior
followed by abrupt failure. The Au beam showed elastic-
plastic deformation behavior. Elastic modulus values of
182±11 GPa for Si(110) and 85±3 GPa for SiO2 were
obtained, which are comparable to bulk values. Bend-
ing strength values of 18±3 GPa for Si and 7.6±2 GPa
for SiO2 were obtained, which are twice as large as val-
ues reported on larger scale specimens. This indicates
that bending strength shows a specimen size depen-
dence. Fracture toughness value estimates obtained were
1.67±0.4 MPa

√
m for Si and 0.60±0.2 MPa

√
m for

SiO2, which are also comparable to values obtained
on larger specimens. At stress amplitudes less than
15% of their bending strength and at mean stresses of
less than 30% of the bending strength, Si and SiO2

displayed an apparent endurance life of greater than
30,000 cycles. SEM observations of the fracture sur-
faces revealed a cleavage type of fracture for both
materials when subjected to bending, as well as fa-
tigue. The AFM and nanoindenters used in this study
can be satisfactorily used to evaluate the mechani-
cal properties of micro/nanoscale structures for use in
MEMS/NEMS.

FEM simulations are used to predict the stress and
deformation in nanostructures. The FEM has been used
to analyze the effect of the type of surface roughness and
scratches on stresses and deformation of nanostructures.
We find that roughness affects the maximum bending
stresses. The maximum bending stresses increase as
the asperity number increases for both semicircular and
grooved asperities in the longitudinal direction. When
the semicircular asperity is present in the transverse di-
rection the maximum tensile stress is much larger than
the maximum tensile stress value with no asperity or
when the semicircular asperity is present in the lon-
gitudinal direction. This observation suggests that the
asperity in the transverse direction is more detrimental.
The presence of scratches increases the maximum ten-
sile stress. The maximum tensile stress remains almost
the same with the number of scratches for two types of
loading, that is, when load is applied at the center of
the beam or at the center of the scratch near the end,
although the value of the tensile stress is much lower
when the load is applied at the center of the scratch. This
means that the load applied at the ends is less damaging.
This analysis shows that FEM simulations can be useful
to designers to develop the most suitable geometry for
nanostructures.
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Nanotribology26. Nanotribology of Ultrathin
and Hard Amorphous Carbon Films

Diamond material and its smooth coatings are used
for very low wear and relatively low friction. Major
limitations of the true diamond coatings are that
they need to be deposited at high temperatures,
can only be deposited on selected substrates, and
require surface finishing. Hard amorphous carbon,
commonly known as diamond-like carbon or DLC
coatings, exhibit mechanical, thermal, and optical
properties close to that of diamond. These can be
deposited with a large range of thicknesses by
using a variety of deposition processes on a variety
of substrates at or near room temperature. The
coatings reproduce substrate topography, avoiding
the need of post-finishing. Friction and wear
properties of some DLC coatings can be very
attractive for tribological applications. The largest
industrial application of these coatings is in
magnetic storage devices.

The prevailing atomic arrangement in the DLC
coatings is amorphous or quasi-amorphous with
small diamond, graphite, and other unidentifiable
micro- or nanocrystallites. Most DLC coatings,
except those produced by filtered cathodic arc,
contain from a few to about 50 at% hydrogen.
Sometimes hydrogen is deliberately incorporated
in the sputtered and ion plated coatings to tailor
their properties.

EELS and Raman spectroscopies can be suc-
cessfully used for chemical characterization of
amorphous carbon coatings. The prevailing atomic
arrangement in the DLC coatings is amorphous
or quasi-amorphous with small diamond (sp3),
graphite (sp2) and other unidentifiable micro- or
nanocrystallites. Most DLC coatings except those
produced by filtered cathodic arc contain from
a few to about 50 at% hydrogen. Sometimes hydro-
gen is deliberately incorporated in the sputtered
and ion plated coatings to tailor their properties.

Amorphous carbon coatings deposited by
various techniques exhibit different mechanical
and tribological properties. The nanoindenter can
be successfully used for measurement of hardness,
elastic modulus, fracture toughness, and fatigue
life. Microscratch and microwear experiments can
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be performed using either a nanoindenter or an
AFM. Thin coatings deposited by filtered cathodic
arc, ion beam, and ECR-CVD hold a promise for
tribological applications. Coatings as thin as
5 nm or even thinner provide wear protection.
Microscratch, microwear, and accelerated wear
testing, if simulated properly, can be successfully
used to screen coating candidates for industrial
applications. In the examples shown in this
chapter, trends observed in the microscratch,
microwear, and accelerated macrofriction wear
tests are similar to that found in functional tests.

In this chapter, the state-of-the-art of recent
developments in the chemical, mechanical,
and tribological characterization of ultrathin
amorphous carbon coatings is presented.

Part
D

2
6

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



792 Part D Molecularly Thick Films for Lubrication

Carbon exists in both crystalline and amorphous forms
and exhibits both metallic and nonmetallic character-
istics [26.1–3]. Crystalline carbon includes graphite,
diamond, and a family of fullerenes, Fig. 26.1. The
graphite and diamond are infinite periodic network
solids with a planar structure, whereas the fullerenes are
a molecular form of pure carbon with a finite network
with a nonplanar structure. Graphite has a hexago-
nal, layered structure with weak interlayer bonding
forces and exhibits excellent lubrication properties. The
graphite crystal may be visualized as infinite parallel
layers of hexagons stacked 0.34 nm apart with a 0.1415-
nm interatomic distance between the carbon atoms in
the basal plane. The atoms lying in the basal planes are
trigonally coordinated and closely packed with strong
σ (covalent) bonds to its three carbon neighbors us-
ing the hybrid sp2 orbitals. The fourth electron lies in
a pz orbital lying normal to the σ bonding plane and
forms a weak π bond by overlapping side to side with

a) b)

0.335nm

0.141nm 0.356nm

C atom

c)

C60 C70

A

B

A

Fig. 26.1a–c The structure of three known forms of crystalline car-
bon (a) hexagonal structure of graphite, (b) modified face-centered
cubic (fcc) structure, two interpenetrating fcc lattices displaced by
one-quarter of the cube diagonal, of diamond (each atom is bonded
to four others that form the corners of the pyramidal structure called
tetrahedron), and (c) the structure of the two most common forms of
fullerenes-soccer ball C60 and rugby ball C70 molecules

a pz orbital of an adjacent atom to which carbon is
attached by a σ bond. The layers (basal planes) them-
selves are relatively far apart and the forces that bond
them are weak van der Waals forces. These layers can
align themselves parallel to the direction of the relative
motion and slide over one another with relative ease,
thus providing low friction. Strong interatomic bonding
and packing in each layer is thought to help reduce wear.
The operating environment has a significant influence on
lubrication, i. e., low friction and low wear, properties
of graphite. It lubricates better in a humid environment
than a dry one, resulting from adsorption of water vapor
and other gases from the environment, which further
weakens the interlayer bonding forces and results in
easy shear and transfer of the crystallite platelets to the
mating surface. Thus, transfer plays an important role
in controlling friction and wear. Graphite oxidizes at
high operating temperatures and can be used up to about
430 ◦C.

One of the fullerene molecules is C60, commonly
known as Buckyball. Since the C60 molecules are very
stable and do not require additional atoms to satisfy
chemical bonding requirements, they are expected to
have low adhesion to the mating surface and low surface
energy. Since C60 molecules with a perfect spherical
symmetry are weakly bonded to other molecules, C60
clusters get detached readily, similar to other layered
lattice structures, and either get transferred to the mat-
ing surface by mechanical compaction, or are present
as loose wear particles that may roll like tiny ball bear-
ings in a sliding contact, resulting in low friction and
wear. The wear particles are expected to be harder
than as-deposited C60 molecules, because of their phase
transformation at high asperity contact pressures present
in a sliding interface. The low surface energy, spherical
shape of C60 molecules, weak intermolecular bond-
ing, and high load bearing capacity offer potential for
various mechanical and tribological applications. The
sublimed C60 coatings and fullerene particles as an ad-
ditive to mineral oils and greases have been reported
to be good solid lubricants comparable to graphite and
MoS2 [26.4–6].

Diamond crystallizes in the modified face centered
cubic (fcc) structure with an interactomic distance of
0.154 nm. The diamond cubic lattice consists of two in-
terpenetrating fcc lattices displaced by one-quarter of
the cube diagonal. Each carbon atom is tetrahedrally co-
ordinated, making strong σ (covalent) bonds to its four
carbon neighbors using the hybrid sp3 atomic orbitals,
which accounts for its highest hardness (80–104 GPa)
and thermal conductivity (900–2,100 W/mK, on the or-
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Nanotribology of Amorphous Carbon Films 793

der of five times that of copper) of any known solid,
and a high electrical resistivity, optical transmission,
and a large optical band gap. It is relatively chem-
ically inert, and it exhibits poor adhesion with other
solids with consequent low friction and wear. Its high
thermal conductivity allows dissipation of frictional
heat during sliding and protects the interface, and the
dangling carbon bonds on the surface react with the
environment to form hydrocarbons that act as good lu-
brication films. These are some of the reasons for low
friction and wear of the diamond. Diamond and its
coatings find many industrial applications: tribological
applications (low friction and wear), optical applica-
tions (exceptional optical transmission, high abrasion
resistance), and thermal management or heat sink appli-
cations (high thermal conductivity). The diamond can
be used to high temperatures, and it starts to graphi-
tize at about 1,000 ◦C in ambient air and at about
1,400 ◦C in vacuum. Diamond is an attractive ma-
terial for cutting tools, as an abrasive for grinding
wheels and lapping compounds, and other extreme wear
applications.

The natural diamond, particularly in large sizes,
is very expensive and its coatings, a low cost alter-
native, are attractive. The true diamond coatings are

Magnetic rigid-disk drive

Diamond-like
carbon overcoat
(3.5 nm thick)

Al2O3 –TiC

MR type picoslider

Thin-film disk Liquid lubricant
(1–2 nm)

Diamond-like carbon
overcoat (3–5nm)

ME tape

Magnetic coating
(25–50 nm)

Al-Mg/10µm Ni-P,
glass or glass-ceramic
(0.78–1.3 nm)

Liquid lubricant
(1–2 nm) DLC (8–10 nm)

Dual magnetic
layers (0.1µm each)

Polymer film with par-
ticulates (10–25 nm)

PET base film (6µm)

Polymer film with par-
ticulates (20–50 nm)

Liquid lubricant
(8–10 nm)

Back coat (0.5µm)

Fig. 26.2 Schematic of a magnetic rigid-disk drive and MR type picoslider and cross-sectional schematics of a magnetic
thin-film rigid disk and a metal evaporated (ME) tape

deposited by chemical vapor deposition (CVD) pro-
cesses at high substrate temperatures (on the order of
800 ◦C). They adhere best on a silicon substrate and
require an interlayer for other substrates. A major road-
block to the widespread use of true diamond films in
tribological, optical, and thermal management applica-
tions is the surface roughness. Growth of the diamond
phase on a non-diamond substrate is initiated by nu-
cleation either at randomly seeded sites or at thermally
favored sites, due to statistical thermal fluctuation at
the substrate surface. Based on growth temperature and
pressure conditions, favored crystal orientations dom-
inate the competitive growth process. As a result, the
grown films are polycrystalline in nature with relatively
large grain size (> 1 µm) and terminate in very rough
surfaces with RMS roughnesses ranging from a few
tenths of a micron to tens of microns. Techniques for
polishing these films have been developed. It has been
reported that the laser polished films exhibit friction
and wear properties almost comparable to that of bulk
polished diamond [26.7, 8].

Amorphous carbon has no long-range order, and the
short-range order of carbon atoms can have one or more
of three bonding configurations: – sp3 (diamond), sp2

(graphite), or sp1 (with two electrons forming strong
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Fig. 26.3a–c Schematics of (a) a capacitive-type silicon accelerometer for automotive sensory applications, (b) digital
micrometer devices for high-projection displays, and (c) polysilicon rotary microactuator for magnetic disk drives

σ bonds, and the remaining two electrons left in or-
thogonal py and pz orbitals to form weak π bonds).
Short-range order controls the properties of amorphous
materials and coatings. Hard amorphous carbon (a-C)
coatings, commonly known as diamond-like carbon or
DLC (implying high hardness) coatings, are a class of
coatings that are mostly metastable amorphous mater-
ials, but include a micro- or nanocrystalline phase. The
coatings are random networks of covalently bonded car-
bon in hybridized tetragonal (sp3) and trigonal (sp2)

local coordination with some of the bonds terminated
by hydrogen. These coatings have been successfully de-
posited by a variety of vacuum deposition techniques on
a variety of substrates at or near room temperature. These
coatings generally reproduce substrate topography and
do not require any post-finishing. However, these coat-
ings mostly adhere best on silicon substrates. The best
adhesion is obtained on substrates that form carbides,
e.g., Si, Fe, and Ti. Based on depth profile analyses us-
ing Auger and XPS of DLC coatings deposited on silicon
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Nanotribology of Amorphous Carbon Films Commonly Used Deposition Techniques 795

substrates, it has been reported that a substantial amount
of silicon carbide (on the order of 5–10 nm in thickness)
is present at the carbon-silicon interface for the coatings
with good adhesion and high hardness (e.g., [26.9]). For
good adhesion of DLC coatings to other substrates, in
most cases, an interlayer of silicon is required except for
cathodic arc deposited coatings.

There is significant interest in DLC coatings because
of their unique combination of desirable properties.
These properties include high hardness and wear re-
sistance, chemical inertness to both acids and alkalis,
lack of magnetic response, and an optical band gap
ranging from zero to a few eV, depending upon the de-
position conditions. These are used in a wide range of
applications, including tribological, optical, electronic,
and biomedical applications [26.1, 10, 11]. The high
hardness, good friction and wear properties, versatil-
ity in deposition and substrates, and no requirements of
post-finishing make them very attractive for tribological
applications. Two primary examples include overcoats
for magnetic media (thin-film disks and ME tapes) and
MR type magnetic heads for magnetic storage devices,
Fig. 26.2 [26.12–20] and the emerging field of micro-
electromechanical systems, Fig. 26.3 [26.21–24]. The
largest industrial application of the family of amor-
phous carbon coatings, typically deposited by DC/RF

magnetron sputtering, plasma-enhanced chemical vapor
deposition, or ion beam deposition techniques, is in mag-
netic storage devices. These are employed to protect
against wear and corrosion, magnetic coatings on thin-
film rigid disks and metal evaporated tapes, and the thin-
film head structure of a read/write disk head (Fig. 26.2).
To maintain low physical spacing between the magnetic
element of a read/write head and the magnetic layer of
a media, thicknesses ranging from 3 to 10 nm are em-
ployed. Mechanical properties affect friction wear and
therefore need to be optimized. In 1998, Gillette intro-
duced Mach 3 razor blades with ultrathin DLC coatings,
which has the potential of becoming a very large indus-
trial application. DLC coatings are also used in other
commercial applications such as glass windows of su-
permarket laser barcode scanners and sunglasses. These
coatings are actively pursued in microelectromechanical
systems (MEMS) components [26.23].

In this chapter, a state-of-the-art review of recent
developments in the chemical, mechanical, and tribo-
logical characterization of ultrathin amorphous carbon
coatings is presented. An overview of the most com-
monly used deposition techniques is presented, and
followed by typical chemical and mechanical charac-
terization data and typical tribological data both from
coupon level testing and functional testing.

26.1 Description of Commonly Used Deposition Techniques

The first hard amorphous carbon coatings were de-
posited by a beam of carbon ions produced in an argon
plasma on room-temperature substrates, as reported by
Aisenberg and Chabot [26.25]. Subsequent confirmation
by Spencer et al. [26.26] led to the explosive growth
of this field. Following the first work, several alterna-
tive techniques have been developed. The amorphous
carbon coatings have been prepared by a variety of
deposition techniques and precursors, including evap-
oration, DC, RF or ion beam sputtering, RF or DC
plasma-enhanced chemical vapor deposition (PECVD),
electron cyclotron resonance chemical vapor deposition
(ECR-CVD), direct ion beam deposition, pulsed laser
vaporization and vacuum arc, from a variety of carbon-
bearing solids or gaseous source materials [26.1, 27].
Coatings with both graphitic and diamond-like proper-
ties have been produced. Evaporation and ion plating
techniques have been used to produce coatings with
graphitic properties (low hardness, high electrical con-
ductivity, very low friction, etc.), and all techniques

have been used to produce coatings with diamond-like
properties.

The structure and properties of a coating are de-
pendent upon the deposition technique and parameters.
High-energy surface bombardment has been used to pro-
duce harder and denser coatings. It is reported that
sp3/sp2 fractions are in the decreasing order for ca-
thodic arc deposition, pulsed laser vaporization, direct
ion beam deposition, plasma-enhanced chemical vapor
deposition, ion beam sputtering, and DC/RF sputter-
ing [26.12,28,29]. A common feature to these techniques
is that the deposition is energetic, i. e., carbon species
arrive with an energy significantly greater than that
represented by the substrate temperature. The resul-
tant coatings are amorphous in structure, with hydrogen
content up to 50%, and display a high degree of sp3

character. From the results of previous investigations, it
has been proposed that deposition of sp3-bonded car-
bon requires that the depositing species have kinetic
energies on the order of 100 eV or higher, well above
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796 Part D Molecularly Thick Films for Lubrication

Table 26.1 Summary of the most commonly used deposition techniques and the kinetic energy of depositing species and
deposition rates

Deposition Process Kinetic Deposition
technique energy rate

(eV) (nm/s)

Filtered Energetic carbon ions produced by
cathodic a vacuum arc discharge between a graphite 100–2,500 0.1–1
arc (FCA) cathode and grounded anode

Direct ion Carbon ions produced from methane gas in
beam (IB) an ion source and accelerated toward 50–500 0.1–1

a substrate

Plasma- Hydrocarbon species, produced by plasma
enhanced decomposition of hydrocarbon gases
chemical (e.g., acetylene), are accelerated toward 1–30 1–10
vapor a DC-biased substrate
deposition
(PECVD)

Electron Hydrocarbon ions, produced by plasma
cyclotron decomposition of ethylene gas in the
resonance presence of a plasma in electron cyclotron 1–50 1–10
plasma resonance condition, are accelerated
chemical toward a RF-biased substrate
vapor
deposition
(ECR-CVD)

DC/RF Sputtering of graphite target by argon 1–10 1–10
sputtering ion plasma

those obtained in thermal processes like evaporation
(0–0.1 eV). The species must then be quenched into the
metastable configuration via rapid energy removal. Ex-
cess energy, such as that provided by substrate heating,
is detrimental to the achievement of a high sp3 fraction.
In general, a high fraction of the sp3-bonded carbon
atoms in an amorphous network results in a higher
hardness [26.29–36]. The mechanical and tribological
properties of a carbon coating depend on the sp3/sp2-
bonded carbon ratio, the amount of hydrogen in the
coating, and adhesion of the coating to the substrate,
which are influenced by the precursor material, kinetic
energy of the carbon species prior to deposition, depo-
sition rate, substrate temperature, substrate biasing, and
the substrate itself [26.29, 33, 35, 37–46]. The kinetic
energies and deposition rates involved in selected depo-

sition processes used in the deposition of DLC coatings
are compared in Table 26.1 [26.1, 28].

In the studies by Gupta and Bhushan [26.12,
47], Li and Bhushan [26.48, 49], and Sundararajan
and Bhushan [26.50], DLC coatings ranging typically
in thickness from 3.5 nm to 20 nm were deposited
on single-crystal silicon, magnetic Ni-Zn ferrite, and
Al2O3-TiC substrates (surface roughness ≈ 1–3 nm
RMS) by filtered cathodic arc (FCA) deposition, (di-
rect) ion beam deposition (IBD), electron cyclotron
resonance chemical vapor deposition (ECR-CVD),
plasma-enhanced chemical vapor deposition (PECVD),
and DC/RF planar, magnetron sputtering (SP) deposi-
tion techniques [26.51]. In this chapter, we will limit the
presentation of data of coatings deposited by FCA, IBD,
ECR-CVD, and SP deposition techniques.
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Fig. 26.4a–e Schematic diagrams of deposition by (a) filtered cathodic arc deposition, (b) ion beam deposition, (c) electron
cyclotron resonance chemical vapor deposition (ECR-CVD), (d) DC planar magnetron sputtering, and (e) plasma-
enhanced chemical vapor deposition (PECVD)
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26.1.1 Filtered Cathodic Arc Deposition
Technique

In the filtered cathodic arc deposition of carbon coat-
ing [26.29, 52–59], a vacuum arc plasma source is used
to form carbon film. In the FCA technique used by
Bhushan et al. (e.g., [26.12]), energetic carbon ions are
produced by a vacuum arc discharge between a pla-
nar graphite cathode and grounded anode, Fig. 26.4a.
The cathode is a 6-mm-diameter high-density graphite
disk mounted on a water-cooled copper block. The arc
is driven at an arc current of 200 A, arc duration of
5 ms, and arc repetition rate of 1 Hz. The plasma beam
is guided by a magnetic field that transports current
between the electrodes to form tiny, rapidly moving
spots on the cathode surface. The source is coupled
to a 90◦ bent magnetic filter to remove the macropar-
ticles produced concurrently with the plasma in the
cathode spots. The ion current density at the substrate
is in the range of 10–50 mA/cm2. The base pressure is
less than 10−4 Pa. Compared with electron beam evap-
oration with auxiliary discharge, much higher plasma
density is achieved with the aid of powerful arc dis-
charge. In this process, the cathodic material suffers
a complicated transition from the solid phase to an ex-
panding, nonequilibrium plasma via liquid and dense,
equilibrium non-ideal plasma phases [26.58]. The car-
bon ions in the vacuum arc plasma have a direct kinetic
energy of 20–30 eV. The high voltage pulses are ap-
plied to the substrate mounted on a water-cooled sample
holder, and ions are accelerated through the sheath and
arrive at the substrate with an additional energy given
by the potential difference between the plasma and the
substrate. The substrate holder is pulse biased to a neg-
ative voltage up to −2 kV with a pulse duration of 1 µs.
The negative biasing of −2 kV corresponds to 2 keV ki-
netic energy of the carbon ions. The use of a pulse bias
instead of a DC bias has advantages of applying a much
higher voltage and building a surface potential on a non-
conducting film. The energy of the ions is varied during
the deposition. For the first 10% of the deposition the
substrates are pulsed biased to −2 keV with a pulse duty
cycle of 25%, i. e., for 25% of the time the energy is
2 keV, for the remaining 75% it is 20 eV, which is the
“natural” energy of carbon ions in a vacuum discharge.
For the last 90% of the deposition the pulsed bias volt-
age is reduced to −200 eV with a pulse bias duty cycle
of 25%, i. e., the energy is 200 eV for 25% and 20 eV
for 75% of the deposition. The high energy at the be-
ginning leads to a good intermixing and adhesion of the
films, whereas the lower energy at the later stage leads

to hard films. Under the conditions described, the de-
position rate at the substrate is about 0.1 nm/s, which
is slow. Compared with most gaseous plasma, the ca-
thodic arc plasma is nearly fully ionized, and the ionized
carbon atoms have high kinetic energy of carbon ions
which help achieving a high fraction of sp3-bonded car-
bon ions, which in turn result in a high hardness and
higher interfacial adhesion. Cuomo et al. [26.42] have
reported that based on electron energy loss spectroscopy
(EELS) analysis, the sp3-bonded carbon fraction of ca-
thodic arc coating is 83% compared to 38% for the ion
beam sputtered carbon. These coatings are reported to
be nonhydrogenated.

This technique does not require an adhesion under-
layer for non-silicon substrates. However, adhesion of
the DLC coatings on the electrically insulating substrate
is poor, as negative pulse biasing forms an electrical
sheath that accelerates depositing ions to the substrate
and enhances the adhesion of the coating to the substrate
with associated ion implantation. It is difficult to build
potential on an insulating substrate, and lack of biasing
results in poor adhesion.

26.1.2 Ion Beam Deposition Technique

In the direct ion beam deposition of carbon coat-
ing [26.60–64], as used by Bhushan et al. (e.g., [26.12]),
the carbon coating is deposited from an accelerated car-
bon ion beam. The sample is pre-cleaned by ion etching.
For the case of non-silicon substrates, a 2–3-nm-thick
amorphous silicon adhesion layer is deposited by ion
beam sputtering using an ion beam of a mixture of
methane and argon at 200 V. For the carbon deposition,
the chamber is pumped to about 10−4 Pa, and methane
gas is fed through the cylindrical ion source and is ion-
ized by energetic electrons produced by a hot-wire fila-
ment, Fig. 26.4b. Ionized species then pass through a grid
with a bias voltage of about 50 eV, where they gain a high
acceleration energy and reach a hot-wire filament, emit-
ting thermionic electrons that neutralize the incoming
ions. The discharging of ions is important when insulat-
ing ceramics are used as substrates. The species are then
deposited on a water-cooled substrate. Operating con-
ditions are adjusted to give an ion beam with an accel-
eration energy of about 200 eV and a current density of
about 1 mA/cm2. At this operating condition, the depo-
sition rate is about 0.1 nm/s, which is slow. Incidentally,
tough and soft coatings are deposited at a high acceler-
ation energy of about 400 eV and at a deposition rate of
about 1 nm/s. The ion beam deposited carbon coatings
are reported to be hydrogenated (30–40 at% hydrogen).
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26.1.3 Electron Cyclotron Resonance
Chemical Vapor Deposition
Technique

ECR plasma’s lack of electrodes and ability to cre-
ate high densities of charged and excited species at
low pressures (≤ 10−4 Torr) make it an attractive pro-
cessing discharge in the coating depositions [26.65].
In the ECR-CVD deposition process of carbon coat-
ing described by Suzuki and Okada [26.66] and used
by Li and Bhushan [26.48, 49] and Sundararajan and
Bhushan [26.50], microwave power is generated by
a magnetron operating in continuous mode at a fre-
quency of 2.45 GHz, Fig. 26.4c. The plasma chamber
functions as a microwave cavity resonator. The mag-
netic coils arranged around the plasma chamber generate
a magnetic field of 875 G, necessary for electron cy-
clotron resonance condition. The substrate is placed on
a stage that is connected capacitively to a 13.56 MHz
RF generator. The process gas is introduced into the
plasma chamber and the hydrocarbon ions generated are
accelerated by a negative self-bias voltage, which is gen-
erated by applying RF power to the substrate. Both the
substrate stage and plasma chamber are water-cooled.
The process gas used is 100% ethylene and its flow rate
is held constant at 100 sccm. The microwave power is
100–900 W. The RF power is 30–120 W. The pressure
during deposition is kept close to the optimum value
of 5.5 × 10−3 Torr. Before the deposition, the substrates
are cleaned using Ar ions generated in the ECR plasma
chamber.

26.1.4 Sputtering Deposition Technique

In DC planar magnetron sputtered carbon coat-
ing [26.13, 33, 37, 40, 67–71], the carbon coating is
deposited by the sputtering of graphite target with Ar
ion plasma. In the glow discharge, positive ions from the
plasma strike the target with sufficient energy to dislodge
the atoms by momentum transfer, which are intercepted
by the substrate. First, an about 5-nm-thick amorphous
silicon adhesion layer is deposited by sputtering if the
deposition is to be carried out on a non-silicon surface.
In the process used by Bhushan et al. (e.g., [26.12]),

the coating is deposited by the sputtering of a graphite
target with Ar ion plasma at 300 W power for a 200-mm-
diameter target and pressure of about 0.5 Pa (6 mTorr),
Fig. 26.4d. Plasma is generated by applying a DC po-
tential between the substrate and a target. Bhushan
et al. [26.35] reported that sputtered carbon coating
contains about 35 at% hydrogen. Hydrogen comes from
the hydrocarbon contaminants present in the deposition
chamber. To produce hydrogenated carbon coating with
a larger concentration of hydrogen, deposition is carried
out in Ar and hydrogen plasma.

26.1.5 Plasma-Enhanced Chemical
Vapor Deposition Technique

In the RF-PECVD deposition of carbon coating, as
used by Bhushan et al. (e.g., [26.12]), carbon coat-
ing is deposited by adsorption of most free radicals
of hydrocarbon to the substrate and chemical bond-
ing to other atoms on the surface. The hydrocarbon
species are produced by the RF plasma decomposi-
tion of hydrocarbon precusors such as acetylene (C2H2),
Fig. 26.4e [26.27, 69, 72–75]. Instead of requiring ther-
mal energy in thermal CVD, the energetic electrons in
the plasma (at pressures ranging from 1 to 5 × 102 Pa,
typically less than 10 Pa) can activate almost any reac-
tion among the gases in the glow discharge at relatively
low substrate temperatures ranging from 100 to 600 ◦C
(typically less than 300 ◦C). To deposit the coating on
non-silicon substrates, an about 4-nm-thick amorphous
silicon adhesion layer, used to improve adhesion, is first
deposited under similar conditions from a gas mixture
of 1% silane in argon [26.76]. In the process used by
Bhushan and coworkers [26.12], the plasma is sustained
in a parallel-plate geometry by a capacitive discharge
at 13.56 MHz, at a surface power density on the order
of 100 mW/cm2. The deposition is performed at a flow
rate on the order of 6 sccm and a pressure on the or-
der of 4 Pa (30 mTorr) on a cathode-mounted substrate
maintained at a substrate temperature of 180 ◦C. The
cathode bias is held fixed at about −120 V with an exter-
nal DC power supply attached to the substrate (powered
electrode). The carbon coatings deposited by PECVD
usually contain hydrogen up to 50% [26.35, 77].
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26.2 Chemical Characterization and Effect of Deposition Conditions
on Chemical Characteristics and Physical Properties

The chemical structure and properties of amorphous car-
bon coatings are a function of deposition conditions. It is
important to understand the relationship of the chemical
structure of amorphous carbon coatings to the prop-
erties in order to define useful deposition parameters.
Amorphous carbon films are metastable phases formed
when carbon particles are condensed on a substrate.
The prevailing atomic arrangement in the DLC coatings
is amorphous or quasi-amorphous with small diamond
(sp3), graphite (sp2), and other unidentifiable micro-
or nanocrystallites. The coating is dependent upon the
deposition process and its conditions contain varying
amounts of sp3/sp2 ratio and hydrogen. The sp3/sp2 ra-
tio of DLC coatings ranges typically from 50% to close
to 100% with an increase in hardness with the sp3/sp2

ratio. Most DLC coatings, except those produced by fil-
tered cathodic arc, contain from a few to about 50 at%
hydrogen. Sometimes hydrogen and nitrogen are de-
liberately added to produce hydrogenated (a-C:H) and
nitrogenated amorphous carbon (a-C:N) coatings, re-
spectively. Hydrogen helps to stabilize sp3 sites (most of
the carbon atoms attached to hydrogen have a tetrahedral
structure); therefore, the sp3/sp2 ratio for hydrogenated
carbon is higher [26.30]. Optimum sp3/sp2 in a random
covalent network composed of sp3 and sp2 carbon sites
(Nsp2 and Nsp3 ) and hydrogen is [26.30]:

Nsp3

Nsp2
= 6XH −1

8−13XH
, (26.1)

where XH is the atom fraction of hydrogen. The hy-
drogenated carbon has a larger optical band gap, higher
electrical resistivity (semiconductor), and a lower optical
absorption or high optical transmission. The hydro-
genated coatings have a lower density, probably because
of the reduction of cross-linking due to hydrogen incor-
poration. However, hardness decreases with an increase
of the hydrogen, even though the proportion of sp3 sites
increases (that is, as the local bonding environment be-
comes more diamond-like) [26.78, 79]. It is speculated
that the high hydrogen content introduces frequent ter-
minations in the otherwise strong 3-D network, and
hydrogen increases the soft polymeric component of
the structure more than it enhances the cross-linking sp3

fraction.
A number of investigations have been performed

to identify the microstructure of amorphous carbon
films using a variety of techniques such as Raman
spectroscopy, EELS, nuclear magnetic resonance, op-

tical measurements, transmission electron microscopy,
and X-ray photoelectron spectroscopy [26.33]. The
structure of diamond-like amorphous carbon is amor-
phous or quasi-amorphous with small graphitic (sp2)
and tetrahedrally coordinated (sp3) and other uniden-
tifiable nanocrystallites (typically on the order of
a couple nm, randomly oriented) [26.33, 80, 81]. These
studies indicate that the chemical structure and phys-
ical properties of the coatings are quite variable,
depending on the deposition techniques and film
growth conditions. It is clear that both sp2 and sp3-
bonded atomic sites are incorporated in diamond-like
amorphous carbon coatings and that the physical and
chemical properties of the coatings depend strongly
on their chemical bonding and microstructure. Sys-
tematic studies have been conducted to carry out
chemical characterization and investigate how the phys-
ical and chemical properties of amorphous carbon
coatings vary as a function of deposition parameters
(e.g., [26.33, 35, 40]). EELS and Raman spectroscopy
are commonly used to characterize the chemical bond-
ing and microstructure. Hydrogen concentration of the
coatings is obtained by means of forward recoil spec-
trometry (FRS). A variety of physical properties of
the coatings relevant to tribological performance are
measured.

To present the typical data obtained for characteri-
zation of typical amorphous carbon coatings and their
relationships to physical properties, we present data
on several sputtered coatings, RF-PECVD amorphous
carbon and microwave-PECVD (MPECVD) diamond
coatings [26.33,35,40]. The sputtered coatings were DC
magnetron sputtered at a chamber pressure of 10 mTorr
under sputtering power densities of 0.1 and 2.1 W/cm2

in a pure Ar plasma, labeled as W1 and W2, respectively.
They were prepared at a power density of 2.1 W/cm2

with various hydrogen fractions of 0.5, 1, 3, 5, 7 and
10% of Ar/H, the gas mixtures labeled as H1, H2, H3,
H4, H5, and H6, respectively.

26.2.1 EELS and Raman Spectroscopy

EELS and Raman spectra of four sputtered (W1, W2,
H1, and H3) and one PECVD carbon samples were ob-
tained. Figure 26.5 shows the EELS spectra of these
carbon coatings. EELS spectra for bulk diamond and
polycrystalline graphite in an energy range up to 50 eV
are also shown in Fig. 26.5. One prominent peak is seen
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at 35 eV in diamond, while two peaks are seen at 27 eV
and 6.5 eV in graphite, which are called (π +σ) and (π)
peaks, respectively. These peaks are produced by the
energy loss of transmitted electrons to the plasmon os-
cillation of the valence electrons. The π +σ peak in each
coating is positioned at a lower energy region than that
of graphite. The π peaks in the W series and PECVD
samples are also seen at a lower energy region than that
of the graphite. However, the π peaks in the H-series
are comparable to or higher than that of graphite (see
Table 26.2). The plasmon oscillation frequency is pro-
portional to the square root of the corresponding electron
density to a first approximation. Therefore, the samples
in the H-series most likely have a higher density of π

electrons than the other samples.
Amorphous carbon coatings contain (mainly) a mix-

ture of sp2- and sp3-bonds, even though there is some
evidence for the presence of sp-bonds as well [26.82].
The PECVD coatings and the H-series coatings in this
study have nearly the same mass density, as seen in
Table 26.4, to be presented later, but the former have
a lower concentration of hydrogen (18.1%) than the H-
series (35–39%), as seen in Table 26.3, to be presented
later. The relatively low energy position of π peaks of
PECVD coatings, compared to those of the H-series,
indicates that the PECVD coatings contain a higher
fraction of sp3-bonds than the sputtered hydrogenated
carbon coatings (H-series).

Table 26.2 Experimental results from EELS and Raman spectroscopy [26.35]

Sample
EELS peak position Raman peak position Raman FWHMa

ID/Id
G

π (eV) π +σ G-bandb D-bandc G-band D-band
(eV) (cm−1) (cm−1) (cm−1) (cm−1)

Sputtered a-C coating (W1) 5.0 24.6 1541 1368 105 254 2.0

Sputtered a-C coating (W2) 6.1 24.7 1560 1379 147 394 5.3

Sputtered a-C:H coating (H1) 6.3 23.3 1542 1334 95 187 1.6

Sputtered a-C:H coating (H3) 6.7 22.4 e e e e e

PECVD a-C:H coating 5.8 24.0 1533 1341 157 427 1.5

Diamond coating . . . . . . 1525 f 1333g . . . 8g . . .

Graphite (for reference) 6.4 27.0 1580 1358 37 47 0.7

Diamond (for reference) . . . 37.0 . . . 1332g . . . 2g . . .

a Full width at half maximum width
b Peak associated with sp2 “graphite” carbon
c Peak associated with sp2 “disordered” carbon (not sp3-bonded carbon)
d Intensity ratio of the D-band to the G-band
e Fluorescence
f Includes D and G band, signal too weak to analyze
g Peak position and width for diamond phonon

6 11 16 21 26 31 36 41 280 300 320 340 360 380 400

a) b)
Intensity (a.u.)

Energy loss (eV)

PECVD
a–C:H

Sputtered
a–C:H(H3)

Sputtered
a–C:H(H1)
Sputtered
a–C(W2)
Sputtered
a–C(W1)
Graphite

Diamond

Energy loss (eV)

PECVD
a–C:H

Sputtered
a–C:H (H3)

Sputtered
a–C(W1)

Graphite

Diamond

Intensity (a.u.)

Fig. 26.5 (a) Low energy, and (b) high energy EELS of DLC
coatings produced by DC magnetron sputtering and RF-PECVD
techniques. Data for bulk diamond and polycrystalline graphite are
included for comparison [26.35]

Figure 26.5b shows the EELS spectra associated
with the inner-shell (K-shell) ionization. Again, the
spectra for diamond and polycrystalline graphite are
included for comparison. Sharp peaks are observed at
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Table 26.3 Experimental results of FRS analysis [26.35]

Sample Ar/H ratio C (at% ± 0.5) H (at% ± 0.5) Ar (at% ± 0.5) O (at% ± 0.5)

Sputtered a-C coating (W2) 100/0 90.5 9.3 0.2 . . .

Sputtered a-C:H coating (H2) 99/1 63.9 35.5 0.6 . . .

Sputtered a-C:H coating (H3) 97/3 56.1 36.5 . . . 7.4

Sputtered a-C:H coating (H4) 95/5 53.4 39.4 . . . 7.2

Sputtered a-C:H coating (H5) 93/7 58.2 35.4 0.2 6.2

Sputtered a-C:H coating (H6) 90/10 57.3 35.5 . . . 7.2

PECVD a-C:H coating 99.5% CH4 81.9 18.1 . . . . . .

Diamond coating H2-1 mole % CH4 94.0 6.0 . . . . . .

Table 26.4 Experimental results of physical properties [26.35]

Sample Mass Nano- Elastic Electrical Compressive
density hardness modulus resistivity residual
(g/cm3) (GPa) (GPa) (Ohm-cm) stress (GPa)

Sputtered a-C coating (W1) 2.1 15 141 1300 0.55

Sputtered a-C:H coating (W2) 1.8 14 136 0.61 0.57

Sputtered a-C:H coating (H1) . . . 14 96 . . . > 2

Sputtered a-C:H coating (H3) 1.7 7 35 > 106 0.3

PECVD a-C:H coating 1.6–1.8 33–35 ∼ 200 > 106 1.5–3.0

Diamond coating . . . 40–75 370–430 . . . . . .

Graphite (for reference) 2.267 Soft 9–15 5 × 10−5a , 0

4 × 10−3b

Diamond (for reference) 3.515 70–102 900–1050 107–1020 0

a Parallel to layer planes
b Perpendicular to layer planes

285.5 eV and 292.5 eV in graphite, while no peak is seen
at 285.5 eV in diamond. The general features of the K-
shell EELS spectra for the sputtered and PECVD carbon
samples resemble those of graphite, but with the higher
energy features smeared. The observation of the peak
at 285.5 eV in the sputtered and PECVD coatings also
indicates the presence of sp2-bonded atomic sites in
the coatings. All these spectra peak at 292.5 eV, simi-
lar to the spectra of graphite, but the peak in graphite is
sharper.

Raman spectra from samples W1, W2, H1, and
PECVD are shown in Fig. 26.6. Raman spectra could
not be observed in specimens H2 and H3 due to high
flourescence signals. The Raman spectra of single crys-
tal diamond and polycrstalline graphite are also shown
for comparison in Fig. 26.6. The results of the spectral
fits are summarized in Table 26.2. We will focus on the
G-band position, which has been shown to be related to
the fraction of sp3-bonded sites. Increasing the power

density in the amorphous carbon coatings (W1 and W2)
results in a higher G-band frequency, implying a smaller
fraction of sp3-bonding in W2 than in W1. This is con-
sistent with higher density of W1. H1 and PEVCD have
still lower G-band positions than W1, implying an even
higher fraction of sp3-bonding, which is presumably
caused by the incorporation of H atoms into the lattice.
The high hardness of H3 might be attributed to efficient
sp3 cross-linking of small, sp2-ordered domains.

The Raman spectrum of a MPECVD diamond coat-
ing is shown in Fig. 26.6. The diamond Raman peak
is at 1,333 cm−1 with a line width of 7.9 cm−1. There
is a small broad peak around 1,525 cm−1, which is at-
tributed to a small amount of a-C:H. This impurity peak
is not intense enough to fit to separate G- and D-bands.
The diamond peak frequency is very close to that of
natural diamond (1,332.5 cm−1, e.g. Fig. 26.6), indicat-
ing that the coating is not under stress [26.83]. The large
line width compared to that of natural diamond (2 cm−1)

Part
D

2
6
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanotribology of Amorphous Carbon Films 26.2 Chemical Characteristics, Physical Properties 803

2,500

2,000

1,500

1,000

500

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

800

600

400

200

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

700

600

500

400

300

200

100

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

1,400

1,200

1,000

800

600

400

200

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

4,000

3,500

3,000

2,500

2,000

1,500

1,000
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

800

600

400

200

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

6,000

5,000

4,000

3,000

2,000

1,000

0
1,0001,2001,4001,6001,800

Intensity (counts)

Raman shift (cm–1)

Graphite

Diamond

Sputtered a–C (W1) Sputtered a– C (W2)

Sputtered a– C:H (H1) Sputtered a– C:H (H3)

PECVD a– C:H MPECVD diamond

Fig. 26.6 Raman spectra of DLC coatings produced by DC magnetron sputtering and RF-PECVD techniques and
a diamond film produced by MPECVD technique. Data for bulk diamond and microcrystalline graphite are included for
comparison [26.35]
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indicates that the microcrystallites likely have a high
concentration of defects [26.84].

26.2.2 Hydrogen Concentrations

FRS analysis of six sputtered (W2, H2, H3, H4, H5, and
H6) coatings, one PECVD coating, and one diamond
coating was performed. Figure 26.7 shows an overlay
of the spectra from the six sputtered samples. Similar
spectra were obtained from the PECVD and the diamond
films. Table 26.3 shows the H and C fractions, as well
as the amount of impurities (Ar and O) in the films in
atomic %. Most apparent is the large fraction of H in
the sputtered films. Regardless of how much H2 is in the
Ar sputtering gas, the H content of the coatings is about
the same, ∼ 35 at%. Interestingly, there is still ∼ 10% H
present in the coating sputtered in pure Ar (W2). It is
interesting to note that Ar is present only in coatings
grown under low (< 1%) H content in the Ar carrier
gas. The presence of O in the coatings, combined with
the fact that the coatings were prepared approximately
nine months before the FRS analysis, caused suspicion
that they had absorbed water vapor, and that this may be
the cause for the H peak in specimen W2.

All samples were annealed for 24 h at 250 ◦C in
a flowing He furnace and then reanalyzed. Surpris-
ingly, the H content of all coatings measured increased
slightly, even though the O content decreased, and W2
still had a substantial amount of H2. This slight increase
in H concentration is not understood. However, since
H concentration did not decrease with the oxygen as
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0
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H3 sputtered 97% Ar/3% H
H4 sputtered 95% Ar/5% H
H5 sputtered 93% Ar/7% H
H6 sputtered 90 % Ar/10% H

Fig. 26.7 FRS spectra of six DLC coatings produced by
DC magnetron sputtering [26.35]

a result of annealing, it suggests that high H concentra-
tion is not due to adsorbed water vapor. The PECVD film
has more H (∼ 18%) than the sputtered films initially,
but after annealing it has the same fraction as specimen
W2, the film sputtered in pure Ar. The diamond film has
the smallest amounts of hydrogen, as seen in Table 26.3.

26.2.3 Physical Properties

Physical properties of the four sputtered (W1, W2, H1,
and H3) coatings, one PECVD coating, one diamond
coating, and bulk diamond and graphite are presented
in Table 26.4. The hydrogenated carbon and the dia-
mond coatings have very high resistivity compared to
unhydrogenated carbon coatings. It appears that un-
hydrogenated carbon coatings have a higher density
than the hydrogenated carbon coatings, although both
groups are less dense than graphite. The density de-
pends on the deposition technique and the deposition
parameters. It appears that unhydrogenated sputtered
coatings deposited at low power exhibit the highest den-
sity. Nanohardness of hydrogenated carbon is somewhat
lower than that of the unhydrogenated carbon coatings.
PECVD coatings are significantly harder than sputtered
coatings. The nanohardness and modulus of elasticity
of the diamond coatings are very high compared to that
of DLC coatings, even though the hydrogen content is
similar. The compressive residual stresses of the PECVD
coatings are substantially higher than those of sputtered
coatings, which is consistent with the hardness results.

Figure 26.8a shows the effect of hydrogen in the
plasma on the residual stresses and the nanohardness
for sputtered coatings W2 and H1 to H6. The coatings
made with H2 flow between 0.5 and 1.0% delaminate
very quickly, even when only a few tens of nm thick. In
pure Ar and at H2 flows greater than 1%, the coatings
appear to be more adhesive. The tendency of some coat-
ings to delaminate can be caused by intrinsic stress in
the coating, which is measured by substrate bending. All
of the coatings in the figure are in compressive stress.
The maximum stress occurs between 0 and 1% H2 flow,
but the stress cannot be quantified in this range because
the coatings instantly delaminate upon exposure to air.
At higher hydrogen concentrations the stress gradually
diminishes. A generally decreasing trend is observed
in the hardness of the coatings as hydrogen content in-
creased. The hardness decreases slightly, going from 0%
H2 to 0.5% H2, and then decreases sharply. These re-
sults are probably lower than the true values because of
local delamination around the indentation point. This is
especially likely for the 0.5% and 1.0% coatings where

Part
D

2
6
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanotribology of Amorphous Carbon Films 26.3 Micromechanical and Tribological Characterizations 805

delamination is visually apparent, but may also be true to
a lesser extent for the other coatings. Such an adjustment
would bring the hardness profile into closer correlation
with the stress profile. Weissmantel et al. [26.68] and
Scharff et al. [26.85] observed a downturn in hardness
for high bias and low pressure of hydrocarbon gas in ion
plated carbon coating, and, therefore, presumably low
hydrogen content in support of the above contention.

Figure 26.8b shows the effect of sputtering power
(with no hydrogen added in the plasma) on the resid-
ual stresses and nanohardness for various sputtered
coatings. As the power decreases, compressive stress
does not seem to change while nanohardness slowly in-
creases. The rate of change becomes more rapid at very
low power levels.

The addition of H2 during sputtering of carbon
coatings increases H concentration in the coating. Hy-
drogen causes the character of the C-C bonds to shift
from sp2 to sp3, and the rising number of C-H bonds,
which ultimately relieves stress and produces a softer
“polymer-like” material. Low power deposition, like the
presence of hydrogen, appears to stabilize the formation
of sp3 C-C bonds, increasing hardness. These coatings
have relieved stress and led to better adhesion. An in-
crease in temperature during deposition at high power
density results in graphitization of the coating material,
responsible for a decrease in hardness with an increase
in power density. Unfortunately, low power also means
impractically low deposition rates.

26.2.4 Summary

Based on the EELS and Raman data, all DLC coatings
have both sp2 and sp3 bondings. The sp2/sp3 bonding
ratio depends on the deposition techniques and param-
eters. The DLC coatings deposited by sputtering and
PECVD contain significant concentrations of hydrogen,
while the diamond coating contains only small amounts
of hydrogen impurity. Sputtered coatings with no de-
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Fig. 26.8a,b Residual compressive stresses and nanohardness (a) as
a function of hydrogen flow rate; sputtering power is 100 W and
target diameter is 75 mm (power density = 2.1 W/cm2), and (b) as
a function of sputtering power over a 75-mm-diameter target with
no hydrogen added in the plasma [26.40]

liberate addition of hydrogen in the plasma contain a sig-
nificant amount of hydrogen. Regardless of how much
hydrogen is in the Ar sputtering gas, the hydrogen con-
tent of the coatings increases initially with no further
increase.

Hydrogen flow and sputtering power density affect
the mechanical properties of these coatings. Maximum
compressive residual stress and hardness occur between
0 and 1% hydrogen flow, resulting in rapid delamination.
Low sputtering power moderately increases hardness
while relieving residual stress.

26.3 Micromechanical and Tribological Characterizations
of Coatings Deposited by Various Techniques

26.3.1 Micromechanical Characterization

Common mechanical characterizations include meas-
urement of hardness and elastic modulus, fracture
toughness, fatigue life, and scratch and wear testing.
Nanoindentation and atomic force microscopy (AFM)

are used for mechanical characterization of ultrathin
films.

Hardness and elastic modulus are calculated from
the load displacement data obtained by nanoinden-
tation at loads ranging typically from 0.2 to 10 mN
using a commercially available nanoindenter [26.23,86].
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This instrument monitors and records the dynamic load
and displacement of the three-sided pyramidal diamond
(Berkovich) indenter during indentation. For the frac-
ture toughness measurement of ultrathin films ranging
from 100 nm to a few µm, a nanoindentation-based tech-
nique is used in which through-thickness cracking in
the coating is detected from a discontinuity observed in
the load-displacement curve and energy released dur-
ing the cracking is obtained from the curve [26.87–89].
Based on the energy released, fracture mechanics anal-
ysis is then used to calculate fracture toughness. An
indenter with a cube-corner tip geometry is preferred
because the through-thickness cracking of hard films
can be accomplished at lower loads. In fatigue mea-
surement, a conical diamond indenter having a tip
radius of about one micron is used and load cycles
of a sinusoidal shape are applied [26.90, 91]. The fa-
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Fig. 26.9 Load versus displacement plots for various 100-nm-thick
amorphous carbon coatings on single-crystal silicon substrate and
bare substrate

tigue behavior of coatings is studied by monitoring the
change in contact stiffness, which is sensitive to damage
formation.

Hardness and Elastic Modulus
For materials that undergo plastic deformation, high
hardness and elastic modulus are generally needed for
low friction and wear, whereas for brittle materials, high
fracture toughness is needed [26.2, 3, 21]. DLC coat-
ings used for many applications are hard and brittle, and
values of hardness and fracture toughness need to be
optimized.

Representative load-displacement plots of inden-
tations made at 0.2 mN peak indentation load on
100-nm-thick DLC coatings deposited by the four de-
position techniques on single-crystal silicon substrate
are compared in Fig. 26.9. The indentation depths at
the peak load range from about 18 to 26 nm, smaller
than that of the coating thickness. Many of the coatings
exhibit a discontinuity or pop-in marks in the loading
curve, which indicate a sudden penetration of the tip
into the sample. A nonuniform penetration of the tip
into a thin coating possibly results from formation of
cracks in the coating, formation of cracks at the coating-
substrate interface, or debonding or delamination of the
coating from the substrate.

The hardness and elastic modulus values at a peak
load of 0.2 mN on the various coatings and single-
crystal silicon substrate are summarized in Table 26.5
and Fig. 26.10 [26.47, 49, 89, 90]. Typical values for the
peak and residual indentation depths ranged from 18 to
26 nm and 6 to 12 nm, respectively. The FCA coatings
exhibit the highest hardness of 24 GPa and elastic mod-
ulus of 280 GPa of various coatings, followed by the
ECR-CVD, IB, and SP coatings. Hardness and elastic
modulus have been known to vary over a wide range
with sp3-to-sp2 bonding ratio, which depends on the
kinetic energy of the carbon species and amount of
hydrogen [26.6, 30, 47, 92, 93]. The high hardness and
elastic modulus of the FCA coatings are attributed to
the high kinetic energy of carbon species involved in the
FCA deposition [26.12, 47]. Anders et al. [26.57] also
reported a high hardness, measured by nanoindentation,
of about 45 GPa for cathodic arc carbon coatings. They
observed a change in hardness from 25 to 45 GPa with
pulsed bias voltage and bias duty cycle. The high hard-
ness of cathodic arc carbon was attributed to the high
percentage (more than 50%) of sp3 bonding. Savvides
and Bell [26.94] reported an increase in hardness from
12 to 30 GPa and an elastic modulus from 62 to 213 GPa
with an increase of sp3-to-sp2 bonding ratio, from 3 to 6,
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for a C:H coating deposited by low-energy ion-assisted
unbalanced magnetron sputtering of a graphite target in
an Ar-H2 mixture.

Bhushan et al. [26.35] reported hardnesses of about
15 and 35 GPa and elastic moduli of about 140 and
200 GPa, measured by nanoindentation, for a-C:H
coatings deposited by DC magnetron sputtering and
RF-plasma-enhanced chemical vapor deposition tech-
niques, respectively. The high hardness of RF-PECVD
a-C:H coatings is attributed to a higher concentration
of sp3 bonding than in a sputtered hydrogenated a-C:H
coating. Hydrogen is believed to play a crucial role in
the bonding configuration of carbon atoms by help-
ing to stabilize tetrahedra-coordination (sp3 bonding)
of carbon species. Jansen et al. [26.78] suggested that
the incorporation of hydrogen efficiently passivates the
dangling bonds and saturates the graphitic bonding to
some extent. However, a large concentration of hydro-
gen in the plasma in sputter deposition is undesirable.
Cho et al. [26.33] and Rubin et al. [26.40] observed that
hardness decreased from 15 to 3 GPa with increased hy-
drogen content. Bhushan and Doerner [26.95] reported
a hardness of about 10–20 GPa and an elastic mod-
ulus of about 170 GPa, measured by nanoindentation,
for 100-nm-thick DC-magnetron sputtered a-C:H on the
silicon substrate.

Residual stresses measured using a well-known cur-
vature measurement technique are also presented in
Table 26.5. The DLC coatings are under significant
compressive internal stresses. Very high compressive
stresses in FCA coatings are believed to be partly re-
sponsible for their high hardness. However, high stresses
result in coating delamination and buckling. For this rea-
son, the coatings that are thicker than about 1 µm have
a tendency to delaminate from the substrates.

Fracture Toughness
Representative load-displacement curves of indentations
on the 400-nm-thick cathodic arc carbon coating on
silicon at various peak loads are shown in Fig. 26.11.
Steps are found in all curves, as shown by arrows in
Fig. 26.11a. In the 30 mN SEM micrograph, in addi-
tion to several radial cracks, ring-like through-thickness
cracking is observed with small lips of material over-
hanging the edge of indentation. The step at about 23 mN
in the loading curves of indentations made at 30 and
100 mN peak indentation loads results from the ring-
like through-thickness cracking. The step at 175 mN in
the loading curve of the indentation made at 200 mN
peak indentation load is caused by spalling and second
ring-like through-thickness cracking.
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Fig. 26.10 Bar charts summarizing the data of various coatings and
single-crystal silicon substrate. Hardness, elastic modulus, and frac-
ture toughness were measured on 100-nm-thick coatings, and fatigue
life and critical load during scratch were measured on 20-nm-thick
coatings

Based on Li et al. [26.87], the fracture process pro-
gresses in three stages: (1) ring-like through-thickness
cracks form around the indenter by high stresses in
the contact area, (2) delamination and buckling occur
around contact area at the coating/substrate interface
by high lateral pressure, (3) second ring-like through-
thickness cracks and spalling are generated by high
bending stesses at the edges of the buckled coating,
see Fig. 26.12a. In the first stage, if the coating un-
der the indenter is separated from the bulk coating via
the first ring-like through-thickness cracking, a corre-
sponding step will be present in the loading curve. If
discontinuous cracks form and the coating under the in-
denter is not separated from the remaining coating, no
step appears in the loading curve, because the coating
still supports the indenter and the indenter cannot sud-
denly advance into the material. In the second stage,
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Fig. 26.11 (a) Load-displacement curves of indentations made at
30, 100, and 200 mN peak indentation loads using the cube corner
indenter, and (b) the SEM micrographs of indentations on the 400-
nm-thick cathodic arc carbon coating on silicon. Arrows indicate
steps during loading portion of the load-displacement curve [26.87]

for the coating used in the present study, the advances
of the indenter during the radial cracking, delamina-
tion, and buckling are not big enough to form steps
in the loading curve, because the coating around the
indenter still supports the indenter, but generate dis-
continuities that change the slope of the loading curve
with increasing indentation loads. In the third stage, the
stress concentration at the end of the interfacial crack
cannot be relaxed by the propagation of the interfa-
cial crack. With an increase in indentation depth, the
height of the bulged coating increases. When the height
reaches a critical value, the bending stresses caused by
the bulged coating around the indenter will result in the

Stage 1

2cR1

First ring-like
through-thickness
crack formation

t

a)

Stage 2

2cDB

Delamination
and buckling

t

Stage 3

2cR2
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during unloading

t

Second ring-like
through-thickness
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Partial spalling formation

b)
Load (mN)

Displacement (nm)

D
B

C

EF

A

0

Fig. 26.12 (a) Schematic of various stages in nanoin-
dentation fracture for the coatings/substrate system, and
(b) schematic of a load-displacement curve showing a step
during the loading cycle and associated energy release

second ring-like through-thickness crack formation and
spalling at the edge of the buckled coating, as shown in
Fig. 26.12a, which leads to a step in the loading curve.
This is a single event and results in the separation of
the part of the coating around the indenter from the bulk
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Table 26.5 Hardness, elastic modulus, fracture toughness, fatigue life, critical load during scratch, coefficient of friction during
accelerated wear testing and residual stresses of various DLC coatings on single-crystal silicon substrate

Coating Hardnessa Elastic Fracture Fatigue Critical load Coefficient of Compressive

[26.48] modulusa toughnessa lifeb, Nd
f during scratchb friction during residual

[26.48] [26.89] [26.90] [26.48] accelerated stressc

wear testingb [26.47]

(GPa) (GPa) (MPa m1/2) ×104 (mN) [26.48] (GPa)

Cathodic arc 24 280 11.8 2.0 3.8 0.18 12.5

carbon coating

(a-C)

Ion beam carbon 19 140 4.3 0.8 2.3 0.18 1.5

coating (a-C:H)

ECR-CVD 22 180 6.4 1.2 5.3 0.22 0.6

carbon coating

(a-C:H)

DC sputtered 15 140 2.8 0.2 1.1 0.32 2.0

carbon coating

(a-C:H)

Bulk graphite Very soft 9–15 – – – – –

(for comparison)

Diamond (for 80–104 900–1050 – – – – –

comparison)

Si(100) 11 220 0.75 – 0.6 0.55 0.02

substrate

a Measured on 100-nm-thick coatings
b Measured on 20-nm-thick coatings
c Measured on 400-nm-thick coatings
d Nf was obtained at a mean load of 10 µN and a load amplitude of 8 µN

coating via cracking through coatings. The step in the
loading curve results totally from the coating cracking
and not from the interfacial cracking or the substrate
cracking.

The area under the load-displacement curve is the
work performed by the indenter during elastic-plastic
deformation of the coating/substrate system. The strain
energy release in the first/second ring-like cracking and
spalling can be calculated from the corresponding steps
in the loading curve. Fig. 26.12b shows a modeled load-
displacement curve. OACD is the loading curve and
DE is the unloading curve. The first ring-like through-
thickness crack should be considered. It should be
emphasized that the edge of the buckled coating is far
from the indenter and, therefore, it does not matter if
the indentation depth exceeds the coating thickness, or
if deformation of the substrate occurs around the inden-

ter when we measure fracture toughness of the coating
from the released energy during the second ring-like
through-thickness cracking (spalling). Suppose that the
second ring-like through-thickness cracking occurs at
AC. Now, let us consider the loading curve OAC. If the
second ring-like through-thickness crack does not oc-
cur, it can be understood that OA will be extended to OB
to reach the same displacement as OC. This means that
the crack formation changes the loading curve OAB into
OAC. For point B, the elastic-plastic energy stored in the
coating/substrate system should be OBF. For point C, the
elastic-plastic energy stored in the coating/substrate sys-
tem should be OACF. Therefore, the energy difference
before and after the crack generation is the area of ABC,
i. e., this energy stored in ABC will be released as strain
energy to create the ring-like through-thickness crack.
According to the theoretical analysis by Li et al. [26.87],
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the fracture toughness of thin films can be written as

KIc =
[(

E(
1−ν2

)
2πCR

)(
U

t

)]1/2

, (26.2)

where E is the elastic modulus, ν is the Poisson’s ratio,
2πCR is the crack length in the coating plane, t is the
coating thickness, and U is the strain energy difference
before and after cracking.

Using (26.2), the fracture toughness of the coatings
is calculated. The loading curve is extrapolated along the
tangential direction of the loading curve from the start-
ing point of the step up to reach the same displacement as
the step. The area between the extrapolated line and the
step is the estimated strain energy difference before and
after cracking. CR is measured from SEM micrographs
or AFM images of indentations. The second ring-like
crack is where the spalling occurs. For example, for the
400-nm-thick cathodic arc carbon coating data presented
in Fig. 26.11, U of 7.1 nNm is assessed from the steps
in Fig. 26.11a at the peak indentation loads of 200 mN.
For CR of 7.0 µm from Fig. 26.11b, E = 300 GPa meas-
ured using a nanoindenter and an assumed value of
0.25 for ν, fracture toughness values are calculated as
10.9 MPa

√
m [26.87, 88]. The fracture toughness and

related data for various 100-nm-thick DLC coatings are
presented in Fig. 26.10 and Table 26.5.

Nanofatigue
Delayed fracture resulting from extended service is
called fatigue [26.96]. Fatigue fracturing progresses
through a material via changes within the material at
the tip of a crack, where there is a high stress inten-
sity. There are several situations: cyclic fatigue, stress
corrosion, and static fatigue. Cyclic fatigue results from
cyclic loading of machine components. In a low-flying
slider in a magnetic head-disk interface, isolated asperity

P(t) = Pmean+P0 sin(ωt)

Substrate

Indenter
motion

t

P(t)

P0
Pmean

Fig. 26.13 Schematic of a fatigue test on a coating/substrate system
using the continuous stiffness measurement technique

contacts occur during use and the fatigue failure occurs
in the multilayered thin-film structure of the magnetic
disk [26.13]. In many MEMS components, impact oc-
curs and the failure mode is cyclic fatigue. Asperity
contacts can be simulated using a sharp diamond tip in
an oscillating contact with the component.

Figure 26.13 shows the schematic of a fatigue test on
a coating/substrate system using a continuous stiffness
measurement (CSM) technique. Load cycles are applied
to the coating, resulting in a cyclic stress. P is the cyclic
load, Pmean is the mean load, Po is the oscillation load
amplitude, and ω is the oscillation frequency. The fol-
lowing results can be obtained: (1) endurance limit, i. e.,
the maximum load below which there is no coating fail-
ure for a preset number of cycles; (2) number of cycles
at which the coating failure occurs; and (3) changes in
contact stiffness measured by using the unloading slope
of each cycle, which can be used to monitor the prop-
agation of the interfacial cracks during cyclic fatigue
process.

Figure 26.14a shows the contact stiffness as a func-
tion of the number of cycles for 20-nm-thick FCA
coatings cyclically deformed by various oscillation load
amplitudes with a mean load of 10 µN at a frequency
of 45 Hz. At 4 µN load amplitude, no change in contact
stiffness was found for all coatings. This indicates that
4 µN load amplitude is not high enough to damage the
coatings. At 6 µN load amplitude, an abrupt decrease
in contact stiffness was found at a certain number of
cycles for each coating, indicating that fatigue damage
had occurred. With increasing load amplitude, the num-
ber of cycles to failure, Nf, decreases for all coatings.
Load amplitude versus Nf, a so-called S-N curve, is plot-
ted in Fig. 26.14b. The critical load amplitude, below
which no fatigue damage occurs (an endurance limit),
was identified for each coating. This critical load ampli-
tude, together with mean load, are of critical importance
to the design of head-disk interfaces or MEMS/NEMS
device interfaces.

To compare the fatigue lives of different coatings
studied, the contact stiffness as a function of the num-
ber of cycles for 20-nm-thick FCA, IB, ECR-CVD and
SP coatings cyclically deformed by an oscillation load
amplitude of 8 µN with a mean load of 10 µN at a fre-
quency of 45 Hz is shown in Fig. 26.14c. FCA coating
has the longest Nf, followed by ECR-CVD, IB, and SP
coatings. In addition, after the Nf, the contact stiffness
of the FCA coating shows a slower decrease than the
other coatings. This indicates that after the Nf, the FCA
coating had less damage than the others. The fatigue
behavior of FCA and ECR-CVD coatings of differ-
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Fig. 26.14 (a) Contact stiffness as a function of the number of cycles for 20-nm-thick FCA coatings cyclically deformed
by various oscillation load amplitudes with a mean load of 10 µN at a frequency of 45 Hz; (b) plot of load amplitude
versus Nf; (c) contact stiffness as a function of the number of cycles for four different 20-nm-thick coatings with a mean
load of 10 µN and load amplitude of 8 µN at a frequency of 45 Hz; and (d) contact stiffness as a function of the number
of cycles for two coatings of different thicknesses at a mean load of 10 µN and load amplitude of 8 µN at a frequency of
45 Hz
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812 Part D Molecularly Thick Films for Lubrication

ent thicknesses is compared in Fig. 26.14d. For both
coatings, Nf decreases with decreasing coating thick-
ness. At 10 nm, FCA and ECR-CVD have almost the
same fatigue life. At 5 nm, ECR-CVD coating shows
a slightly longer fatigue life than FCA coating. This
indicates that even for nanometer-thick DLC coatings
their microstructure and residual stresses are not uni-
form across the thickness direction. Thinner coatings
are more influenced by interfacial stresses than thicker
coating.

Figure 26.15a shows the high magnification SEM
images of 20-nm-thick FCA coatings before, at, and
after Nf. In the SEM images, the net-like structure is
the gold film coated on the DLC coating, which should
be ignored in analyzing the indentation fatigue dam-
age. Before the Nf, no delamination or buckling was
found except the residual indentation mark at magni-
fications up to 1,200,000× using SEM. This suggests
that only plastic deformation occurred before the Nf. At
the Nf, the coating around the indenter bulged upwards,
indicating delamination and buckling. Therefore, it is

200 nm 200 nm 500 nm

20 nm FCA
Stage 1, before Nf Stage 2, at Nf Stage 3, after Nf

a)

b)
Contact stiffness (N/m)

Number of cycles

Stage 1
Indentation induced
compression

Stage 3
Ring-like crack
formation

Stage 2
Delamination
and buckling

Failure
Nf

Vi

2a

Vi

2a

Vi

2a

σi σr

σi σr

t

t

σi σr t

Fig. 26.15 (a) High magnification SEM images of a coating
before, at, and after Nf, and (b) schematic of various stages
in the indentation fatigue damage for a coating/substrate
system [26.90]

believed that the decrease in contact stiffness at the Nf
results from the delamination and buckling of the coat-
ing from the substrate. After the Nf, the buckled coating
was broken down around the edge of the buckled area,
forming a ring-like crack. The remaining coating over-
hung at the edge of the buckled area. It is noted that the
indentation size increases with the increasing number
of cycles. This indicates that deformation, delamination
and buckling, and ring-like crack formation occurred
over a period.

The schematic in Fig. 26.15b shows various stages
in the indentation fatigue damage for a coating/substrate
system. Based on this study, three stages in the
indentation fatigue damage appear to exist: (1)
indentation-induced compression; (2) delamination and
buckling; (3) ring-like crack formation at the edge of
the buckled coating. The deposition process often in-
duces residual stresses in coatings. The model shown in
Fig. 26.15b considers a coating with the uniform biaxial
residual compression σr. In the first stage, indentation
induces elastic/plastic deformation, exerting an outward
acting pressure on the coating around the indenter. In-
terfacial defects like voids and impurities act as original
cracks. These cracks propagate and link up as the inden-
tation compressive stress increases. At this stage, the
coating, which is under the indenter and above the inter-
facial crack (with a crack length of 2a), still maintains
a solid contact with the substrate; the substrate still fully
supports the coating. Therefore, this interfacial crack
does not lead to an abrupt decrease in contact stiffness,
but gives rise to a slight decrease in contact stiffness, as
shown in Fig. 26.14. The coating above the interfacial
crack is treated as a rigidly clamped disk. We assume that
the crack radius, a, is large compared with the coating
thickness t. Since the coating thickness ranges from 5 to
20 nm, this assumption is easily satisfied in this study
(radius of the delaminated and buckled area, shown in
Fig. 26.15a, is on the order of 100 nm). The compressive
stress caused by indentation is given as [26.97]:

σi = E

(1−ν)
εi = EVi

2πta2(1−ν)
, (26.3)

where ν and E are the Poisson’s ratio and elastic
modulus of the coating, Vi is the indentation volume,
t is the coating thickness, and a is the crack radius.
With an increasing number of cycles, the indentation
volume Vi increases. Therefore, the indentation com-
pressive stress σi increases accordingly. In the second
stage, buckling occurs during the unloading segment
of the fatigue testing cycle when the sum of inden-
tation compressive stress σi and the residual stress σr
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exceed the critical buckling stress σb for the delaminated
circular section as given by [26.98]

σb = µ2 E

12
(
1−ν2

) ( t

a

)2

, (26.4)

where the constant µ equals 42.67 for a circular clamped
plate with a constrained center point and 14.68 when
the center is unconstrained. The buckled coating acts as
a cantilever. In this case, the indenter indents a cantilever
rather than a coating/substrate system. This ultrathin
coating cantilever has much less contact stiffness than
the coating/substrate system. Therefore, the contact stiff-
ness shows an abrupt decrease at the Nf. In the third
stage, with an increasing number of cycles, the delam-
inated and buckled size increases, resulting in a further
decrease in contact stiffness since the cantilever beam
length increases. On the other hand, a high bending stress
acts at the edge of the buckled coating. The larger the
buckled size, the higher the bending stress. The cycli-
cally bending stress causes fatigue damage at the end
of the buckled coating, forming a ring-like crack. The
coating under the indenter is separated from the bulk
coating (caused by the ring-like crack at the edge of
the buckled coating) and the substrate (caused by the
delamination and buckling in the second stage). There-
fore, the coating under the indenter is not constrained,
but is free to move with the indenter during fatigue
testing. At this point, the sharp nature of the inden-
ter is lost, because the coating under the indenter gets
stuck on the indenter. The indentation fatigue experi-
ment results in the contact of a relative huge blunt tip
with the substrate. This results in a low contact stiffness
value.

Compressive residual stresses result in delamina-
tion and buckling. A coating with a higher adhesion
strength and a less compressive residual stress is re-
quired for a higher fatigue life. Interfacial defects should
be avoided in the coating deposition process. We know
that the ring-like crack formation occurs in the coat-
ing. Formation of fatigue cracks in the coating depends
upon the hardness and fracture toughness. Cracks are
more difficult to form and propagate in the coating with
higher strength and fracture toughness.

It is now accepted that long fatigue life in a coat-
ing/substrate almost always involves “living with crack”,
that the threshold or limit condition is associated with
the non-propagation of exiting cracks or defects, even
though these cracks may be undetectable [26.96]. For
all coatings studied, at 4 µN, contact stiffness does not
change much. This indicates that delamination and buck-
ling did not occur within the number of cycles tested

in this study. This is probably because the indentation-
induced compressive stress was not high enough to allow
the cracks to propagate and link up under the indenter,
or the sum of indentation compressive stress σi and the
residual stress σr did not exceed the critical buckling
stress σb.

Figure 26.10 and Table 26.5 summarize the hardness,
elastic modulus, fracture toughness, and fatigue life of
all coatings studied. A good correlation exists between
fatigue life and other mechanical properties. Higher me-
chanical properties result in a longer fatigue life. The
mechanical properties of DLC coatings are controlled
by the sp3-to-sp2 ratio. The sp3-bonded carbon exhibits
the outstanding properties of diamond [26.51]. A higher
deposition kinetic energy will result in a larger fraction
of sp3-bonded carbon in an amorphous network. Thus,
the higher kinetic energy for the FCA could be responsi-
ble for its better carbon structure and higher mechanical
properties [26.48–50, 99]. Higher adhesion strength be-
tween the FCA coating and substrate makes the FCA
coating more difficult to delaminate from the substrate.

26.3.2 Microscratch and Microwear Studies

For microscratch studies, a conical diamond indenter
(e.g., having a tip radius of about one micron and
included angle of 60◦) is drawn over the sample sur-
face, and the load is ramped up (typically from 2 mN
to 25 mN) until substantial damage occurs. The co-
efficient of friction is monitored during scratching.
Scratch-induced damage of coating, specifically frac-
ture or delamination, can be monitored by in situ friction
force measurements and by optical and SEM imaging
of the scratches after tests. A gradual increase in fric-
tion is associated with plowing, and an abrupt increase
in friction is associated with fracture or catastrophic
failure [26.100]. The load, corresponding to the abrupt
increase in friction or an increase in friction above
a certain value (typically 2× the initial value), provides
a measure of scratch resistance or adhesive strength of
a coating and is called “critical load”. The depth of
scratches with increasing scratch length or normal load
is measured using an AFM, typically with an area of
10 × 10 µm [26.48, 49, 101].

The microscratch and microwear studies are also
conducted using an AFM [26.23, 50, 99, 102, 103].
A square pyramidal diamond tip (tip radius ∼ 100 nm)
or a three-sided pyramidal diamond (Berkovich) tip with
an apex angle of 60◦ and a tip radius of about 100 nm
mounted on a platinum-coated, rectangular stainless
steel cantilever of stiffness of about 40 N/m is scanned
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orthogonal to the long axis of the cantilever to gener-
ate scratch and wear marks. During the scratch test,
the normal load is either kept constant or increased
(typically from 0 to 100 µN) until damage occurs. To-
pography images of the scratch are obtained in situ with
the AFM at a low load. By scanning the sample during
scratching, wear experiments can be conducted. Wear at
a constant load is monitored as a function of the num-
ber of cycles. Normal loads ranging from 10–80 µN are
typically used.

Microscratch
Scratch tests conducted with a sharp diamond tip sim-
ulate a sharp asperity contact. In a scratch test, the
cracking or delamination of a hard coating is signaled by

a sudden increase in the coefficient of friction [26.23].
The load associated with this event is called the “critical
load”.

Wu [26.104], Bhushan et al. [26.70], Gupta and
Bhushan [26.12,47], and Li and Bhushan [26.48,49,101]
have used a nanoindenter to perform microscratch stud-
ies (mechanical durability) of various carbon coatings.
The coefficient of friction profiles as a function of in-
creasing normal load and AFM surface height maps
of regions over scratches at the respective critical
loads (indicated by the arrows in the friction pro-
files and AFM images) made on the various coatings
of different thicknesses and single-crystal silicon sub-
strate using a conical tip are compared in Figs. 26.16
and 26.17. Bhushan and Koinkar [26.102], Koinkar and
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Fig. 26.16a–d Coefficient of friction profiles as a function of normal load and corresponding AFM surface height maps of regions
over scratches at the respective critical loads (indicated by the arrows in the friction profiles and AFM images) for coatings of
different thicknesses deposited by various deposition techniques: (a) FCA, (b) IB, (c) ECR-CVD, (d) SP

Bhushan [26.103], Bhushan [26.23], and Sundararajan
and Bhushan [26.50, 99] have used an AFM to perform
microscratch studies. Data for various coatings of differ-
ent thicknesses and silicon substrate using a Berkovich
tip are compared in Figs. 26.18 and 26.19. Critical loads
for various coatings tested using a nanoindenter and
AFM are summarized in Fig. 26.20. The selected data
for 20-nm-thick coatings obtained using nanoindenter
are also presented in Fig. 26.10 and Table 26.5.

It can be seen that a well-defined critical load exists
for each coating. The AFM images clearly show that be-
low the critical loads the coatings were plowed by the
scratch tip, associated with the plastic flow of materials.
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Fig. 26.17 Coefficient of friction profiles as a function of normal
load and corresponding AFM surface height maps of regions over
scratches at the respective critical loads (indicated by the arrows in
the friction profiles and AFM images) for Si(100)
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Fig. 26.18a–c Coefficient of friction profiles during scratch as a function of normal load and corresponding AFM surface
height maps for (a) FCA, (b) ECR-CVD, and (c) SP coatings [26.99]

At and after the critical loads, debris (chips) or buckling
was observed on the sides of scratches. Delamination
or buckling can be observed around or after the critical
loads, which suggests that the damage starts from de-
lamination and buckling. For the 3.5- and 5-nm-thick
FCA coatings, before the critical loads small debris is
observed on the sides of scratches. This suggests that
the thinner FCA coatings are not so durable. It is ob-
vious that for a given deposition method, the critical
loads increase with increasing coating thickness. This
indicates that the critical load is determined not only by
the adhesion strength to the substrate, but also by the
coating thickness. We note that the debris generated on
the thicker coatings is larger than that generated on the
thinner coatings. For a thicker coating, it is more diffi-
cult to be broken; the broken coating chips (debris) for
a thicker coating are larger than those for the thinner
coatings. The difference in the residual stresses of the
coatings of different thicknesses could also affect the
size of debris. The AFM image shows that the silicon
substrate was damaged by plowing, associated with the

plastic flow of materials. At and after the critical load,
small and uniform debris is observed and the amount of
debris increases with increasing normal load.
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Fig. 26.19 Coefficient of friction profiles during scratch as
a function of normal load and corresponding AFM surface
height maps for Si(100) [26.99]
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Fig. 26.20a,b Critical loads estimated from the coefficient
of friction profiles from (a) nanoindenter and (b) AFM tests
for various coatings of different thicknesses and Si(100)
substrate

Since at the critical load, the damage mechanism
appears to be the onset of plowing, higher hardness
and fracture toughness of a coating will therefore re-
sult in a higher load required for deformation and hence
a higher critical load. Figure 26.21 shows critical loads
of the various coatings, obtained with AFM tests, as
a function of the coating hardness and fracture tough-
ness (from Table 26.5). It can be seen that, in general,
higher coating hardness and fracture toughness result in
a higher critical load. The only exceptions are the FCA
coatings at 5- and 3.5-nm coating thickness, which show
the lowest critical loads despite their high hardness and
fracture toughness. The brittleness of the thinner FCA
coatings may be one reason for their low critical loads.
The mechanical properties of coatings that are less than
10 nm thick are unknown. The FCA process may re-
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Fig. 26.21a,b Measured critical loads estimated from the
coefficient of friction profiles from AFM tests as a function
of (a) coating hardness and (b) fracture toughness. Coating
hardness and fracture toughness values were obtained using
a nanoindenter on 100-nm-thick coatings (Table 26.5)

sult in coatings with low hardness at such low thickness
due to differences in coating stoichiometry and structure
compared to the coatings of higher thickness. Also, at
these thicknesses stresses at the coating-substrate inter-
face may affect adhesion and load-carrying capacity of
the coatings.

Based on the experimental results, a schematic of
scratch damage mechanisms of the DLC coatings used
in this study is shown in Fig. 26.22. Below the critical
load, if a coating has a good combination of strength and
fracture toughness, plowing associated with the plastic
flow of materials is responsible for the damage of coating
(Fig. 26.22a). Whereas if a coating has a lower fracture
toughness, cracking could occur during plowing, asso-
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Fig. 26.22a–d Schematic of scratch damage mechanisms
of the DLC coatings: (a) plowing associated with the plastic
flow of materials, (b) plowing associated with the formation
of small debris, (c) delamination and buckling at the criti-
cal load, and (d) breakdown via through coating thickness
cracking at and after the critical load [26.48]

ciated with the formation of small debris (Fig. 26.22b).
When normal load increases up to the critical load, de-
lamination or buckling will occur at the coating/substrate
interface (Fig. 26.22c). A further increase in normal load
will result in the breakdown of coating via through
coating thickness cracking, as shown in Fig. 26.22d.
Therefore, adhesion strength plays a crucial role in the
determination of critical load. If a coating has stronger
adhesive strength with the substrate, the coating is more
difficult to delaminate, which will result in a higher
critical load. The interfacial and residual stresses of
a coating could greatly affect the delamination and
buckling [26.1]. The coating with higher interfacial and

residual stresses is more easily delaminated and buck-
led, which will result in a low critical load. It has been
reported earlier that the FCA coatings have higher resid-
ual stresses than the other coatings [26.47]. Interfacial
stresses play a more important role when a coating gets
thinner. A large mismatch in elastic modulus between
the FCA coatings and the silicon substrate may cause
large interfacial stresses. This may be why the thinner
FCA coatings show relatively low critical loads com-
pared with the thicker FCA coatings, even though the
FCA coatings have a higher hardness and elastic modu-
lus. The brittleness of the thinner FCA coatings may be
another reason for the lower critical loads. The strength
and fracture toughness of a coating also affect the critical
load. Higher strength and fracture toughness will make
the coating more difficult to be broken after delamina-
tion and buckling. The high scratch resistance/adhesion
of FCA coatings is attributed to an atomic intermixing
at the coating-substrate interface because of high ki-
netic energy (2 keV) plasma formed during the cathodic
arc deposition process [26.57]. The atomic intermix-
ing at the interface provides a graded compositional
transition between the coating and the substrate ma-
terials. In all other coatings used in this study, the
kinetic energy of the plasma was insufficient for atomic
intermixing.

Gupta and Bhushan [26.12, 47] and Li and
Bhushan [26.48,49] measured scratch resistance of DLC
coatings deposited on Al2O3-TiC, Ni-Zn ferrite, and
single-crystal silicon substrates. For good adhesion of
DLC coating to other substrates, in most cases, an in-
terlayer of silicon is required except for cathodic arc
deposited coatings. The best adhesion with cathodic arc
carbon coating is obtained on electrically conducting
substrates such as Al2O3-TiC and silicon, as compared
to Ni-Zn ferrite.

Microwear
Microwear studies can be conducted using an
AFM [26.23]. For microwear studies, a three-sided pyra-
midal single-crystal natural diamond tip with an apex
angle of about 80◦ and a tip radius of about 100 nm is
used at relatively high loads of 1–150 µN. The diamond
tip is mounted on a stainless steel cantilever beam with
a normal stiffness of about 30 N/m. The sample is gen-
erally scanned in a direction orthogonal to the long axis
of the cantilever beam (typically at a rate of 0.5 Hz). The
tip is mounted on the beam such that one of its edges is
orthogonal to the beam axis. In wear studies, typically
an area of 2 µm × 2 µm is scanned for a selected number
of cycles.
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Fig. 26.23a,b AFM images of wear marks on (a) bare Si(100), and (b) all 10-nm-thick DLC coatings [26.50]

Microwear studies of various types of DLC coat-
ings have been conducted [26.50, 102, 103]. Fig. 26.23a
shows a wear mark on uncoated Si(100). Wear occurs
uniformly and material is removed layer by layer via
plowing from the first cycle, resulting in the constant
friction force seen during the wear (Fig. 26.24a). Fig-
ure 26.23b shows AFM images of the wear marks on
all 10 nm coatings. It is seen that coatings wear nonuni-
formly. Coating failure is sudden and accompanied by
a sudden rise in the friction force (Fig. 26.24b). Fig-
ure 26.24 shows the wear depth of Si(100) substrate
and various DLC coatings at two different loads. FCA
and ECR-CVD, 20-nm-thick coatings show excellent
wear resistance up to 80 µN, the load that is required
for the IB 20 nm coating to fail. In these tests, “failure”
of a coating results when the wear depth exceeds the

quoted coating thickness. The SP 20 nm coating fails
at the much lower load of 35 µN. At 60 µN, the coat-
ing hardly provides any protection. Moving on to the
10 nm coatings, ECR-CVD coating requires about 45
cycles at 60 µN to fail as compared to IB and FCA,
which fail at 45 µN. The FCA coating exhibits slight
roughening in the wear track after the first few cycles,
which leads to an increase in the friction force. The
SP coating continues to exhibit poor resistance, fail-
ing at 20 µN. For the 5 nm coatings, the load required
to fail the coatings continues to decrease. But IB and
ECR-CVD still provide adequate protection as com-
pared to bare Si(100) in that order, failing at 35 µN
compared to FCA at 25 µN and SP at 20 µN. Almost
all the 20, 10, and 5 nm coatings provide better wear
resistance than bare silicon. At 3.5 nm, FCA coating
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Fig. 26.24a,b Wear data of (a) bare Si(100) and (b) all DLC coatings. Coating thickness is constant along each row in (b). Both
wear depth and coefficient of friction during wear for a given cycle are plotted [26.50]
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provides no wear resistance, failing almost instantly at
20 µN. The IB and ECR-CVD coating show good wear
resistance at 20 µN compared to bare Si(100). But IB
lasts only about 10 cycles and ECR-CVD about 3 cycles
at 25 µN.

The wear tests highlight the differences in the coat-
ings more vividly than the scratch tests. At higher
thicknesses (10 and 20 nm), the ECR-CVD and FCA
coatings appear to show the best wear resistance. This
is probably due to higher hardness of the coatings
(see Table 26.5). At 5 nm, IB coating appears to be
the best. FCA coatings show poorer wear resistance
with decreasing coating thickness. This suggests that
the trends in hardness seen in Table 26.5 no longer
hold at low thicknesses. SP coatings showed consis-
tently poor wear resistance at all thicknesses. The IB
3.5 nm coating does provide reasonable wear protection
at low loads.

26.3.3 Macroscale Tribological
Characterization

So far, data on mechanical characterization and micro-
scratch and microwear studies using a nanoindenter and
an AFM have been presented. Mechanical properties
affect tribological performance of the coatings, and mi-
crowear studies simulate a single asperity contact, which
helps in developing a fundamental understanding of

FCA IB SP

200 µm

200 µm

200 µm

100 µm

Si(100)

200 µm

ECR-CVD

20 nm, 200 mN

10 nm, 200 mN

5 nm, 200 mN

3.5 nm, 200 mN

Fig. 26.25 Optical micrographs of wear tracks and debris formed on the various coatings of different thicknesses and
silicon substrate when slid against a sapphire ball after sliding distance of 5 m. The end of the wear track is on the
right-hand side of the image

the wear process. These studies are useful in screen-
ing various candidates, as well as understanding the
relationships between deposition conditions and prop-
erties of various samples. As a next step, macroscale
friction and wear tests need to be conducted to measure
tribological performance of the coatings.

Macroscale accelerated friction and wear tests to
screen a large number of candidates and functional tests
on selected candidates have been conducted. An acceler-
ated test is designed to accelerate the wear process such
that it does not change the failure mechanism. The ac-
celerated friction and wear tests are generally conducted
using a ball-on-flat tribometer under reciprocating mo-
tion [26.70]. Typically, a diamond tip with a 20 µm tip
radius or a sapphire ball with a 3 mm diameter and sur-
face finish of about 2 nm RMS is slid against the coated
substrates at selected loads. Coefficient of friction is
monitored during the tests.

Functional tests are conducted using an actual ma-
chine under close-to-actual operating conditions for
which coatings are developed. Generally, the tests are
accelerated somewhat to fail the interface in a short
time.

Accelerated Friction and Wear Tests
Li and Bhushan [26.48] conducted accelerated friction
and wear tests on DLC coatings deposited by various
deposition techniques using a ball-on-flat tribometer.
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Fig. 26.26 Wear damage index bar chart of the various
coatings of different thicknesses and Si(100) substrate
based on optical examination of the wear tracks and debris

Average values of coefficient of friction are presented
in Table 26.5. The optical micrographs of wear tracks
and debris formed on all samples when slid against a sap-
phire ball after a sliding distance of 5 m are presented in
Fig. 26.25. The normal load used for the 20- and 10-nm-
thick coatings is 200 mN, and the normal load used for
the 5- and 3.5-nm-thick coatings and silicon substrate is
150 mN.

Among the 20-nm-thick coatings, the SP coating ex-
hibits a higher coefficient of friction of about 0.3 than
the other coatings, which have comparable values of
coefficient of friction of about 0.2. The optical micro-
graphs show that the SP coating has a larger wear track
and more debris than the IB coatings. No wear track
and debris were found on the 20-nm-thick FCA and
ECR-CVD coatings. The optical micrographs of 10-nm-
thick coatings show that the SP coating was severely
damaged, showing a large wear track with scratches
and lots of debris. The FCA and ECR-CVD coatings
show smaller wear tracks and less debris than the IB
coatings.

For the 5-nm-thick coatings, the wear tracks and
debris of the IB and ECR-CVD coatings are comparable.
The bad wear resistance of the 5-nm-thick FCA coating
is in good agreement with the low scratch critical load,
which may be due to the higher interfacial and residual
stresses as well as brittleness of the coating.

At 3.5 nm, all coatings exhibit wear. The FCA coat-
ing provides no wear resistance, failing instantly like
the silicon substrate. Large block-like debris is observed
on the sides of the wear track of the FCA coating. This
indicates that large region delamination and buckling
occurred during sliding, resulting in large block-like
debris. This block-like debris, in turn, scratched the coat-
ing, making the coating damage even more severe. The
IB and ECR-CVD coatings are able to provide some
protection against wear at 3.5 nm.

In order to better evaluate the wear resistance of
various coatings, based on the optical examination of
the wear tracks and debris after tests, the wear dam-
age index bar chart of the various coatings of different
thicknesses and an uncoated silicon substrate is pre-
sented in Fig. 26.26. Among the 20- and 10-nm-thick
coatings, the SP coatings show the worst damage, fol-
lowed by FCA/ECR-CVD. At 5 nm, the FCA and SP
coatings show the worst damage, followed by IB and
ECR-CVD coatings. All 3.5-nm-thick coatings show the
same heavy damage as the uncoated silicon substrate.

The wear damage mechanisms of thick and thin
DLC coatings studied are believed to be as illustrated
in Fig. 26.27. At the early stages of sliding, deforma-
tion zone and Hertzian and wear fatigue cracks formed
beneath the surface extend within the coating on subse-
quent sliding [26.1]. Formation of fatigue cracks depend
on the hardness and subsequent cycles. These are con-
trolled by the sp3-to-sp2 ratio. For thicker coating, the
cracks generally do not penetrate the coating. For a thin-
ner coating, the cracks easily propagate down to the
interface with the aid of the interfacial stresses and get
diverted along the interface just enough to cause lo-
cal delamination of the coating. When this happens, the
coating experiences excessive plowing. At this point, the
coating fails catastrophically, resulting in a sudden rise

Normal load

Thick coating

Normal load

Sliding
direction

Thin coating

Delamination
and buckling

Cracks

Substrate

Cracks

Deformation
zone

Substrate

Sliding
direction

Deformation
zone

Fig. 26.27 Schematic of wear damage mechanisms of thick and thin
DLC coatings [26.48]
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in the coefficient of friction. All 3.5-nm-thick coatings
failed much quicker than the thicker coatings. It appears
that these thin coatings have very low load-carrying
capacity and, therefore, the substrate undergoes defor-
mation almost immediately. This generates stresses at
the interface that weaken the coating adhesion and lead
to delamination of the coating. Another reason may be
that the thickness is insufficient to produce a coating
comprised of the DLC structure. Instead, the bulk may
be made up of a matrix characteristic of the interface
region where atomic mixing occurs with the substrate
and/or any interlayer used. This would also result in
poor wear resistance and silicon-like behavior of the
coating, especially in the case of FCA coatings, which
show the worst performance at 3.5 nm. In contrast to
the other coatings, all SP coatings show the worst wear
performance at any thickness (Fig. 26.25). This may be
due to their poor mechanical properties, such as lower

Coefficient of friction

Graphitic carbon

Amorphous carbon

Relative humidity (%)

PH2O(Torr)

0.20

0.15

0.10

0.05

0
10–7 10–6 10–5 10–1 1 10 100

10–7 10–610–8 10–2 10–1 1 10

Fig. 26.28 Coefficient of friction as a function of relative
humidity and water vapor partial pressure of RF-plasma
deposited amorphous carbon coating and bulk graphitic
carbon coating sliding against a steel ball

hardness and scratch resistance, compared to the other
coatings.

Comparison of Figs. 26.20 and 26.26 shows a very
good correlation between the wear damage and scratch
critical loads. Less wear damage corresponds to higher
scratch critical load. Based on the data, thicker coat-
ings do show better scratch and wear resistance than
thinner coatings. This is probably due to better load-
carrying capacity of the thick coatings compared to the
thinner ones. For a given coating thickness, higher hard-
ness and fracture toughness and better adhesion strength
are believed to be responsible for the superior wear
performance.

Effect of Environment
Friction and wear performance of amorphous carbon
coatings are found to be strongly dependent on the wa-
ter vapor content and partial gas pressure in the test
environment. The friction data for an amorphous car-
bon film on the silicon substrate sliding against steel
are presented as a function of the partial pressure of
water vapor in Fig. 26.28 [26.1, 13, 69, 105, 106]. Fric-
tion increases dramatically above a relative humidity
of about 40%. At high relative humidity, condensed
water vapor forms meniscus bridges at the contact-
ing asperities, and the meniscii result in an intrinsic
attractive force that is responsible for an increase in fric-
tion. For completeness, the data for the coefficient of
friction of bulk graphitic carbon are also presented in
Fig. 26.28. Note that friction decreases with an increase
in the relative humidity [26.107]. Graphitic carbon has
a layered lattice crystal structure. Graphite absorbs po-

Coefficient of friction

1.6

1.2

0.8

0.4

0

N2 O2 N2 O2 N2 O2 N2 O2 N2 O2 N2 O2 N2

Revolutions50

Fig. 26.29 Coefficient of friction as a function of slid-
ing distance for a ceramic slider against a magnetic disk
coated with 20-nm-thick DC magnetron sputtered DLC
coating, measured at a speed of 0.06 m/s and 10 g load.
The environment is alternated between oxygen and nitrogen
gases [26.108]
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lar gases (H2O, O2, CO2, NH3, etc.) at the edges of
the crystallites, which weakens the interlayer bonding
forces facilitating interlayer slip and results in lower
friction [26.1].

To better study the effect of environment for car-
bon coated magnetic disks, a number of tests have
been conducted in controlled environments. Marchon
et al. [26.108] conducted tests in alternating environ-
ments of oxygen and nitrogen gases, Fig. 26.29. The
coefficient of friction increases as soon as oxygen
is added to the test environment, whereas in a ni-
trogen environment the coefficient of friction reduces
slightly. Tribochemical oxidation of the DLC coating
in the oxidizing environment is responsible for an in-
crease in the coefficient of friction, implying wear.
Dugger et al. [26.109], Strom et al. [26.110], Bhushan
and Ruan [26.111], and Bhushan et al. [26.71] con-
ducted tests with DLC coated magnetic disks (with
about 2-nm-thick perfluoropolyether lubricant film) in
contact with Al2O3-TiC sliders, in different gaseous en-
vironments including a high vacuum of 2 × 10−7 Torr,
Fig. 26.30. The wear lives are shortest in high vac-
uum and longest in most atmospheres of nitrogen and
argon with the following order (from best to worst):
argon or nitrogen, Ar+H2O, ambient, Ar+O2, and
Ar+H2O, vacuum. From this sequence of wear per-
formance, we can see that having oxygen and water in

Coefficient of friction
0.75

0.5

0.25

0
0.01 0.1 1 10 100

Sliding distance (km)

Vacuum
Ar + O2 Ambient

Ar

N2

Ar + H2O

Fig. 26.30 Durability measured by sliding a Al2O3-TiC
magnetic slider against a magnetic disk coated with
20-nm-thick DC sputtered amorphous carbon coating
and 2-nm-thick perfluoropolyether film, measured at
a speed of 0.75 m/s and 10 g load. Vacuum refers to
2 × 10−7 Torr [26.71]

an operating environment worsens wear performance of
the coatings, but having nothing in it (vacuum) is the
worst of all. Indeed, failure mechanisms differ in var-
ious environments. In high vacuum, intimate contact
between disk and slider surfaces results in significant
wear. In ambient air, Ar+O2, and Ar+H2O, tribo-
chemical oxidation of the carbon overcoat is responsible
for interface failure. For experiments performed in
pure argon and nitrogen, mechanical shearing of the
asperities cause the formation of debris, which is re-
sponsible for the formation of scratch marks on the
carbon surface as could be observed with an optical
microscope [26.71].

Functional Tests
Magnetic thin-film heads made with Al2O3-TiC sub-
strate are used in magnetic storage applications [26.13].
A multilayered thin-film pole-tip structure present on the
head surface wears more rapidly than the much harder
Al2O3-TiC substrate. Pole-tip recession (PTR) is a seri-
ous concern in magnetic storage [26.15–19,112]. Two of
the diamond-like carbon coatings superior in mechani-
cal properties – ion beam and cathodic arc carbon – were
deposited on the air bearing surfaces of Al2O3-TiC head
sliders [26.15]. The functional tests were conducted by
running a metal-particle (MP) tape in a computer tape
drive. Average PTR as a function of sliding distance data
are presented in Fig. 26.31. We note that PTR increases
for the uncoated head, whereas for the coated heads there

Pole tip recession (nm)a)
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25

0
0 250 500 750 1,000

Pole tip recession (nm)b)

Sliding distance
(km)

100

75

50

25

0
0 100 200 300 500400

Uncoated

Coated

Uncoated

Coated

Fig. 26.31a,b Pole tip recession as a function of sliding distance
measured with an AFM for (a) uncoated and 20-nm-thick ion beam
carbon coated, and (b) uncoated and 20-nm-thick cathodic arc carbon
coated Al2O3-TiC heads run against MP tapes [26.15]
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Fig. 26.32 Quantified XPS data for various DLC coatings on Si(100)
substrate [26.50]. Atomic concentrations are shown
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Fig. 26.33 (a) XPS spectra for FCA and SP coatings of 5 nm
and 20 nm coating thicknesses on Si(100) substrate, and (b) AES
spectra for FCA and SP coatings at 5 nm thickness on Si(100)
substrate [26.50]

is a slight increase in PTR in early sliding followed by
little change. Thus, coatings provide protection.

Micromechanical and accelerated and functional tri-
bological data presented here clearly suggest that there
is a good correlation between the scratch resistance and
wear resistance measured using accelerated tests and
functional tests. Thus, scratch tests can be successfully
used to screen coatings for wear applications.

26.3.4 Coating Continuity Analysis

Ultrathin coatings less than 10 nm may not uniformly
coat the sample surface. In other words, coating may be
discontinuous and deposited in the form of islands on the
microscale. A possible reason for poor wear protection
and the nonuniform failure of the coatings may be due
to poor coverage of the thin coatings on the substrate.
Coating continuity can be studied by using surface an-
alytical techniques such as Auger and/or XPS analyses.
Any discontinuity with coating thickness less than the
sampling depth of the instrument will detect locally the
substrate species [26.49, 50, 102].

The results of XPS analysis on various coatings
deposited on Si(100) substrates, over a 1.3 mm2 re-
gion (single point measurement with spot diameter of
1,300 µm) are shown in Fig. 26.32. The sampling depth
is about 2–3 nm. The poor SP coatings show much
less carbon content (< 75% atomic concentration) as
does the poor 5 nm and 3.5 nm FCA coatings (< 60%)
compared to the IB and ECR-CVD coatings. Silicon is
detected in all 5 nm coatings. From the data it is hard
to say if the Si is from the substrate or from exposed
regions due to coating discontinuity. Based on the sam-
pling depth any Si detected in 3.5 nm coatings would
likely be from the substrate. The other interesting obser-
vation is that all poor coatings (all SP and FCA 5 and
3.5 nm) show almost twice the oxygen content than that
of the other coatings. Any oxygen present may be due
to leaks in the deposition chamber and is present in the
form of silicon oxides.

AES measurements averaged over a scan area of
900 µm2 were conducted on FCA and SP 5 nm coatings
at six different regions on each sample. Very little silicon
was detected on this scale, and the detected peaks were
characteristic of oxides. The oxygen levels were compa-
rable to that seen for the good coatings by XPS. These
contrast the XPS measurements at a larger scale, sug-
gesting that the coating possesses discontinuities only
at isolated areas and that the 5 nm coatings are gener-
ally continuous on the microscale. Figure 26.33 shows
representative XPS and AES spectra of selected samples.
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Self-Assemble27. Self-Assembled Monolayers for Controlling
Adhesion, Friction and Wear

Reliability of micro- and nanodevices, as well
as magnetic storage devices require the use
of lubricant films for the protection of sliding
surfaces. To minimize high adhesion, friction, and
because of small clearances in the devices, these
films should be molecularly thick. Liquid films of
low surface tension or certain hydrophobic solid
films can be used. Ordered molecular assemblies
with high hydrophobicity can be engineered using
chemical grafting of various polymer molecules
with suitable functional head groups, spacer
chains and nonpolar surface terminal groups.

The classical approach to lubrication uses
multi-molecular layers of liquid lubricants.
Boundary lubricant films are formed by either
physisorption, chemisorption, or chemical
reaction. The physiosorbed films can be either
monomolecularly or polymolecularly thick. The
chemisorbed films are monomolecular, but
stoichiometric films formed by chemical reaction
can be multilayered. A good boundary lubricant
should have a high degree of interaction between
its molecules and the sliding surface. As a general
rule, liquids are good lubricants when they are
polar and thus able to grip on solid surfaces (or be
adsorbed).

In this chapter, we focus on self-assembled
monolayers (SAMs) for high hydrophobicity and/or
low adhesion, friction, and wear. SAMs are
produced by various organic precursors. We first
present a primer to organic chemistry followed by
an overview on suitable substrates, head groups,
spacer chains, and end groups in the molecular
chains and an overview of tribological properties
of SAMs. The adhesion, friction, and wear
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27.1.1 Electronegativity/Polarity .............. 834
27.1.2 Classification and Structure

of Organic Compounds .................. 835
27.1.3 Polar and Nonpolar Groups ........... 838

27.2 Self-Assembled Monolayers:
Substrates, Head Groups, Spacer Chains,
and End Groups.................................... 839

27.3 Tribological Properties of SAMs .............. 841
27.3.1 Surface Roughness and Friction

Images of SAMs Films .................... 844
27.3.2 Adhesion, Friction, and Work

of Adhesion ................................. 844
27.3.3 Stiffness, Molecular Spring Model,

and Micropatterned SAMs .............. 848
27.3.4 Influence of Humidity,

Temperature, and Velocity
on Adhesion and Friction .............. 850

27.3.5 Wear and Scratch Resistance
of SAMs ....................................... 853

27.4 Closure ................................................ 856

References .................................................. 857

properties of SAMs, having alkyl and biphenyl
spacer chains with different surface terminal and
head groups, are surveyed. The friction data are
explained using a molecular spring model in
which the local stiffness and intermolecular force
govern its frictional performance. Based on the
nanotribological studies of SAM films by AFM, they
exhibit attractive hydrophobic and tribological
properties.

Reliability of micro/nanodevices, also commonly re-
ferred to as micro/nanoelectromechanical systems
(MEMS/NEMS), as well as magnetic storage devices
(which include magnetic rigid disk drives, flexible disk
drives, and tape drives) require the use of molecularly
thick films for protection of sliding surfaces [27.1–8].

A solid or liquid film is generally necessary for ac-
ceptable tribological properties of sliding interfaces.
However, a small quantity of high surface tension li-
quid present between smooth surfaces can substantially
increase the adhesion, friction, and wear as a result of
formation of menisci or adhesive bridges [27.9, 10]. It
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becomes a major concern in micro/nanoscale devices
operating at ultralow loads, as the liquid mediated ad-
hesive force may be on the same order as the external
load.

The source of the liquid film can be either preexist-
ing film of liquid and/or capillary condensates of water
vapor from the environment. If the liquid wets the sur-
face (0 ≤ θ < 90◦, where θ is the contact angle between
the liquid-vapor interface and the liquid-solid interface
for a liquid droplet sitting on a solid surface, Fig. 27.1a),
the liquid surface is thereby constrained to lie parallel
to the surface [27.11], and the complete liquid surface
must therefore be concave in shape, Fig. 27.1b. Sur-
face tension results in a pressure difference across any
meniscus surface, referred to as capillary pressure or
Laplace pressure, and is negative for a concave menis-
cus [27.9, 10]. The negative Laplace pressure results in
an intrinsic attractive (adhesive) force, which depends on
the interface roughness (local geometry of interacting
asperities and number of asperities), the surface ten-
sion, and the contact angle. During sliding, frictional
effects need to be overcome, not only because of ex-
ternal load, but also because of intrinsic adhesive force.

Air

Liquid

Solid

θ

a)

Meniscus

b)

Fig. 27.1 (a) Schematic of a sessile-drop on a solid surface
and the definition of contact angle, and (b) formation of
meniscus bridges as a result of liquid present at an interface.
The direct measurement of contact angle is most widely
made from sessile-drops. The angle is generally measured
by aligning a tangent with the drop profile at the point of
contact with the solid surface using a telescope equipped
with a goniometer eyepiece

Measured value of high static friction force contributed
largely by liquid mediated adhesion (meniscus contri-
bution) is generally referred to as “stiction”. Basically,
there are three ways to minimize the effect of liquid-
mediated adhesion: increase in surface roughness, use
of hydrophobic (water-fearing) rather than hydrophilic
(water-loving) surfaces, and the use of a liquid with low
surface tension [27.9, 10, 12, 13].

As an example, bulk silicon and polysilicon films
used in the construction of micro/nanodevices can
be dipped in hydrofluoric (HF) to make them hy-
drophobic (e.g., Maboudian [27.14]; Scherge and
Schaefer [27.15]). In HF etching of silicon, hydrogen
passivates the silicon surface by saturating the dangling
bonds, and it results in a hydrogen-terminated silicon
surface that is responsible for less adsorption of water.
However, after exposure of the treated surface to the en-
vironment, it reoxidizes, which can adsorb water, and
thus the surface again becomes hydrophilic.

The surfaces can also be treated or coated with a li-
quid with relatively low surface tension or a certain
solid film to make them hydrophobic and/or to control
adhesion, friction, and wear. The liquid lubricant film
should be thin (about half of the composite roughness
of the interface) to minimize liquid-mediated adhesion
contribution [27.9, 10, 12, 13]. Thus, for ultra-smooth
surfaces with RMS roughness on the order of a few
nm, molecularly thick liquid films are required for li-
quid lubrication. The classical approach to lubrication
uses freely supported multi-molecular layers of liquid
lubricants [27.2, 4, 9, 10, 16–19]. Boundary lubricant
films are formed by either physisorption, chemisorp-
tion, or chemical reaction. The physiosorbed films can
be either monomolecularly or polymolecularly thick.
The chemisorbed films are monomolecular, but stoi-
chiometric films formed by chemical reaction can be
multilayered. In general, stability and durability of sur-
face films decrease in the following order: chemically
reacted films, chemisorbed films, and physisorbed films.
A good boundary lubricant should have a high degree
of interaction between its molecules and the sliding sur-
face. As a general rule, liquids are good lubricants when
they are polar and thus able to grip on solid surfaces
(or be adsorbed). Polar lubricants contain reactive func-
tional end groups. Boundary lubrication properties are
also dependent on the molecular conformation and lu-
bricant spreading. It should be noted that the liquid
films with a thickness on the order of a few nm, may
be discontinuous and may deposit in an island form of
nonuniform thickness with a lateral resolution on the
nanometerscale.
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Solid films are also commonly used for controlling
hydrophobicity and/or adhesion, friction, and wear. Hy-
drophobic films have nonpolar surface terminal groups
(to be described later) that repel water. These films have
low surface energy (15–30 dyn/cm) and high contact
angle (θ ≥ 90◦), which minimize wetting (e.g., Zis-
man [27.20]; Schrader and Loeb [27.21]; Neumann and
Spelt [27.22]). It should be noted that these films do not
totally eliminate wetting. Multi-molecularly thick (few
tenths of a nm) films of conventional solid-lubricants
have been studied. Hansma et al. [27.23] reported the
deposition of multi-molecularly thick, highly-oriented
PTFE films from the melt or vapor phase or from
solution by a mechanical deposition technique by drag-
ging the polymer at controlled temperature, pressure,
and speed against a smooth glass substrate. Scandella
et al. [27.24] reported that the coefficient of nanoscale
friction of MoS2 platelets on mica, obtained by exfolia-
tion of lithium intercalated MoS2 in water, was a factor
of 1.4 less than that of mica itself. However, MoS2
is reactive to water and its friction and wear proper-
ties degrade with an increase in humidity [27.9, 10].
Amorphous diamond-like carbon (DLC) coatings can
be produced with extremely high hardness and are com-
mercially used as wear-resistant coatings [27.25, 26].
Their largest application is in magnetic storage de-
vices [27.2]. Doping of the DLC matrix with elements
like hydrogen, nitrogen, oxygen, silicon, and fluorine
influences their hydrophobicity and tribological prop-
erties [27.25, 27, 28]. Nitrogen and oxygen reduce the
contact angle (or increase the surface energy), due to the
strong polarity that is formed when these elements are
bonded to carbon. On the other hand, silicon and fluo-
rine increase the contact angle ranging from 70–100 ◦
(or reduce the surface energy to 20–40 dyn/cm), making
them hydrophobic [27.29, 30]. Nanocomposite coat-
ings with a diamond-like carbon (a-C:H) network and
a glass-like a-Si:O network are generally deposited using
a plasma-enhanced chemical vapor deposition (PECVD)
technique in which plasma is formed from a siloxane
precursor using a hot filament. For a fluorinated DLC,
CF4 is added as the fluorocarbon source to an acety-
lene plasma. In addition, fluorination of DLC can be
achieved by the post-deposition treatment of DLC coat-
ings in a CF4 plasma. Silicon- and fluorine-containing
DLC coatings mainly reduce their polarity due to the
loss of sp2-bonded carbon (polarization potential of
the involved π electrons) and dangling bonds of the
DLC network. As silicon and fluorine are unable to
form double bonds, they force carbon into a sp3 bond-
ing state [27.30]. Friction and wear properties of both

silicon-containing and fluorinated DLC coatings have
been reported to be superior to that of conventional DLC
coatings [27.31,32]. However, DLC coatings require line
of sight deposition process, which prevents deposition
on complex geometries. Furthermore, it has been re-
ported that some self-assembled monolayers (SAMs)
are superior to DLC coatings in hydrophobicity and
tribological performance [27.33].

Organized and dense molecular-scale layers of,
preferably, long-chain organic molecules are known
to be superior lubricants on both macro- and mi-
cro/nanoscales as compared with freely supported
multi-molecular layers [27.4, 34–38]. Common tech-
niques to produce molecular-scale organized layers are
Langmuir–Blodgett (LB) deposition and chemical graft-
ing of organic molecules to realize SAMs [27.39,40]. In
the LB technique, organic molecules from suitable am-
phiphilic molecules are first organized at the air-water
interface and then physisorbed on a solid surface to form
mono- or multi-molecular layers [27.41]. In the case of
SAMs, the functional groups of molecules chemisorb
on a solid surface, which results in the spontaneous for-
mation of robust, highly ordered, oriented, and dense
monolayers [27.40]. In both cases, the organic molecules
used have well distinguished amphiphilic properties (hy-
drophilic functional head and a hydrophobic aliphatic
tail) so that an adsorption of such molecules on an ac-
tive inorganic substrate leads to their firm attachment
to the surface. Direct organization of SAMs on the
solid surfaces allows coating in the tight areas such
as the bearing and journal surfaces in an assembled
bearing. The weak adhesion of classical LB films to
the substrate surface restricts their lifetimes during slid-
ing, whereas certain SAMs can be very durable [27.34].
As a result, SAMs are of great interest in tribological
applications.

Much of the research in the application of SAMs
has been carried out for the so-called soft lithographic
technique [27.42, 43]. This is a non-photolithographic
technique. Photolithography is based on a projection-
printing system used for projection of an image from
a mask to a thin-film photoresist and its resolu-
tion is limited by optical diffraction limits. In the
soft lithography, an elastomeric stamp or mold is
used to generate micropatterns of SAMs either by
contact printing (known as microcontact printing or
µCP [27.44]), by embossing (imprinting) [27.45], or
by replica molding [27.46], which circumvents the
diffraction limits of photolithography. The stamps are
generally cast from photolithographically generated
patterned masters, and the stamp material is gener-
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ally polydimethylsiloxane (PDMS). In µCP, the ink
is a SAM precursor to produce nm-thick resists with
lines thinner than 100 nm. Although soft lithography
requires little capital investment, it is doubtful that
it would ever replace well established photolithogra-
phy. However, µCP and embossing techniques may
be used to produce microdevices that are a substan-
tially cheaper and more flexible choice of material for
construction than conventional photolithography (e.g.,
SAMs and non-SAM entities for µCP and elastomers
for embossing).

Other applications for SAMs are in the areas of
bio/chemical and optical sensors, for use as drug-
delivery vehicles and in the construction of electronic
components [27.39, 47]. Bio/chemical sensors require
the use of highly sensitive organic layers with tai-
lored biological properties that can be incorporated into
electronic, optical, or electrochemical devices. Self-
assembled microscopic vesicles are being developed

to ferry potentially lifesaving drugs to cancer patients.
By getting organic, metal, and phosphonate molecules
(complexes of phosphorous and oxygen atoms) to as-
semble themselves into conductive materials, these can
be produced as self-made sandwiches for use as elec-
tronic components. The application of interest here is an
application requiring hydrophobicity and/or low friction
and wear.

An overview of molecularly thick layers of liquid
lubricants and conventional solid lubricant can be found
in various references [27.2, 4, 9, 10, 18, 19, 25]. In this
chapter, we focus on SAMs for high hydrophobic-
ity and/or, low adhesion, friction, and wear. SAMs
are produced by various organic precursors. We first
present a primer to organic chemistry followed by an
overview on suitable substrates, spacer chains, and end
groups in the molecular chains, an overview of tri-
bological properties of SAMs, and some concluding
remarks.

27.1 A Primer to Organic Chemistry

All organic compounds contain the carbon (C) atom.
Carbon, in combination with hydrogen, oxygen, nitro-
gen, and sulfur results in a large number of organic
compounds. The atomic number of carbon is six, and
its electron structure is 1s2 2s2 2p2. Two stable isotopes
of carbon, 12C and 13C, exist. With four electrons in its
outer shell, carbon forms four covalent bonds with each
bond resulting from two atoms sharing a pair of elec-
trons. The number of electron pairs that two atoms share
determines whether or not the bond is single or multiple.
In a single bond, only one pair of electrons is shared by
the atoms. Carbon can also form multiple bonds by shar-
ing two or three pairs of electrons between the atoms. For
example, the double bond formed by sharing two elec-
tron pairs is stronger than a single bond, and it is shorter
than a single bond. An organic compound is classified
as saturated if it contains only the single bond and as un-
saturated if the molecules possess one or more multiple
carbon-carbon bonds.

27.1.1 Electronegativity/Polarity

When two different kinds of atoms share a pair of elec-
trons a bond is formed in which electrons are shared
unequally, one atom assumes a partial positive charge
and the other a negative charge with respect to each

other. This difference in charge occurs because the two
atoms exert unequal attraction for the pair of shared elec-
trons. The attractive force that an atom of an element has
for shared electrons in a molecule or polyatomic ion is
known as its electronegativity. Elements differ in their
electronegativities. A scale of relative electronegatives,
in which the most electronegative element, fluorine,
is assigned a value of 4.0, was developed by Linus
Pauling. The relative electronegativities of the elements
in the periodic table can be found in most undergraduate
chemistry textbooks (e.g., Hein et al. [27.48]). Rela-
tive electronegativity of the nonmetals is high compared
to that of metals. Relative electronegativity of selected
elements of interest with high values is presented in
Table 27.1.

The polarity of a bond is determined by the differ-
ence in electronegativity values of the atoms forming the
bond. If the electronegativities are the same, the bond is
nonpolar and the electrons are shared equally. In this type
of bond, there is no separation of positive and negative
charge between atoms. If the atoms have greatly differ-
ent electronegativities, the bond is very polar. A dipole
is a molecule that is electrically asymmetrical, causing
it to be oppositely charged at two points. As an exam-
ple, both hydrogen and chlorine need one electron to
form stable electron configurations. They share a pair of
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Element Relative

electronegativity

F 4.0

O 3.5

N 3.0

Cl 3.0

C 2.5

S 2.5

P 2.1

H 2.1

Table 27.1 Relative
electronegativity of
selected elements

electrons in hydrogen chloride, HCl. Chlorine is more
electronegative and, therefore, has a greater attraction
for the shared electrons than hydrogen. As a result, the
pair of electrons is displaced toward the chlorine atom,
giving it a partial negative charge and leaving the hy-
drogen atom with a partial positive charge, Fig. 27.2.
However, the entire molecule, HCl, is electrically neu-
tral. The hydrogen atom with a partial positive charge
(exposed proton on one end) can be easily attracted to the
negative charge of other molecules, and this is respon-
sible for the polarity of the molecule. A partial charge
is usually indicated by δ, and the electronic structure of
HClis given as:

δ+
H: . .

. .
Cl:
δ−

.

Similar to the HCl molecule, HF is polar, and both be-
have as a small dipole. On the other hand, methane

K

H

Hydrogen

Chlorine

Cl
K

L
M

2e– 8e– 8e–
2e–

(shared)

+ –

Fig. 27.2 Schematic representation of the formation of
a polar HCl molecule

(CH4), carbon tetrachloride (CCl4), and carbon dioxide
(CO2) are nonpolar. In CH4 and CCl4, the four C−H
and C−Cl polar bonds are identical, and because these
bonds emanate from the center to the corners of a tetra-
hedron in the molecule, the effect of their polarities
cancels out one another. CO2 (O=C=O) is nonpo-
lar, because carbon-oxygen dipoles cancel each other
by acting in opposite directions. Symmetric molecules
are generally nonpolar. Water (H−O−H) is a polar
molecule. If the atoms in water were linear as in
CO2, two O−H dipoles would cancel each other, and
the molecule would be nonpolar. However, water has
a bent structure with an angle of 105◦ between the two
bonds, which is responsible for the water being a polar
molecule.

27.1.2 Classification and Structure
of Organic Compounds

Tables 27.2–27.6 present selected organic compounds
grouped into classes.

Hydrocarbons
Hydrocarbons are compounds that are composed en-
tirely of carbon and hydrogen atoms bonded to each
other by covalent bonds. Saturated hydrocarbons (alka-
nes) contain single bonds. Unsaturated hydrocarbons
that contain a carbon-carbon double bond are called
alkenes, and ones with a triple bond are called alkynes.
Unsaturated hydrocarbons that contain an aromatic
ring, e.g., benzene ring, are called aromatic hydrocar-
bons.

Saturated Hydrocarbons: Alkanes. The alkanes, also
known as paraffins, are saturated hydrocarbons, straight-
or branched-chain hydrocarbons with only single co-
valent bonds between the carbon atoms. The general
molecular formula for alkanes is CnH2n+2, where n is
the number of carbon atoms in the molecule. Each car-
bon atom is connected to four other atoms by four single
covalent bonds. These bonds are separated by angles
of 109.5◦ (the angle by lines drawn from the center of
a regular tetrahedron to its corners). Alkane molecules
contain only carbon-carbon and carbon-hydrogen bonds,
which are symmetrically directed toward the corners of
a tetrahedron. Therefore, alkane molecules are essen-
tially nonpolar.

Common alkyl groups have the general for-
mula CnH2n+1 (one hydrogen atom less than the
corresponding alkane). The missing H atom may
be detached from any carbon in the alkane. The
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836 Part D Molecularly Thick Films for Lubrication

Name Formula

Saturated hydrocarbons

Straight-chain alkanes CnH2n+2

e.g., methane, CH4

ethane C2H6 or CH3CH3

Alkyl groups CnH2n+1

e.g., methyl, −CH3

ethyl −CH2CH3

Unsaturated hydrocarbons

Alkenes (CH2)n

e.g., ethene, C2H4 or CH2=CH2

propene C3H6 or CH3CH=CH2

Alkynes
e.g., acetylene HC≡CH

Aromatic hydrocarbons

e.g., benzene
C

C
C

C

C
C

H

H

H

H H

H

Table 27.2 Names and
formulas of selected hydro-
carbons

Name Formula

Alcohols R−OH
e.g., methanol, CH3OH
ethanol CH3CH2OH

Ethers R−O−R′
e.g., dimethyl ether, CH3−O−CH3

diethyl ether CH3CH2−O−CH2CH3

Phenols C6H5OH or

OH

Thiols −SH
e.g., methanethiol CH3SH

The letters R- and R′- represent an alkyl group. The R- groups in ethers can be
the same or different and can be alkyl or aromatic (Ar) groups.

Table 27.3 Names and for-
mulas of selected alcohols,
ethers, phenols, and thiols

name of the group is formed from the name
of the corresponding alkane by replacing -ane
with -yl ending. Some examples are shown in
Table 27.2.

Unsaturated Hydrocarbons. Unsaturated hydrocarbons
consist of three families of compounds that contain fewer
hydrogen atoms than the alkane with the corresponding
number of carbon atoms and contain multiple bonds
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Self-Assembled Monolayers 27.1 A Primer to Organic Chemistry 837

between carbon atoms. These include alkenes (with
carbon-carbon double bonds), alkynes (with carbon-
carbon triple bonds), and aromatic compounds (with
benzene rings that are arranged in a six-member ring
with one hydrogen atom bonded to each carbon atom
and three carbon-carbon double bonds). Some examples
are shown in Table 27.2.

Alcohols, Ethers, Phenols, and Thiols
Organic molecules with certain functional groups are
synthesized for desirable properties. Alcohols, ethers,
and phenols are derived from the structure of water
by replacing the hydrogen atoms of water with alkyl
groups (R) or aromatic (Ar) rings. For example, phe-
nol is a class of compounds that have a hydroxy group
attached to an aromatic ring (benzene ring). Organic
compounds that contain the −SH group are analogs of
alcohols and are known as thiols. Some examples are
shown in Table 27.3.

Aldehydes and Ketones
Both aldehydes and ketones contain the carbonyl group,
>C=O, a carbon-oxygen double bond. Aldehydes have

Name Formula

Aldehydes RCHO or
R C H

O

ArCHO or
Ar C H

O

e.g., methanal or HCHO

formaldehyde ethanal or acetaldehyde CH3CHO

Ketones RCOR′ or
R C R'

O

RCOAr or
R C Ar

O

ArCOAr or
Ar C Ar

O

e.g., butanone CH3COCH2CH3

or methyl-ethyl ketone

The letters R and R′ represent alkyl groups, and Ar represents an aromatic group.

Table 27.4 Names and for-
mulas of selected aldehydes
and ketones

at least one hydrogen atom bonded to the carbonyl
group, whereas ketones have only an alkyl or aromatic
group bonded to the carbonyl group. The general for-
mula for the saturated homologous series of aldehydes
and ketones is CnH2nO. Some examples are shown in
Table 27.4.

Carboxyl Acids and Esters
The functional group of the carboxylic acids
is known as a carboxyl group, represented as
−COOH. Carboxylic acids can be either aliphatic
(RCOOH) or aromatic (ArCOOH). The carboxylic
acids with even numbers of carbon atoms, n, rang-
ing from 4 to about 20 are called fatty acids (e.g.,
n = 10, 12, 14, 16 and 18 are called capric acid, lau-
ric acid, myristic acid, palmitic acid, and stearic acid,
respectively).

Esters are alcohol derivates of carboxylic acids.
Their general formula is RCOOR′, where R may be
a hydrogen, alkyl group, or aromatic group, and R′ may
be an alkyl group or aromatic group but not a hydro-
gen. Esters are found in fats and oils. Some examples
are shown in Table 27.5.
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838 Part D Molecularly Thick Films for Lubrication

Name Formula

Carboxylic acid∗ RCOOH or
R C OH

O

ArCOOH or
Ar C OH

O

e.g., methanoic acid (formic acid), HCOOH

ethanoic acid (acetic acid), CH3COOH

octadecanoic acid (stearic acid) CH3(CH2)16COOH

Esters∗∗ RCOOR′ or R C O

O

R'

acid alcohol

e.g., methyl propanoate CH3CH2COOCH3

∗ The letter R represents an alkyl group and Ar represents an aromatic group.
∗∗ The letter R represents hydrogen, an alkyl group, or an aromatic group and

R′ represents an alkyl group or aromatic group

Table 27.5 Names and for-
mulas of selected carboxylic
acids and esters

Name Formula

Amides RCONH2 or
R C NH2

O

e.g., methanamide (formamide), HCONH2

ethanamide (acetamide) CH3CONH2

Amines RNH2 or R N

H

H

R2NH

R3N

e.g., methylamine, CH3NH2

ethylamine CH3CH2NH2

The letter R represents an alkyl group or aromatic group.

Table 27.6 Names and for-
mulas of selected organic
nitrogen compounds (amides
and amines)

Amides and Amines
Amides and amines are organic compounds containing
nitrogen. Amides are nitrogen derivates of carboxylic
acids. The carbon atom of a carbonyl group is bonded
directly to a nitrogen atom of a −NH2, −NHR, or −NR2
group. The characteristic structure of amide is RCONH2.

An amine is a substituted ammonia molecule that has
a general structure of RNH2, R2NH, or R3N, where R is
an alkyl or aromatic group. Some examples are shown
in Table 27.6.

27.1.3 Polar and Nonpolar Groups

Table 27.7 summarizes polar and nonpolar groups com-
monly used in the construction of hydrophobic and
hydrophilic molecules. Table 27.8 lists the relative po-
larity of selected polar groups [27.49]. Thiol, silane, car-
boxylic acid, and alcohol (hydroxyl) groups are the most
commonly used polar anchor groups for their attachment
to surfaces. Methyl and trifluoromethyl are commonly
used end groups for hydrophobic film surfaces.
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Self-Assembled Monolayers 27.2 Substrates, Head Groups, Spacer Chains, and End Groups 839

27.2 Self-Assembled Monolayers: Substrates, Head Groups,
Spacer Chains, and End Groups

SAMs are formed as a result of spontaneous, self-
organization of functionalized organic molecules onto
the surfaces of appropriate substrates into stable, well-
defined structures, Fig. 27.3. The final structure is close
to or at thermodynamic equilibrium, and as a result, it
tends to form spontaneously and rejects defects. SAMs
consist of three building groups: a head group that binds

Table 27.7 Some examples of polar (hydrophilic) and non-
polar (hydrophobic) groups

Name Formula

Polar

Alcohol (hydroxyl) −OH

Carboxyl acid −COOH

Aldehyde −COH

Ketone

R C R

O

Ester −COO−

Carbonyl C O

Ether R−O−R

Amine −NH2

Amide

C NH2

O

Phenol

OH

Thiol −SH

Trichlorosilane SiCl3

Nonpolar

Methyl −CH3

Trifluoromethyl −CF3

Aryl (benzene ring)

The letter R represents an alkyl group.

strongly to a substrate, a surface terminal (tail) group
that constitutes the outer surface of the film, and a spacer
chain (backbone chain) that connects the head and sur-
face terminal groups. The SAMs are named based on the
surface terminal group followed by spacer chain and the
head group (or type of compound formed at the surface).
For a SAM to control hydrophobicity, adhesion, friction,
and wear, it should be strongly adherent to the substrate,
and the surface terminal group of the organic molecu-

Table 27.8 Organic groups listed in the increasing order of
polarity

Alkanes
Alkenes
Aromatic hydrocarbons
Ethers
Trichlorosilanes
Aldehydes, ketones, esters, carbonyls
Thiols
Amines
Alcohols, phenols
Amides
Carboxylic acids

Surface terminal group

Spacer chain

Chemical bond
at the surface

Surface-active
head group

Interchain
van der Waals
and electrostatic
interactions

Self-assembly molecules

Substrate

α

A single chain

Substrate

Fig. 27.3 Schematic of a self-assembled monolayer on
a surface and the associated forces
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840 Part D Molecularly Thick Films for Lubrication

lar chain should be nonpolar. For strong attachment of
the organic molecules to the substrate, the head group
of the molecular chain should contain a polar end group
resulting in the exothermic process (energies on the or-
der of tens of kcal/mol), i. e., it results in an apparent
pinning of the head group to a specific site on the sur-
face through a chemical bond. Furthermore, molecular
structure and any crosslinking would have a signifi-
cant effect on their friction and wear performance. The
substrate surface should have a high surface energy (hy-
dropolic), so that there will be a strong tendency for
molecules to adsorb on the surface. The surface should
be highly functional with polar groups and dangling
bonds (generally unpaired electrons), so that they can
react with organic molecules and provide a strong bond.
Because of the exothermic head group–substrate inter-
actions, molecules try to occupy every available binding
site on the surface, and during this process they gener-
ally push together molecules that have already adsorbed.
The process results in the formation of crystalline mo-
lecular assemblies. The interactions between molecular
chains are van der Waals or electrostatic-type with ener-
gies on the order of a few (< 10) kcal/mol, exothermic.
The molecular chains in SAMs are not perpendicular
to the surface; the tilt angle depends on the anchor
group, as well as on the substrate and the spacer group.
For example, the tilt angle for alkanethiolate on Au is
typically about 30–35 ◦ angle with respect to substrate
normal.

SAMs are usually produced by immersing a sub-
strate in a solution containing precursor (ligand) that is
reactive to the substrate surface, or by exposing the sub-
strate to a vapor of the reactive chemical species [27.39].
Table 27.9 lists selected systems that have been used

Table 27.9 Selected substrates and precursors that have commonly been used for formation of SAMs

Substrate Precursor Binding with substrate

Au RSH (thiol) RS−Au
Au ArSH (thiol) ArS−Au
Au RSSR′ (disulfide) RS−Au
Au RSR′ (sulfide)
Si/SiO2, glass RSiCl3 (trichlorosilane) Si−O−Si (Siloxane)
Si/Si−H RCOOH (carboxyl) R−Si
Metal oxides RCOOH (carboxyl) RCOO− . . . MOn

(e.g., Al2O3, SnO2, TiO2)

R represents alkane (CnH2n+2) and Ar represents aromatic hydrocarbon. It consists of various surface active
head groups and mostly with methyl terminal group

for formation of SAMs [27.43]. The spacer chain of
SAM is mostly an alkyl chain (−CnH2n+1), or made of
a derivatized alkyl group. By attaching different termi-
nal groups at the surface, the film surface can be made
to attract or repel water. The commonly used surface
terminal group of a hydrophobic film with low surface
energy, in the case of a single alkyl chain, is a nonpolar
methyl (−CH3) or trifluoromethyl (−CF3) group. For
a hydrophilic film, the commonly used surface terminal
groups are alcohol (−OH) or carboxylic acid (−COOH)
groups. Surface active head groups most commonly used
are thiol (−SH), silane (e.g., trichlorosilane or −SiCl3),
and carboxyl (−COOH) groups. The substrates most
commonly used are gold, silver, platinum, copper, hy-
droxylated (activated) surfaces of SiO2 on Si, Al2O3 on
Al, glass, and hydrogen-terminated single-crystal silicon
(H−Si). Hydroxylation of oxide surfaces is important to
make them hydrophilic. Thermally grown silica can be
activated through a sulfochromic treatment. The sample
is dipped in a solution consisting of 100 mL of con-
centrated H2SO4, 5 mL of water, and 2 g of potassium

Si

Si

O + H2O
H+

Cr2O7
2–

Si

Si OH

OH

Fig. 27.4 Schematic showing the hydroxylation process oc-
curring on a silica surface through a sulfochromic treatment
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Self-Assembled Monolayers 27.3 Tribological Properties of SAMs 841

bichromate for 3–15 min [27.34]. The sample is then
rinsed with flowing pure water. This results in a sur-
face with silanol groups (−Si−OH) that is hydrophilic,
Fig. 27.4. Bulk silicon, polysilicon film, or SiO2 film sur-
faces can also be treated to produce activated hydrophilic
silica surface by immersion in about three parts H2SO4
and one part H2O2 at temperatures ranging from ambi-
ent to 80 ◦C. For organic molecules to pack together and
provide a better ordering, a substrate for given molecules
should be selected such that the cross-sectional diam-
eter of the spacer chains of the molecule is equal to or
smaller than the distance between the anchor groups at-
tached to the substrate. As an example, epitaxial Au film
on glass, mica, or single-crystal silicon, produced by e-
beam evaporation, is commonly used because it can be
deposited on smooth surfaces as a film that is atomi-
cally flat and defect free. For the case of alkanethiolate
film, the advantage of Au substrate over SiO2 substrate
is that it results in better ordering, because the cross-
sectional diameter of the alkane molecule is slightly
smaller than the distance between sulfur atoms attached
to the Au substrate (∼ 0.53 nm). The thickness of the
film can be controlled by varying the length of the hy-
drocarbon chain, and the surface properties of the film
can be modified by the terminal group.

Some of the SAMs have been widely reported.
SAMs of long-chain fatty acids, CnH2n+1COOH
or (CH3)(CH2)nCOOH (n = 10, 12, 14 or 16), on
glass or alumina have been used in films stud-
ies since the 1950s [27.16, 20]. Probably the most
studied SAMs to date are n-alkanethiolate mono-
layers CH3(CH2)nS−, prepared from adsorption of
alkanethiol −(CH2)nSH solution onto an Au film (n-
alkyl and n-alkane are used interchangeably) [27.35–
37, 43] and n-alkylsiloxane monolayers produced by

Si

O

Si

Si
O

Si

Si

Si

Si

Si

End group,
e.g., CH3

–(CH2)–

Silica

Silicon substrate (100)

O O O O O O

Fig. 27.5 Schematics of a methyl-terminated, n-alkylsil-
oxane monolayer on Si/SiO2

adsorption of n-alkyltrichlorosilane −(CH2)nSiCl3 so-
lution onto hydroxylated Si/SiO2 substrate [27.50]
with siloxane (Si−O−Si) binding, Fig. 27.5. Jung
et al. [27.51] have produced organosulfur mono-
layers – decanethiol (CH3)(CH2)9SH, and didecyl
CH3(CH2)9−S−(CH2)9CH3 on Au films. Geyer
et al. [27.52], Bhushan and Liu [27.35], Liu et al. [27.36],
and Liu and Bhushan [27.37] have produced monolayers
of 1,1′-biphenyl-4-thiol (BPT) on Au surface, where the
spacer chain of the film consists of two phenyl rings with
a hydrogen end group. Bhushan and Liu [27.35] and Liu
and Bhushan [27.37] have also reported monolayers of
4,4′-dihydroxybiphenyl on Si surface.

27.3 Tribological Properties of SAMs

The basis for molecular design and tailoring of SAMs
must start from a complete knowledge of the in-
terrelationships between the molecular structure and
tribological properties of SAMs, as well as a deep
understanding of the adhesion, friction, and wear
mechanisms of SAMs at the molecular level. Friction
and wear properties of SAMs have been studied on
macro- and nanoscales. Macroscale tests are conducted
using a so-called pin-on-disk tribotester apparatus in
which a ball specimen slides against a lubricated
flat specimen [27.9, 10]. Nanoscale tests are con-

ducted using an atomic force/friction force microscope
(AFM/FFM) [27.4, 9, 10]. In the AFM/FFM experi-
ments, a sharp tip of radius ranging from about 5–50 nm
slides against a SAM specimen. A Si3N4 tip is com-
monly used for friction studies and a natural diamond
tip is commonly used for scratch, wear, and indentation
studies.

In early studies, the effect of chain length of the car-
bon atoms of fatty acid monolayers on the coefficient
of friction and wear on the macroscale was studied by
Bowden and Tabor [27.16] and Zisman [27.20]. Zisman
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842 Part D Molecularly Thick Films for Lubrication

reported that for the monolayers deposited on a glass
surface sliding against a stainless steel surface, there
is a steady decrease in friction with increasing chain
length. At a significantly long chain length, the co-
efficient of friction reaches a lower limit, Fig. 27.6.
He further reported that monolayers having a chain
length below 12 carbon atoms behave as liquids (poor
durability), those with chain length of 12–15 carbon
atoms behave like a plastic solid (medium durabil-
ity), whereas those with chain lengths above 15 carbon
atoms behave like a crystalline solid (high durabil-
ity). Investigations by Ruhe et al. [27.53] indicated
that the lifetime of the alkylsilane monolayer coat-
ing on a silicon surface increases greatly with an
increase in the chain length of the alkyl substituent.
DePalma and Tillman [27.54] showed that a mono-
layer of n-octadecyltrichlorosilane (n-C18H37SiCl3,
OTS) is an effective lubricant on silicon, fol-
lowed by n-undecyltrichlorosilane (n-C11H23SiCl3,
UTS) and (tridecafluoro-1,1,2,2-tetrahydrooct-1-yl)
trichlorosilane (n-C6F13CH2CH2SiCl3, FTS). Ando
et al. [27.55] suggested that γ -(N,N-dioctadecyl-
succinylamino) propyltriethoxysilane monolayer is
a candidate lubricant. The film exhibited a low co-
efficient of kinetic friction of 0.1, without stick-slip.
However, tests in all these investigations were carried
out using a pin-on-disk tribotester under relatively large
normal loads up to 0.15 N. Thus, the relevance of these
tests is questionable for micro/nanodevice application.

With the development of AFM techniques, re-
searchers have successfully characterized the nanotribo-

Molecular weight of lubricant
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friction

Contact
angle of
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monolayer
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Fig. 27.6 Effect of chain length (or molecular weight) on
coefficient of macroscale friction of stainless steel sliding
on glass lubricated with a monolayer of fatty acid and con-
tact angle of methyl iodide on condensed monolayers of
fatty acid on glass [27.20]

logical properties of self-assembled monolayers [27.1,
4,34–38]. Studies by Bhushan et al. [27.34] showed that
C18 alkylsiloxane films exhibit the lowest coefficient of
friction and can withstand a much higher normal load
during sliding compared to LB films, soft Au films, and
hard SiO2 coatings.

McDermott et al. [27.56] studied the effect of
length of alkyl chains on the frictional properties of
methyl-terminated n-alkylthiolate CH3(CH2)nS− films
chemisorbed on Au(111) using an AFM. They reported
that the longer chain monolayers exhibit a markedly
lower friction and a reduced propensity to wear than
shorter chain monolayers, Fig. 27.7. These results are
in good agreement with the macroscale results by Zis-
man [27.20]. They also conducted infrared reflection
spectroscopy to measure the bandwidth of the methylene
stretching mode (νa (CH2)), which exhibits a qualitative
correlation with the packing density of the chains. They
found that the chain structures of monolayers prepared
with longer chain lengths are more ordered and more
densely packed in comparison to those of monolayers
prepared with shorter chain lengths. They further re-
ported that the ability of the longer chain monolayers to
retain molecular-scale order during shear leads to a lower
observed friction. Monolayers with a chain length of
more than 12 carbon atoms, preferably 18 or more, are
desirable for tribological applications. (Incidentally, the
monolayer with 18 carbon atoms, octadecanethiol films,
are commonly studied.)

Coefficient of friction

0

2.0

1.5

1.0

0.5

0.0

∆ν1/2 (cm–1) of νa (CH2)

n

20

15

10

5 10 15 20 25

Fig. 27.7 Effect of chain length of methyl-terminated,
n-alkanethiolate over Au film AuS(CH2)nCH3 on the coef-
ficient of microscale friction and peak bandwidth at half
maximum (∆ν1/2) for the bandwidth of the methylene
stretching mode [νa (CH2)] [27.56]
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Self-Assembled Monolayers 27.3 Tribological Properties of SAMs 843

Xiao et al. [27.57] and Lio et al. [27.58] also stud-
ied the effect of the length of the alkyl chains on the
frictional properties of n-alkanethiolate films on gold
and n-alkylsilane films on mica. Friction was found
to be particularly high with short chains of less than
eight carbon atoms. Thiols and silanes exhibit a sim-
ilar friction force for the same n when n > 11; while
for n < 11, silanes exhibit higher friction, larger than
that for thiols by a factor of about 3 for n = 6. The
increase in friction was attributed to the large num-
ber of dissipative modes in the less ordered chains that
occurs when going from a thiol to a silane anchor or
when decreasing n. Longer chains (n > 11), stabilized
by van der Waals attraction, form more compact and
rigid layers and act as better lubricants. Schonherr and
Vancso [27.59] also correlated the magnitude of fric-
tion with the order of the alkane chains. The disorder
of the short-chain hydrocarbon disulfides SAMs was
found to result in a significant increase in the magnitude
of friction.

Fluorinated carbon (fluorocarbon) molecules are
commonly used for lubrication [27.2, 9, 10]. Kim
et al. [27.60, 61] studied the influence of methyl-, iso-
propyl-, and trifluoromethyl-terminated alkanethiols on
the friction properties of SAMs. They reported a fac-
tor of three increases in the friction in going from
the methyl-terminated SAM to the trifluoromethyl-
terminated SAM. They suggested that fluorinated
monolayers exhibit higher frictional properties due to
tighter packing at the interface, which arises from the
larger van der Waals radii of the fluorine atoms. Sub-
sequent steric and rotational factors between adjacent
terminal groups give rise to long-range multi-molecular
interactions in the plane of the −CF3 groups. When
these energetic barriers are overcome in the film struc-
ture, more energy is imparted to the film during
sliding and results in higher friction for the fluorinated
films.

Tsukruk et al. [27.62] and Lee et al. [27.63] studied
the nanotribological properties of C60-terminated alkyl-
trichlorosilanes and alkanedisulfides self-assembled
monolayers. Both of their studies observed that the fric-
tional forces of the C60-terminated films are higher than
those on normal methyl-terminated SAMs. However,
Tsukruk et al. [27.62] reported that the C60-terminated
alkyltrichlorosilanes SAMs exhibit high wear resistance.
Tsukruk and Bliznyuk [27.64] also studied the adhe-
sion and friction between a Si sample and Si3N4 tip,
in which both surfaces were modified by −CH3, −NH2,
and −SO3H terminated silane-based SAMs. Various
polymer molecules for the backbone were used. They

reported that a very broad maximum adhesive force
in the pH range of from 4 to 8 with a minimum ad-
hesion at pH > 9 and pH < 3 were observed for all
of the studied mating surfaces. This observation can
be understood by considering a balance of electro-
static and van der Waals interaction between composite
surfaces with multiple isoelectric points. The friction co-
efficient of NH2/NH2 and SO3H/SO3H mating SAMs
is very high in aqueous solutions. Cappings of NH2
modified surfaces (3-aminopropyltriethoxysilane) with
rigid and soft polymer layers resulted in a signifi-
cant reduction in adhesion to a level lower than that
of untreated surfaces [27.65]. Fujihira et al. [27.66]
studied the influence of surface terminal groups of
SAMs and functional tip on adhesive force. It was
found that the adhesive forces measured in air in-
crease in the order of CH3/CH3, CH3/COOH, and
COOH/COOH.

Bhushan and Liu [27.35], Liu et al. [27.36], and
Liu and Bhushan [27.37, 38] have studied the influ-
ence of spacer chains, surface terminal groups, and head
groups on adhesion, friction, and wear properties of
SAMs. They have explained the friction mechanisms
using a molecular spring model in which local stiff-
ness and the intermolecular forces govern the friction
properties. They studied the influence of relative humid-
ity, temperature, and velocity on adhesion and friction.
They also investigated the wear mechanisms of SAMs
by a continuous microscratch AFM technique.

To date, the nanotribological properties of alkyl-
trichlorosilanes, alkanethiols, and biphenyl thiol SAMs
have been widely studied. In this chapter, we review,
in some detail, the nanotribological properties of five
kinds of SAMs, having alkyl and biphenyl spacer chains
with different surface terminal groups (−CH3, −COOH,
and −OH), and head groups (−SH and −OH), which
have been investigated by AFM at various operat-
ing conditions, Fig. 27.8 [27.35–38]. Hexadecane thiol
(HDT), 1,1′-biphenyl-4-thiol (BPT) and crosslinked
BPT (BPTC), and 16-mercaptohexadecanoic acid thiol
(MHA) were deposited on Au(111) substrates. A 4,4′-
dihydroxybiphenyl (DHBp) film was deposited on
a hydrogenated Si(111) substrate. Figure 27.8 shows
that HDT and MHA have the same head groups and
spacers, but different surface terminal groups; their sur-
face terminals are −CH3 and −COOH, respectively.
BPT and DHBp have the same spacers, but the head
and surface terminal groups of DHBp are −OH instead
of −SH and −CH in BPT. Crosslinked BPTC was pro-
duced by irradiation of BPT monolayers with low energy
electrons.
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Hexadecane thiol
(HDT)
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Fig. 27.8 Schematics of the structures of HDT, BPT, MHA,
DHBp, and BPTC SAMs [27.35]

27.3.1 Surface Roughness
and Friction Images of SAMs Films

Surface height and friction force images of SAMs were
recorded simultaneously on an area of 1 µm × 1 µm by
an AFM, Fig. 27.9 [27.35]. The topography of Au(111)
film and SAMs deposited on Au(111) substrates ap-

pear to be granular. A good correlation between the
surface height and the corresponding friction force im-
ages was observed. It was noticed that the friction
force changed with surface height in the same direc-
tion (upwards and downwards) in both trace and retrace
friction profiles of the friction loop. Thus, the change
in friction force corresponds to transitions in surface
slope [27.4, 35, 36, 67]. Figure 27.9 also indicates that
the topography and friction images of Si(111) and
DHBp/Si(111) are very similar; they exhibit feature-
less surfaces and their friction force images do not show
any abrupt changes.

For further analysis presented later in this chapter,
the roughness, thickness, tilt angles, and spacer chain
lengths of Si(111), Au(111), and various SAMs are listed
in Table 27.10 [27.35]. The roughness values of BPT and
MHA are very close to that of Au(111). But the rough-
ness of BPTC is lower than that of Au(111) and BPT; this
is caused by electron irradiation. Table 27.10 indicates
that the roughness values of HDT and DHBp are much
higher than their substrate roughness of Au(111) and
Si(111), respectively. This is caused by local aggregation
of organic compounds on the substrates during SAMs
deposition. Table 27.10 also indicates that the thickness
of biphenyl thiol SAMs is generally thinner than the
alkylthiol, which is responsible for shorter spacer chain
in biphenyl thiol.

27.3.2 Adhesion, Friction, and Work
of Adhesion

The average values and standard deviation of the ad-
hesive force and coefficients of friction measured by
contact mode AFM are presented in Fig. 27.10 [27.35].
Based on the data, the adhesive force and coefficient
of friction of SAMs are less than their corresponding
substrates. Among various films, HDT exhibits the low-
est values. The ranking of adhesive forces Fa is in the
following order: Fa-Au > Fa-Si > Fa-DHBp ≈ Fa-MHA >

Fa-BPT > Fa-BPTC > Fa-HDT. And the ranking of the co-
efficients of friction µ is in the following order: µSi >

µAu > µDHBp > µBPTC > µBPT ≈ µMHA > µHDT. The
ranking of various SAMs for adhesive force and coef-
ficient of friction is similar. It suggests that alkylthiol
and biphenyl SAMs can be used as effective molecu-
lar lubricants for micro/nanodevices fabricated from
silicon.

In micro/nano scale contact, liquid capillary conden-
sation is one of the factors that influence adhesion and
friction. In the case of a sphere in contact with a flat
surface, the attractive Laplace force caused by water
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Fig. 27.9 AFM gray-scale surface height and friction force images of Au(111), Si(111), and various SAMs [27.35]

Part
D

2
7
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



846 Part D Molecularly Thick Films for Lubrication

Samples Ra roughness1 Thickness2 Tilt angle2 Spacer length3

(nm) (nm) (deg.) (nm)

Si(111) 0.07

Au(111) 0.37

HDT 0.92 1.89 30 1.91

BPT 0.36 1.25 15 0.89

BPTC 0.14 1.14 25 0.89

MHA 0.37 2.01 30 1.91

DHBp 0.25 1.13 − 0.89
1 Measured by an AFM with 1 µm × 1 µm scan size using a Si3N4 tip under 3.3 nN normal load.
2 The thickness and tilt angles of BPT, BPTC, and DHBp are reported by Geyer et al. [27.52].

The thickness and tilt angles of HDT and MHA are reported by Ulman [27.40].
3 The spacer chain lengths of alkylthiols were calculated by the method reported by Miura et al.

[27.68]. The spacer chain lengths of biphenyl thiols were calculated by the data reported by
Ratajczak-Sitarz et al. [27.69].

Table 27.10 The Ra rough-
ness, thickness, tilt angles,
and spacer chain lengths of
SAMs

Adhesive force (nN)
60

40

20

0
Au HDT BPT BPTC MHA Si DHBp

Coefficient of friction
0.08

0.06

0.04

0.02

0

Materials
Au HDT BPT BPTC MHA Si DHBp

Fig. 27.10 Adhesive forces and coefficients of friction of
Au(111), Si(111), and various SAMs [27.35]

capillary is:

FL = 2πRγla(cos θ1 + cos θ2) , (27.1)

where R is the radius of the sphere, γla is the surface
tension of the liquid against air, θ1 and θ2 are the contact
angles between liquid and flat and spherical surfaces,
respectively [27.9, 10]. In an AFM adhesive study, the

tip-flat sample contact is just like a sphere in contact
with a flat surface and the liquid is water. Since a single
tip was used in the adhesion measurements, cos θ2 can
be treated as a constant. Therefore,

FL = 2πRγla(1+ cos θ1)−2πRγla(1− cos θ2)

= 2πRγla(1+ cos θ1)−C , (27.2)

where C is a constant.
Based on the following Young-Dupre equation, work

of adhesion Wa (the work required to pull apart the
unit area of the solid-liquid interface) can be written
as [27.70]

Wa = γla(1+ cos θ1) . (27.3)

It indicates that Wa is determined by the contact angle
of SAMs, i. e., is influenced by the surface chemistry
properties (polarization and hydrophobicity) of SAMs.
By substituting (27.3) into (27.2), FL can be expressed
as

FL = 2πRWa −C . (27.4)

When the influence on the adhesive force of other fac-
tors, such as van der Waals force, is very small, then
adhesive force Fa ≈ FL. Thus the adhesive force Fa
should be proportional to work of adhesion Wa.

Contact angle is a measure of the wettability of
a solid by a liquid and determines the Wa value. The
value of the contact angle changes with time. If the
droplet expands, the contact angle is referred to as the
advancing contact angle. The contact angles of distilled
water on Si(111), Au(111), and SAMs were meas-
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ured using a contact angle goniometer [27.35]. After
dropping water on the sample surfaces, the dynamic
advancing contact angle (DACA) was measured with
a frequency of 60 s for spontaneous spreading for at

DACA (deg)
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Au HDT BPT BPTC MHA Si DHBp

Time (min)
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80
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0
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Materials

0 2 4 6 8

Wa (mJ/m2)

Au HDT BPT BPTC MHA Si DHBp

120
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Materials

a)
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Au(111)

HDT

BPT

BPTC

MHA

Si(111)

DHBp

Contact angle
Substrate

Water droplet
γla

γsa γslθ1

Fig. 27.11 (a) Variation of dynamic advancing contact angle
(DACA) with time, (b) the static advancing contact angle
(SACA), and (c) work of adhesion of Au(111), Si(111),
and various SAMs. All of the points in this figure represent
the mean value of six measurements. The uncertainty as-
sociated with the average contact angle is within ±2◦. The
insert schematic in (a) shows the contact angle of the water
droplet on the sample surface [27.35]

least 420 s. The DACA as a function of time data is
given in Fig. 27.11a. It indicates that there is a linear
relationship between DACA and rest time. As stated
by many authors, the static advancing contact angle
(SACA) (at t = 0) should be used for surface charac-
terization [27.71–73]. This SACA can be obtained by
simple extrapolation of the data in Fig. 27.11a to t = 0.
The SACA of Si(111), Au(111), and SAMs is sum-
marized in Fig. 27.11b. For water, γla = 72.6 mJ/m2 at
22 ◦C, and by using (27.3), the Wa data are obtained
and presented in Fig. 27.11c. The Wa can be ranked in
the following order: Wa-Si(117.0) > Wa-DHBp(98.8) ≈
Wa-MHA(101.8) ≈ Wa-Au(97.1) > Wa-BPT(86.8) >

Wa-BPTC(82.1) > Wa-HDT(61.4). Excluding Wa-Au, this
order exactly matches the order of adhesion force in
Fig. 27.10. The relationship between Fa and Wa is
summarized in Fig. 27.12 [27.35]. It indicates that the
adhesive force Fa (nN) increases with work of adhe-
sion Wa (mJ/m2) by the following linear relationship:

Fa = 0.57Wa −22 . (27.5)

These experimental results agree well with the mod-
eling prediction presented earlier in (27.4). It proves
that on the nanoscale at ambient condition the adhe-
sive force of SAMs is mainly influenced by the water
capillary force. Comparing the results of Figure 27.12
with Figure 27.8, it is found that MHA and DHBp, which
have polar surface terminal groups (−COOH and −OH),
lead to larger Wa and eventually larger adhesive forces.
Though both HDT and BPT do not have polar surface
groups, the surface terminal of HDT has a symmetrical
structure, which causes a smaller electrostatic attractive

Wa (mJ/m2)

Adhesive force (nN)
60

40

20

0
60 70 80 90 100 110 120

Au(111)

HDT

BPT

BPTC

MHA

Si(111)
DHBp

Fig. 27.12 Relationship between the adhesive forces and
work of adhesion of different specimen [27.35]
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force and yields smaller adhesive force than BPT. It is
believed that the easy attachment of Au on the tip should
be one of the reasons that cause the large adhesive force,
which do not fit the linear relationship described by
(27.5).

27.3.3 Stiffness, Molecular Spring Model,
and Micropatterned SAMs

Next, the friction mechanisms of SAMs are examined.
Monte Carlo simulation of the mechanical relaxation of
CH3(CH2)15SH self-assembled monolayer performed
by Siepman and McDonald [27.74] indicated that SAMs
compress and respond nearly elastically to microin-
dentation of an AFM tip under a critical normal load.

Slope
1.02

1

0.98

0.96

Materials
Au HDT BPT MHA Si DHBp

Normal load (nN)
30.0

20.0

10.0

0.0

Displacement (nm)
0.0 0.5 1.0 1.5 2.0

Au(111)

HDT

BPT

MHA

DHBp

b)

a)

Fig. 27.13 (a) Slopes of cantilever deflection versus piezo
displacement measured by force distance calibration mode
AFM, and (b) normal load versus displacement curves of
Au(111), Si(111), and various SAMs

Compression can lead to major changes in the mean mo-
lecular tilt (i. e., orientation), but the original structure is
recovered as the normal load is removed.

To study the difference in the stiffness of various
films, the stiffness properties were measured by an AFM
in force-distance calibration mode, as well as in force
modulation mode [27.4, 37]. Figure 27.13a shows the
slope of cantilever deflection versus piezo movement
obtained in the force-distance calibration mode. For an
infinite hard material, since the surface can not be com-
pressed, the cantilever deflection should equal the piezo
movement distance, which means the slope of the can-
tilever deflection versus piezo movement equals 1. For
a soft material, the surface can be compressed, caus-
ing a reduced cantilever deflection, and the slopes are
smaller than 1. In this study the cantilever has been
initially calibrated to slope = 1 against a clean, rigid
Si(111) surface. Figure 27.13a indicates that the slopes
of all of the SAMs are less than 1, which suggests that all
of the SAMs can be compressed by a Si3N4 tip during the
loading process. The slope value of SAMs can be ranked
in the following order: SDHBp > SBPT > SMHA ≈ SHDT.
This order reflects the influence of molecular structure
on the compression properties of SAMs. Since BPT and
DHBp have rigid benzene structure, they are more dif-
ficult to compress than HDT and MHA. Figure 27.13b
shows the variation of the displacement with normal load
during indentation mode. It also clearly indicates that
SAMs can be compressed. At a given normal load, long
carbon chain structure SAMs such as HDT and MHA
are easy to compress compared to rigid benzene-ring
structure SAMs such as BPT and DHBp. Garcia-Parajo
et al. [27.75] have also reported the compression and re-
laxation of octadecyltrichlorosilane (OTS) film in their
loading and unloading tests.

In order to explain the frictional difference of SAMs,
based on the friction and stiffness measurements by
AFM and the Monte Carlo simulation, a molecular
spring model is presented in Fig. 27.14. It is believed
that the self-assembled molecules on a substrate are
just like assembled molecular springs anchored to the
substrates [27.35]. A Si3N4 tip sliding on the surface
of SAMs is like a tip sliding on the top of “molecu-
lar springs or brush”. The molecular spring assembly
has compliant features and can experience compression
and orientation under normal load. The orientation of
the “molecular springs or brush” reduces the shearing
force at the interface, which, in turn, reduces the fric-
tion force. The possibility of orientation is determined
by the spring constant of a single molecule (local stiff-
ness), as well as the interaction between the neighboring
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α2α1Substrate

Fig. 27.14 Molecular spring model of SAMs. In this fig-
ure, α1 < α2, which is caused by the orientation under
the normal load applied by an AFM tip. The orientation
of the molecular springs reduces the shearing force at the
interface, which, in turn, reduces the friction force. The mo-
lecular spring constant, as well as the inter-molecular forces
can determine the magnitude of the coefficients of friction
of SAMs. In this figure, the size of the tip and molecular
springs are not drawn exactly to scale [27.35]

molecules, which can be reflected by packing density or
packing energy. It should be noted that the orientation
can lead to conformational defects along the molecular
chains, which lead to energy dissipation. In the study of
BPT by AFM, it was found that after the first several
scans, the friction force is significantly reduced, but the
surface height does not show any apparent change. This
suggests that the molecular orientation can be facilitated
by initial sliding and is reversible [27.38].

Based on the stiffness measurement results presented
in Fig. 27.13 and the view of molecular structures in
Fig. 27.14, biphenyl is a more rigid structure due to the
contribution of two rigid benzene rings. Therefore, the
spring constant of BPT is larger than that of HDT. The
hydrogen (H+) in a biphenyl chain has an electrostatic
attractive force with the π electrons in the neighboring
benzene ring. Thus, the intermolecular force between
biphenyl chains is stronger than that for alkyl chains.
The larger spring constant of BPT and stronger inter-
molecular force require a larger external force to allow
it to orient, thus causing higher coefficient of friction.
For MHA and DHBp, their basic chain structures are
very close to HDT and BPT, respectively. But their
surface terminals are different. The polar −COOH and
−OH external functional groups in MHA and DHBp in-
crease the adhesive force, thus leading to higher friction
force than HDT and BPT, respectively. The crosslink-
ing of BPT leads to a larger packing energy for BPTC.
Therefore, it requires a larger external force to allow
BPTC orientation, i. e., the coefficient of BPTC is higher
than BPT.

Surface height Stiffness

0 6 0 6µm

a)

Surface height Friction forceb)

0 10 nm

0 10 0 10µm

stiff soft

0 10 nm 0 4.5 nN

Fig. 27.15 (a) AFM gray-scale surface height and stiffness
images, and (b) AFM gray-scale surface height and friction
force images of micropatterned BDCS [27.37]

An elegant way to demonstrate the influence of mo-
lecular stiffness on friction is to investigate SAMs with
different structures on the same wafer. For this pur-
pose, a micropatterned SAM was prepared. First, the
biphenyldimethylchlorosilane (BDCS) was deposited
on silicon by the typical self-assembly method [27.37].
Then the film was partially crosslinked using mask tech-
nique by low energy electron irradiation. Finally, the
micropatterned BDCS films were realized that had the
as-deposited and crosslinked coatings on the same wafer.
The local stiffness properties of these micropatterned
samples were investigated by force modulation AFM
technique [27.76]. The variation in the deflection ampli-
tude provides a measure of the relative local stiffness
of the surface. Surface height, stiffness, and friction
images of the micropatterned biphenyldimethylchlorosi-
lane (BDCS) specimen are obtained and presented in
Fig. 27.15 [27.37]. The circular areas correspond to
the as-deposited film, and the remaining area to the
crosslinked film. Figure 27.15a indicates that crosslink-
ing caused by the low energy electron irradiation leads
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to about a 0.5 nm decrease of the surface height of
BDCS films. The corresponding stiffness images in-
dicate that the crosslinked area has a higher stiffness
than the as-deposited area. Figure 27.15b indicates that
the as-deposited area (higher surface height area) has
lower friction force. Obviously, the data of the micropat-
terned sample prove that the local stiffness of SAMs has
an influence on their friction performance. Higher stiff-
ness leads to larger friction force. These results provide
a strong proof of the suggested molecular spring model.

In summary, it has been found that SAMs exhibit
compliance and can experience compression and ori-
entation under normal load. The orientation of SAMs
reduces the shear stress at the interface; therefore SAMs
can serve as good lubricants. The molecular spring con-
stant (local stiffness), as well as the intermolecular forces
can influence the magnitude of the coefficients of friction
of SAMs.

27.3.4 Influence of Humidity,
Temperature, and Velocity
on Adhesion and Friction

The influence of relative humidity on adhesion and
friction was studied in an environmentally controlled
chamber at 22 ◦C [27.35]. The results are presented in
Fig. 27.16. It shows that for Si(111), Au(111), DHBp and
MHA, the adhesive and friction forces increase with rel-
ative humidity. For BPT and BPTC, the adhesive force
only slightly increases with relative humidity when the
relative humidity is higher than 40%, but it is very in-
teresting that their friction decreases in the same range.
For HDT, in the testing range, the adhesive and friction
force are not sensitive to changes in relative humidity.

It has already been shown that the adhesive force
is linearly related to the Wa value of the surfaces in
Fig. 27.12. DHBp and MHA have polar surface termi-
nals and larger Wa value. This must therefore lead to
the larger adhesive forces in higher relative humidity,
which, in turn, increase the friction force. In compari-
son, HDT has a nonpolar −CH3 surface terminal and
a very small Wa value. Thus, the adhesive force and
friction force of HDT are not sensitive to the change of
humidity. The Wa values of BPT and BPTC are between
Si(111) and HDT (see Fig. 27.11c); therefore their adhe-
sive forces show a slight increase when RH > 40%. The
fact that BPT and BPTC show lower friction force when
RH > 40% suggests that a thin adsorbed water layer can
act as a lubricant [27.35, 37]. The reason why the ad-
sorbed water layer acts as a lubricant may be related to
the thickness of the absorbed layer.
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Fig. 27.16a,b The influence of relative humidity on the
(a) adhesive force and (b) friction forces at 200 nN of
Si(111), Au(111), and various SAMs [27.35]

Results of the influence of temperature on adhesion
and friction of Si(111) and two selected typical SAMs
– HDT and BPT – are presented in Fig. 27.17 [27.37].
The friction data are presented at various normal loads.
In all cases, the normal load does not change the gen-
eral trends. The data show that for Si(111), once the
temperature is higher than 75 ◦C, the adhesive force de-
creases with temperature. The friction force of silicon
decreases slightly with temperature from room temper-
ature to 100 ◦C; once the temperature is higher than
100 ◦C, the friction force shows an apparent decrease. It
is believed that desorption of the adsorbed water layer
on Si(111) and the reduction of surface tension of wa-
ter at high temperature are responsible for the decrease
in adhesion and friction [27.77]. For HDT, in the testing
range (22 ◦C−125 ◦C) its adhesion and friction show
very slight change with temperature. For BPT, its ad-
hesive force initially increases with temperature from
22 ◦C−75 ◦C, but when the temperature is higher than
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Fig. 27.17a,b The influence of temperature on (a) adhesive forces and (b) friction forces of Si(111), HDT,
and BPT [27.37]

Compound type Molecular formula Melting points (◦C) [27.77]

Linear carbon chain CH3(CH2)14CH2OH 50

Benzene ring 3-HO−C6H4C6H5 78

2-HO−C6H4C6H5 58–60

Table 27.11 Melting point of
typical organic compounds
similar to HDT and BPT
SAMs
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Fig. 27.18 The influence of velocity on friction forces of Si(111) and SAMs [27.37]

75 ◦C, the adhesive force remains steady within the ex-
perimental error. The variations in the friction force with
temperature for BPT exhibit the maximum value, and the
corresponding critical temperature is related to the nor-
mal load. The reason why BPT shows maximum friction
force is believed to be caused by the melting of film at

high temperature. When the temperature is below the
melting point, an increase of temperature leads to the
softening of SAM, which increases the real contact area
and, consequently, the friction force. Once the temper-
ature is higher than the melting point, the lubrication
regime is changed from boundary lubrication in a solid
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SAM to liquid lubrication in the melted SAM, and there-
fore the friction force is decreased. To date, the melting
points of HDT and BPT SAMs are unknown. But from
the literature [27.77], the melting points of typical linear
carbon chain and benzene ring compounds are presented
in Table 27.11. It is found that the reported melting of
the benzene ring compounds is somewhat close to the
frictional transition temperature of BPT measured by
AFM. For HDT, their very compliant carbon chain can
serve as an excellent lubricant even in solid state (i. e., at
or near room temperature), so clear temperature effect
is not observed as in the case of HDT.

Figure 27.18 shows the influence of velocity on the
friction force of SAMs at different normal loads [27.37].
In all cases, normal load does not change the general
trends. It is shown that for a silicon wafer, cleaned by
Piranha solution just before the friction test, the fric-
tion force decreases linearly with increasing velocity.
But for Si(111) without cleaning just before the AFM
test, the friction force decreases only at high velocity.
It is believed that this difference is caused by the ad-
sorbed water and/or contamination on the surface during
storage. Figure 27.18 also indicates that the velocity
effects of SAMs depend on the molecular structures
of SAMs. For SAMs that have compliant long carbon
spacer chains, such as HDT and MHA, the friction force
increases at high velocity, while for SAMs that have
rigid biphenyl chains, such as BPT, BPTC, and DHBp,
the friction force changes in the opposite way. The mech-
anisms responsible for the variation of the friction forces
of SAMs with velocity are believed to be related to the
viscoelastic properties of SAMs.

27.3.5 Wear and Scratch Resistance of SAMs

Wear resistance was studied on an area of 1 µm ×
1 µm using a diamond tip in an AFM. The varia-
tion of wear depth with normal loads is presented in
Fig. 27.19 [27.35]. It clearly shows that in the whole
testing range, DHBp on Si(111) exhibits much better
wear resistance compared to Si(111), Au(111), and other
SAMs that were deposited on the Au(111) substrate.
For the SAMs deposited on Au(111), HDT exhibits the
best wear resistance. For all of the tested SAMs, in the
wear depth as a function of normal load curves, there
appears a critical normal load, which is marked by ar-
rows in Fig. 27.19. When the normal load is smaller
than the critical normal load, the monolayer only shows
slight height change in the scan areas. When the normal
load is higher than the critical value, the height change
of SAMs increase dramatically. Relocation and accu-

Decrease of surface height (nm)
15

11
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3

–1
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0 1 2 3 4 5 6 7
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4
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0

–2
0 10 20 30 40
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Decrease of surface height (nm)

a)

Au(111)
HDT
BPT
BPTC
MHA

Si (111)
DHBp

b)

Fig. 27.19a,b Wear depth as a function of normal load after
one scan cycle [27.35]. (a) on Au(111) and SAMs deposited
on Au(111)/Si(111) (b) on Si(111) and DHPp deposited on
Si(111)

mulation of BPT molecules have been observed during
the initial several scans, which lead to the formation of
a larger terrace. Wear studies of a single BPT terrace in-
dicate that the wear life of BPT increases exponentially
with terrace size [27.36, 37].

Scratch resistances of Si(111), Au(111), and SAMs
were studied by a continuous AFM microscratch tech-
nique. Figure 27.20a shows coefficient of friction
profiles as a function of increasing normal load and
corresponding tapping mode AFM surface height im-
ages of the scratches captured on Si(111), Au(111), and
SAMs [27.37]. Figure 27.20a indicates that there is an
abrupt increase in the coefficients of friction for all of
the tested samples. The normal load associated with this
event is termed the critical load (indicated by the arrows
labeled “A”). At the initial stages of the scratch, all the
samples exhibit a low coefficient of friction, indicating
that the friction force is dominated by the shear com-
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Fig. 27.20 (a) Coefficient of friction profiles during scratch
as a function of normal load and corresponding AFM
surface height images, and (b) critical loads estimated
from the coefficient of friction profile and AFM images
for Au(111), HDT/Au(111), BPT/Au(111), Si(111), and
DHBp/Si(111) [27.37]

ponent. This is in agreement with analysis of the AFM
images, which shows negligible damage on the surfaces
prior to the critical load. At the critical load, a clear
groove is formed, accompanied by the formation of ma-
terial pileup at the sides of the scratch. This suggests that
the initial damage that occurs at the critical load is due
to ploughing associated with plastic deformation, which
causes a sharp rise in the coefficient of friction. Beyond
the critical load, debris can be seen in addition to ma-
terial pile-up at the sides of the scratch. Figure 27.20b
summarizes the critical loads for the various samples ob-
tained in this study. It clearly indicates that all SAMs can
increase the critical load of the corresponding substrate.
DHBp, which is deposited on Si(111), shows superior
scratch resistance in all of the tested samples.

Mechanisms responsible for a sudden drop in the de-
crease in surface height with an increase in load during
wear and scratch tests need to be understood. Barrena
et al. [27.78] observed that the height of self-assembled
alkylsilanes decrease in discrete amounts with normal
load. This step-like behavior is due to the discrete
molecular tilts, which are dictated by the geometrical
requirements of the close packing of molecules. Only
certain angles are allowed due to the zigzag arrangement
of the carbon atoms. The relative height of the mono-
layer under pressure can be calculated by the following
equation:(

h

L

)
=
[

1+
(na

d

)2
]− 1

2

, (27.6)
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Table 27.12 Calculated
[
1+ ( na

d

)2
]−1/2

and measured
( h

L

)
relative heights of HDT and MHA self-assembled monolay-

ers [27.35]

Steps Calculated1
[
1+( na

d

)2]−1/2
Measured2

( h
L

)

(n) HDT MHA

1 0.883

2 0.685 0.6743 0.6433

3 0.531 0.5323 0.5523

4 0.425 0.4163

5 0.352 0.3543

6 0.299
1 Calculations are based on the assumption that the molecules tilt in discrete steps (n) upon compression with a diamond AFM

tip [27.78].
2 Measured values are the mean values of three tests.
3 These measured values correspond to the normal loads of 0.50 µN, 1.57 µN, 2.53 µN, and 4.03 µN, respectively.

where L is the total length of the molecule, h is the
height of the SAMs in the tilt configuration (mono-
layer thickness), a is the distance between alternate
carbon atoms in the molecule, d is the separation of
the molecules, and n is the step number. For HDT and
MHA, only the head groups are different in their work
and this study. The spacer carbon chains in alkane-
thiol and alkylsilane are exactly the same. So the same
a (0.25 nm) and d (0.47 nm) values are used in the
calculation for HDT and MHA. The calculated and
measured relative heights of HDT and MHA are listed
in Table 27.12. When the normal loads are smaller
than the critical values in Fig. 27.19, the measured
relative height values of HDT and MHA are very
close to the calculated values. This means that HDT
and MHA underwent step tilting below critical normal
loads.

Table 27.13 Calculated L0 and measured residual film
thickness for SAMs under critical load

L1
0 Residual thickness2

(nm) (nm)

HDT 0.24 0.25

BPT 0.39 0.42

BPTC 0.33 0.38

MHA 0.36 0.29

DHBp − 0.52
1 Calculated by the equation of h = b cos(α)n + L0 [27.68]
2 Measured by AFM using diamond tip under critical normal

load. All of the data are the mean values of three tests

The residual SAMs thickness after wear under crit-
ical normal load was measured by profiling the worn
film using AFM. The results are listed in Table 27.13.
For an alkanethiol monolayer, the relationship between
the monolayer thickness h and intercept length L0 can
be expressed as (see Fig. 27.21):

h = b cos(α)n + L0 , (27.7)

where b is the length of the projection of the C−C bond
onto the main chain axis (b = 0.127 nm for alkanethiol),
n is the chain length defined by CH3(CH2)nSH, and
α is the tilt angle [27.68]. For BPT and BPTC, based on
the same principle and using the bond lengths reported
in reference [27.69], the L0 values are also calculated,
Table 27.13. It indicates that the measured residual thick-
ness values of SAMs under critical load are very close to
the calculated intercept length L0 values. It means that
under the critical normal load, the Si3N4 tip approaches
the interface and SAMs wear severely away from the
substrate. This is due to the interface chemical adsorp-
tion bond strength (HS−Au and Si−O) being generally
smaller than the other chemical bond strengths in SAMs

Au

h

S
L0

b

α

Fig. 27.21 Illustration of the
relationship between the
components of the equation
h = b cos(α)n + L0 [27.35]
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Table 27.14 Bond strengths of the chemical bonds in
SAMs [27.35]

SAMs Bond Bond strength1

(kJ/mol)

Thiol on Au S−Au 184 [27.58]
Hydroxyl on Si O−Si 242.7 [27.79]
HDT H−CH2 464.8

H−CH 421.7
CH3-t-C4H9 425.9±8
t-C4H9−SH 286.2±6.3

MHA O=CO 532.2±0.4
H−OCOC2H5 445.2±8

HO−OCH2C(CH3) 193.7±7.9
C6H5CH2−COOH 280

BPT CH3−CH3 376.0±2.1
H2C=CH2 733±8
C6H5−SH 361.9±8

DHBp C6H5−OH 361.9±8
1 Most of the data are cited from [27.77], except where
indicated. For MHA and DHBp, the bonds that are
common as in HDT and DHBp are not repeated

spacer chains (see Table 27.14). Based on this discus-
sion, it is believed that the reason why DHBp has the best
wear resistance is due to the rigid biphenyl ring struc-
ture (compared to linear carbon chain in alkylthiol), the
hard Si(111) substrate (compared to Au(111) substrate),
and the strong interface Si−O bond strength (compared
to the weak S−Au bond strength in the other SAMs, see
Table 27.14).

Decrease of surface height (nm)

Normal load (µN)
0 7

7

5

3

1

–1
1 2 3 4 5 6

Critical load

Fig. 27.22 Illustration of the wear mechanisms of SAMs
with increasing normal load [27.37]

According to the wear and scratch results reported
here and the above discussion, the transition of the
wear mechanisms of SAMs with increasing normal load
is illustrated in Fig. 27.22. Below the critical normal
load, SAMs undergo step orientation, at the critical load
SAMs wear away from the substrate due to the weak in-
terface bond strengths, while above the critical normal
load severe wear takes place on the substrate. In order
to improve wear resistance, the interface bond must be
enhanced; a rigid spacer chain and a hard substrate are
also preferred.

27.4 Closure

Exposure of devices to humid environments results in
condensates of water vapor from the environment. Con-
densed water, or a preexisting film of liquid, forms
concave meniscus bridges between the mating surfaces.
The negative Laplace pressure present in the meniscus
results in an adhesive force that depends on the inter-
face roughness, surface tension, and contact angle. The
adhesive force can be significant in an interface with
ultra-smooth surfaces, and it can be on the same or-
der as the external load if the latter is small, such as in
micro/nanodevices. Surfaces with high hydrophobicity
can be produced by surface treatment. In many appli-
cations, hydrophobic films are expected to provide low
adhesion, friction, and wear. To minimize high adhe-
sion, friction, and/or because of small clearances in

micro/nanodevices, these films should be molecularly
thick. Liquid films of low surface tension or certain hy-
drophobic solid films can be used. Ordered molecular
assemblies with high hydrophobicity can be engineered
using chemical grafting of various polymer molecules
with suitable functional head groups and nonpolar sur-
face terminal groups.

The adhesion, friction, and wear properties of SAMs,
having alkyl and biphenyl spacer chains with different
surface terminal groups (−CH3, −COOH, and −OH)
and head groups (−SH and −OH), studied using an
AFM, are reported in this chapter. It is found that the ad-
hesive force varies linearly with the Wa value of SAMs,
which indicates that capillary condensation of water
plays an important role to the adhesion of SAMs on
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nanoscale at ambient conditions. It has been found that
HDT exhibits the smallest adhesive force and friction
force, because of low Wa of −CH3 surface terminal
groups, and high-compliance long carbon spacer chain.
The friction data are explained using a molecular spring
model, in which the local stiffness and intermolecu-
lar force governs its frictional performance. The results
of the stiffness and friction characterization of the mi-
cropatterned sample with different structures support
this model. The influence of relative humidity on adhe-
sion and friction of SAMs is dominated by the thickness
of the adsorbed water layer. At higher humidity, water
can either increase friction through increased adhesion
by meniscus effect in the contact zone or reduce friction
through an enhanced water-lubricating effect. In the case
of Si(111), the desorption of the adsorbed water layer
and reduction of surface tension of water with increas-
ing temperature reduce the adhesive force and friction
force. The increase of temperature does not show an
apparent influence on HDT, but strongly influences the
adhesion and friction properties of BPT, which are be-
lieved to be related to its melting. The effect of velocity

on friction properties of SAMs depends on their mo-
lecular structures. For alkylthiol SAMs, their friction
is increased by increasing velocity, while for biphenyl
SAMs it changes in the opposite way. The mechanism
responsible for the variation of the friction forces of
SAMs with velocity is believed to be related to their vis-
coelastic properties. Wear and continuous microscratch
tests show that among the SAMs on Au(111), HDT ex-
hibits the best wear resistance. DHBp on Si(111), due to
its rigid biphenyl spacer chains, strong interface bonds,
and a hard substrate, has the best wear resistance among
all of the tested samples. For all of the SAMs, the wear
depth as a function of normal load curves shows criti-
cal normal loads. Below the critical normal load SAMs
undergo step orientation, at the critical load SAMs wear
away from the substrate due to the weak interface bond
strengths, while above the critical normal load severe
wear take place on the substrate.

Based on the nanotribological studies of SAM
films by AFM, they exhibit attractive hydrophobic and
tribological properties. SAM films should find many tri-
bological applications, including in micro/nanodevices.
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Boundary films are formed by physisorption,
chemisorption, and chemical reaction. With
physisorption, no exchange of electrons takes
place between the molecules of the adsorbate
and those of the adsorbant. The physisorption
process typically involves van der Waals forces,
which are relatively weak. In chemisorption,
there is an actual sharing of electrons or electron
interchange between the chemisorbed species
and the solid surface. The solid surfaces bond
very strongly to the adsorption species through
covalent bonds. Chemically reacted films are
formed by the chemical reaction of a solid surface
with the environment. The physisorbed film can be
either monomolecularly or polymolecularly thick.
The chemisorbed films are monomolecular, but
stoichiometric films formed by chemical reaction
can have a large film thickness. In general, the
stability and durability of surface films decrease
in the following order: chemically reacted films,
chemisorbed films, and physisorbed films. A good
boundary lubricant should have a high degree
of interaction between its molecules and the
sliding surface. As a general rule, liquids are good
lubricants when they are polar and, thus, able to
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grip solid surfaces (or be adsorbed). In this
chapter, we focus on PFPEs. We first introduce
details of the commonly used PFPE lubricants; then
present a summary of nanodeformation, molecular
conformation, and lubricant spreading studies;
followed by an overview of nanotribological
properties of polar and nonpolar PFPEs studied
by atomic force microscopy (AFM) and some
concluding remarks.

Boundary films are formed by physisorption, chemisorp-
tion, and chemical reaction. With physisorption, no
exchange of electrons takes place between the molecules
of the adsorbate and those of the adsorbant. The
physisorption process typically involves van der Waals
forces, which are relatively weak. In chemisorption,
there is an actual sharing of electrons or electron in-
terchange between the chemisorbed species and the
solid surface. The solid surfaces bond very strongly
to the adsorption species through covalent bonds.
Chemically reacted films are formed by the chem-
ical reaction of a solid surface with the environment.
The physisorbed film can be either monomolecularly
or polymolecularly thick. The chemisorbed films are
monomolecular, but stoichiometric films formed by
chemical reaction can have a large film thickness. In

general, the stability and durability of surface films
decrease in the following order: chemically reacted
films, chemisorbed films, and physisorbed films. A good
boundary lubricant should have a high degree of inter-
action between its molecules and the sliding surface.
As a general rule, liquids are good lubricants when
they are polar and, thus, able to grip solid surfaces
(or be adsorbed). Polar lubricants contain reactive
functional groups with low ionization potential, or
groups having high polarizability [28.1–3]. Boundary
lubrication properties of lubricants are also dependent
upon the molecular conformation and lubricant spread-
ing [28.4–7].

Self-assembled monolayers (SAMs), Langmuir–
Blodgett (LB) films, and perfluoropolyether (PFPE)
films can be used as boundary lubricants [28.2,3,8–10].
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PFPE films are commonly used for lubrication of mag-
netic rigid disks and metal evaporated magnetic tapes
to reduce friction and wear of a head-medium inter-
face [28.10]. PFPEs are well suited for this application
because of the following properties: low surface ten-
sion and low contact angle, which allow easy spreading
on surfaces and provide a hydrophobic property; chem-
ical and thermal stability, which minimizes degradation
under use; low vapor pressure,which provides low out-
gassing; high adhesion to substrate via organofunctional
bonds; and good lubricity, which reduces the interfa-
cial friction and wear [28.10–12]. While the structure
of the lubricants employed at the head-medium inter-
face has not changed substantially over the past decade,
the thickness of the PFPE film used to lubricate the disk
has steadily decreased from multilayer thicknesses to
the sub-monolayer thickness regime [28.11, 13]. Mo-
lecularly thick PFPE films are also being considered
for lubrication purposes of the evolving microelec-
tromechanical systems (MEMS) industry [28.14]. It is
well-known that the properties of molecularly thick li-

quid films confined to solid surfaces can be dramatically
different from those of the corresponding bulk liquid.
In order to efficiently develop lubrication systems that
meet the requirements of the advanced rigid disk drive
and MEMS industries, the impact of thinning the PFPE
lubricants on the resulting of nanotribology should be
fully understood [28.15, 16]. It is also important to
understand lubricant-substrate interfacial interactions
and the influence of the operating environment on
the nanotribological performance of molecularly thick
PFPEs.

An overview of nanotribological properties of SAMs
and LB films can be found in many references such
as [28.17]. In this chapter, we focus on PFPEs. We
first introduce details of the commonly used PFPE
lubricants; then present a summary of nanodeforma-
tion, molecular conformation, and lubricant spreading
studies; followed by an overview of nanotribological
properties of polar and nonpolar PFPEs studied by
atomic force microscopy (AFM) and some concluding
remarks.

28.1 Lubricants Details

Properties of two commonly used PFPE lubricants (Z-15
and Z-DOL) are reviewed here. Their molecular struc-
tures are shown schematically in Fig. 28.1. Z-15 has
nonpolar −CF3 end groups, whereas Z-DOL is a polar
lubricant with hydroxyl (−OH) end groups. Their typ-
ical properties are summarized in Table 28.1. It shows
that Z-15 and Z-DOL almost have the same density and
surface tension. But Z-15 has larger molecular weight
and higher viscosity. Both have low surface tension, low

Z-15

Z-DOL

H

O

F

C

Fig. 28.1 Schematics of the molecular structures of Z-
15 and Z-DOL. In this figure the m/n value, shown in
Table 28.1, equals 2/3

vapor pressure, low evaporation weight loss, and good
oxidative stability [28.10, 12]. Generally, single-crystal
Si(100) wafer with a native oxide layer was used as a sub-
strate for deposition of molecularly thick lubricant films

Z-DOL molecules

Silica

Silicon
wafer

SiO

CH2

CF2

O

SiO

CH2

CF2

O

SiO

CH2

CF2

O

SiO

CH2

O

SiO

CH2

CF2

O

SiO

CH2

CF2

O

SiO

CH2

CF2

O

SiO

CH2

O

O

Fig. 28.2 Schematic of Z-DOL molecules that are chem-
ically bonded on Si(100) substrate surface (which has native
oxide) after thermal treatment at 150 ◦C for 30 min
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Table 28.1 Typical properties of Z-15 and Z-DOL (data from Montefluous S.p.A., Milan, Italy)

Z-15 Z-DOL (2000)

Formula CF3−O−(CF2−CF2−O)m− HO−CH2−CF2−O−(CF2−CF2−O)m−
(CF2−O)n−CF3

∗ (CF2−O)n−CF2−CH2−OH∗

Molecular weight (Daltons) 9,100 2,000

Density (ASTM D891) 20 ◦C

(g/cm3) 1.84 1.81

Kinematic viscosity

(ASTM D445) (cSt)

20 ◦C 148 85

38 ◦C 90 34

99 ◦C 25 −
Viscosity index (ASTM D2270) 320 −
Surface tension (ASTM D1331)

(dyn/cm) 20 ◦C 24 24

Vapor pressure (torr)

20 ◦C 1.6 × 10−6 2 × 10−5

100 ◦C 1.7 × 10−5 6 × 10−4

Pour point (ASTM D972)

◦C −80 –

Evaporation weight loss

(ASTM D972)

149 ◦C, 22 h (%) 0.7 –

Oxidative stability (◦C) − 320

Specific heat (cal/g ◦C)

38 ◦C 0.21 –

∗ m/n ∼ 2/3

for nanotribological characterization. Z-15 and Z-DOL
films can be deposited directly on the Si(100) wafer by
dip coating technique. The clean silicon wafer is ver-
tically submerged into a dilute solution of lubricant in
hydrocarbon solvent (HT-70) for a certain time. The
silicon wafers are vertically pulled up from the solution
with a motorized stage at a constant speed for deposition
of desired thicknesses of Z-15 and Z-DOL lubricants.
The lubricant film thickness obtained in dip coating is
a function of the concentration and pulling-up speed,
among other factors. The Z-DOL film is bonded to the
silicon substrate by heating the as-deposited Z-DOL
samples in an oven at 150 ◦C for about 30 s. The native

oxide layer of Si(100) wafer reacts with the −OH groups
of the lubricants during thermal treatment [28.18–21].
Subsequently, fluorocarbon solvent (FC-72) washing
of the thermal treated specimen removes loosely ab-
sorbed species, leaving chemically bonded phase on
the substrate. The chemical bonding between Z-DOL
molecules and silicon substrate is illustrated in Fig. 28.2.
The bonded and washed Z-DOL film is referred to as Z-
DOL(BW) in this chapter. The as-deposited Z-15 and
Z-DOL films are mobile phase lubricants (i. e., liquid-
like lubricant), whereas the Z-DOL(BW) films are fully
bonded soft solid phase (i. e., solid-like) lubricants. This
will be further discussed in the next section.
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864 Part D Molecularly Thick Films for Lubrication

28.2 Nanodeformation, Molecular Conformation,
and Lubricant Spreading

Nanodeformation behavior of Z-DOL lubricants was
studied using an AFM by Blackman et al. [28.22,23]. Be-
fore bringing a tungsten tip into contact with a molecular
overlayer, it was brought into contact with a bare clean-
silicon surface, Fig. 28.3. As the sample approaches
the tip, the force initially is zero, but at point A the
force suddenly becomes attractive (top curve), which
increases until at point B, where the sample and tip
come into intimate contact and the force becomes re-
pulsive. As the sample is retracted, a pull-off force of
5 × 10−8 N (point D) is required to overcome adhesion
between the tungsten tip and the silicon surface. When
an AFM tip is brought into contact with an unbonded
Z-DOL film, a sudden jump into adhesive contact is
also observed. A much larger pull-off force is required
to overcome the adhesion. The adhesion is initiated
by the formation of a lubricant meniscus surround-
ing the tip. This suggests that the unbonded Z-DOL
lubricant shows liquid-like behavior. However, when
the tip was brought into contact with a lubricant film,
which was firmly bonded to the surface, the liquid-
like behavior disappears. The initial attractive force
(point A) is no longer sudden, as with the liquid film,
but, rather, gradually increases as the tip penetrates the
film.

According to Blackman et al. [28.22, 23], if the
substrate and tip were infinitely hard with no compli-
ance and/or deformation in the tip and sample supports,
the line for B to C would be vertical with an infi-
nite slope. The tangent to the force-distance curve at
a given point is referred to as the stiffness at that
point and was determined by fitting a least-squares
line through the nearby data points. For silicon, the
deformation is reversible (elastic), since the retract-
ing (outgoing) portion of the curve (C to D) follows
the extending (ingoing) portion (B to C). For bonded
lubricant film, at the point where slope of the force
changes gradually from attractive to repulsive, the stiff-
ness changes gradually, indicating compression of the
molecular film. As the load is increased, the slope of
the repulsive force eventually approaches that of the
bare surface. The bonded film was found to respond
elastically up to the highest loads of 5 µN that could
be applied. Thus, bonded lubricant behaves as a soft
polymer solid.

Figure 28.4 illustrates two extremes for the confor-
mation on a surface of a linear liquid polymer without
any reactive end groups and at submonolayer cover-

ages [28.4, 6]. At one extreme, the molecules lie flat on
the surface, reaching no more than their chain diameter δ

above the surface. This would be the case if a strong at-
tractive interaction exists between the molecules and
the solid. On the other extreme, when a weak attrac-
tion exists between polymer segments and the solid,
the molecules adopt conformation close to that of the
molecules in the bulk, with the microscopic thick-
ness equal to about the radius of gyration Rg. Mate
and Novotny [28.6] used AFM to study conformation
of 0.5–1.3 nm-thick Z-15 molecules on clean Si(100)
surfaces. They found that the thickness measured by
AFM is thicker than that measured by ellipsometry with
the offset ranging from 3–5 nm. They found that the
offset was the same for very thin submonolayer cover-
ages. If the coverage is submonolayer and inadequate
to make a liquid film, the relevant thickness is then
the height (he) of the molecules extended above the
solid surface. The offset should be equal to 2he, assum-

D
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Wire deflection (nm)

Tip-sample separation distance (nm)
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Fig. 28.3 Wire deflection (normal load) as a function of tip-
sample separation distance curves comparing the behavior
of clean Si(100) surface to a surface lubricated with free and
unbonded PFPE lubricant, and a surface where the PFPE
lubricant film was thermally bonded to the surface [28.22]
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ing that the molecules extend the same height above
both the tip and silicon surfaces. They therefore con-
cluded that the molecules do not extend more than
1.5–2.5 nm above a solid or liquid surface, much smaller
than the radius of gyration of the lubricants ranging
between 3.2 and 7.3 nm, and to the approximate cross-
sectional diameter of 0.6–0.7 nm for the linear polymer
chain. Consequently, the height that the molecules ex-
tend above the surface is considerably less than the
diameter of gyration of the molecules and only a few
molecular diameters in height, implying that the ph-
ysisorbed molecules on a solid surface have an extended,
flat conformation. They also determined the disjoining
pressure of these liquid films from AFM measurements
of the distance needed to break the liquid meniscus
that forms between the solid surface and the AFM tip.
(Also see [28.7].) For a monolayer thickness of about
0.7 nm, the disjoining pressure is about 5 MPa, indi-
cating strong attractive interaction between the liquid
molecules and the solid surface. The disjoining pressure
decreases with increasing film thickness in a manner
consistent with a strong attractive van der Waals in-
teraction between the liquid molecules and the solid
surface.

Rheological characterization shows that the flow ac-
tivation energy of PFPE lubricants is weakly dependent
on chain length and is strongly dependent on the func-
tional end groups [28.25]. PFPE lubricant films that
contain polar end groups have lower mobility than those
with nonpolar end groups of similar chain length [28.26].
The mobility of PFPE also depends on the surface
chemical properties of the substrate. The spreading of
Z-DOL on amorphous carbon surface has been stud-
ied as a function of hydrogen or nitrogen content in the
carbon film, using scanning microellipsometry [28.24].
The diffusion coefficient data presented in Fig. 28.5 is
thickness-dependent. It shows that the surface mobility
of Z-DOL increased as the hydrogen content increased,
but decreased as nitrogen content increased. The en-
hancement of Z-DOL surface mobility by hydrogenation
may be understood from the fact that the interactions be-
tween Z-DOL molecules and the carbon surface can be
significantly weakened, due to a reduction of the number
of high-energy binding sites on the carbon surface. The
stronger interactions between the Z-DOL molecules and
carbon surface, as nitrogen content in the carbon coat-
ing increases, leads to the lowering of Z-DOL surface
mobility.

δ

Bulk conformation

Low molecular weight

Side view

High molecular weight

Flat conformation

~ 2 R g

~ 2 R g

side view

Side view

Expanded
top view

Expanded
top view

Fig. 28.4 Schematic representation of two extreme liquid confor-
mations at the surface of the solid for low and high molecular weights
at low surface coverage. δ is the cross-sectional diameter of the li-
quid chain, and Rg is the radius of gyration of the molecules in the
bulk [28.6]
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Fig. 28.5 Diffusion coefficient D(h) as a function of lubricant film
thickness for Z-DOL on different carbon films [28.24]
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Molecularly thick films may be sheared at very high
shear rates, on the order of 108 –109 s−1 during sliding,
such as during magnetic disk drive operation. During
such shear, lubricant stability is critical to the protection
of the interface. For proper lubricant selection, viscosity

at high shear rates and associated shear thinning need
to be understood. Viscosity measurements of eight dif-
ferent types of PFPE films show that all eight lubricants
display Newtonian behavior and their viscosity remains
constant at a shear rate up to 107 s−1 [28.27, 28].

28.3 Boundary Lubrication Studies

With the development of AFM techniques, studies
have been carried out to investigate the nanotribolog-
ical performance of PFPEs. Mate [28.29, 30], O’Shea
et al. [28.31, 32], Bhushan et al. [28.15, 33], Koinkar
and Bhushan [28.20, 34], Bhushan and Sundarara-
jan [28.35], Bhushan and Dandavate [28.36], and Liu
and Bhushan [28.21] used an AFM to provide insight
into how PFPE lubricants function at the molecular
level. Mate [28.29, 30] conducted friction experiments
on bonded and unbonded Z-DOL and found that the
coefficient of friction of the unbonded Z-DOL is
about two times larger than the bonded Z-DOL (also
see [28.31, 32]). Koinkar and Bhushan [28.20, 34] and
Liu and Bhushan [28.21] studied the friction and wear
performance of a Si(100) sample lubricated with Z-15,
Z-DOL, and Z-DOL(BW) lubricants. They found that
using Z-DOL(BW) could significantly improve the ad-
hesion, friction, and wear performance of Si(100). They
also discussed the lubrication mechanisms on the mo-
lecular level. Bhushan and Sundararajan [28.35] and
Bhushan and Dandavate [28.36] studied the effect of tip
radius and relative humidity on the adhesion and friction
properties of Si(100) coated with Z-DOL(BW).

In this section, we review, in some detail, the ad-
hesion, friction, and wear properties of two kinds of
typical PFPE lubricants of Z-15 and Z-DOL at vari-
ous operating conditions (rest time, velocity, relative
humidity, temperature, and tip radius). The experiments
were carried out using a commercial AFM system with
pyramidal Si3N4 and diamond tips. An environmen-
tally controlled chamber and a thermal stage were used
to perform relative humidity and temperature effect
studies.

28.3.1 Friction and Adhesion

To investigate the friction properties of Z-15 and
Z-DOL(BW) films on Si(100), the friction force versus
normal load curves were measured by making friction
measurements at increasing normal loads [28.21]. The
representative results of Si(100), Z-15, and Z-DOL(BW)

are shown in Fig. 28.6. An approximately linear response
of all three samples is observed in the load range of
5–130 nN. The friction force of solid-like Z-DOL(BW)
is consistently smaller than that for Si(100), but the fric-
tion force of liquid-like Z-15 lubricant is higher than
that of Si(100). Sundararajan and Bhushan [28.37] have
studied the static friction force of silicon micromotors
lubricated with Z-DOL by AFM. They also found that
liquid-like lubricants of Z-DOL significantly increase
the static friction force, whereas solid-like Z-DOL(BW)
coating can dramatically reduce the static friction force.
This is in good agreement with the results of Liu and
Bhushan [28.21]. In Fig. 28.6, the nonzero value of the
friction force signal at zero external load is due to the
adhesive forces. It is well-known that the following rela-
tionship exists between the friction force F and external

Friction force (nN)
25

20

15

10

5

0

2µm/s, 22°C, RH 45 – 55% Z-15, µ = 0.09

Si (100), µ = 0.07

Z-DOL(BW), µ = 0.04

Normal load (nN)
–100 100 150500– 50

Fig. 28.6 Friction force versus normal load curves
for Si(100), 2.8-nm-thick Z-15 film, and 2.3-nm-thick
Z-DOL(BW) film at 2 µm/s, and in ambient air sliding
against a Si3N4 tip. Based on these curves, coefficient
of friction µ and adhesion force of Wa can be calcu-
lated [28.21]
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normal load W [28.2, 3]

F = µ(W + Wa) , (28.1)

where µ is the coefficient of friction and Wa is the ad-
hesive force. Based on this equation and the data in
Fig. 28.6, we can calculate the µ and Wa values. The co-
efficients of friction of Si(100), Z-15, and Z-DOL are
0.07, 0.09, and 0.04, respectively. Based on (28.1), the
adhesive force values are obtained from the horizontal
intercepts of the friction force versus normal load curves
at a zero value of friction force. Adhesive force values of
Si(100), Z-15, and Z-DOL are 52 nN, 91 nN, and 34 nN,
respectively.

The adhesive forces of these samples were also
measured using a force calibration plot (FCP) technique.
In this technique, the tip is brought into contact with the
sample and the maximum force, needed to pull the tip
and sample apart, is measured as the adhesive force.
Figure 28.7 shows the typical FCP curves of Si(100),
Z-15, and Z-DOL(BW) [28.21]. As the tip approaches
the sample within a few nanometers (A), an attractive
force exists between the tip and the sample surfaces.
The tip is pulled toward the sample, and contact oc-
curs at point B on the graph. The adsorption of water
molecules and/or presence of liquid lubricant molecules
on the sample surface can also accelerate this so-called
“snap-in”, due to the formation of meniscus of the water
and/or liquid lubricant around the tip. From this point
on, the tip is in contact with surface, and as the piezo
extends further, the cantilever is further deflected. This
is represented by the slope portion of the curve. As the
piezo retracts, at point C the tip goes beyond the zero
deflection (flat) line, because of the attractive forces,
into the adhesive force regime. At point D, the tip snaps
free of the adhesive forces and is again in free air. The
adhesive force (pull-off force) is determined by multi-
plying the cantilever spring constant (0.58 N/m) by the
horizontal distance between points C and D, which cor-
responds to the maximum cantilever deflection toward
the samples before the tip is disengaged. Incidentally,
the horizontal shift between the loading and unloading
curves results from the hysteresis of the PZT tube.

The adhesive forces of Si(100), Z-15, and
Z-DOL(BW) measured by FCP and friction force versus
normal load plot are summarized in Fig. 28.8 [28.21].
The results measured by these two methods are in
good agreement. Figure 28.8 shows that the presence
of mobile Z-15 lubricant film increases the adhesive
force as compared to that of Si(100). In contrast, the
presence of solid phase Z-DOL(BW) film reduces the
adhesive force as compared to that of Si(100). This re-
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Fig. 28.7 Typical force calibration plots of Si(100), 2.8-
nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW) film in
ambient air. The adhesive forces can be calculated from
the horizontal distance between points C and D, and the
cantilever spring constant of 0.58 N/m [28.21]

sult is in good agreement with the results of Blackman
et al. [28.22] and Bhushan and Ruan [28.38]. Sources of
adhesive forces between the tip and the sample surfaces
are van der Waals attraction and long-range meniscus
force [28.2, 3, 16]. Relative magnitudes of the forces
from the two sources are dependent on various factors,
including the distance between the tip and the sample
surface, their surface roughness, their hydrophobicity,
and relative humidity [28.39]. For most surfaces with
some roughness, meniscus contribution dominates at
moderate to high humidities.
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Fig. 28.8 Summary of the adhesive forces of Si(100), 2.8-
nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW) film
measured by force calibration plots and friction force versus
normal load plots in ambient air. The schematic (bottom)
shows the effect of meniscus formed between the AFM
tip and the sample surface on the adhesive and friction
forces [28.21]

The schematic (bottom) in Fig. 28.8 shows relative
size and sources of meniscus. The native oxide layer
(SiO2) on the top of Si(100) wafer exhibits hydrophilic
properties, and some water molecules can be adsorbed
on this surface. The condensed water will form meniscus
as the tip approaches the sample surface. In the case of
a sphere (such as a single-asperity AFM tip) in contact
with a flat surface, the attractive Laplace force (FL)
caused by capillary is:

FL = 2πRγla(cos θ1 + cos θ2) , (28.2)

where R is the radius of the sphere, γla is the sur-
face tension of the liquid against air, θ1 and θ2 are
the contact angles between liquid and flat and spher-
ical surfaces, respectively [28.2, 3, 40]. As the surface
tension value of Z-15 (24 dyn/cm) is smaller than that
of water (72 dyn/cm), the larger adhesive force in Z-15

cannot only be caused by the Z-15 meniscus. The non-
polarized Z-15 liquid does not have complete coverage
and strong bonding with Si(100). In the ambient envi-
ronment, the condensed water molecules will permeate
through the liquid Z-15 lubricant film and compete with
the lubricant molecules present on the substrate. The
interaction of the liquid lubricant with the substrate is
weakened, and a boundary layer of the liquid lubricant
forms puddles [28.20, 34]. This dewetting allows water
molecules to be adsorbed on the Si(100) surface as ag-
gregates along with Z-15 molecules. And both of them
can form meniscus while the tip approaches the surface.
In addition, as the Z-15 film is pretty soft compared to
the solid Si(100) surface, penetration of the tip in the
film occurs while pushing the tip down. This leads to
a large area of the tip involved to form the meniscus
at the tip-liquid (water aggregates along with Z-15) in-
terface. These two factors of the liquid-like Z-15 film
result in higher adhesive force. It should also be noted
that Z-15 has a higher viscosity compared to that of
water. Therefore, Z-15 film provides higher resistance
to sliding motion and results in a larger coefficient of
friction. In the case of Z-DOL(BW) film, both of the ac-
tive groups of Z-DOL molecules are strongly bonded on
Si(100) substrate through the thermal and washing treat-
ment. Thus, the Z-DOL(BW) film has relatively low free
surface energy and cannot be displaced readily by wa-
ter molecules or readily adsorb water molecules. Thus,
the use of Z-DOL(BW) can reduce the adhesive force.
We further note that the bonded Z-DOL molecules can
be orientated under stress (behaves as a soft polymer
solid), which facilitates sliding and reduces coefficient
of friction.

Friction force

5.00

2.50

0
0 2.50 5.00 0 2.50 5.00

Surface topography

0 1.3 2.5 nm 0 4.0 8.0 nm

Fig. 28.9 Gray-scale plots of the surface topography
and friction force obtained simultaneously for unbonded
2.3-nm-thick Demnum-type PFPE lubricant film on sil-
icon [28.20]
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Fig. 28.10 Gray-scale plots of the adhesive force distribu-
tion of a uniformly coated, 3.5-nm-thick unbonded Z-DOL
film on silicon and 3- to 10-nm-thick unbonded Z-DOL
film on silicon that was deliberately coated nonuniformly
by vibrating the sample during the coating process [28.36]

These studies suggest that if the lubricant films exist
as liquid-like, such as Z-15 films, they easily form menis-
cus (by themselves and the adsorbed water molecules),
and thus have higher adhesive force and higher friction
force. Whereas if the lubricant film exists in solid-like
phase, such as Z-DOL(BW) films, they are hydrophobic
with low adhesion and friction.

In order to study the uniformity of lubricant film
and its influence on friction and adhesion, friction
force mapping and adhesive force mapping of PFPE
have been carried out by Koinkar and Bhushan [28.34]
and Bhushan and Dandavate [28.36], respectively.
Figure 28.9 shows gray-scale plots of surface topogra-
phy and friction force images obtained simultaneously
for unbonded Demnum-type PFPE lubricant film on
silicon [28.34]. The friction force plot shows well dis-
tinguished low and high friction regions corresponding
roughly to high and low surface height regions in the
topography image (thick and thin lubricant regions).
A uniformly lubricated sample does not show such
a variation in friction. Figure 28.10 shows the gray-scale
plots of the adhesive force distribution for silicon sam-
ples coated uniformly and nonuniformly with Z-DOL
lubricant. It can be clearly seen that there exists a re-
gion that has an adhesive force distinctly different from
the other region for the nonuniformly coated sample.
This implies that the liquid film thickness is nonuniform,
giving rise to a difference in the meniscus forces.

28.3.2 Rest Time Effect

It is well-known that in the computer rigid disk drive,
the stiction force increases rapidly with an increase in
rest time between the head and magnetic medium disk
[28.10,11]. Considering that the stiction and friction are

Fig. 28.11 (a) Rest time effect on friction force, adhesive
force, and coefficient of friction of Si(100). (b) (see next
page) Summary of the rest time effect on friction force,
adhesive force, and coefficient of friction of Si(100), 2.8-
nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW) film.
All of the measurements were carried out at 70 nN, 2 µm/s,
and in ambient air [28.21]
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Fig. 28.12 (a) Schematic of a single asperity in contact with
a smooth flat surface in the presence of a continuous liquid
film when φ is large. (b) Results of the single asperity model.
Effect of viscosity of the liquid, radius of the asperity, and
film thickness is studied with respect to the time-dependent
meniscus force [28.41]
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two of the major issues that lead to the failure of com-
puter rigid disk drives and MEMS, it is very important to
find out if the rest time effect also exists on the nanoscale.
First, the rest time effect on the friction force, adhesive
force, and coefficient of Si(100) sliding against Si3N4
tip was studied, Fig. 28.11a [28.21]. It was found that
the friction and adhesive forces logarithmically increase
up to a certain equilibrium time after which they remain
constant. Figure 28.11a also shows that the rest time
does not affect the coefficient of friction. These results
suggest that the rest time can result in growth of the
meniscus, which causes a higher adhesive force, and in
turn, a higher friction force. But in the whole testing
range the friction mechanisms do not change with the
rest time. Similar studies were also performed on Z-15
and Z-DOL(BW) films. The results are summarized in
Fig. 28.11b [28.21]. It is seen that similar time effect has
been observed on Z-15 film, but not on Z-DOL(BW)
film.

AFM tip in contact with a flat sample surface is
generally believed to represent a single asperity con-
tact. Therefore, a Si3N4 tip in contact with Si(100) or
Z-15/Si(100) can be modeled as a sphere in contact with
a flat surface covered by a layer of liquid (adsorbed wa-
ter and/or liquid lubricant), Fig. 28.12a. Meniscus forms
around the contacting asperity and grows with time until
equilibrium occurs [28.41]. The meniscus force, which
is the product of meniscus pressure and meniscus area,
depends on the flow of liquid phase toward the contact
zone. The flow of the liquid toward the contact zone
is governed by the capillary pressure Pc, which draws
liquid into the meniscus, and the disjoining pressure Π,
which tends to draw the liquid away from the meniscus.
Based on the Young and Laplace equation, the capillary
pressure, Pc, is:

Pc = 2Kγ , (28.3)

where 2K is the mean meniscus curvature (= K1 + K2,
where K1 and K2 are the curvatures of the meniscus in
the contact plane and perpendicular to the contact plane)
and γ is the surface tension of the liquid. Mate and
Novotny [28.6] have shown that the disjoining pressure
decreases rapidly with increasing liquid film thickness in
a manner consistent with a strong van der Waals attrac-
tion. The disjoining pressure, Π, for these liquid films
can be expressed as:

Π = A

6πh3
, (28.4)

where A is the Hamaker constant and h is the liquid film
thickness. The driving forces that cause the lubricant

flow that results in an increase in the meniscus force are
the disjoining pressure gradient, due to a gradient in film
thickness, and capillary pressure gradient, due to curved
liquid-air interface. The driving pressure, P, can then be
written as:

P = −2Kγ −Π . (28.5)

Based on these three basic relationships, the following
differential equation has been derived by Chilamakuri
and Bhushan [28.41], which can describe the meniscus
at time t:

2πx0

(
D + x2

0

2R
−h0

)
dx0

dt

= 2πh3
0γ

3η

(1+ cos θ)

D +a −h0
− Ax0

3ηh
cot α , (28.6)

where η is the viscosity of the liquid and a is given as

a = R(1− cos φ) ∼ Rφ2

2
∼ x2

0

2R
. (28.7)

The differential equation (28.4) was solved numerically
using Newton’s iteration method. The meniscus force at
any time t less than the equilibrium time is proportional
to the meniscus area and meniscus pressure (2Kγ ), and
it is given by

fm(t) = 2πRγ(1+ cos θ)

(
x0

(x0)eq

)2 ( K

Keq

)
,

(28.8)

where (x0)eq is the value of x0 at the equilibrium time

[
(x0)eq

]2 = 2R

[
−6πh3

0γ(1+ cos θ)

A
+ (h0 − D)

]
.

(28.9)

This modeling work (at the microscale) showed that the
meniscus force initially increases logarithmically with
the rest time up to a certain equilibrium time after which
it remains constant. Equilibrium time decreases with an
increase in liquid film thickness, a decrease in viscosity,
and a decrease in the tip radius, Fig. 28.12b. This early
numerical modeling work and the data at the nanoscale
in Fig. 28.11a are in good agreement.

28.3.3 Velocity Effect

To investigate the velocity effect on friction and adhe-
sion, the friction force versus normal load relationships
of Si(100), Z-15, and Z-DOL(BW) at different velocities
were measured, Fig. 28.13 [28.21]. Based on these data,
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Fig. 28.13 Friction forces versus normal load data of Si(100), 2.8-
nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW) film at various
velocities in ambient air [28.21]

the adhesive force and coefficient of friction values can
be calculated by (28.1). The variation of friction force,
adhesive force, and coefficient of friction of Si(100),
Z-15, and Z-DOL(BW) as a function of velocity are sum-
marized in Fig. 28.14. It indicates that for silicon wafer,
the friction force decreases logarithmically with increas-
ing velocity. For Z-15, the friction force decreases with
increasing velocity up to 10 µm/s, after which it remains
almost constant. The velocity has a much smaller effect
on the friction force of Z-DOL(BW); it reduced slightly
only at very high velocity. Figure 28.14 also indicates
that the adhesive force of Si(100) is increased when the
velocity is higher than 10 µm/s. The adhesive force of
Z-15 is reduced dramatically with a velocity increase up
to 20 µm/s, after which it is reduced slightly. And the
adhesive force of Z-DOL(BW) also decreases at high
velocity. In the testing range of velocity, only the co-
efficient of friction of Si(100) decreases with velocity,
but the coefficients of friction of Z-15 and Z-DOL(BW)
almost remain constant. This implies that the friction
mechanisms of Z-15 and Z-DOL(BW) do not change
with the variation of velocity.

The mechanisms of the effect of velocity on the adhe-
sion and friction are explained based on the schematics
shown in Fig. 28.14 (right). For Si(100), tribochemical
reaction plays a major role. Although at high velocity
the meniscus is broken and does not have enough time
to rebuild, the contact stresses and high velocity lead
to tribochemical reactions of Si(100) wafer and Si3N4
tip, which have native oxide (SiO2) layers with water
molecules. The following reactions occur:

SiO2 +2H2O = Si(OH)4 (28.10)

Si3N4 +16H2O = 3Si(OH)4 +4NH4OH . (28.11)

The Si(OH)4 is removed and continuously replenished
during sliding. The Si(OH)4 layer between the tip and
Si(100) surface is known to be of low shear strength
and causes a decrease in friction force and coefficient of
friction in the lateral direction [28.42–46]. The chemical
bonds of Si−OH between the tip and Si(100) surface in-
duce large adhesive force in the normal direction. For
Z-15 film, at high velocity the meniscus formed by con-
densed water and Z-15 molecules is broken and does
not have enough time to rebuild. Therefore, the adhe-
sive force and, consequently, friction force is reduced.
For Z-DOL(BW) film, the surface can adsorb few wa-
ter molecules in ambient condition, and at high velocity
these molecules are displaced, which is responsible for
a slight decrease in friction force and adhesive force.
Even at high velocity range, the friction mechanisms for
Z-15 and Z-DOL(BW) films still are shearing of the vis-
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Fig. 28.14 The influence of velocity on the friction force,
adhesive force, and coefficient of friction of Si(100), 2.8-
nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW) film
at 70 nN, in ambient air. The schematic (right) shows the
change of surface composition (by tribochemical reaction)
and change of meniscus with increasing velocity [28.21]

cous liquid and molecular orientation, respectively. Thus
the coefficients of friction of Z-15 and Z-DOL(BW) do
not change with velocity.

Koinkar and Bhushan [28.20, 34] have suggested
that in the case of samples with mobile films, such as
condensed water and Z-15 films, alignment of liquid
molecules (shear thinning) is responsible for the drop in
friction force with an increase in scanning velocity. This
could be another reason for the decrease in friction force
with velocity for Si(100) and Z-15 film in this study.

28.3.4 Relative Humidity
and Temperature Effect

The influence of relative humidity on friction and ad-
hesion was studied in an environmentally controlled
chamber. The friction force was measured by making
measurements at increasing relative humidity, the re-
sults are presented in Fig. 28.15 [28.21]. It shows that
for Si(100) and Z-15 film, the friction force increases
with a relative humidity increase up to RH 45%, and
then it shows a slight decrease with a further increase
in relative humidity. Z-DOL(BW) has a smaller fric-
tion force than Si(100) and Z-15 in the whole testing
range. And its friction force shows a relatively appar-
ent increase when the relative humidity is higher than
RH 45%. For Si(100), Z-15, and Z-DOL(BW), adhesive
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forces increase with relative humidity. And their coef-
ficients of friction increase with a relative humidity up
to RH 45%, after which they decrease with a further in-
crease of the relative humidity. It is also observed that the
humidity effect on Si(100) really depends on the history
of the Si(100) sample. As the surface of Si(100) wafer

Fig. 28.15 The influence of relative humidity (RH) on
the friction force, adhesive force, and coefficient of fric-
tion of Si(100), 2.8-nm-thick Z-15 film, and 2.3-nm-thick
Z-DOL(BW) film at 70 nN, 2 µm/s, and in 22 ◦C air.
Schematic (right) shows the change of meniscus with in-
creasing relative humidity. In this figure, the thermally
treated Si(100) represents the Si(100) wafer that was baked
at 150 ◦C for 1 hour in an oven (in order to remove the
adsorbed water) just before it was placed in the 0% RH
chamber [28.21]

readily adsorbs water in air, without any pre-treatment
the Si(100) used in our study almost reaches its saturate
stage of adsorbing water and is responsible for less ef-
fect during increasing relative humidity. However, once
the Si(100) wafer was thermally treated by baking at
150 ◦C for 1 hour, a bigger effect was observed.

The schematic (right) in Fig. 28.15 shows that be-
cause its high free surface energy Si(100) can adsorb
more water molecules with increasing relative humidity.
As discussed earlier, for Z-15 film in a humid environ-
ment, condensed water competes with the lubricant film
present on the sample surface. Obviously, more water
molecules can also be adsorbed on a Z-15 surface with
increasing relative humidity. The more adsorbed water
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molecules in the case of Si(100), along with lubricant
molecules in Z-15 film, form a bigger water meniscus,
which leads to an increase of friction force, adhesive
force, and coefficient of friction of Si(100) and Z-15 with
humidity. But at very high humidity of RH 70%, large
quantities of adsorbed water can form a continuous water
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Fig. 28.16 The influence of temperature on the friction
force, adhesive force, and coefficient of friction of Si(100),
2.8-nm-thick Z-15 film, and 2.3-nm-thick Z-DOL(BW)
film at 70 nN, at 2 µm/s, and in RH 40–50 % air. The
schematic (right) shows that at high temperature, desorp-
tion of water decreases the adhesive forces. And the reduced
viscosity of Z-15 leads to the decrease of coefficient of fric-
tion. High temperature facilitates orientation of molecules
in Z-DOL(BW) film, which results in lower coefficient of
friction [28.21]

layer that separates the tip and sample surface, and acts
as a kind of lubricant, which causes a decrease in the fric-
tion force and coefficient of friction. For Z-DOL(BW)
film, because of its hydrophobic surface properties, wa-
ter molecules can only be adsorbed at high humidity
(≥ RH 45%), which causes an increase in the adhesive
force and friction force.

The effect of temperature on friction and adhesion
was studied using a thermal stage attached to the AFM.
The friction force was measured at increasing temper-
ature from 22–125 ◦C. The results are presented in
Fig. 28.16 [28.21]. It shows that the increasing tem-
perature causes a decrease of friction force, adhesive
force, and coefficient of friction of Si(100), Z-15, and
Z-DOL(BW). The schematic (right) in Fig. 28.16 indi-
cates that at high temperature, desorption of water leads
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to the decrease of friction force, adhesive force, and coef-
ficient of friction for all of the samples. Besides that, the
reduction of surface tension of water also contributes to
the decrease of friction and adhesion. For Z-15 film, the
reduction of viscosity at high temperature has an addi-
tional contribution to the decrease of friction. In the case
of Z-DOL(BW) film, molecules are more easily oriented
at high temperature, which may also be responsible for
the low friction.

Using a surface force apparatus, Yoshizawa and
Israelachvili [28.47, 48] have shown that a change in
the velocity or temperature induces phase transformation
(from crystalline solid-like to amorphous, then to liquid-
like) in surfactant monolayers, which are responsible for
the observed changes in the friction force. Stick-slip is
observed in a low velocity regime of a few µm/s, and
adhesion and friction first increase followed by a de-
crease in the temperature range of 0–50 ◦C. Stick-slip
at low velocity and adhesion and friction curves peaking
at some particular temperature (observed in their study),
have not been observed in the AFM study. It suggests
that the phase transformation may not happen in this
study, because PFPEs generally have very good thermal
stability [28.10, 12].

As a brief summary, the influence of velocity, relative
humidity, and temperature on the friction force of Z-15
film is presented in Fig. 28.17. The changing trends are
also addressed in this figure.

28.3.5 Tip Radius Effect

The tip radius and relative humidity affect adhesion
and friction for dry and lubricated surfaces [28.35, 36].
Figure 28.18a shows the variation of single point ad-
hesive force measurements as a function of tip radius
on a Si(100) sample for several humidities. The ad-
hesive force data are also plotted as a function of
relative humidity for various tip radii. Figure 28.18a
indicates that the tip radius has little effect on the adhe-
sive forces at low humidities, but the adhesive force
increases with tip radius at high humidity. Adhesive
force also increases with an increase in humidity for
all tips. The trend in adhesive forces as a function of
tip radii and relative humidity, in Fig. 28.18a, can be
explained by the presence of meniscus forces, which
arise from capillary condensation of water vapor from
the environment. If enough liquid is present to form
a meniscus bridge, the meniscus force should increase
with an increase in tip radius based on (28.2). This ob-
servation suggests that thickness of the liquid film at low
humidities is insufficient to form continuous meniscus

Friction force (nN)

Log velocity

Lack of meniscus
reformation decreases
friction with
increasing velocity

Molecularly thick Z-15 film

Reaches
equilibrium

Friction force (nN)

Relative humidity

Meniscus formation
increases friction with
increasing RH

Thick water
film serves
as a lubricant

Friction force (nN)

Temperature

Desorption of water and
decrease of viscosity decrease
friction with increase of
temperature

Fig. 28.17 Schematic shows the change of friction force
of molecularly thick Z-15 films with log velocity, relative
humidity, and temperature [28.21]

bridges and to affect adhesive forces in the case of all
tips.

Figure 28.18a also shows the variation in coefficient
of friction as a function of tip radius at a given humid-
ity and as a function of relative humidity for a given tip
radius on the Si(100) sample. It can be observed that
for RH 0%, the coefficient of friction is about the same
for the tip radii except for the largest tip, which shows
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Fig. 28.18a,b Adhesive force and coefficient of friction as a function of tip radius at several humidities and as a function
of relative humidity at several tip radii on (a) Si(100) and (b) 0.5-nm Z-DOL(BW) films [28.35]
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a higher value. At all other humidities, the trend con-
sistently shows that the coefficient of friction increases
with tip radius. An increase in friction with tip radius at
low to moderate humidities arises from increased con-
tact area (i. e., higher van der Waals forces) and higher

Fig. 28.19 Friction force and coefficient of friction ver-
sus number of sliding cycles for Si(100), 2.8-nm-thick
Z-15 film, and 2.3-nm-thick Z-DOL(BW) film at 70 nN,
0.8 µm/s, and in ambient air. Schematic (bottom) shows
that some liquid Z-15 molecules can be attached on
the tip. The molecular interaction between the attached
molecules on the tip with the Z-15 molecules in the film
results in an increase of the friction force with multiple
scanning [28.21]

values of shear forces required for a larger contact area.
At high humidities, similar to adhesive force data, an in-
crease with tip radius occurs due to of both contact area
and meniscus effects. It can be seen that for all tips, the
coefficient of friction increases with humidity to about
RH 45%, beyond which it starts to decrease. This is at-
tributed to the fact that at higher humidities, the adsorbed
water film on the surface acts as a lubricant between the
two surfaces [28.21]. Thus the interface is changed at
higher humidities, resulting in lower shear strength and,
hence, lower friction force and coefficient of friction.

Figure 28.18b shows adhesive forces as a function
of tip radius and relative humidity on Si(100) coated
with 0.5-nm-thick Z-DOL(BW) film. Adhesive forces
for all the tips with the Z-DOL(BW) lubricated sample
are much lower than those experienced on unlubricated
Si(100), shown in Fig. 28.18a. The data also show that
even at a monolayer thickness of the lubricant there is
very little variation in adhesive forces with tip radius
at a given humidity. For a given tip radius, the varia-
tion in adhesive forces with relative humidity indicates
that these forces slightly increase from RH 0% to RH
45%, but remain more or less the same with a further in-
crease in humidity. This is seen even with the largest tip,
which indicates that the lubricant is indeed hydrophobic;
there is some meniscus formation at humidities higher
than RH 0%, but the formation is very minimal and
does not increase appreciably even up to RH 65%. Fig-
ure 28.18b also shows coefficient of friction for various
tips at different humidities for the Z-DOL(BW) lubri-
cated sample. Again, all the values obtained with the
lubricated sample are much lower than the values ob-
tained on unlubricated Si(100), shown in Fig. 28.18a.
The coefficient of friction increases with tip radius for
all humidities, as was seen on unlubricated Si(100), due
to an increase in the contact area. Similar to the adhe-
sive forces, there is an increase in friction from RH 0%
to RH 45%, due to a contribution from an increased
number of menisci bridges. But thereafter there is very
little additional water film forming, due to the hydropho-
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bicity of the Z-DOL(BW) layer, and, consequentially,
the coefficient of friction does not change appreciably,
even with the largest tip. These findings show that even
a monolayer of Z-DOL(BW) offers good hydrophobic
performance of the surface.

28.3.6 Wear Study

To study the durability of lubricant films at the nano-
scale, the friction of Si(100), Z-15, and Z-DOL(BW) as
a function of the number of scanning cycles was meas-
ured, Fig. 28.19 [28.21]. As observed earlier, friction
force and coefficient of friction of Z-15 is higher than
that of Si(100), and Z-DOL(BW) has the lowest values.
During cycling, friction force and coefficient of fric-
tion of Si(100) show a slight variation during the initial
few cycles then remain constant. This is related to the
removal of the top adsorbed layer. In the case of Z-15
film, the friction force and coefficient of friction show an
increase during the initial few cycles and then approach
higher and stable values. This is believed to be caused by
the attachment of the Z-15 molecules onto the tip. The
molecular interaction between these attached molecules
to the tip and molecules on the film surface is responsi-
ble for an increase in the friction. But after several scans,
this molecular interaction reaches the equilibrium, and
after that, friction force and coefficient of friction remain
constant. In the case of Z-DOL(BW) film, the friction
force and coefficient of friction start out low and remain
low during the entire test for 100 cycles. It suggests that
Z-DOL(BW) molecules do not get attached or displaced
as readily as Z-15.

0 10 20 30 40 50 60 70

15

10
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0

Si(100)

Z-DOL(BW)

Z-15

Wear depth (nm)

Normal load (µN)

Fig. 28.20 Wear depth as a function of normal load using
a diamond tip for Si(100), 2.9-nm-thick Z-15 film, and
2.3-nm-thick Z-DOL(BW) after one cycle [28.20]
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Fig. 28.21 Wear profiles for Si(100), 2.9-nm-thick Z-15
film, and 2.3-nm-thick Z-DOL(BW) film after wear studies
using a diamond tip. Normal force used and wear depths
are listed in the figure [28.20]

Koinkar and Bhushan [28.20, 34] conducted wear
studies using a diamond tip at high loads. Figure 28.20
shows the plots of wear depth as a function of nor-
mal force, and Fig. 28.21 shows the wear profiles of
the worn samples at 40 µN normal load. The 2.3-nm-
thick Z-DOL(BW) lubricated sample exhibits better
wear resistance than unlubricated and 2.9-nm-thick Z-15
lubricated silicon samples. Wear resistance of a Z-15 lu-
bricated sample is little better than that of unlubricated
sample. The Z-15 lubricated sample shows debris in-
side the wear track. Since the Z-15 is a liquid lubricant,
debris generated is held by the lubricant and they be-
come sticky. The debris moves inside the wear track
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Fig. 28.22 Friction force as a function of number of
cycles using a Si3N4 tip at a normal load of 300 nN for
Z-DOL(BW) and Z-DOL(BUW) films with different film
thicknesses [28.34]

and does damage, Fig. 28.20. These results suggest that
using Z-DOL(BW) can improve the wear resistance of
substrate.

To study the effect of the degree of chem-
ical bonding, the durability tests were conducted
on both fully bonded and partially bonded Z-DOL
films. Durability results for Z-DOL(BW) and Z-DOL
bonded and unwashed (Z-DOL(BUW), a partially
bonded film that contains both bonded and mo-
bile phase lubricants) with different film thick-
nesses are shown in Fig. 28.22 [28.34]. Thicker
films, such as Z-DOL(BUW), with a thickness of
4.0 nm (bonded/mobile = 2.3 nm/1.7 nm) exhibit be-
havior similar to 2.3-nm-thick Z-DOL(BW) film.
Figure 28.22 also indicates that Z-DOL(BW) and
Z-DOL(BUW) films with a thinner film thickness
exhibit a higher friction value. Comparing 1.0-nm-
thick Z-DOL(BW) with 3.0-nm-thick Z-DOL(BUW)
(bonded/mobile = 1.0 nm/2.0 nm), the Z-DOL(BUW)
film exhibits a lower and stable friction value. This is
because the mobile phase on a surface acts as a source
of lubricant replenishment. A similar conclusion has
also been reported by Ruhe et al. [28.19], Bhushan and
Zhao [28.13], and Eapen et al. [28.49]. All of them in-
dicate that using partially bonded Z-DOL films can dra-
matically reduce the friction and improve the wear life.

28.4 Closure

Nanodeformation study has shown that fully bonded
Z-DOL lubricants behave as soft polymer solids, while
the unbonded lubricants behave liquid-like. AFMstudies
have shown that the physisorbed nonpolar molecules on
a solid surface have an extended, flat conformation. The
spreading property of PFPE is strongly dependent on the
molecular end groups and substrate chemistry.

Using solid-like Z-DOL(BW) film can reduce the
friction and adhesion of Si(100), while using liquid-like
lubricant of Z-15 shows a negative effect. Si(100) and
Z-15 film show apparent time effect. The friction and
adhesion forces increase as a result of growth of menis-
cus up to an equilibrium time, after which they remain
constant. Using Z-DOL(BW) film can prevent time ef-
fects. High velocity leads to the rupture of meniscus and
prevents its reformation, which leads to a decrease of
friction and adhesive forces of Z-15 and Z-DOL(BW).
The influence of relative humidity on the friction and ad-

hesion is dominated by the amount of the adsorbed water
molecules. Increasing humidity can either increase fric-
tion through increased adhesion by water meniscus, or
reduce friction through an enhanced water-lubricating
effect. Increasing temperature leads to desorption of wa-
ter layer, decrease of water surface tension, decrease
of viscosity, and easier orientation of the Z-DOL(BW)
molecules. These changes cause a decrease of friction
force and adhesion at high temperature. During cycling
tests, the molecular interaction between the attached
Z-15 molecules to the tip and the Z-15 molecules on
the film surface causes the initial rise of friction. Wear
tests show that Z-DOL(BW) can improve the wear re-
sistance of silicon. Partially bonded PFPE film appears
to be more durable than fully bonded films.

These results suggest that partially/fully bonded
films are good lubricants for devices operating in dif-
ferent environments and under varying conditions.
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Kinetics and E29. Kinetics and Energetics in Nanolubrication

Lubrication, one of human kind’s oldest engi-
neering disciplines, in the 19th century gained
from Reynolds’ classical hydrodynamic description
a theoretical base unmatched by most of the theo-
ries developed in tribology to date. In the 20th cen-
tury, however, increasing demands on lubricants
shifted the attention from bulk film to ultrathin
film lubrication. Finite size limitations imposed
constraints on the lubrication process that were
not considered in bulk phenomenological treat-
ments introduced by Reynolds. At this point, as is
common in many engineering applications, em-
piricism took over. Functional relationships derived
from the classical theories were tweaked to ac-
commodate the new situation of reduced scales by
introducing “effective” or “apparent” properties.

With the inception of nanorheological tools
of complementary nature in the later decades
of the 20th century (e.g., the surface forces
apparatus and scanning force microscopy),
tribology entered the realm of nanoscience.
Through an increasing confidence in experimental
findings on the nanoscale, kinetic and energetic
theories incorporated interfacial and molecular
constraints.

The very fundamentals have been challenged
in recent years. Researchers have realized that
bulk perceptions, such as “solid” and “liquid”
are defied on the nanoscale. The reduction
in dimensionality of the nanoscale imposes
constraints that bring into question the use
of classical statistical mechanics of decoupled
events. The diffusive description of lubrication is
failing in a system that is thermodynamically not
well-equilibrated.

The challenge any nanotechnological endeavor
encounters is the development of a theoretical
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framework based on an appropriate statistics. In
tribology this is met with spectral descriptions
of the dynamic sliding process. Statistical
kernels are being developed for probability
density functions to explain anomalous transport
processes that involve long-range spatial or
temporal correlations. With such theoretical
developments founded in nanorheological
experiments, a more realistic foundation will be
laid to describe the behavior of lubricants in the
confined geometries of the nanometer length
scale.

What is inaccessible today may become accessible
tomorrow as has happened by the invention of the mi-
croscope. . . . Coherent assumptions on what is still
invisible may increase our understanding of the visi-

ble. . . . Strong reasons have come to support a growing
probability, and it can finally be said the certainty, in
favor of the hypothesis of the atomists. (Jean Baptiste
Perrin – Nobel Lecture, December 11, 1926)
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Since technology is driving lubricant films to molecu-
lar thickness, kinetic friction and its dependence on
the sliding parameters – especially the sliding veloc-
ity – have become of great interest. The complexity
of the frictional resistance in lubricated sliding is il-
lustrated in Fig. 29.1 with a Stribeck Curve. Various
regimes of lubrication can be identified in the Stribeck
curve. They express to what degree the hydrodynamic
pressure is involved in the lubrication process. In the
ultra-low speed regime, called the boundary lubrica-
tion regime, no hydrodynamic pressure is built up in the
lubricant. Consequently the load is carried by contact
asperities coated with adsorbed lubricant molecules. If
the speed is raised, a hydrodynamic pressure builds that
leads to a mixed lubrication, in which the load is car-
ried by both asperities and hydrodynamic pressure. At
even higher speeds, elastic contributions of the solid sur-
faces have to be considered paired with hydrodynamic
pressure effects (elastohydrodynamic lubrication), un-
til only hydrodynamic lubrication matters. Hence, the
Stribeck curve combines various aspects of lubrication.
The curve cannot be discussed without considering the
lubricant thickness and the different models of asperity
contact sliding.

In one of the first comprehensive physical models
of “dry” friction, Bowden and Tabor introduced a plas-
tic asperity model, in which the material’s yield stress
and adhesive properties play an important role [29.1].
Considering this model, which depends on surface
energies and mechanical yield properties paired with
all the properties that come along with a surface ad-

µ,δ

δ

µ

BL ML EHL HL

log (NG)

Fig. 29.1 Stribeck Curve (schematic) relates the fluid lu-
bricant thickness, δ, and the friction coefficient µ to the
Gumbel Number NG = ηωP−1; i. e., the product of the
liquid bulk viscosity, η, the sliding speed (or more pre-
cisely the shaft frequency), ω, and the inverse of the
normal pressure, P. BL: Boundary Lubrication, ML: Mixed
Lubrication, EHL: Elastohydrodynamic Lubrication, HL:
Hydrodynamic Lubrication

sorbent lubricant, one can hardly grasp the difficulty
level involved in describing the frictional kinetics in
lubrication.

Past and current engineering challenges in lubrica-
tion have been met with great and complex empiricism.
The theoretical modeling of lubrication junctions gen-
erally involved only bulk property considerations with
inadequately known adsorption mechanisms. The com-
plexity of today’s lubricants, most of them, such as
motor oil, a product of empirical design over many
years, increased exponentially, making it very difficult
to meet future challenges. The problem of empiricism
is that conventional laws and perceptions are unchal-
lenged. Effective quantities are invented (e.g., effective
viscosity), exponential fitting parameters are introduced
(e.g., Kohlrausch relaxation parameter), and terminolo-
gies such as solid and liquid are taken as granted.
Progress based on empiricism is only incremental and
rarely revolutionary.

One of the reasons for empiricism is a lack of access
to a system with fewer and better controlled parameters.
In lubrication sliding that challenge has been addressed
over the last two decades with the inception of the sur-
face forces apparatus (SFA) by Tabor et al. [29.2] and
scanning force microscopy (SFM) by Binnig et al. [29.3].
These two instrumental methods allow lubrication stud-
ies where roughness effects can be neglected, surface
energies controlled, and wear from wearless friction dis-
tinguished. Lubricant properties can be studied at nearly
mathematically described boundaries, atomistic friction
events can be recorded, and fundamental models that
have been considered to be mere Gedanken Experi-
ments, such as the Tomlinson model of friction, can be
verified. In the wake of these nanoscopic tools, excit-
ing new theoretical lubrication and friction models have
appeared.

This chapter considers these recent experimental and
theoretical developments with a particular focus on slid-
ing speed and real or apparent changes in the lubricant
material properties. We will discuss kinetics and energet-
ics in the “simplified” world of nanolubrication, in which
our conventional perception is challenged. After a brief
review of some of the classical lubrication concepts (hy-
drodynamic lubrication and boundary lubrication), we
will turn our attention to a thermal activation model of
friction, functional behavior of lubricated friction with
velocity, and models based on small non-conforming
contacts. We will critically discuss the limitation of
the underlying Gaussian statistics, introduce fractal dy-
namics in lubrication, and will end our discussion with
metastable lubricant systems.
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Kinetics and Energetics in Nanolubrication 29.1 From Bulk to Molecular Lubrication 885

29.1 Background: From Bulk to Molecular Lubrication

29.1.1 Hydrodynamic Lubrication
and Relaxation

In the classical theories of tribology by da Vinci, Amon-
ton, and Coulomb, not much attention was given to the
dependence of kinetic friction on the sliding velocity.
This clearly changed in the 19th century during the first
industrial revolution, at which time lubricants became
increasingly important, for instance, in ball and jour-
nal bearings. It was Petrov [29.4], Tower [29.5], and
Reynolds [29.6] who established that the liquid vis-
cous shear properties determine the frictional kinetics.
Reynolds [29.6] combined the pressure-gradient deter-
mined Poisseuille flow with the bearing surface induced
Couette flow assuming, based on Petrov’s law [29.4],
a no-slip condition at the interface between lubricant
and solid. This led to the widely used linear relationship
between friction and velocity. Reynolds’ hydrodynamic
theory of lubrication can be applied to steady state slid-
ing at constant relative velocity and to transient decay
sliding (sliding is stopped from an initial velocity v

and a corresponding shear stress τ0), which leads to the
classical Debye exponential relaxation behavior, i. e.:

τ = τ0 exp

(−D

Aη
t

)
; τ0 ∝ vη

D
. (29.1)

D is the lubricant thickness, A the area of the slider,
and η the viscosity of the fluid. We will later see that
this classical exponential relaxation behavior, obtained
in a thermodynamically well-mixed three dimensional
medium, is distorted when the liquid film thickness is
reduced to molecular dimensions.

29.1.2 Boundary Lubrication

Reynolds hydrodynamic description of lubrication was
found to work well for thick lubricant films but to
break down for thinner films. One manifestation is that
for films on the order of ten molecular diameters, the
stress in the film does not allow the tension to re-
turn to zero. It was also found that the motion in the
steady state sliding regime was disrupted, exhibiting
a stick–slip-like slider motion [29.7]). Consequently,
this non-Newtonian behavior was treated with a mod-
ified viscosity parameter (effective viscosity), which
was composed of the pressure, temperature, and rate
of shear.

The term Boundary Lubrication is used to describe
a lubricant that is reduced in thickness to molecu-

lar dimension and effectively reduces friction between
two opposing solid surfaces. Hardy et al. [29.8] rec-
ognized that molecular properties such as molecular
weight and molecular arrangement, are governing the
frictional force. This confined concept of lubrication,
often visualized by two highly ordered opposing films
with shear taking place somewhere in between the two
layers, contains many of the rate dependent manifes-
tations of frictional sliding; e.g., stick–slip, ultra-low
friction, transitions from high to low friction, phase tran-
sitions, dissipation due to dislocations (e.g., gauche and
cis-transformations), and memory effects.

Boundary lubrication was found to be in many
respects unique [29.9]. In macroscopic experiments,
which involved rough surfaces, friction–velocity plots
resembled logarithmic functions at moderate speeds. No
static stiction force peaks were observed in boundary
lubricants close to zero speed. On the contrary, retrac-
tive slips could be observed upon halting, constituting
a static friction coefficient exceeded by the dynamic fric-
tion coefficient [29.9]. These unique manifestations of
boundary lubrication were discussed in terms of a lubri-
cated asperity–junction mechanism, which associated
“an increase in the coefficient of friction with a decrease
in the adsorptive coverage of the rubbing surfaces by
the lubricant substance” [29.9]. It was argued that in the
course of the sliding process of a macroscopic slider,
more adsorbed lubricant is expected to exist within the
interfacial area than outside the contact zone. This would
lead upon halting to a relaxation process of the elastic re-
straints on the slider, causing the slider to a retractively
slip.

29.1.3 Stick Slip and Collective Phenomena

Based on numerous friction experiments at the initia-
tion of sliding with rough macroscopic contact, it was
argued that the distinction between static and kinetic
friction is not categorical but rather a manifestation of
the apparatus [29.9]. This was a widely held opinion
prior to Briscoe’s et al. [29.10] molecularly smooth
monolayer SFA experiments of aliphatic carboxylic
acids and their soaps. Briscoe found that the charac-
ter of sliding motion (continuous vs. discontinuous),
depends not only on the apparatus but also on the prop-
erties (chemistry) of the monolayer. As in the rough
boundary layer experiments discussed above, Briscoe’s
molecularly smooth monolayer experiments exhibited
logarithmic-like friction–velocity behaviors.
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Fig. 29.2 (a) SFM friction measurements at a speed
1 µm/s: Cooperative molecular response of polyethylene
co-propylene to frictional shear forces as a function of the
applied load. Pt (t corresponds to the thickness of the poly-
mer film) represents the critical activation load at which
collective sliding is energetically more favorable than lo-
cal plastic yielding. Adapted from [29.11]. (b) Sketch of
the degree of disentanglement in the vicinity to the solid
substrate surface

It was Israelachvili et al. [29.7] who, based on SFA
experiments and computer simulations, provided a mo-
lecular picture of the stick–slip behavior caused by the
lubricant material. The major achievement of this work
was to draw our attention to the molecular structure of
the lubricant, which is often different from the bulk and
unstable during the sliding motion. It was recognized
that bulk rheology failed to describe the lubrication pro-
cess. Finally addressed in the Israelachvili study were
in-plane structuring of simple liquids caused by com-
pression forces and “freezing–melting” transitions due
to shear.

The simple concept of a freezing–melting transition
is based on a common perception of the two distinctive

parts of a stick–slip occurrence: the solid (Hookian)-like
sticking part and the liquid (Newtonian)-like slipping
part. But a deformation of a solid can be both, co-
ordinated or uncoordinated, and thus can exhibit both
solid-like and liquid-like behavior. For instance, most
of the plastic yielding processes are uncoordinated. On
the other hand, slipping within a solid, along a crys-
tal plane in a thermally activated strain-release process
for instance, is a highly coordinated molecular pro-
cess [29.12].

Similar arguments can be made for a liquid. For
example, stick–slip behaviors were observed in more
complex fluidic systems by Reiter et al. [29.13], who
compared a molecularly “wet” lubricant film with a
“dry” self-assembled monolayer lubricant. They con-
cluded that sliding in liquid films is the result of
slippage along an interface. In other words, the de-
gree of molecular cooperation determined the frictional
resistance.

The concept of local-versus-cooperative yield to
shear is briefly illustrated here with a frictional-load
study of a molecularly entangled polymer melt obtained
in a SFM study of Buenviaje et al. [29.11]. Each of the
curves presented in Fig. 29.2a represents a polymer film
of polyethylene co-propylene of distinctly different de-
gree of entanglement. Films of thickness above 230 nm
exhibit the strongest entanglement strength. Films of
20 nm thickness or thinner are fully disentangled. The
reason for the film thickness-dependent entanglement
strength is given by the substrate distance-dependent
shear strength during the spin coating process of the
thin films. For entangled films SFM friction studies ex-
hibit a critical applied load (identified by Pt , and the
thickness t) that separates two friction regimes: One
identified by a high friction coefficient and the other by
a low friction coefficient. At loads below Pt the friction
coefficients are high, indicating plastic yielding during
sliding. In these plastic regimes of sliding, molecular
cooperation is low, leading to high local shear stresses
compensated by local yielding of the material. Above the
critical load, the friction coefficient drops, independent
of the film thickness, to a low value of 3.0, correspond-
ing to the value obtained from the fully disentangled
film. Note that the polymer molecules in the 20-nm-
thick film experience high substrate tangential stresses
during the spin coating process. Hence the disentan-
gled polymer molecules can be considered to be aligned
preferentially along the substrate surface as sketched in
Fig. 29.2b. This leads to a decrease of the structural en-
tropy the closer the material is to the solid substrate
surface. Considering the matching friction coefficient
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Kinetics and Energetics in Nanolubrication 29.2 Thermal Activation Model of Lubricated Friction 887

of 0.3 above Pt for thicker films, we can assume that
any entangled film above a critical load exhibits a sim-
ilar molecular collective response toward shear as the

20 nm film during spin coating. The critical load and
its related pressure represent a barrier that has to be
overcome before a collective phenomenon is activated.

29.2 Thermal Activation Model of Lubricated Friction

With the discussion of shear in entangled polymer sys-
tems we have introduced structural entropy as one of
the key players that affect frictional resistance in lubri-
cants. We found that the structural entropy was affected
by the load of the slider, which introduces an activation
barrier in the form of a critical pressure. The terminol-
ogy used here resembles the one of the Eyring theory of
molecular liquid transport [29.14].

Eyring discussed a pure liquid at rest in terms
of a thermal activation model. The individual liquid
molecules experience a “cage-like” barrier that hinders
molecular free motion, because of the close packing in
liquids. To escape from the cage an activation barrier
needs to be surmounted. In Eyring’s model, two pro-
cesses are considered in order to overcome the potential
barrier: (i) shear stresses and (ii) thermal fluctuations.
The potential barrier in the thermal activation model
is depicted in Fig. 29.3 indicating the barrier modifica-
tion by the applied pressure force P, and shear stress τ .
Briscoe et al. [29.10] picked up on this idea to interpret
the frictional behavior observed on molecularly smooth
monolayer systems. Starting from the overall barrier
height E = Q + PΩ − τφ that is repeatedly overcome
during a discontinuous sliding motion, using a Boltz-
mann distribution to determine the average time for
single molecular barrier-hopping, and assuming a regu-

PΩ

Q

τΦ

Fig. 29.3 Potential barrier in a lubricant based on Eyring’s
thermodynamic “cage-model.” The normal pressure P and
the shear stress τ are modifying the barrier height Q.
Modified from [29.10]

lar series of barriers and a high stress limit (τΦ/kT > 1),
the following shear strength versus velocity v relation-
ship was derived [29.10]:

τ = kBT

φ
ln

(
v

v0

)
+ 1

φ
(Q + PΩ) . (29.2)

The barrier height, E, is composed of the process acti-
vation energy Q, the compression energy PΩ, where P
is the pressure acting on the volume of the junction Ω,
and the shear energy τφ, where τ is the shear strength
acting on the stress activation volume φ. T represents
the absolute temperature. The stress activation volume φ

can be conceived as a process coherence volume and in-
terpreted as the size of the moving segment in the unit
shear process, whether it is a part of a molecule or a dis-
location line. The most critical parameter in (29.2), v0,
is a characteristic velocity related to the frequency of
the process and to a jump distance (discussed further
below).

From (29.2) the following iso-relationships can be
directly deduced [29.10]:

τ = τ0 +αP ; τ0 = 1

φ

(
kBT ln

(
v

v0

)
+ Q

)
;

α = Ω

φ
; at constant v, T , (29.3a)

τ = τ1 −βT ; τ1 = 1

φ
(Q + PΩ) ;

β = − k

φ
ln

(
v

v0

)
, at constant P, v , (29.3b)

τ = τ2 + θ ln v ; τ2 = 1

φ
(Q + PΩ − kT ln v0) ;

θ = kt

φ
, at constant P, T . (29.3c)

Thus Eyring’s model predicts a linear relationship of
friction (the product of the shear strength and the active
process area) in pressure and temperature and a loga-
rithmic relationship in velocity.

Eyring’s model has been verified in lubrication ex-
periments of solid (soap-like) lubricants by Briscoe
and liquid lubricants by He et al. [29.15] within
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Fig. 29.4 (a) Logarithmic FF(v)-plots. FF(v) = F0 +
α ln(v[µm/s]): “dry” contact (18% relative humidity)
with F0 = 16.4 nN and α = 0.91 nN, OMCTS lubricated
with F0 = 11.3 nN and α = 3.4 nN, and n-hexadecane
(n-C16H34) lubricated with F0 = 7.1 nN and α = 2.5 nN.
The measurements were obtained with rectangular SFM
cantilevers (0.4–0.8 N/m) at 100 nN load and 21 ◦C, both
feedback-controlled. (b) Stress activation length, φ/A.
(A area of contact) for OMCTS, n-hexadecane and dry
contact. The inset provides a linear relationship between
friction and temperature at a velocity of 1 µm/s and a nor-
mal load of 100 nN. Adapted from [29.15]

three logarithmic decades of velocities. While Briscoe
et al. [29.10] employed a SFA that confines and pressur-
izes the film over several square microns, He et al. used
a SFM system in which the contact is on the order of the
lubricant molecular dimension.

He et al. determined the degree of interfacial struc-
turing and its effect on lubrication of n-hexadecane
and octamethylcyclotetrasiloxane (OMCTS). For spher-
ically shaped OMCTS molecules, only an interfacial
“monolayer” was found; in contrast, a 2-nm-thick en-
tropically cooled layer was detected for n-hexadecane
in the boundary regime to an ultra-smooth silicon wafer.
SFM measurements of the two lubricants (with simi-
lar chemical affinity to silicon) identified the molecular
shape of n-hexadecane responsible for augmented in-
terfacial structuring. Consequently, interfacial liquid
structuring was found to reduce lubricated friction,
Fig. 29.4. Again as reasoned above, these results can
be discussed in terms of a collective phenomenon,
i. e., in terms of increased molecular coordination in
n-hexadecane versus OMCTS.
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29.3 Functional Behavior of Lubricated Friction

Friction-rate experiments are well suited to evaluate
the rheological nature of interfacial liquids. In classical
theories, such as the Reynolds’ hydrodynamic theory
discussed above, drag forces in lubricated sliding over
thick liquid films were found to depend linearly on the
rate of sliding and on the viscosity of the bulk fluid.
In high-pressure lubrication, described by the elastohy-
drodynamic lubrication theory [29.16, 17], it was found
that the linear relationship between friction and velocity
can be retained by adjusting the (apparent) viscosity

by introducing an apparent viscosity term. Qualita-
tively, the same linear relationship has been observed
for highly confined simple liquids between ultrasmooth
mica surfaces such as alkanes [29.18]. Note that the
lubricated contact area in SFA experiments is on the
micron-scale. It significantly exceeds the size of the con-
fined molecules. For small and unbranched molecules,
such as simple alkanes, it is possible that the confined
material undergoes a pressure-induced phase recon-
struction, which leads to material properties that deviate
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Kinetics and Energetics in Nanolubrication 29.3 Functional Behavior of Lubricated Friction 889

significantly from the bulk. Larger and more complex
(branched) molecules are less likely to exhibit pressure-
induced phase reconstruction due to internal constraints
and poor mixing within the contact area. This was shown
by Drummond et al. [29.19] in SFA shear experiments.
They found that the linear friction–velocity dependence
does not apply for branched hydrocarbon lubricants.
Also Drummond discussed “molecular lubrication” in
terms of a logarithmic friction–velocity relationship,
which is in accordance with the above-discussed ther-
mal activation model, the solid lubricant SFA study by
Briscoe et al. [29.10], and the liquid lubricant SFM study
by He et al. [29.15].

Common to the three studies by Briscoe, He, and
Drummond is that they operate on a single material
phase that is disrupted or relaxed over a very specific
lateral length scale. In the Eyring model, the length
scale is deduced by assuming a regular series of bar-
riers, separated by a virtual jump distance. The distance
is embedded in v0, the characteristic velocity, which is
the product of the jump distance and the frequency of the
process. Briscoe et al. [29.10] used the lattice constant
of the highly oriented monolayers as the virtual jump
distance. It was assumed that the process frequency was
related to the vibrational frequency of the molecules
(1011 s−1), neglecting sliding velocity, temperature, and
pressure effects. He et al. [29.15] assumed a jump dis-
tance of 0.2 nm and considered frequencies between
a perfectly structured alkane layer (1011 Hz) and the bulk
fluid (1013 –1015 Hz, estimated from infrared absorption
data for typical covalent bonds). With these assumptions
He determined total “jump-energies” of 4–8 × 10−20 J.
Briscoe and He pointed out that a friction–velocity study
alone provides only a qualitative measure of the mi-
croscopic origin of friction. Additional measurements
have to be conducted that quantitatively address jump
distances and frequencies.

The issue of the jump distance has been addressed
by Overney et al. [29.20] in a SFM study on a highly
ordered lubricant model system. This study avoided
two levels of difficulties Briscoe et al. [29.10] and He
et al. [29.15] encountered: (a) large contact areas of
SFA studies, and (b) complex rheology with unknown
structure parameters as in liquid lubricant studies. It
involved contact dimensions on the order of 1 nm2,
and the crystalline form a bilayer model-lipid-lubricant
with in-plane lattice spacings of 0.6 and 1.1 nm. The
study mainly focused on the effect of the depth of the
corrugation potential (barrier height) on the static and
dynamic friction force. This is illustrated in Fig. 29.5
in the form of stick–slip amplitude plotted as a func-
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Fig. 29.5 SFM molecular stick-slip measurements of a bilayer lipid
system (5-(4’-N,N-dihexadecylamino)benzylidene barbituric acid).
(a) High amplitude frictional stick-slip behavior is observed for scans
perpendicular to molecular rows as imaged in (c). Fst, static friction,
is assigned to the maximum force occurrence. The average value
corresponds to the dynamic friction value, Fdyn, determined on large-
scale micrometer scans. (b) A 30◦ out of row direction scan leads
to decreased frictional stick-slip behavior due to smaller molecular
corrugations. (c) 12 × 12 nm2 SFM lateral force image of a highly
structured lipid bilayer. Two crystalline domains with a boundary are
imaged. The anisotropic row-like structure is responsible for direc-
tional dependent friction forces. The molecular corrugation between
the rows is larger than the molecular corrugation in between a single
row. (a) and (b) are adapted from [29.20] and (c) from [29.21].

tion of the drag direction (i. e., sliding with respect to
the anisotropic row-like film structure). Relevant to our
discussion about jump distance in lubrication events is
Overney’s discussion about the sliding speed and its ef-
fect on the slip distance. They demonstrated that within
sliding speeds of 36 nm/s to 100 nm/s, the jump distance
corresponded to the lattice spacing. At higher velocities,
however, they could observe jumps over multiples of
lattice distances and found the jump length distribution
to become increasingly stochastic. They proposed mo-
lecular (or atomistic) friction as a white-noise driven
system, which obeys a Gaussian fluctuation–dissipation
relation. Hence, based on this finding one should con-
sider discussing kinetic friction in terms of a statistical
fluctuation model and understand the jump distance as
a statistical quantity.
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29.4 Thermodynamical Models Based
on Small and Nonconforming Contacts

The SFM approach simulates a single asperity contact
with a very high compliance, provided by a microfab-
ricated and etched ultra-sharp tip and a typically soft
cantilever spring. From a realistic, tribological perspec-
tive, the SFM approach is targeted toward the study of
the intrinsic lubricant properties of a thin film in close
vicinity to the solid substrate. The small contact area on
the order of the lubricant’s molecular dimension allows
discussing SFM results in terms of a thermodynamic
equilibrium. The area is insufficient in reorganizing the
lubricant molecules coherently, to cause an apparent
material phase-transition, or to generate a metastable
situation as observed in SFA experiments (see be-
low). SFM is therefore not appropriate to reflect on
tribological issues involving large area confinement
effects.

In our prior molecular discussion of friction above,
we introduced for solid and liquid lubrication a thermal
activation model, the Eyring model, which employed
a regular series of potential barriers. Note that the
concept applies for a solid lubricant of an inherent,
highly ordered structure (e.g., [29.10]), but also for a li-
quid system in which the series of potentials is built
up and overcome in the course of the shear process
(e.g., [29.15]).

Gnecco et al. [29.22] showed in a ultrahigh vacuum
study on sodium chloride that the concept of the Eyring
model also applies for dry SFM friction studies. Thus
a molecular theory of lubricated friction involving a mo-
lecular contact could be derived from a very simplistic
model of an apparent sinusoidal-corrugated surface over
which a cantilever tip is pulled. In a first attempt one
could assume that the corresponding wave length of the
shear process corresponds to the apparent lattice spacing
of the corrugated surface. With such a simple attempt it
is, however, assumed that there is no noise, such as ther-
mal noise, existing in the system, and thus the driven
tip leaves the total potential well when the barrier van-
ishes at the instability point. In the presence of noise,
the transition to sliding can be expected to occur before
the top of the barrier is reached. Such barrier-hopping
fluctuations have been theoretically discussed by Sang
et al. [29.23] and Dudko et al. [29.24].

The relationship between thermal fluctuations
and velocity must be handled thoughtfully. Sang
et al. [29.23] pointed out that in previous considera-
tions of thermal fluctuations by Heslot et al. [29.25],
the fluctuations were proportionally related to the veloc-

ity, which led to a friction force that is logarithmically
dependent on the velocity. In Heslot’s linear creep
model, the barrier height is proportional to the frictional
force. Sang argued that if one considered an absorb-
ing boundary condition (i. e., an elastic deformation of
the overall potential which is accomplished by shifting
the x-axis) the barrier height becomes proportional to
a 3/2-power law in the friction force. Sang’s extended
linear creep model resembles a ramped creep model and
leads analytically to a logarithmic distorted dynamic
friction-versus-velocity relationship; i. e.,

F = Fc −∆F
∣∣ln v∗∣∣ 2/3 . (29.4)

In (29.4) v∗ represents a dimensionless velocity,
∆F ∝ T 2/3, and Fc is an experimentally determined
constant (by plotting F versus T 2/3 for a fixed ratio
T/v = 1 K/(nm/sec)) that contains the critical position
of the cantilever support. The same relationship of fric-
tion with velocity was also derived for the maximum
spring force by Dudko et al. [29.24]. ∆F and v∗ in
(29.4) were derived as follows by Sang:

v∗ = 2

(
vβω2

0U0

kBT λ

)
Ω2

k(
1−Ω4

k

)1/2
;

Ωk = ω0

2πωk
;

ω0 =
√

Mλ2

U0
; ωk =

√
M

k
, (29.5a)

∆F = πU0

λ

(
3

2

kBT

U0

) 2
3

⎛
⎝(

1−Ω4
k

) 1
6

1+Ω2
k

⎞
⎠ . (29.5b)

In (29.5a,b) v is the velocity of the cantilever stage,
β is the microscopic friction coefficient or dissipation
(damping) factor, ω0 is the frequency of the small oscil-
lations of the tip in the minima of the periodic potential,
λ is the lattice constant, U0 is the surface barrier potential
height, M and k represent the mass and the spring con-
stant of the cantilever, respectively, and 2πΩk represents
the ratio of ω0 with the intrinsic cantilever resonance
frequency ωk.

Sang’s and Dudko’s model was experimentally con-
firmed by Sills and Overney [29.26] on an unstructured
amorphous surface of atactic polystyrene, Fig. 29.6.
Dudko determined that the typically used weak spring
constants in SFM measurements are responsible for
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Fig. 29.6 Collapse of SFM friction data obtained on at-
actic polystyrene using the ramped creep scaling model.
The regression parameters from the linear fit (dashed line)
are −2.158 × 10−2 N3/2 s/m and 40.186 × 10−2 nN−3/2/K
(R2 = 0.9124). Lower inset: the constant Fc is determined
from the intercept of the friction force F versus T 2/3 for
a fixed ratio T/ν = 1 K/(nm/s): Fc = 44.5 nN. (Adapted
from Sills and Overney [29.26])

the more pronounced logarithmic behavior of friction
in velocity as found by Gnecco et al. [29.22] and He
et al. [29.15]. The ramped creep model is also supported
by numerical solutions of the Langevin equation.

The Langevin equation combines the equation of
motion (including the sinusoidal potential and perfect
cantilever oscillator in the total potential energy E) with
the thermal noise in the form of the random force, ξ(t),
i. e.,

Mẍ + Mβ ẋ + ∂E(x, t)

∂x
= ξ(t) , (29.6)

where E(x, t) = k

2
(R(t)− x)2 −U0

(
2πx

λ

)
.

Equation (29.6) was solved numerically by both Sang
et al. [29.23] and Dudko et al. [29.24] independently,
assuming a Gaussian fluctuation–dissipation relation,
〈ξ(t)ξ(t′)〉 = 2MβkbTδ(t − t′) to express the random
force. Sang confirmed the ramped creep model, and
Dudko showed that a force reconstruction approach
from the density of states (accumulated from the corre-
sponding Fokker–Planck equation) is equivalent to the
Langevin equation. From the dynamic spectral analy-
sis, it could be concluded that the locked states (states
within the potential wells) contribute mostly to the po-
tential component of the friction force that dominates
at low driving velocities, and sliding states contribute
to viscous friction dominating at high driving veloci-
ties [29.24].

It should be noted that all of the above results
considered an overdamped SFM system with respect
to the driven spring (i. e., β2 > 4 kM), and an under-
damped system with respect to the periodic potential
(i. e., β2 < 4(Mω)2). This aspect will be further ad-
dressed below in our discussion of metastable lubricant
systems in large conforming contacts.

29.5 Limitation of the Gaussian Statistics – The Fractal Space

The spectral description of dynamic processes in-
volving probability density functions has recently
been the focus of numerous theoretical papers that
treat various statistical kernels [29.27–30]. Dudko’s
et al. [29.24] Fokker–Planck discussion of kinetic fric-
tion and Luedtke’s et al. [29.27] Lévy flight model of
slip diffusion of adsorbed nanoclusters are two exam-
ples in which statistical methods are applied to describe
diffusive properties relevant to the kinetics in tribology.

Currently most models used to describe tribologi-
cal processes assume Gaussian statistics (e.g., [29.23],
and [29.24]). One of the limitations of a Gaussian statis-
tics is that there are no correlations between statistical
incidences. In other words, the Gaussian dynamic sys-

tem is without memory. This is important to remember
as the Eyring model discussed above, with its equally
spaced potential barriers, used a Gaussian statistics.
Simple “inert” lubricants, such as short chain alka-
nes embedded between silicon wavers, are described
satisfactorily with such a statistics; however, confined
complex liquids are not, including branched molecules,
polymers, and generally chemically interactive and
entropically confined systems (e.g., perfluropolyether
lubricants as discussed below).

Confined complex liquids, for instance, easily
exhibit strongly interacting glass-like behavior. The
dynamic and stress relaxation behaviors in glasses, fre-
quently discussed only as a low interacting system with
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Arrhenius laws (Gaussian statistics), are often distorted
from processes described by independently occurring
microscopic processes. For instance, deviations from the
Debye exponential relaxation as introduced in (29.1)
are expressed in the form of an extended exponential
Kohlrausch relaxation function over time t; i. e.,

F(t) ≡
[

X(t)− X(∞)

X(0)− X(∞)

]
= e−( t

τ )
b ; 0 < b < 1 ,

(29.7)

where X is the property that is relaxed. The exponent b,
the Kohlrausch exponent, can theoretically be deter-
mined if one assumes that the process occurs in series,
representing a well-determined microscopic origin that
correlates the various degrees of freedom [29.31]. This
approach is borrowed from magnetic spin models such
as the Ising spin model [29.32]. The idea is that a given
molecular motion is dependent on the availability of
other degrees of freedom of mobile neighboring struc-
tural units. Finite relaxation times, tmax, are gradually
obtained with increasing spin levels (ergodic limit).

As mentioned above, the models by Dudko
et al. [29.24] and Sang et al. [29.23] assumed Gaussian
statistics. To illustrate how a diffusion process can de-
viate from Gaussian statistics, we introduce a simplified

version of the Langevin equation, i. e.,

ẍ = −ηẋ +ς(t) (29.8)

with the coordinate x, the dissipation (or dampening)
parameter η, and the random acceleration ζ(t). Assuming
Gaussian statistics, the mean squared displacement is〈

x2(t)
〉
= 2kBTηt = 2Dt , (29.9)

where D = ηkT defines the diffusion constant [29.33]).
It was already realized at the time of Smoluchovski at the
beginning of the 20th century that a diffusive descrip-
tion of a dynamic process demands a thermodynamically
well-equilibrated or mixed system. Especially in a con-
fined tribological system that involves a third medium
(e.g., a lubricant), it can be expected that the Markovian
nature of the underlying stochastic process could be dis-
turbed. Consequently, for a monolayer lubricant that is
chemically interacting, a nonlinear relationship of the
mean squared displacement in time can be expected.
Manifestations of anomalous transport are long-range
spatial or temporal correlations. Two extreme limits can
be distinguished: (a) processes with strong temporal re-
lations (“fractal time”) [29.29], and (b) systems that
exhibit long jumps (“Lévy flights”) [29.30].

29.6 Fractal Mobility in Reactive Lubrication

The importance of the underlying kinetics is illustrated
by ultra-thin wetting lubricants. The spreading of “com-
pletely wetting” polymer liquids on solid surfaces has
revealed unexpected spatial and temporal features when
examined at the molecular level. The spreading profile is
typically characterized by the appearance of a precursor
film of monomolecular thickness extending over macro-
scopic distances and, in many cases, a terracing (also on
the order of molecular dimensions) of the fluid remain-
ing in the reservoir [29.34]. These spatial features have
been shown to be consistent with a Poiseuille-like flow in
which the disjoining pressure gradients with film thick-
ness drive the spreading process [29.35]. The temporal
evolution of the spreading profile in this film thickness
regime is, however, found to universally scale as t1/2

even at short times [29.34]. That the spreading dynam-
ics are reflective of a diffusive transport mechanism and
not of a pressure driven “liquid” flow suggests that in-
terfacial confinement substantially alters the mobility of
molecularly thin polymer fluids [29.36].

The molecular mobility is of fundamental impor-
tance for monolayer lubrication purposes, such as in
magnetic storage devices. It has, for instance, been
shown that for low surface energy hydroxyl-terminated
perfluoropolyether (PFPE-OH) films, the lubricant ex-
hibits spatially terraced flow profiles indicative of film
layering [29.35] and spreading dynamics that are diffu-
sive in nature [29.37, 38]. In magnetic storage devices
the hydroxylated chain ends of molecularly thin PFPE-
OH films interact with the solid surface, an amorphous
carbon surface, via the formation of hydrogen-bonds
with the polar, carbon-oxygen functionalities located on
the carbon surface. The bonding of the PFPE-OH poly-
mer to carbon is predicated on the ability of the PFPE
backbone to deliver spatially the hydroxyl end-group to
within a sufficiently close distance to the surface ac-
tive sites. Kinetic measurements probing the bonding
of the PFPE-OH polymer to the carbon reveal two dis-
tinctive kinetic behaviors, as illustrated in Fig. 29.7 at
two representative temperatures: 50 ◦C and 90 ◦C for the
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Fig. 29.7 Representative kinetic data for the bonding of
PFPE-OH (tradename: Fomblin ZDOL) to amorphous car-
bon at T = 50 ◦C and T = 90 ◦C. Solid lines represent
fits using a rate coefficient of the form, k(t) = k0t−α with
α = 0.5 for T = 50 ◦C and α = 1.0 for T = 90 ◦C

two temperature regimes below 56 ◦C and above 85 ◦C.
Below 56 ◦C the kinetics are described with a time-
dependent (fractal time dependent) rate coefficient of
the form

k(t) = k0t−1/2 (29.10)

and at temperatures above 85 ◦C with the form

k(t) = k0t−1.0 . (29.11)

The initial bonding rate constants, k0, increased abruptly
as the temperature rose above 50 ◦C.

The bonding kinetics in the low-temperature regime
is characteristic of a diffusion-limited reaction occurring
from a glass-like state of the molecularly thin PFPE-OH
film [29.39]. The mobility of the PFPE chain in the
glass-like state is limited by the propagation of holes
or packets of free volume, which facilitate configura-
tional rearrangements of the chain. The onset of changes
in the bonding kinetics at nominally T > 56◦ signifies
a fundamental change in the mobility of the molecu-
larly thin PFPE-OH film. Specifically, the transition in
the fractal time dependence suggests that delivery of
the hydroxyl moiety to the surface is no longer lim-
ited by hole diffusion, and the increase in the initial
rate constant indicates an enhancement in the backbone
flexibility. These results are consistent with a transi-
tion in the film from a glass-like to a liquid-like state
in which the enhanced PFPE-OH segmental mobility
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Fig. 29.8a,b Shear-modulated SFM experiments per-
formed on a 10.7±0.5 Å Fomblin Zdol film: (a) phase shift
response between disturbance and response, and (b) contact
stiffness response vs. temperature

results from rotations about the ether oxygen linkages
in the chain that become increasingly facile. The time
dependence observed in the high-temperature rate co-
efficients, k(t) = k0t−1.0 is characteristic of a process
occurring from a confined liquid-like state in which the
activation energy increases as the extent of the reaction
increases.

The impact of this transition in the molecular mo-
bility on tribology can be illustrated with sinusoidally
modulated shear force experiments [29.40,41]. In brief,
a molecularly thin (10.7±0.5 Å) PFPE-OH film is sub-
jected to a local shear stress by means of a sinusoidal
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force applied laterally to a SFM probe (at constant load)
where the modulation amplitude is initially set below
that required to initiate sliding between the tip and the
sample. The amplitude and phase-shift responses are
measures of the contact stiffness and the effective vis-
cous dampening, respectively. From Fig. 29.8 it can be
inferred that the SFM-measured nanorheological prop-
erties of the PFPE-OH film exhibit the changes discussed
above in the molecular mobility. Thus kinetic and rheo-

logical data suggest that the thermal transition observed
is due to the formation of a two-dimensional (2-D)
glass. The “glass transition” results from the preferen-
tial “freezing out” of the out-of-plane torsional motions
of the energetically confined PFPE backbone. The
confinement-induced solidification in the molecularly
thin precursor film will significantly impact the lubri-
cation properties and challenge thermodynamic, well-
equilibrated models of lubrication as introduced above.

29.7 Metastable Lubricant Systems in Large Conforming Contacts

It is important to note that in an experiment of ther-
mal activation, the critical time of the experiment
texp decides the system response with its finite re-
laxation time tmax. If texp > tmax, the system behaves
in an ergodic manner, and thermodynamic laws apply
for interpreting lubrication results. On the contrary, if
texp < tmax the thermal evolution cannot be described
by classical statistical thermodynamics. A metastable
configuration is generated. The experimental time de-
pends strongly on the contact area, the parameter that
most differs between SFA and SFM measurements. SFA
experiments involve large micron-scale contacts while
SFM measurements are conducted with contacts on the
nanoscale

Because of the large contact area, SFA experi-
ments are very susceptible to generating unequilibrated
metastable lubricant configurations. The SFA study by
Yoshizawa et al. [29.42], in which distinctively different
dynamic states of friction were introduced, could be in-
terpreted as such. To date there are three velocity regimes
used to describe the dynamic state of friction for a system
that is “underdamped” [29.43]. In an underdamped sys-
tem, realized by a stiff spring compared to the friction
constant, the characteristic slip time is comparable or
smaller than the response time of the mechanical system.
One distinguishes three velocity regimes, as depicted in
Fig. 29.9. The three regimes distinguish themselves by
a single discriminator, vc, a material, pressure and tem-
perature dependent critical velocity. The regimes are
described as

1. highly regular with high amplitude stick–slip for
v � vc,

2. intermittent stochastic stick–slip for v < vc, and
3. smooth low friction sliding for v > vc.

Various models have been suggested to de-
scribe the different dynamic states, including melting

Friction

Time

ν<<νc Fstatic

ν<νc

ν>>νc

Fig. 29.9 Dynamic states of friction for an underdamped
spring system

freezing transition [29.44], chain adsorption on sub-
strates [29.45], and embedded particle [29.43]. Until
the embedded particle model by Rozman was intro-
duced, the SFA approach seemed to be the tool of
choice to investigate metastable lubricant configura-
tions. Rozman’s single particle model alerts us, however,
to drawing unambiguous conclusions on the dynamical
structure of a molecular system embedded between two
plates and driven by an underdamped system. In Roz-
man’s simple theoretical model, sketched in Fig. 29.10,
a single particle is embedded between two corrugated

F, ν

Fig. 29.10 Model of single particle embedded in a two-
wave potential driven at constant force, F, and velocity v
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surfaces (two-wave potential). The top plate is pulled
at constant velocity by a linear spring, and the plate
motion is monitored. Interestingly, the plate exhibits ex-
actly the same dynamic state of frictional motion as
introduced above with the three regimes, which were at-
tributed to a rate-dependent configurational change of
the lubricant.

Finally it shall be noted that the slip relaxation
pattern depends condition under which the stick–slip
motion is being studied. In an overdamped system, i. e.,
a system in which the spring constant is weak compared
to the friction constant, Rozman et al. [29.46] found that
one can control the experimentally observed relaxation
pattern of the slip by controlling the spring constant.

29.8 Conclusion

Starting from a classical tribological Master Curve,
the Stribeck curve, with its complex description of
lubrication for thin lubricants, we launched a discus-
sion of molecular lubrication pulling together disparate
approaches to studying friction. We found that phe-
nomenological descriptions of lubrication, such as the
Reynolds’ theory, were kept alive for ultra-thin lubri-
cants by “adjusting” material properties, such as the
viscosity. This is a common engineering approach to
introduce “effective” or “apparent” properties, if tested
models fail to describe new situations.

In the case of molecular lubrication, significant
progress has been made in the last ten years. Two in-
strumental techniques have in particular contributed to
this progress: the SFA and the SFM. The contributions of
these two techniques have been complementary. While
the SFA has tested lubricants under pressure constraints
with large contacts in respect to the size of the trapped

molecules, the SFM has probed the degree of collective
mobility with disturbances in the size of the molecules
themselves.

One feature common to interpreting lubrication
results, and which was discussed here in detail,
is the problem of finding the appropriate under-
lying statistics to describe the lubrication process.
Most of the current molecular models that have
been used to describe molecular friction and lubri-
cation assumed a Gaussian statistics. Only recently
has it been recognized important to consider statistics
that embrace long-range spatial or temporal corre-
lations. In the near future, it can be expected that
the next leap in an improved fundamental under-
standing of kinetics and energetics in nanolubrication
will come from interpretations that are challenging
the Markovian nature of the underlying stochastic
process.

References

29.1 F. P. Bowden, D. Tabor: The Friction and Lubrication
of Solids (Clarendon, Oxford 1951)

29.2 D. Tabor, R. H. S. Winterton: The direct measure-
ment of normal and retarded van der Waals
forces, Proc. R. Soc. Lond. A 312 (1969) 435–
450

29.3 G. Binnig, C. F. Quate, C. Gerber: Atomic Force Mi-
croscope, Phys. Rev. Lett. 56 (1986) 930–933

29.4 N. P. Petrov: Friction in Machines and the Effect of
the Lubricant (St. Petersburg 1883)

29.5 B. Tower: First report on friction experiments (fric-
tion of lubricated bearings), Proc. Inst. Mech. Eng.
(November 1883) 632–659

29.6 O. Reynolds: On the theory of lubrication and
its application to Mr. Beauchamp tower’s exper-
iments, including an experimental determination
of the viscosity of olive oil, Philos. Trans. Roy. Soc.
Lond. 177 (1886) 157–234

29.7 J. P. Israelachvili, G. M. McGuiggan, M. Gee, A. Ho-
mola, M. Robbins, P. Thompson: Liquid dynamics
in molecularly thin films, J. Phys. 2 (1990) 89–98

29.8 W. B. Hardy, I. Doubleday: Boundary lubrication
– The paraffin series, Proc. Roy. Soc. Lond. A 100
(1922) 550–574

29.9 A. Dorinson, K. C. Ludema: Mechanics and Chem-
istry in Lubrication (Elsevier, Amsterdam 1985)

29.10 B. J. Briscoe, D. C. B. Evans: The shear properties of
Langmuir–Blodgett layers, Proc. Roy. Soc. Lond. A
380 (1982) 389–407

29.11 C. Buenviaje, S. Ge, M. Rafailovich, J. Sokolov,
J. M. Drake, R. M. Overney: Confined flow in
polymer films at interfaces, Langmuir 19 (1999)
6446–6450

29.12 S. Blunier, H. Zogg, A. N. Tiwari, R. M. Overney,
H. Haefke, P. Buffat, G. Kostorz: Lattice and ther-
mal misfit dislocations in epitaxial CaF2/Si(111) and

Part
D

2
9

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



896 Part D Molecularly Thick Films for Lubrication

BaF2/CaF2/Si(111) structures, Phys. Rev. Lett. 68
(1992) 3599–3602

29.13 G. Reiter, A. L. Demirel, J. Peanasky, L. L. Cai,
S. Granick: Stick to slip transition and adhesion
of lubricated surfaces in moving contact, J. Chem.
Phys. 101 (1994) 2606–2615

29.14 S. Glasstone, K. J. Laidler, H. Eyring: Theory of Rate
Processes (McGraw-Hill, New York 1941)

29.15 M. He, A. Szuchmacher Blum, G. Overney,
R. M. Overney: Effect of interfacial liquid structur-
ing on the coherence length in nanolubrication,
Phys. Rev. Lett. 88(15) (2002) 154302/1–4

29.16 K. L. Johnson: Contact Mechanics (Cambridge Univ.
Press, Cambridge 1987)

29.17 E. Meyer, R. M. Overney, K. Dransfeld, T. Gyalog:
Nanoscience: Friction and Rheology on the Nano-
meter Scale (World Scientific, Singapore 1998)

29.18 H. K. Christenson, D. W. R. Gruen, R. G. Horn,
J. N. Israelachvili: Structuring in liquid alkanes be-
tween solid-surfaces – Force measurements and
mean-field theory, J. Chem. Phys. 87(3) (1987)
1834–1841

29.19 C. Drummond, J. Israelachvili: Dynamic behav-
ior of confined branched hydrocarbon lubricant
fluids under shear, Macromolecules 33(13) (2000)
4910–4920

29.20 R. M. Overney, H. Takano, M. Fujihira, W. Paulus,
H. Ringsdorf: Anisotropy in friction and molecular
stick–slip motion, Phys. Rev. Lett. 72 (1994) 3546–
3549

29.21 R. M. Overney, H. Takano, M. Fujihira: Elastic com-
pliances measured by atomic force microscopy,
Europhys. Lett. 26(6) (1994) 443–447

29.22 E. Gnecco, R. Bennewitz, T. Gyalog, C. Loppacher,
M. Bammerlin, E. Meyer, H.-J. Güntherodt: Veloc-
ity dependence of atomic friction, Phys. Rev. Lett.
84(6) (2000) 1172–1175

29.23 Y. Sang, M. Dube, M. Grant: Thermal effects
on atomic friction, Phys. Rev. Lett. 87(17) (2001)
174301/1–4

29.24 O. K. Dudko, A. E. Filippov, J. Klafter, M. Urbakh:
Dynamic force spectroscopy: A Fokker–Planck ap-
proach, Chem. Phys. Lett. 352 (2002) 499–504

29.25 F. Heslot, T. Baumberger, B. Perrin, B. Caroli, C. Car-
oli: Creep, stick–slip, and dry-friction dynamics:
Experiments and a heuristic model, Phys. Rev. E
49 (1994) 4973–4988

29.26 S. Sills, R. M. Overney: Creeping friction dynamics
and molecular dissipation mechanisms in glassy
polymers, Phys. Rev. Lett. 91 (2003) 095501(1–4)

29.27 W. D. Luedtke, U. Landman: Slip diffusion and Levy
flights of an adsorbed gold nanocluster, Phys. Rev.
Lett. 82 (1999) 3835–3838

29.28 I. M. Sokolov: Levy flights from a continuous-time
process, Phys. Rev. E 63 (2000) 011104/1–10

29.29 R. Metzler, J. Klafter: The random walks guide to
anomalous diffusion: A fractional dynamics ap-
proach, Phys. Rep. 339 (2000) 1–77

29.30 R. Metzler, J. Klafter: Levy meets Boltzmann:
Strange initial conditions for brownian and frac-
tional Fokker–Planck equations, Physica A 302
(2001) 290–296

29.31 R. G. Palmer, D. L. Stein, E. Abrahams: Models of
hierarchically constrained dynamics for glass re-
laxation, Phys. Rev. Lett. 53 (1984) 958–961

29.32 N. W. Ashcroft, N. D. Mermin: Solid State Physics
(CBS Asia, Philadelphia 1976)

29.33 R. Becker: Theorie der Wärme (Springer, Berlin 1985)
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Nanotechnolo30. Nanotechnology for Data Storage Applications

This chapter considers atomic force microscopy
(AFM) as an enabling technology for data
storage applications, considering already existing
technologies such as hard disk drives (HDD),
optical disk drives (ODD) and Flash Memories that
currently dominate the nonvolatile data storage
market, together with future devices based on
magnetoresistive and phase change effects.
The issue at hand is the question of whether
the novel AFM-based storage, dubbed “Probe
Storage”, can offer a competing approach to the
currently available technologies by playing the
role of a disruptive technology. Probe Storage will
be contrasted to HDD and ODD who are purely
mechanical, as they are based on a rotating
disk that uses just a single probe to address
billions of bits of data, and nonvolatile RAM
that has no moving parts yet requires billions
of interconnects. In particular, capacity, areal
density, transfer rate, form factor and cost of
various data storage devices will be discussed and
the unique opportunity offered by Probe Storage
in employing massive parallelism will be outlined.
It will be shown that Probe Storage bridges the
gap between HDD, ODD and other nonvolatile RAM,
drawing from the strength of each one of these
and adding a significant attribute neither of these
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has; namely, the possibility of addressing a very
large number of nanoscale bits of data in paral-
lel. This chapter differs from the other chapters in
this book in that it addresses the important issue
of whether a given scientific effort, namely, Probe
Storage, is mature enough to evolve into a com-
mercially viable technology. The answer seems
to indicate that there indeed is a huge niche in
the data storage arena that such a technology is
uniquely qualified to fill, which is large enough to
justify a major investment in research and devel-
opment. Indeed, as other chapters indicate, such
an effort is developing at a rapid pace, with hopes
of having a viable product within a few years.

This chapter will differ from the other chapters in
this handbook in that it addresses the important is-
sue of whether a given scientific effort is mature
enough to evolve into a commercially viable technology.
Specifically, we consider scanning probe microscopy
(SPM), consisting of scanning tunneling microscopy
(STM) [30.1–3] and atomic force microscopy (AFM)
with all their variants, as a means for storing and re-
trieving nanoscale bits of data to and from a substrate.
Indeed, many studies have already been published in
which researchers demonstrated the feasibility of using
SPM techniques that hold promise for realistic appli-
cations [30.4]. However, in approaching a topic from
a practical point of view, that is, whether it has the
ingredients that will spawn a commercial product, it

is imperative to obtain a clear view of the status of
competing technologies. The commercially available
technologies that will concern us here entail two classes
of devices, one consisting of hard disk drives (HDD)
and optical disk drives (ODD), and the other consisting
of Non-Volatile Random Access Memories (NVRAM)
based on charge trapping (Flash Memory) that currently
dominate the data storage market. The latter may soon be
supplemented by magnetoresistive RAM (MRAM) and
phase change RAM (PC-RAM). For brevity, we will
refer to the first class as HDD and the one as NVRAM.

It is commonly thought that nanotechnology is
a breakthrough technology that is a quantum leap be-
yond existing technologies in its capabilities. In reality,
however, nanotechnology is in many cases just a limiting

Part
E

3
0

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



900 Part E Industrial Applications and Microdevice Reliability

case to the already commercially available technologies.
The latter may progress at such a high rate that the dis-
tinction between what is considered “conventional” and
“nano” becomes blurred. A case in point is data stor-
age in which distances and times are already specified
by nanometers and nanoseconds. For example, the head
of an HDD in a PC’s hard disk flies across the storage
medium (platter) at a speed of 10 m/s (∼ 22 miles per h)
at a height of ∼ 10 nm, reading and writing bits of data
on a nanosecond time scale. Also, both giant magneto-
resistance (GMR) devices that read magnetic data in an
HDD and transistors belonging to NVRAM devices use
nanoscale structures, one employing spintronic effects
and the other tunneling junctions between pairs of tran-
sistors, where quantum laws of physics have to be used
to describe their operation.

The issue at hand is, therefore, whether novel nano-
technologies can offer a competing approach to currently
available technologies by playing the role of a “dis-
ruptive technology”. This term has been coined in the
high-tech industry to describe a situation where, figu-
ratively speaking, a discovery developed in a basement
can lead to a development of a new device that has
the potential of becoming a commercial alternative to
a commonly used one. Such a disruption of the success
of a commercially established technology by a product
developed by a new start-up, for example, has been wit-
nessed more and more frequently in recent years. One
would even venture to assume that the support com-
panies give to research groups at universities can be
attributed to their concern about a possible disruption of
their own technology.

The important issue here is the question of what
nanotechnology can offer to an already mature field
such as data storage. As will be discussed later, HDD
and NVRAM are worlds apart in technology. HDD is
purely mechanical, as it is based on a rotating disk that
uses just a single probe (head) to address billions of bits
of data. NVRAM, on the other hand, has no moving
parts yet requires billions of probes, i. e., interconnects,
positioned at the intersection of horizontal and vertical
interconnects with one probe for every bit of data. An-
other distinction between HDD and NVRAM is the time
it takes to access a random bit of data. For an HDD the
random access time is 10 ms (75 ms for ODD), while
for NVRAM it is less than one µs. Clearly, NVRAM
beats HDD (and ODD) in the random access arena, if
that is the criteria for performance. On the other hand,
the rate at which an HDD can read data sequentially is
rather impressive. The current performance of an HDD
stands at 436 Mb/s and 22 Mb/s for ODD, compar-

able to what NVRAM can offer, being of the order of
10 MByte/s. Another playing field in the battle between
HDD and NVRAM performance concerns capacity and
areal density of bits of data. Here, capacity measures
the total number of bytes of data, while areal density
measures the number of bits per square inch. The first
addresses the ever growing need for storing larger and
larger amounts of data, say, for high-definition TV appli-
cations, while the latter is related to what is commonly
called the form factor, namely, the physical size of a stor-
age device. The form factor is intimately connected to
portability, as more and more hand-held devices have
restrictions on the physical size of each of its compo-
nents. Note also that a major consideration in comparing
HDD and NVRAM is cost, a topic that will be addressed
later.

As discussed before, both HDD and ODD use just
a single probe that addresses all the bits of data on a plat-
ter where data is stored. NVRAM, on the other hand, has
to resort to a grid of interconnects that contacts each bit
of information individually. Such a grid, in which each
bit is interfaced with one “word line” and one “bit line”,
occupies expensive real estate across a storage device,
and, even more importantly, it requires that the intercon-
nects be on the order of the bits of data they address.
As long as these bits have dimensions on the order of,
say, 1 µm, one is able to use conventional lithography
for the fabrication of the interconnects. However, when
the bits of data shrink to, say, 25 nm in size, intercon-
nects are no longer a viable option due to lithographic
limitations. HDD and ODD, in contrast, require no in-
terconnects, so this limitation on the size of bits is not
a concern. However, there are many other problems that
arise as one tries to push the size of the stored bits to
nanoscale dimensions, as will be discussed later.

By now we have touched on the heart of the chal-
lenge that nanotechnology-based storage faces if it is to
compete with HDD and NVRAM in both performance
and cost. Practically, one should restate this issue and ask
a more modest question, namely, what niche nanotech-
nology will fill in consumer data-storage applications.
To address this question, one notes that nanotechnol-
ogy is concerned with the ability to miniaturize and
characterize nanometer-sized structures. For data stor-
age, the question is how to address nanoscale data bits
rapidly without having to resort to the use of too many
interconnects.

A possible solution to this challenge emerged from
a brilliant idea developed at IBM and Stanford laborator-
ies, as part of their scanning probe microscopy research
[30.5–9].
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A conventional AFM employs a single cantilever
with a sharp tip at its end to raster scan a sample and
its minute deflections, due to protrusion on the surface,
generate a map of the surface topography. Under ideal
conditions one can even obtain atomically resolved im-
ages. The IBM-Stanford group demonstrated that it is
possible to employ a large number of such cantilevers
and operate them in parallel. Such an operation pro-
vides a faster means of obtaining images of different
parts of a sample simultaneously. These cantilever arrays
are often referred to as types of microelectromechan-
ical systems (MEMS), or if they are small enough,
nanoelectromechanical systems (NEMS).

One can view this breakthrough concept as an en-
abling technology for data storage applications in that it
bridges the gap between HDD and NVRAM technolo-
gies, drawing from the strength of each. To appreciate
this concept, consider a medium whose area is sectioned
into a thousand squares, each containing one million bits
of data. Each square is addressed by its own intercon-

nect whose width can now be as wide as a thousand
bits of data. Consider now a square structure consist-
ing of one thousand cantilevers whose tips are aligned
such that each one addresses its own square. Such an
arrangement, known as probe storage, and dubbed “mil-
lipede” by IBM, has some attributes belonging to an
HDD, some attributes belonging to NVRAM, and po-
tentially one significant attribute neither of these has: the
possibility of addressing nanoscale bits of data. While
random access is faster than that of a HDD, it is slower
than that of NVRAM.

In this chapter, we will address the issues mentioned
in the introduction with an emphasis on a comparison
between existing and future development of conven-
tional technologies and nanotechnologies. We will not
address more futuristic approaches such as DNA and
molecular electronics for data storage applications –
fascinating topics on their own merit, yet deemed
too far in the future for our more “technological”
approach.

30.1 Current Status of Commercial Data Storage Devices

Before describing the current status of commercial
storage devices, it is worthwhile to reiterate defin-
itions and cover some new key features associated with
HDD [30.10]. A schematic of a hard disk drive, shown in
Fig. 30.1, is configured into sectors, each having radial
tracks; there are typically 58,000 tracks per in. for HDD
and 34,000 tracks per in. for ODD, 562 kbits per in. for
HDD, and 100 kbits per in. for ODD. In 1993, a HDD
head was flying above the storage media at a typical
height of 100 nm, which dropped to 10 nm in 2002, and
is expected to drop to 4 nm in 2004.

Hard Disk Drives and Optical Disk Drives
The time it takes the read-write head to get to a random
bit along a track is called latency, while the time it takes
the head to get to a random sector is called seek time. The
time to get to any random bit is called access time. From
1990 to 2002 this time decreased linearly from 20 ms to
8 ms, and is expected to decrease to 4 ms by 2004.

Transfer time is the time it takes to transfer a given
number of bits from the hard drive to a given destination
in a computer. The total number of bits per unit area,
usually given in bpsi (bits per square inch), is called
areal density. The total number of bytes in a storage
device is called capacity.

The physical size of a storage device and its price
are paramount factors in its commercial viability. Disk

drives are usually divided into magnetic and optical,
although a combination of both is currently advanced
by several companies and research groups around the
world. A magnetic hard drive (HDD) has a higher cap-
acity, lower cost, and higher performance than an optical
hard drive (ODD), but its disk is not removable. The
ODD, on the other hand, has a removable disk that can
be mass produced by parallel replication (stamping),
making it cheaper for large-scale distribution. Also, an
ODD is configured to operate in such a way that the
head reads data sequentially, while HDD is optimized
for random access operation. Note that units of bits are
usually denoted by a lower case “b” and used for areal
density and transfer rate, while units of bytes are usually
denoted by an upper case “B” and used for capacity.
A note in passing: Areas are, oddly enough, expressed
in square inches, and the holy grail for areal density is
denoted by 1 tbpsi (one terabit per square inch).

Now, a crucial question when assessing the viabil-
ity of a promised technology concerns the demand for
the commercial product in question. Figure 30.2 esti-
mates that a grand total of 2.12 million terabytes of
information were produced in 1999 [30.11]. The break-
down is 83 terabytes for optical, 240 terabytes for paper,
427,000 terabytes for film, and 1.6 million terabytes for
magnetic data storage. PC disk drives take the first place
in demand: 700,000 terabytes of data!
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From above Rotation

Track

Sector

Read/write
head

Platter

Surfaces

Cylinder

Fig. 30.1 A schematic diagram of a hard disk drive illustrating the
concepts of cylinder, track, and sector
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Fig. 30.3a,b Storage drive industry shipments in [30.10]. (a) Cate-
gorized by value and (b) units shipped
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Fig. 30.4 Disk drive manufacturers and merchant component sup-
pliers [30.12]. The number of disk drive manufacturers decreased
from 62 in 1985 to a mere 7 by 2002
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Fig. 30.2 World production of data in 1999 estimates

To appreciate the economic impact of the HDD stor-
age drive industry (NVRAM will be discussed later),
consider Fig. 30.3, which is current to 2002 [30.10].
Here, one observes that the industry shipped 528 mil-
lion units with a value of $ 35.5 billion, 58% of the value
consisting of HDD and 27% of ODD, while the num-
bers shipped are almost evenly divided between HDD,
ODD, and floppies. Based on Fig. 30.3, one would think
that such a huge market would involve a large number
of companies competing with each other in price and
performance.

However, as shown in Fig. 30.4, the cut-throat com-
petition among various companies gave rise to the
disappearance of many of them and mergers between
the others [30.12]. Note that the number of disk drive
manufacturers dropped from 62 in 1985 to only seven
in 2002, while merchant components suppliers dropped
from 28 to eight during that period! For example, Maxtor
and Quantum merged, IBM sold its disk drive division to
Hitachi, and Fujitsu exited desktop HDD altogether. In
2002, Seagate shipped 1,959,000 terabytes of storage,
10.2 million enterprise drives, 1.2 million 15,000 rpm
drives, and 44.8 million personal storage devices. And
they expect that there will be migration to smaller form
factors and increased areal density in all segments of the
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industry and that mobility will be become increasingly
important.

A projection of HDD areal density on a logarithmic
scale is shown in Fig. 30.5 [30.13]. Whereas in 1990 the
areal density was only 1 gigabit per sq. in., it reached
100 gigabits per square inch in 2002 and is projected to
reach 1 Tbpsi in 2006. One wonders whether it will take
nanotechnology to get to 50 Tbpsi in 2017, as the figure
suggests. As quoted from a Seagate presentation, “in tra-
ditional applications, areal density has grown faster than
consumption, moving to a single platter society in PC’s
that enables smaller form factors. In non-traditional mar-
kets, new applications drive capacity growth, especially
with video content.” [30.12].

Table 30.1 [30.10] presents several key param-
eters characterizing HDD and ODD that should serve
as a reality check for the potential viability of any
nanotechnology approach that aims to act as a dis-
ruptive technology. Thus any new concept should be
judged against this current status of HDD and ODD
and, as described later, NVRAM. Note that in contrast
to these impressive parameters associated with HDD
and ODD, seek time is limited to 10 ms and 75 ms,
respectively.

A comparison of the perceived limits to HDD
and ODD performance are presented in Table 30.2
[30.10]. For magnetic disk drives, the limit to areal dens-
ity is the superparamagnetic effect in which too small
a magnetic domain can be thermally excited into an op-
posite direction, losing the reliability of the stored data.
Ways and means for approaching this limit and main-
taining reliability will be discussed later. For optical data

Table 30.1 A comparison of the parameters of HDD and ODD

Product comparison

Parameter HDD (80 Gb desktop) ODD (4.7 Gb DVD-RAM)

Areal density 32.6 Gb/in.2 3.3 Gb/in.2

Best = 50.0 Gb/in.2 (2.5′′) Best = 4.6 Gb/in.2 (50 mm)

TPI/BPI 58 K/562 K 34 K/100 K

Capacity/platter 40 Gb (2 side, 95 mm) 9.4 Gb (2 side, 120 mm)

Unit price (drive) $80–$120 $365

Price/Gb (drive) $1–$1.5 $39

Price/Gb (media) – ∼ $1.5–$2

Seek time 10 ms 75 ms

Transfer rate (writing) 436 Mb/s 22 Mb/s

Research laboratory comparison

Parameter HDD (longitudinal) ODD (blue near-field)

Areal density 130 Gb/in.2 45 Gb/in.2

TPI/BPI 213 K/610 K 141 K/319 K

100,000.0

10,000.0

1,000.0

100.0

10.0

1.0

Jan-90
Jan-93

Jan-96
Jan-99

Jan-02
Jan-05

Jan-08
Jan-11

Jan-14
Jan-17

Date

Areal density (Gb/in2)

Fig. 30.5 Projected areal density for hard disk drives [30.13]

storage, the conventional limit is clearly the spot size of
the focused laser beam. However, near-field methods are
currently being developed to circumvent this limit. As
far as speed goes, switching times for magnetic domains
is around 1 ns, while for laser-induced thermal effects it
is ten times slower.

The current and projected relationship between
areal density and data rate for several technologies are Part
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Table 30.2 Perceived technical limits for hard disk drive technology [30.10]

Magnetic Optical

Areal density Superparamagnetism Focused spot size
(Gb/in.2) 1994: 35 (scaling) 1994: 0.7 (λ = 780 nm)

1997: 100 (lower bit aspect ratio) 1997: 3.3 (λ = 650 nm)
2002: 500 (perpendicular) 2002: 19 (Blu-Ray)

1,000 (patterned) 2× (ML)
> 1,000 (HAMR) 2–3× (NF)

? × (Volume)

Switching time (ns) Gyromagnetic ratio Media crystallization
∼ 1 ∼ 10

shown in Fig. 30.6 [30.5]. These technologies consist of
CD-ROM, magneto-optical, magnetic disks, magnetic
tape, SIL, holography, and thermo-mechanical AFM.
According to this projection, magnetic disks are in the
forefront of technology and are expected to have the
same areal density as that of the probe storage concept,
yet have a much faster data rate. The latter technology,

Areal destiny (Mbit/in°)

106

104

102

Data rate (Mbit/s)
10–2 100 102 104

106

104

102

Current demonstration

Year 2000 projection

Year 2004 projection

Holographic

Magnetic
disk

Magnetic
tape

Magneto
optical

CDROM

SIL

AFM
(thermo-

mechanical)

Fig. 30.6 Projected areal density vs. data rate for several
technologies

as predicted in this figure, will grow from a data rate of
only 1 Mb/s to more than 10 Mb/s, accompanied by an
increase in areal density from 10 gigabits per sq. in. to
hundreds of gigabits per sq. in. More about the probe
storage concept will be discussed later.

30.1.1 Non-Volatile Random Access Memory

Demand for Flash Memory has been growing rapidly
over the last few years, driven by the rapid expansion
of several markets, including mobile communications
and portable media devices (notably cameras and MP3
players). Flash Memory is by now the fastest grow-
ing segment of the memory market. Figure 30.7 [30.14]
shows the total value of the Flash Memory market year
by year. It can be seen that the market is increasing by
nearly a factor of ten every five years and up to 100%
every year. The market is projected to reach $ 23 billion
by 2003, up from $ 2.5 billion in 1998. The reasons for
this dramatic growth are depicted in Fig. 30.8 [30.14],
which shows the demand by industry sector and the
growth in these areas. By far the biggest driver of de-
mand for Flash Memory is consumer electronics and,
in particular, cellular phones, which account for nearly
half the market and are growing at a compounded annual
growth rate of 120%.

Flash Memory
Flash Memory, the most common non-volatile, pro-
grammable memory device, uses rows and columns of
interconnects that address each data cell. At the inter-
section of these are two transistors, which comprise the
Flash Memory cell, as shown in Fig. 30.9. Each cell is
addressed by a network of interconnects, where the com-
mon connection to the transistor gates is called the word
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Flash Total Annual Market ($B)
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Fig. 30.7 Total value of the flash memory market, 1998–
2003. The market has been growing rapidly over the last few
years, and is now the fastest growing sector of the memory
market

line and the common connection to the drain is called the
bit line. Every cell in the memory array can be accessed
by activating a unique combination of these lines. Here,
the floating gate is linked to a word line via a second gate
that serves as a control gate. The floating gate potential
is altered by Fowler–Nordheim tunneling of electrons,
an effect that takes place when the applied bias needed
for switching is larger than the work function of the rel-
evant electrode. The electrons arrive from the column,
or bit line, and enter the floating gate from which they
drain to the ground. A cell sensor monitors the flow of
electrons through the gate. A value of 1 is assigned when
the current is greater than a given threshold value, and 0
if it is below that value. Approximately 30,000 electrons
are stored in the gate to make a 1 and 5,000 for a 0. The
memory of the device derives from the very long storage
time (tens of years) of the tunneling electrons in the gate
capacitor. For the data to have a lifetime of ten years, the
electrons can leak at a rate of no more than five a day.
Flash memory can only be rewritten a limited number of
times (105–6), as electrons get permanently trapped in
the gate over time, impairing device efficiency. Memory
devices using this technology are SmartMedia, Com-
pactFlash cards, and Memory Sticks, for example, that
read and write memory in 256- or 512-byte increments,
enhancing their speed of operation. A Flash Memory
device, in contrast to a hard disk drive, is noiseless, has
no moving parts, is lighter and smaller, and, above all,
has access times orders of magnitude faster than HDD.
SmartMedia cards, which serve as solid-state floppy disk
cards, were originally developed by Toshiba. They are
currently available in a capacity of 128 Mbytes and
higher and measure roughly 45 mm × 37 mm × 1 mm. In

Automotive 132 %

Internetworking + telecom 56 %

PC and peripherals 28 %

Consumer Audio 142 %

Consumer Video 61 %

Consumer – All others 102 %

Cellular phones and pagers 119 %

All others 91 %

500.00
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350.00

300.00

250.00

200.00
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50.00

1997 1998 1999 2000 2001 2002 2003 2004 2005

Total Annual Market K-TBITS

Fig. 30.8 Market segments that are driving the demand for flash
memory where cellular phones are leading the demand

comparison to a HDD, however, SmartMedia cards are
much more expensive. Note that a single storage cell oc-
cupies roughly 0.1 µm2, a size limited by the complexity
of its physical structure and width of the addressing
interconnects.

Control gate Control gate

Floating
gate

Floating
gate

Bit line

Source Drain
GND

Bit line

Word line

Fig. 30.9 Schematics diagram of a typical Flash Memory
cell
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Magnetoresistive Random-Access Memory
Figure 30.10 [30.15] is a schematic diagram of a mag-
netoresistive random-access memory (MRAM) that acts
as a non-volatile storage device. As with Flash Memory,
there are word lines and bit lines at the intersection of
which is a cell with a switchable property. Whereas with
Flash Memory the electric potential of a storage cell is
modified by electron tunneling, here it is the magnetic
domain orientation that is switched by the current flow-
ing through the electrodes. Passage of electrons through
the magnetic domain of the cell depends on the state
of polarization of the spins of the injected electrodes,
much the same as the operation of giant magnetoresist-
ance elements used to read data in a hard disk drive.
In contrast to HDD and Flash Memory, MRAM is still
in a stage of development and, as such, is not yet com-
mercially available. One of its main attributes is its high
speed of programming, which is faster than that of Flash
Memory. The main challenges confronting MRAM tech-
nology are: (i) the size of the cell is still too large, (ii) the
power consumption required during the write mode is
still too high, and (iii) there are manufacturing diffi-
culties associated with high temperature steps that may
damage the magnetic layers.

Sense line

Sense line

“0” State

Magnetization
Magnetization
direktion

Word
current

Sense current

“1” State

Magnetization
Magnetization
direktion

Sense current

Word line

Word line

Word
current

Fig. 30.10 A diagram of a MRAM cell

To exemplify the status of this technology, note that
Motorola demonstrated a 1-Mbit MRAM test chip us-
ing a 0.6-µm process, yielding a cell size of 7.2 µm2.
Projections are that using a 0.18-µm process will shrink
the cell size to about 0.7 µm2, and thus be competi-
tive with Flash Memory. Also, Sony demonstrated an
MRAM test chip using a 0.35-µm process that yielded
a cell size of 5.8 µm2. Other companies like IBM, which
is partnering with Infineon, are also active in MRAM
research.

Phase-Change Random-Access Memory
Phase-change random-access memory is a technology
that uses a chalcogenide as the data storage material in
the memory cell. The medium is similar to the switchable
material used in rewritable CDs. It is being pioneered
by Ovonyx, in association with Intel. A schematic dia-
gram of an Ovonyx Unified Memory (OUM) is shown in
Fig. 30.11 [30.16]. The OUM is an example of a phase-
change random-access memory that operates much as
the Flash Memory and MRAM, as far as the electrodes
are concerned, except that the memory bit cell consists of
a chalcogenide material that undergoes a phase change.
Upon passing current from the word line to the bit line,
the chalcogenide, a GeTeSb alloy, changes its phase
reversibly between amorphous and crystalline states, de-
pending on the temperature it is heated to and the rate of
cooling. This change in phase is accompanied by a sev-
eral orders of magnitude change in conductivity, which
makes it possible to obtain a high reading signal-to-noise
ratio. Similar to Flash Memory and MRAM, the OUM
requires a protective shield from the environment for re-
liable operation over a long period. We shall come back
to this issue later.

TiW

SiO2

TiAIN

Ge TeSb phase change alloy

TiW

TiW
SiO2

SiO2

Fig. 30.11 A cross section of an OUM cell
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30.2 Opportunities Offered by Nanotechnology for Data Storage

We have by now summarized the two mainstream com-
mercial data storage devices, HDD and NVRAM, and
the two near-term candidates for future commercial
success, the MRAM and PC-RAM devices. As stated
before, the technology utilized by these devices should
be used as a measure against which novel nanotechnol-
ogy approaches are judged. Note that even if a promising
novel nanotechnology-based device comes into being,
it will take time to bring it into maturity, and during
that period, the state-of-the-art of HDD, Flash Mem-
ory, MRAM, and PC-RAM will steadily improve. One
could state that we have here a competition on the “run”
that will be decided based on the following four cri-
teria: (i) capacity, (i) cell size, which translates to areal
density or form factor, (iii) access time, and (iv) price,
where each technology is looking for its own business
niche.

Nanotechnology offers two unique opportunities to
solve the problem of how to miniaturize storage devices.
The first opportunity entails the use of a variety of chem-
ical and physical processes to fabricate memory media
capable of supporting nanoscale features that have re-
versible properties, be it magnetic, electric, or phase
change. Such media should satisfy the first and second
criteria, namely, a large data storage capacity and a small
form factor. The second opportunity derives from the
ability of scanning probe microscopy, the champion of
nanotechnology, to characterize and modify structures
down to atomic dimensions. Here, the use of a large
number of probes operating in parallel should satisfy
the third criterion, namely, fast access times. Also, be-
cause the fabrication of multiple cantilevers lends itself
rather readily to mass production using currently avail-
able photolithographic processes, it should satisfy the
fourth criterion: low cost.

In the next section, we describe how probe storage
can be realized as a data storage technology that may
find a commercially viable niche. It will be useful to
divide this section into three parts, each one describing
different aspects of what is known as probe storage. The
first part, titled “Motors”, will deal with the question of
how one can access a large number of nanoscale memory
cells using parallel and sequential processes. The second
part, denoted by “Heads”, will describe methods for
reading and writing each individual memory cell using
different SPM techniques. The third part, called “Media
and Experimental Results”, will describe the properties
of different media applicable to data storage that have
or can be used for probe storage.

30.2.1 Motors

This section considers two possible geometric config-
urations of data storage devices that operate in parallel.
One consists of a rotating cylinder and an array of can-
tilevers positioned in an axial direction, as shown in
Fig. 30.12, and the other is a 2-D, all-MEMS configur-
ation, as shown in Fig. 30.13 [30.17]. Very little work
has been done in the first, “mixed” configuration, and
we will, therefore, present only a short survey of this
work. Most of the section will be dedicated to the all-
MEMS configuration, on which massive work has been
proposed, tested, and published.

Cylinder
A cylindrical ROM media for optical data storage is
currently being explored as an alternative to DVD de-
vices, using an adhesive tape film as the recordable
medium [30.18]. The purpose of the study is to find out
whether this geometry will result in a smaller form factor

100 µm

3 mm 1 mm

Comb storage device

32 cantilevers

Piezo translator

Fig. 30.12 A schematic diagram of a comb storage device

2-D cantilever array chip Multiplex driver

Polymer storage media
on x/y/z scanner

x

y z1

z2

z3

MUX

MUX

Fig. 30.13 A schematic diagram of a MEMS storage device
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and reduced vibrations relative to a commercial DVD.
These authors find that this geometry offers a larger
writing area than that of a disk. For example, consider
a disk with inner and outer radii of r and R, respec-
tively, and a cylinder with the same radius and a height
of h. For equal areas, the height of the cylinder is given
by h = (

R2 −r2
)
/2R. Therefore, for r = 2.5 mm and

R = 15 mm, one obtains h = 7.3 mm. As a result, a cylin-
der with R = h = 15 mm offers more than twice the area
of a disk. Such a device presents an interesting opportu-
nity that the authors are currently pursuing. Figure 30.12
is an artist’s concept of a possible geometry where a lin-
ear array of 32 cantilevers with their tips is mounted
along the axis of a rotating cylinder. This array, which
resembles a comb, is mounted on a piezoelectric actuator
that can move the minute array very fast across a dis-
tance that equals the gap between adjacent cantilever
tips. Let the cylinder circumference be divided into 32
sectors, each containing data bits arranged as circular
tracks within each sector. As the cylinder rotates, each
of the 32 tips reads independently a single track. Using
the piezoelectric actuator, one can now move all the
tips such that they read the next 32 tracks. Consider the
particular geometry presented in Fig. 30.12, where the
diameter of the cylinder is 1 mm, its length 3 mm, the
distance between tips 100 µm, and a cylinder rotation
rate of 10,020 rpm.

A crude assessment of the possible performance of
such a device indicates promising values for the capacity,
latency, access time, and transfer rate [30.19].

Note that while the rotational rates of these devices
are expected to be similar to those of a HDD, one can
conceive of MEMS-derived motors increasing the rota-
tion rate. For example, a micro-engine with a diameter
of 64 µm driven electrostatically at 300,000 rpm has re-
cently been investigated [30.20]. The purpose here was
to study the out-of-plane displacement and tilts about
the rotating hub. Optical methods have been developed
to characterize the operation of this device, together
with a model that takes into account the various pa-
rameters relating to its operation. One wonders whether
a combination of this MEMS technology with a disk
or cylindrical recordable medium is a viable option for
reducing latency and decreasing access time for data
storage applications.

Probe Storage
The next section provides a detailed description of
a probe storage device, so here we will only outline
briefly the main principles of its operation [30.8, 9, 21–
26]. Consider a typical schematic of a MEMS-based

storage presented in Fig. 30.13, [30.17] where the can-
tilevers are laid out on a “sled” in both the x and
y directions. The sled is translated, typically by electro-
static actuators, over the medium surface. This means
that, unlike in conventional hard disks, the sectors are
laid out adjacent to each other.

There are two possible architectures to this arrange-
ment, one in which the media is moved relative to the
tips and one in which the media is fixed and the tips
are moved. The moving-tips model is very space inef-
ficient, allowing only about 1% of the media area to be
used for data storage, and, therefore, making it unvi-
able in comparison to other storage technologies. In this
configuration, the media is suspended by springs over
the tips with actuators that control their positioning. In
contrast, however, a typical design for a moving media
model could have 10,000 tips in a 1 cm2 area with a bit
size of 50 nm2. This geometry allows 30–50% of the
area of the media to be utilized. Allowing for overheads
such as error correction, this gives a storage capacity of
4 Gb/cm2.

The disadvantage of this scheme is the greater mass
that needs to be moved, resulting in large seek times.
There is a settling time associated with each movement
of the system, as the springs cause the sled to oscillate
around its final position before coming to rest.

As shown in Fig. 30.14, the media is divided into
M × N rectangular regions, each of which is accessible
only by a single tip. The major advantage of this is
that the data can be “striped” across multiple regions,
dramatically increasing read times, as one seek operation
is sufficient to read many bits.

The notation to address each bit is of the form
〈x, y, tip〉, where x and y are the horizontal and ver-
tical coordinates of the bit within a rectangular region
accessible by tip. A tip track is the data for which 〈x, tip〉
is the same, i. e., a vertical column within a rectangu-
lar region. By analogy with hard disk architecture, all
data with identical x form a cylinder, accessible without
moving the sled in the x direction. Cylinders are divided
into tracks, which are accessible by the currently ac-
tive tips, as not all tips can be active simultaneously for
power considerations.

As mentioned, a benefit of this architecture is that
data tracks are striped across tip tracks. This is depicted
in Fig. 30.14 [30.23], where each data sector is mapped
across several tip tracks. Sectors 1 and 2 can be read
in parallel by activating tips 1–4 and moving them
vertically downwards.

Simulated device performance for a prototype sled
with parameters given in Table 30.3 is shown in Ta-
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Table 30.3 A table of probe storage operating parameters

Sled mobility in x and y 100 µm

Bit cell width (area) 50 nm (0.0025 µm2)

Number of tips 6,400

Simultaneously active tips 1,280

Tip sector length 80 bits (8 bytes)

Servo overhead 10 bits per tip sector

Device capacity (per sled) 2.1 GByte

Sled acceleration 114.8 m/s2

Per-tip data rate 400 kbit/s

Settling time constants 1

Sled resonant frequency 220 Hz

Spring factor 75%

ble 30.4. Note that an important breakthrough in MEMS
technology has recently been reported in which over one
million cantilevers per sq. cm have been fabricated by
anisotropic etching of silicon [30.27]. The cantilevers,
which had tips at their end, measured a few micrometers
in length, had spring constants of a few N/m, reson-
ance frequencies around 10 MHz, and Q factors of 5
in air. Significantly, the resonance frequencies within
the same row deviated only by 0.01%. Cantilevers as
short as 100 nm and as thin as 20 nm were also fabri-
cated, demonstrating the latitude that this technology
offers. Also reported was the fabrication of a large
number of cantilevers operating at frequencies up to
1 GHz with Q factors up to 8,000 [30.28]. These re-
sults will no doubt play a pivotal role in MEMS-related
data storage technology for which mass parallelism
combined with superfast sensors offer an important
advantage.

Table 30.4 Probe storage projected performance

Average service time 1.49 ms (0.25)

Maximum service time 4.51 ms

Average seek time 1.27 ms (0.25)

Maximum seek time 1.66 ms

Average x seek time 1.24 ms (0.21)

Maximum x seek time 1.66 ms

Average y seek time 0.90 ms (0.31)

Maximum y seek time 1.62 ms

Settling time 0.72 ms

Average per request turnaround time 0.20 ms (0.20)

Maximum per request turnaround time 1.34 ms
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Fig. 30.14 A schematic diagram of a probe storage data organization

Table 30.4 [30.22] takes into account the physical
performance of the device, including the acceleration
of the actuators, settling time, etc. One observes that
the results of the model compare favorably to current
hard disk technology, having access times that are ap-
proximately six times faster. Note that recent results by
the IBM group imply a potential bit areal densities of
400 Gbpsi [30.29].

30.2.2 Sensors

As stated before, the key problem associated with
densely packed nanoscale data bits is how to address
them, realizing that no interconnects of this small size
exist. Clearly, the only known method is to utilize
MEMS technology where sharp tips are used to read,
write, and rewrite the data bits. Although such a tech-
nology is attractive, one has to realize that the number
of physical phenomena available for effecting such an
interaction is quite limited.

There are, in principle, three modes for interfacing,
or sensing nanoscale data bits. In the first mode, denoted
as contact mode, a sharp tip is constantly in contact with
the medium on which the bits are written. Here, the apex
of the tip has to be comparable in size to that of the bit.
The second mode involves such a tip in close proximity
to the bit without actually touching it. The third mode,
dubbed the noncontact mode, is a combination of the
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other two modes. Here, the tip vibrates in close prox-
imity to the media in such a way that on each cycle it
touches or taps its surface for a short period. This mode
is referred to as the tapping mode [30.30], which turns
out to have several advantages relative to the other two
modes. In either mode one can use an electric current
within the tip to heat up a data bit, inject a current into
it, or impose an electric field across it.

For the noncontact mode, one can use field emission
from a sharp tip that is positioned several nanometers
away from a sample, or use a tunneling current when
the tip is within a fraction of a nanometer away from
the sample. The current can then be used to heat a data
bit and probe its conductivity as a means for data stor-
age and retrieval. Yet both of these are accompanied
with electronic noise when operating in ambient, thus
requiring vacuum for a more steady operation. Note that
a tunneling current is so sensitive to a tip-sample gap
that a change of 0.1 nm in gap size will change the
tunneling current by one order of magnitude. One can,
therefore, rule out such a technique, as its restrictions
on media flatness are too strenuous. In spite of some
inherent difficulties, field emission maintained its posi-
tion as a viable technology for data storage applications.
A schematic diagram of the operation of a device based
on this technology is shown in Fig. 30.15 [30.31].

Here, a multiplicity of stationary tips is positioned
in close proximity to a conducting medium, such as
a chalcogenide, and a controlled current emission for
each tip is used to transform its phase reversibly from
crystalline to amorphous. Either the tips or the media
are raster scanned across each other such that, as with
the probe storage device, one can address a large num-
ber of data bits. Both tips and media are placed under
a mild vacuum that has to be maintained at all times.

Medium
recording cells

Tip

Field emission
Electron
beam

Fig. 30.15 A schematic diagram of field-emission tips

Although writing bits may be utilized efficiently, read-
ing them back, namely, measuring their conductivity
is a nontrivial task that requires further investigation.
Along these lines, one may employ a MEMS-based ap-
proach and use conducting tips that are in direct contact
with a conducting medium.

A different approach to locally heating a sample
that does not require direct tip-sample contact, vacuum
conditions, or conducting media, is to have a heating
element embedded inside each tip. In spite of the fact that
each tip has a complex structure, as shown in Fig. 30.16b,
it was found possible to fabricate a 64 × 64 2-D array
that raster scans a polymer medium. Heating a data bit
and pressing a sharp tip into it generates a nanoscale
pit that is estimated to persist for years. Sensing the
pit for readout is accomplished by monitoring the heat

Through
lever

Heat transport

Through air

Cooling
by sample

Polymer
medium
Si substrate

Small air gap
More
cooling

Less
cooling

Large air gap

Bit
indentation

20 µm

200 µm

2 mm

a)

b)

Fig. 30.16 (a) A schematic diagram of a cantilever with
a heating and heat-sensing tip. Indentations are inscribed
into a polymeric medium by means of a heated tip. The bits
are read by sensing the increased heat loss in an indentation
due to the greater surface area in contact. (b) Details of the
tip structure
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dissipation of the heated tip as a function of the media
topography. When the tip is across a smooth surface, it
is exposed mostly to air. When the tip is sunk into a pit,
it is surrounded partially by the polymer material. Thus,
the difference in heat conductivity between these two
cases serves as a measure of the state of the polymer,
whether it is smooth or dimpled. A key difficulty with
this technology has been the erase mechanism, which is
currently being addressed [30.29].

In the noncontact mode, the tip is vibrated at a dis-
tance such that the tip never touches the surface directly.
However, the tip senses the surface of the sample indi-
rectly through force gradients that modify the resonance
frequency of the cantilever. This mode can be useful in
magnetic recording if one attaches a small magnet to the
tip and uses it to both modify and sense magnetic do-
mains. This mode, however, is slow, as the tip has to
vibrate many times during the sensing of a single data
bit and, therefore, can be ruled out as a candidate for
data storage.

We shall now consider the tapping mode that has
three main advantages to the contact mode. First, the tip-
sample contact time is reduced by almost two orders of
magnitude, thus minimizing tip-media wear. The second
advantage is that it touches the media in a much gentler
way and, therefore, does not twist or bend. The third ad-
vantage is that the tip jumps between points of contacts,
which constitute the data bits, so it is less prone to crash
due to media roughness. If one uses the tapping mode
with a conducting tip and taps on a conducting substrate,
it is possible to follow the motion of the vibrating can-
tilever by monitoring the time the tip makes contact with
the sample. This method makes it easy to control a feed-
back system that keeps the motion of the cantilever under
control, provided the contact is good enough. The prob-
lem one encounters using this mode, however, is that
such an operation is usually chaotic and, therefore, diffi-
cult to control. If one were to overcome this problem, this
mode would be fast enough relative to the noncontact
mode to be considered a viable method for data storage.

We will now consider the theory and experimental
results of the tapping mode by first treating it as a graz-
ing impact oscillator (GIO) for which one can obtain
closed-form expressions connecting all of its parame-
ters [30.32]. The GIO consists of a cantilever driven
at a constant frequency and an amplitude by an exter-
nal force. The vibrating cantilever is then brought into
close proximity to the surface of a sample until its tip
starts impacting the surface. At this point the ampli-
tude of vibration of the GIO changes, together with the
relative phase between the driver and the tip. Let the

amplitude of vibration of the driver be denoted by a
and the spring constant and quality factor of the can-
tilever be denoted by k0 and Q, respectively. On impact,
the GIO acquires amplitudes of vibration A and effec-
tive spring constant keff, establishing a new value for the
input power and phase:

A = aQ√
Q2

(
1− k

k0

)2 + k
k0

, (30.1a)

θ = tan−1
( √

k/k0

Q(1− k/k0)

)
, (30.1b)

k = k0

[√( a

AA

)2 + 1

4

(
1

Q4
− 4

Q2

)

− 1

2Q2
+1

]
. (30.1c)

Equation (30.1) shows the relationship among the var-
ious parameters governing the operation of the GIO in
a closed form, making it possible to model the effect that
impacting has on the tapping cantilever. Figure 30.17a
shows that on bringing the vibrating cantilever closer to
the surface, its amplitude of vibration decreases and its
effective spring constant increases. Figure 30.17b shows
the phase of the vibrating cantilever as a function of the
amplitude of vibration. Figure 30.17c and d depict the
input power as a function of the amplitude of vibration of
the cantilever and of its phase, respectively. The double-
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Fig. 30.17 Calculated tapping behavior. Modeling of the relation-
ships among the amplitude A, effective spring constant keff, input
power Pin, and phase φ
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valued functions express the fact that one can operate
either below or above the original resonance frequency
of the cantilever.

This simplified model of a tapping mode neglects
many effects such as indentation of the surface on impact
and adhesion and other interface tip-sample forces. For
our purpose, however, we will neglect these effects and
explore the feasibility of using the tapping mode for
data storage applications. The idea here is to have the tip
jump from one pixel, or bit of stored data on the surface
of a sample to another pixel without touching the surface
in between. And while briefly touching the surface, the
tip, which is conducting, will inject a pulse of current
into the pixel and modify its conductivity [30.33]. Upon
returning to the same pixel, the tip could monitor the
conductivity of that particular pixel.

Considering the fact that the tapping mode involves
a driven, damped oscillator, it is apparent that the motion
of the cantilever traces a chaotic trajectory, necessitating
an averaging process. For most imaging or nanofab-
rication purposes, such an averaging, combined with
an appropriate image processing procedure, can indeed
yield images with nanometer resolution. For data storage
applications, however, it is desirable to have non-chaotic,
reproducible interactions for every single tap because
one could not afford an averaging procedure.

There are two key issues regarding the requirement
that each tap produce a controlled interaction. The first
concerns the identification of conditions under which
(i) chaotic motion of the cantilever is minimized and
(ii) good tip-sample contact is established. The second
issue concerns the means by which one can observe these
individual interactions. The difficulty in measuring tip-
sample interactions during an individual tap stems from
the fact that most of the time the tip is far away from
the sample, and only during a small fraction of a cycle
does it actually sense the presence of the sample. Also,
it is the nature of the tapping mode of operation that the
tip approaches the sample at a relatively small velocity,
which is the reason why it acts as a grazing impact
oscillator in the first place. One can choose the electrical
contact between tip and sample as the measuring tool for
the reproducibility of the interaction for individual taps.
This choice is clearly compatible with storage modalities
in which current injection into storage media gives rise
to writing and reading of phase-change data.

The use of all-metal cantilevers tapping on a gold
substrate was recently demonstrated, whereby carefully
chosen parameters enable the generation and observa-
tion of individual current pulses [30.34]. These pulses
were generated by applying a short bias pulse during

the tip-sample contact time. Each current pulse, last-
ing up to 20 µs, could produce a current of ∼ 10 µA
in a nm2 region yielding a current density of 1013 A/m2.
This density is large enough to be applicable for phase-
change. The cantilever was fabricated from a rectangular
PtIr wire whose length, width, and thickness were
1,200 µm, 100 µm, and 50 µm, respectively. One side
of the cantilever was attached to a driving bimorph, and
the other side etched to produce a tip whose apex radius
was estimated to be 70 nm. The spring constant, res-
onance frequency, amplitude of vibration, and quality
factor of the cantilever were 300 N/m, 13 kHz, 100 nm,
and 100, respectively. The all-metal cantilever ensured
good conductivity and could withstand a large number of
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Fig. 30.18 (a) A typical current pulse train (solid line) ob-
tained with pulsed voltage bias in phase with the cantilever’s
lowest position and the associated cantilever motion (dot-
ted line), (b) two current pulses (solid line), bias voltage
pulses (dashed line), and cantilever motion (dotted line)
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tapping impacts without degrading and had a shiny sur-
face that acted as a good mirror for the optical deflection
technique.

The experimental results yielded long trains of
individually injected current pulses. Figure 30.18 (left-
hand side) shows 14 non-averaged experimental current
pulses (solid line) and their associated cantilever mo-
tion (dashed line) with a background of instrumental
noise [30.34]. The current pulses demonstrate the repro-
ducibility of the conductance established during each
tap. Figure 30.18 [30.34] (right-hand side) shows two
averaged current pulses (solid line) with their input bias
pulses (dashed line) and the associated cantilever mo-
tion (dotted line). Note that the tip-sample contact time
is revealed by the duration of the current pulse, which
is shorter than the duration of the applied bias pulse.
Here, the amplitude of the bias pulse was 10 mV, its
duration was 40 µs, and the timing of its application
relative to the motion of the cantilever was provided
by the output of the atomic force microscope photodi-
ode. The current pulses, with a magnitude of 0.5 mA,
are much larger than the tunneling current occurring
while the tip is within a fraction of a nanometer from
the surface. Also, the displacement current, due to the
motion of the cantilever and the time varying nature of
the applied bias, is expected to be much smaller than
the observed current pulses. The contact conductance
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Fig. 30.19 An I–V curve taken with an individual ramped
input voltage pulse demonstrating an ohmic contact. Insert:
The current pulse (solid line), ramped input bias voltage
(dashed line), and cantilever motion (dotted line)

is shown in Fig. 30.19, where a linear relation between
voltage and current implies a good ohmic contact. These
results demonstrate that it is possible to minimize the
chaotic behavior of a tapping cantilever and obtain re-
producible conductance on each individual tap. The next
step is to use the tapping mode in conjunction with cur-
rent injection to write and read data bits on conducting
media.

30.2.3 Media and Experimental Results

This section summarizes several typical experimen-
tal results using different data storage media, electric
charging, electric domain orientation, magnetic domain
orientation, chemical modification, and phase change in
chalcogenides and organic films.

Electric Charging
Quate’s group at Stanford has studied charge trapping
in a silicon nitride/silicon dioxide/silicon system using
a scanning capacitance microscope [30.6]. The charge
trapping in this system has been used for many years
for non-volatilesemiconductor memory. Using chemical
vapor deposition, 500 Å of silicon nitride was deposited
onto a silicon wafer with a 50 Å oxide coating. By selec-
tively storing charge into the substrate, they were able to
write bits as small as 0.02 µm2. Using this method, they
were able to write the founding document of the Swiss
Confederation onto a 120 µm2 area, corresponding to
256 kilobits of information that yields a data density of
10 Gbpsi.

Electric Domains
Hidaka et al. have demonstrated the possibility of ultra-
high density charge storage in a ferroelectric film,
PbZr1−xTixO3 [30.35]. They show that a change in the
topography of the film can be introduced by domain re-
orientation induced by the application of a 10 V pulse
with a duration of 100 µs. This is due to the piezo-
electric effect caused by domain structures. Data bits as
small as 40 nm were written this way. This result implies
a data density of approximately 300 Gbpsi, suggesting
that this medium is a good candidate for high-density
data storage.

Thin Oxide Films
IBM Research in Switzerland has demonstrated repro-
ducible switching in thin oxide perovskite films [30.36].
By constructing metal-insulator-metal capacitor-like de-
vices, with SrZr03 as the insulator, they were able to
observe an order of magnitude increase in the leakage
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current of the device at a threshold voltage of −0.5 V.
This process is perfectly reversible, and the leakage
current can be restored to its initial state upon appli-
cation of a positive voltage. The switching occurs very
rapidly, taking less than 100 ns to change from one con-
ductivity state to another. Interestingly, the magnitude
of the transition depends on the voltage applied, sug-
gesting the possibility of storing multiple bits in one
pixel.

Magnetic Domains
Sun et al. have demonstrated a novel way to overcome
the limitations of media currently used for magnetic
data storage [30.37]. By reducing iron and platinum-
containing compounds, they demonstrated the formation
of large-scale self-ordered arrays of magnetic particles.
Initial studies suggest that an assembly of magnetic par-
ticles as small as 4 nm can support stable magnetization
transitions at room temperature. By using the particles in
these arrays as bits, the possibility of terabit-per-square-
inch magnetic data storage could be realized.

Figure 30.20 shows transmission electron mi-
croscopy of these arrays that indicate a remarkable
uniformity of particle size and large-scale periodicity.
The figure also shows assemblies of these particles de-
posited onto a silicon oxide substrate under varying
experimental conditions.

Chemical Modification
We have discussed the fact that the tapping mode is
considerably less damaging to the tip and sample, as
the tip spends less time contacting the sample and
does not drag across it while raster scanning. For this

a) b) c)

d)

18 nm 80 nm 5 nm30 nm

Fig. 30.20 (a) TEM micrograph of a 3-D assembly of 6-nm as-
synthesized Fe50Pt50 particles deposited from a hexane/octane (v/v
1/1) dispersion onto a SiO-coated copper grid. (b) TEM micro-
graph of a 3-D assembly of a 6-nm Fe50Pt50 sample after replacing
oleic acid/oleyl amine with hexanoic acid/hexylamine. (c) HRSEM
image of a ∼ 180-nm-thick, 4-nm F52Pt48 nanocrystal assembly
annealed at 560 ◦C for 30 min under 1 atm of N2 gas. (d) High-
resolution TEM image of 4-nm Fe52Pt48 nanocrystals annealed at
560 ◦C for 30 min on a SiO-coated copper grid reference

purpose, diamond-coated cantilevers have been found
useful for experiments in which wear is a problem.
For sample oxidation purposes, the tip is first oscillated
away from the sample with peak-to-peak amplitude of
10–15 nm, and then a feedback system reduces the am-
plitude to 7–10 nm by pressing the tip further into the
sample. A 50 ms-long pulse with a 10–12 V magnitude
is then applied to oxidize a thin Ti film. It was found
that this technique produces much finer structures. Fig-
ure 30.21 [30.38] is a tapping mode AFM image of four
dots created in such a way. The dots in this image have
a diameter of less than 10 nm and a height of 3.5 nm
above the surrounding Ti surface with a center separa-
tion of 20 nm. Around the dots there is what appears
to be a lower ring of material with a channel in be-
tween. This experiment demonstrates that one can use
the tapping mode to write fine pixels, albeit not to erase
them.
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Fig. 30.21a,b Experimental results of local chemical modi-
fication using AFM tip: (a) 20-nm dots written on Ti film,
(b) cross section of written bit
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Phase Change in Chalcogenides
Chalcogenides, the active material in rewritable CDs,
have the advantage of being a well-characterized and un-
derstood bistable phase change material that has already
had successful commercial data storage applications,
i. e., CDRWs. Currently, NVRAM using chalcogenides
as the active material is being pursued by an alliance of
Ovonyx and Intel. Chalcogenides are materials that have
an easily reversible stable change between amorphous
and crystalline phases. To switch from the crystalline to
the amorphous phase, the material is heated sufficiently,
so that the material subsequently cools rapidly into the
amorphous phase. The reverse change is achieved by
heating the material above the glass transition tempera-
ture, so that it recrystallizes upon cooling. For commer-
cial CDRWs, writing is done by means of laser light heat-
ing and reading is done by measuring the difference in re-
flectivity of the laser light from each of these two phases.

Scanning probe microscopy can be used to switch
the phase of a chalcogenide material by the applica-
tion of a pulse of current that heats the material as
it passes through it [30.39]. The state of the material

5

4

3

2

c)

2 4 6 8 10 12 14
Log number of programming cycles

Log device resistance

Programming current: 1 and 1.7 mA

Programming pulse width. 50 ns

a) b)

Fig. 30.22a–c Experimental results of phase change us-
ing interconnects. (a) Crystalline area, (b) amorphous area,
(c) stability of bits over 1,012 rewrites (Ovonyx)

can be read typically by measuring the resistance of
the sample. Figure 30.22 shows the two different states,
amorphous and crystalline of the chalcogenides. The re-
versibility of this transition is remarkable, and has been
shown to be stable over 1012 repeated read-write cycles.
Gotoh et al. demonstrated this effect using conducting
AFM tips, where a transition from the high resistance
amorphous state to the lower resistance crystalline state
was observed both the in topography and the conduc-
tivity of the sample. The change from amorphous to
crystalline phases was confirmed by X-ray diffraction.
Figure 30.23a and a′ show a conductance AFM image
and a profile of the surface after the application of vary-
ing voltage pulses. The topography of the substrate is
shown in Fig. 30.23b. Figure 30.23c and c′ show the
equivalent conductance AFM images after the substrate
has been scanned at a negative voltage, erasing the lower
power marks on the substrate.

These materials have been further characterized by
Gidon et al. [30.26], who showed that the resistivity of
the film in its amorphous phase was 100 Ω cm−1, while
that of the crystalline state was 0.1 Ω cm−1. They also
show that a data bit requires a 200 ns pulse with a power
of 50 µW, which translates to a total energy of 10 pJ.

Phase Change in Organics
Organics have proved important in a variety of electronic
and optoelectronic applications such as light-emitting
diodes, thin-film displays, transistors, photovoltaics, and

+3 4 5 6 V
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5, 6
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d)
– 100

– 0.5
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c)

a')
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Fig. 30.23 Experimental results of phase change using an
AFM tip (a), (a′), conducting AFM images after applying
100 ns pulses to the substrate, (b) topography AFM image
of the substrate, (c), (c′) conducting AFM images showing
erasure after scanning the substrate with an applied bias
of −1 V, (d) I–V curves of untreated (dotted) and treated
(solid) regions
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lasers. There are several advantages to organics for eco-
nomic and manufacturing reasons, and a large body of
research already exists in this field. As such, there is sig-
nificant interest and motivation in finding data storage
applications based on organic technology.

There has been much research recently into organic
materials and systems capable of reversible switching
and thus capable of being exploited for data storage ap-
plications. There are two broad categories of organics
data storage; one where the active material (which can
be homogenous or heterogeneous) has inherent bistabil-
ity, and one where the bistability is a property of the
device structure.

There are many different materials that have been in-
vestigated for data storage. The fundamental property is
that it should have two states (electronic, morphological,
or some other easily measured physical characteristic)
that the material can exist in, and it should be stable
indefinitely in either state. Furthermore, the material
should be able to be easily and reversibly switched be-
tween these states, and this should be reproducible over
many millions of cycles for it to be useful as a data
storage medium.

Several groups have been working on reversible
transitions in organic complexes suitable for switching
by scanning probe techniques. Many complexes have
been demonstrated to exhibit reversible switching, e.g.,
3-nitrobenzal malonitrile (NBMN) and 1,4-phenylene-
diamine (pDA) [30.40], tetrathiofulvane (TTF) and
m-nitrobenzylidene propanedinitrile (m-NBP) [30.41],
and many other variants.

Li et al. [30.41] have studied organic films con-
sisting of tetrathiofulvane (TTF), an electron donor,
and m-nitrobenzylidene propanedinitrile (m-NBP), an
electron acceptor. This complex demonstrates electrical
bistability, which can be written and read by scanning
tunneling microscopy.

The nature of the measurement means that it is diffi-
cult to ascertain whether this is due to solely conductive
changes in the sample, or whether topographic modi-
fications might also contribute. By applying pulses of
1 ms duration, bits of 1.2 nm diameter could be writ-
ten. This implies an areal density of ∼ 1018 bits/in2.
This change was characterized electrically, and the re-
sistance was measured as changing from 108 Ω to 103 Ω

with a threshold switching voltage of 3.1 V. The pro-
posed switching mechanism is charge transfer between
the two film constituents. This change was stable over
time and is reversible. This change is reversible, but only
by heating for prolonged periods, making it unsuitable
for applications as of yet.

Gao et al. have demonstrated stable, local, reversible
nanoscale switching [30.40] using a charge transfer
complex of 3-nitrobenzal malonitrile (NBMN) and
1,4-phenylenediamine (pDA). A 200-nm-thick film of
this complex was deposited onto highly ordered pyrolitic
graphite. Macroscopic electrical measurements demon-
strate the bistability and switching of the material. Fig-
ure 30.24a shows the current-voltage characteristics of
the sample in these two conductivity states. Initially, the
material is in a low conductivity state, but upon reaching
a certain threshold voltage, in this case 3.2 V, the mater-
ial abruptly changes to a conductive state. The transition
time is very abrupt, 80 ns, as shown in Fig. 30.24b.

Of further interest for data storage applications is
that, having demonstrated reversible switching in macro-
scopic films, Gao et al. also showed that it was possible
to switch these materials on the nanoscale using an STM
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Fig. 30.24a,b Experimental results of bulk conductivity
changes of organic films. (a) I–V curves of a 200-nm-
thick film showing the two conductivity states. Switching
voltage is 3.2 V. (b) Change in conductivity against time,
showing a transition time of 80 ns

Part
E

3
0
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Nanotechnology for Data Storage Applications 30.2 Opportunities Offered by Nanotechnology for Data Storage 917

to apply pulses, i. e., to write bits, and also to measure
conductivity, i. e., to read bits.

Figure 30.25a shows the local nanoscale film mor-
phology of the sample. Figure 30.25b and c show
patterns written on a sample by application of voltage
pulses from the STM tip. Figure 30.25d demonstrates
the erasure of a single bit from the pattern by appli-
cation of a reverse-biased voltage pulse. Similar to the
work of Li et al., the entire substrate could be erased
by prolonged heating. Of much greater interest is the
demonstration of individual bit erasure, achieved by ap-
plying reverse voltage pulses. The erasure is incomplete
unless the pulse is reverse-biased, indicating that it is the
combined effect of heating and electric field that erases
the bits.

a) b)

c) d)

e) f)

2 nm 2 nm

2 nm 2 nm

1 nm 2 nm

c

b

Fig. 30.25a–f STM of the NBMN-pDA film on HOPG.
(a) 6 nm2 image showing the crystalline order of the film;
(b) a 3× 3 array of bits (4 V, 1 µs); (c) an “A” pattern (3.5 V,
2 µs); (d), (e), (f) STM images after erasing marks with
reverse-biased pulses (−4.5 V, 50 µs). Distance between
neighboring marks is 1.7 nm
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Fig. 30.26a–c Experimental results of conductivity
changes of organic device structures: (a) the structure of
the bistable device, (b) I–V characteristics. Voltage was
scanned in steps of 0.1 V from 0 to 5 V. Curves a and b rep-
resent the I–V characteristics of the first and second bias
scan, respectively. Curve c is the I–V curve of the third bias
scan after the application of a reverse voltage pulse (−3 V).
(c) Typical current responses of the device being written,
read, erased, read over time
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Several proposed mechanisms were investigated as
the possible origin of this switching, including confor-
mational switching and charge transfer. These could be
discounted for reasons, including the stability and time
scale of the switching. A more plausible hypothesis
is a local phase transition from crystalline insulating
regions to amorphous conducting regions. TEM and
diffraction studies of the samples agree with this hy-
pothesis. It should be pointed out that an alternative
interpretation has been suggested by Zhao et al. [30.42].
The conductivity change could be due mainly to a change
in the topography of the sample, reducing the tip-sample
distance and, therefore, the tunneling distance, mani-
fested as an apparent change in conductivity.

Ma et al. have developed a simple device struc-
ture that exhibits electrical bistability [30.43]. This
device has a fairly simple structure consisting of alter-
nating layers of aluminum and an organic compound,
2-amino-4,5-imidazoledicarbonitrile (AIDCN), as de-
picted in Fig. 30.26a. Several alternative organics (Alq3
and MEH-PPV) and metals (copper, silver, and gold)
have been tried with varying degrees of success.

Figure 30.26b shows the current-voltage bistabil-
ity of a device with structure Al/AIDCN (50 nm)/Al
(20 nm)/AIDCN (50 nm)/Al. A first run shows an ini-

tially low current, followed by an abrupt and dramatic
increase in the current of four orders of magnitude at
2 V. Subsequent repeated voltage runs (b) show that this
transition is stable, being orders of magnitude higher
than the initial measurement. The devices proved to be
stable in this state over periods ranging from days to
weeks.

Of further interest is that the device proved to be
erasable by purely electrical means, the application of
a −0.5 V pulse bringing the device back to its original
state. This is denoted by c in Fig. 30.26b. Further-
more, the devices showed excellent stability over time,
with over one million read-write-erase cycles being per-
formed on the devices with excellent repeatability, as
depicted in Fig. 30.26c. The origin of this bistability is
unclear. It is clear that the central electrode is critical
to the observed effect, as the bistability is only ob-
served when the central electrode thickness is above
a threshold value, 10 nm. Organics with high dielectric
constants and low conductivity are believed to be im-
portant for device performance. The exact mechanism,
however, is as yet unclear. Preliminary results on novel
materials [30.44] have suggested the possibility of an
all-organic variation of this concept, with an AFM tip
switching between bistable states of the system.

30.3 Conclusion

Nanotechnology is perceived as a branch of science that
deals with structures whose dimensions are measured
in nanometers. Clearly, new phenomena become appar-
ent when the number of atoms at the interface of such
a structure becomes comparable to the number of atoms
in its volume. As a result, nanotechnology evolved into
a new kind of science that deals with the physics of small
things. However, the suffix -technology here implies
a far more reaching aspect than just a scientific curiosity;
this branch of science should also be of some use. This
poses a dilemma for researchers whose main interest is
in understanding new phenomena, rather than in find-
ing a use for them. Consider scanning probe microcopy,
which is celebrating its twentieth birthday now with un-
countable contributions to the science of measurement
of surfaces and near-surface phenomena. Despite all the
contributions scanning probe microscopy has made, it
has always served as a tool for investigations, rather
than as a practical device that can become a commer-
cial commodity. And yet this is exactly what this chapter
deals with. The challenge of converting scanning probe

microscopy from a research tool into a probe storage
device is daunting indeed and will require new ideas to
make it happen. The danger associated with this chal-
lenge is that novel ideas developed by research groups
are sometimes too immature to be measured against
any existing technology, in general, and against data
storage, in particular. One has to keep pursuing re-
search opportunities whose outcomes are unknown and
whose applications are unexpected with the hope that
they will bring about good science and hopefully useful
applications.

However, based on the technical breakthroughs de-
lineated in this and the following chapter and judging
from the history of data storage evolution, it seems
plausible that probe storage will serve as a disrup-
tive technology that replaces data storage devices in
a particular market niche. These new devices should be
non-volatile, have terabyte capacity with microsecond
access times with gigabyte transfer rates, all for a cost
that is highly competitive with current commercially
available data storage devices.
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The “Milliped31. The “Millipede” – A Nanotechnology-Based
AFM Data-Storage System

The “millipede” concept presented here is
a new approach for storing data at high speed
and ultrahigh density. The interesting part is
that millipede stores digital information in
a completely different way from magnetic hard
disks, optical disks, and transistor-based memory
chips. The ultimate locality is provided by a tip,
and high data rates are a result of massive
parallel operation of such tips. As storage medium,
polymer films are being considered, although
the use of other media, in particular, magnetic
materials, has not been ruled out. The current
effort is focused on demonstrating the millipede
concept with areal densities of up to 0.5–1 Tb/in2

and parallel operation of very large 2-D (up to
64×64) AFM cantilever arrays with integrated
tips and write/read/erase functionality. The
fabrication and integration of such a large number
of mechanical devices (cantilever beams) will lead
to what we envision as the VLSI age of micro- and
nanomechanics.

In this chapter, the millipede concept for a
MEMS-based storage device is described in detail.
In particular, various aspects pertaining to AFM
thermomechanical read/write/erase functions,
2-D array fabrication and characteristics, x/y/z
microscanner design, polymer media properties,
read channel modeling, servo control and
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synchronization, as well as modulation coding
techniques suitable for probe-based data-storage
devices are discussed.

In the twenty-first century, the nanometer will probably
play a role similar to the one played by the micrometer
in the twentieth century. The nanometer scale will pre-
sumably also pervade the field of data storage, although
there is so far no obvious way in conventional mag-
netic, optical, or transistor-based storage to achieve the
nanometer scale in all three dimensions. After decades
of spectacular progress, those mature technologies have
entered the homestretch; imposing physical limitations
loom before them.

One promising method involves the use of pat-
terned magnetic media for which the ideal write/read
concept still needs to be demonstrated. The biggest

challenge, however, is to pattern the magnetic disk in
a cost-effective way. If such approaches are successful,
the basis for large-capacity storage in the twenty-first
century might still be magnetism.

Other proposals call for totally different media
and techniques such as local probes, near-field optics,
magnetic super-resolution or holographic methods. In
general, when an existing technology is about to reach
its limits in the course of its evolution and alternatives are
emerging in parallel, two things usually happen: First,
the existing and well-established technology is explored
further and every effort is made to push its limits to the
utmost in order to get the maximum return on the consid-
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922 Part E Industrial Applications and Microdevice Reliability

erable investments made. Then, when all possibilities for
improvement have been exhausted, the technology may
still survive for certain niche applications, but the emerg-
ing technology will take over, opening new perspectives
and new directions.

In many fields today we are witnessing the transi-
tion of structures from the micrometer to the nanometer
scale, a dimension that nature has long been using to
build the finest devices with a high degree of local func-
tionality. Many of the techniques we use today are not
suitable for the nanometer age; some will require minor
or major modifications, others will be partially or en-
tirely replaced. It is certainly difficult to predict which
techniques will fall into which category. In key infor-
mation technology areas, such as nano-electronics and
data storage, it is not yet obvious which technologies
and materials will be used in the future.

In any case, for an emerging technology to be seri-
ously considered as a candidate to replace an existing
technology that is approaching its inherent limits, it must
provide a long-term perspective. For instance, the silicon
microelectronics and storage industries are huge and
have exacted correspondingly enormous investments,
which makes them long-term oriented by nature. The
consequence for storage is that any novel technology
with higher areal storage density than today’s magnetic
recording [31.1, 2] should have long-term potential for
further scaling, preferably down to the nanometer or
even atomic scale.

The only available tool known today that is sim-
ple and yet provides this very long-term perspective is
the nanometer-sharp tip. The simple tip is a very re-
liable tool that concentrates on one functionality: the
ultimate local confinement of interaction. Techniques
that use nanometer-sharp tips for imaging and inves-
tigating the structure of materials down to the atomic
scale, such as the atomic force microscope (AFM) and
the scanning tunneling microscope (STM) [31.3, 4], are
suitable for the development of ultrahigh-density storage
devices.

In the early 1990s, Mamin and Rugar at the IBM Al-
maden Research Center pioneered the capability of using
an AFM tip for writing and readback of topographic fea-
tures for data storage. In one of their schemes [31.5],
writing and reading were demonstrated with a single
AFM tip in contact with a rotating polycarbonate sub-
strate. The writing was performed thermomechanically
by heating the tip. In this way, storage densities of up to
30 Gb/in2 were achieved, constituting a significant ad-
vance over the densities of that time. Later refinements
included increasing readback speeds to attain a data

rate of 10 Mb/s [31.6] and the implementation of track
servoing [31.7].

When using single tips in AFM or STM operation for
storage, one has to deal with their fundamental data-rate
limitations. At present, the mechanical resonant frequen-
cies of the AFM cantilevers limit the data rates of a single
cantilever to a few Mb/s for AFM data storage [31.8,9].
The feedback speed and low tunneling currents limit
STM-based storage approaches to even lower data rates.

Currently a single AFM operates at best on the
microsecond time scale. Conventional magnetic stor-
age, however, operates at best on the nanosecond time
scale, making it clear that AFM data rates have to
be improved by at least three orders of magnitude
to be competitive with current and future magnetic
recording. One solution for substantially increasing the
data rates achievable by tip-based storage devices is
to employ micro-electro-mechanical system (MEMS)
arrays of cantilevers operating in parallel, with each
cantilever performing write/read/erase operations in an
individual storage field. It is our conviction that very
large-scale integrated (VLSI) micro/nanomechanics will
greatly complement future micro- and nanoelectron-
ics (integrated or hybrid) and may generate hitherto
inconceivable applications of VLSI-MEMS.

Various efforts are under way to develop MEMS-
based storage devices. For example, a MEMS-actuated
magnetic-probe-based storage device capable of storing
2 GB of data on 2 cm2 of die area and whose fabrication
is compatible with a standard integrated circuit manu-
facturing process is described by Carley et al. [31.10].
In their device, a magnetic storage medium is positioned
in the x/y plane, and writing is achieved magnetically
by using an array of probe tips, each tip being actu-
ated in the z-direction. Another concept is the atomic
resolution storage described by Gibson et al. [31.11],
who employ electron field emitters to change the state of
a phase-change medium in a bit-wise fashion from poly-
crystalline to amorphous or vice versa. Reading is done
with lower currents by detecting either back-scattered
electrons or changes in the semiconductor properties in
the media.

The “millipede” concept presented here is a new
approach for storing data at high speed and ultrahigh
density. The interesting part is that millipede stores
digital information in a completely different way from
magnetic hard disks, optical disks, and transistor-based
memory chips. The ultimate locality is provided by
a tip, and high data rates are a result of massive paral-
lel operation of such tips. As storage medium, polymer
films are being considered, although the use of other
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media, in particular, magnetic materials, has not been
ruled out. Our current effort is focused on demonstrat-
ing the millipede concept with areal densities of up to
0.5–1 Tb/in2 and parallel operation of very large 2-D
(up to 64 × 64) AFM cantilever arrays with integrated
tips and write/read/erase functionality. The fabrication
and integration of such a large number of mechanical
devices (cantilever beams) will lead to what we envision
as the VLSI age of micro- and nanomechanics.

In this chapter, the millipede concept for a MEMS-
based storage device is described in detail. In particular,
various aspects pertaining to AFM thermomechanical
read/write/erase functions, 2-D array fabrication and
characteristics, x/y/z microscanner design, polymer me-
dia properties, read channel modeling, servo control
and synchronization, as well as modulation coding tech-
niques suitable for probe-based data-storage devices are
discussed.

31.1 The Millipede Concept

A 2-D AFM cantilever array storage technique [31.13–
15], internally called the millipede, is illustrated in
Fig. 31.1. Information is stored as sequences of indenta-
tions and no indentations written on nanometer-thick
polymer films using the array of AFM cantilevers.
The presence and absence of indentations will also
be referred to as logical marks. Each cantilever per-
forms write/read/erase operations over an individual
storage field with an area on the order of 100 × 100 µm2.
Write/read operations depend on a mechanical paral-
lel x/y scanning of either the entire cantilever array
chip or the storage medium. The tip-medium contact
is maintained and controlled globally, i. e., not on an
individual cantilever basis, by using a feedback con-
trol in the z-direction for the entire chip, which greatly
simplifies the system. This basic concept of the entire
chip approach/leveling has been tested and demonstrated
for the first time by parallel imaging with a 5 × 5 array
chip [31.16, 17]. These parallel imaging results have
shown that all 25 cantilever tips have approached the
substrate within less than 1 µm of z-actuation, which in-
dicates that overall chip tip-apex height control to within
500 nm is feasible. The stringent requirement for tip-
apex uniformity over the entire chip is determined by
the uniform force required to reduce tip and medium
wear due to large force variations resulting from large
tip-height nonuniformities [31.7]. Moreover, as the en-
tire array is tracked without individual lateral cantilever
positioning, thermal expansion of the array chip has to
be small or well controlled. Thermal expansion consid-
erations are a strong argument for a 2-D instead of a 1-D
array arrangement.

Efficient parallel operations of large 2-D arrays can
be achieved by a row/column time-multiplexed address-
ing scheme similar to that implemented in DRAMs. In

the case of the millipede, the multiplexing scheme is
used to address the array column by column with full
parallel write/read operation within one column [31.18].
In particular, readback signal samples are obtained by
applying an electrical read pulse to the cantilevers in
a column of the array, low-pass filtering the cantilever
response signals, and finally sampling the filter out-
put signals. This process is repeated sequentially until
all columns of the array have been addressed, and
then restarted from the first column. The time between
two pulses applied to the cantilevers of the same col-
umn corresponds to the time it takes for a cantilever
to move from one logical mark position to the next.
An alternative approach is to access all or a subset
of the cantilevers simultaneously without resorting to
the row/column multiplexing scheme. Clearly, the lat-
ter scheme yields higher data rates, whereas the former
leads to lower implementation complexity of the channel
electronics.

y

x

2-D cantilever
array chip

Multiplex driver

MUX

MUX

Polymer storage
medium on xyz scanner

Fig. 31.1 The millipede concept (after [31.12])
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31.2 Thermomechanical AFM Data Storage

In recent years, AFM thermomechanical recording in
polymer storage media has undergone extensive modifi-
cations mainly with respect to the integration of sensors
and heaters designed to enhance simplicity and to in-
crease data rate and storage density. Thermomechanical
writing in polycarbonate films and optical readback was
first investigated and demonstrated by Mamin and Ru-
gar (1992). Using heater cantilevers, thermomechanical
recording at 30 Gb/in2 storage density and data rates
of a few Mb/s for reading and 100 kb/s for writing
have been demonstrated [31.5,6,19]. Although the stor-
age density of 30 Gb/in2 obtained originally was not
overwhelming, the results were encouraging enough to
consider using polymer films to achieve density im-
provements. The current millipede storage approach is
based on a new thermomechanical write/read process in
nanometer-thick polymer films.

Thermomechanical writing is achieved by applying
a local force through the cantilever/tip to the polymer
layer and simultaneously softening the polymer layer by
local heating. Initially, the heat transfer from the tip to
the polymer through the small contact area is very poor,
but it improves as the contact area increases. This means
that the tip must be heated to a relatively high tempera-
ture of about 400 ◦C to initiate softening. Once softening
has been initiated, the tip is pressed into the polymer,
and hence the indentation size is increased. Rough es-
timates [31.20, 21] indicate that at the beginning of the
writing process only about 0.2% of the heating power
is used in the very small contact zone (10–40 nm2) to
soften the polymer locally, whereas about 80% is lost
through the cantilever legs to the chip body and about

Scan direction
Low
resistive
loop

Resistive
heater

Polymer
double
layer 50-nm

PMMA
medium layer

70-nm
cross-linked
SU-8 underlayer

Si substrate

Write
current “1”

Fig. 31.2 New storage medium used for writing small bits. A thin,
writable PMMA layer is deposited on a Si substrate separated by
a cross-linked film of epoxy photoresist (after [31.15])

20% is radiated from the heater platform through the
air gap to the medium/substrate. After softening has
started and the contact area has increased, the heating
power available for generating the indentations increases
at least ten times to reach 2% or more of the total heating
power.

With this highly nonlinear heat-transfer mechanism
it is very difficult to achieve small tip penetration and
hence small bit sizes, as well as to control and re-
produce the thermomechanical writing process. This
situation can be improved if the thermal conductiv-
ity of the substrate is increased and if the depth of
tip penetration is limited. We have explored the use
of very thin polymer layers deposited on Si substrates
to improve these characteristics [31.22, 23], as illus-
trated in Fig. 31.2. The hard Si substrate prevents the
tip from penetrating farther than the film thickness,
and it enables more rapid transport of heat away from
the heated region, as Si is a much better conductor
of heat than the polymer. Using coated Si substrates
with a 50-nm film of polymethylmethacrylate (PMMA),
we have achieved indentation sizes of between 10 and
50 nm. However, increased tip wear has occurred, prob-
ably caused by contact between the Si tip and the Si
substrate during writing. Therefore, a 70-nm layer of
crosslinked photoresist (SU-8) was introduced between
the Si substrate and the PMMA film to act as a softer pen-
etration stop that avoids tip wear, but remains thermally
stable.

a) 200 nm

120 nm

b)

c) 0.5 1 Tb/ in2

1 Tb/In^2

Fig. 31.3a–c Series of 40-nm indentations formed in a uni-
form array with (a) 120-nm pitch and (b) variable pitch
(≥ 40 nm), resulting in areal densities of up to 400 Gb/in2.
Images obtained with a thermal readback technique.
(c) Ultra-high-density bit writing with areal densities ap-
proaching 1 Tb/in2. The scale is the same for all three
images (from [31.15] c© 2002 IEEE)
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Using this layered storage medium, indentations
40 nm in diameter have been written as shown
in Fig. 31.3. These experiments were performed
using a 1-µm-thick, 70-µm-long, two-legged Si can-
tilever [31.19]. The cantilever legs are made highly
conducting by high-dose ion implantation, whereas the
heater region remains low-doped. Electrical pulses 2 µs
in duration were applied to the cantilever with a period
of 50 µs. Figure 31.3a demonstrates that 40-nm bits can
be written with 120-nm pitch or, as shown in Fig. 31.3b,
very close to each other without merging, implying a po-
tential areal density of 400 Gb/in2. Figure 31.3c shows
recent results from a single-lever experiment, where
indentations are spaced as closely as 25 nm apart, re-
sulting in areal densities of up to 1 Tb/in2, although
with a somewhat degraded write/read quality.

Imaging and reading are performed by a new thermo-
mechanical sensing concept [31.24]. To read the written
information, the heater cantilever originally used for
writing is given the additional function of a thermal
readback sensor by exploiting its temperature-dependent
resistance. In general, the resistance increases non-
linearly with heating power/temperature from room
temperature to a peak value at 500–700 ◦C. The peak
temperature is determined by the doping concentration
of the heater platform, which ranges from 1 × 1017 to
2 × 1018 at/cm3. Above the peak temperature, the resis-
tance drops as the number of intrinsic carriers increases
due to thermal excitation [31.25]. For sensing, the re-
sistor is operated at about 350 ◦C, a temperature that
is not high enough to soften the polymer as in the
case of writing. The principle of thermal sensing is
based on the fact that the thermal conductance be-
tween the heater platform and the storage substrate
changes according to the distance between them. The
medium between the heater platform and the storage
substrate, in our case air, transports heat from the can-
tilever to the substrate. When the distance between
cantilever and storage substrate is reduced as the tip
moves into an indentation, the heat transport through
the air becomes more efficient. As a result, the evo-
lution of the heater temperature differs in response
to a pulse applied to the cantilever. In particular, the
maximum value achieved by the heater temperature
is higher in the absence of an indentation. As the
value of the variable resistance depends on the tem-
perature of the cantilever, the maximum value achieved
by the resistance will be lower as the tip moves into
an indentation. Therefore, during the read process,
the cantilever resistance reaches different values de-
pending on whether the tip moves into an indentation

Scan direction

50-nm PMMA
medium layer

70-nm
cross-linked
SU-8 underlayer

Sensing
current

Less cooling
by substrate

More cooling
by substrate

T

∆R�/ R�~10–5 per nm

R

Polymer
double
layer

Fig. 31.4 Principle of AFM thermal sensing. The tip of the heater
cantilever is continuously heated by a dc power supply while the
cantilever is being scanned and the heater resistivity measured
(after [31.15])

(logical bit “1”) or over a region without an inden-
tation (logical bit “0”). Figure 31.4 illustrates this
concept.

Under typical operating conditions, the sensitivity
of thermomechanical sensing is even greater than that
of piezoresistive-strain sensing, which is not surprising
because thermal effects in semiconductors are stronger
than strain effects. The good sensitivity is demon-
strated by the images of the 40-nm-sized indentations
in Fig. 31.3, which were obtained using the described
thermal-sensing technique.

The thermomechanical cantilever sensor, which
transforms temperature into an electrical signal that car-
ries information, is the electrical equivalent, to a first
degree of approximation, of a variable resistance. A de-
tection circuit must, therefore, sense a voltage that
depends on the value of the cantilever resistance to
decide whether a “1” or a “0” is written. The rel-
ative variation of thermal resistance is on the order
of 10−5/nm. Hence a written “1” typically produces
a relative change of the cantilever thermal resistance
∆RΘ/RΘ of about 10−4 to 5 × 10−4. Note that the rel-
ative change of the cantilever electrical resistance is of
the same order of magnitude. Thus, one of the most crit-
ical issues in detecting the presence or absence of an
indentation is the high resolution required to extract the
signal that contains the information about the logical
bit being “1” or “0”. The signal carrying the informa-
tion can be regarded as a small signal superimposed
on a very large offset signal. The large offset prob-
lem can be mitigated by subtracting a suitable reference
signal [31.12, 26, 27].
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31.3 Array Design, Technology, and Fabrication

Encouraged by the results of the 5 × 5 cantilever ar-
ray [31.16, 17], a 32 × 32 array chip was designed and
fabricated [31.18]. With the findings from the fabrica-
tion and operation of the 5 × 5 array and the very dense
thermomechanical writing/reading in thin polymers with
single cantilevers, some important changes of the chip
functionality and fabrication processes were made. The
major differences are (1) surface micromachining to
form cantilevers at the wafer surface, (2) all-silicon can-

Nickel bridge

Metal 1
Gold

Highly doped
silicon canti-
lever leg

Metal 2
Nickel

Low doped Schottky diode area

Stress-controlled
nitride

Silicon cantilever
Heater
platform

Fig. 31.5 Layout and cross section of one cantilever cell (af-
ter [31.28])

2 mm

Fig. 31.6 Photograph of fabricated chip (14 × 7 mm2). The 32 × 32
cantilever array is located at the center with bond pads distributed
on either side (from [31.28] c© 1999 IEEE)

tilevers, (3) thermal instead of piezoresistive sensing,
and (4) first- and second-level wiring with an insulating
layer for a multiplexed row/column-addressing scheme.

As the heater platform functions as a read/write ele-
ment and no individual cantilever actuation is required,
the basic array cantilever cell becomes a simple two-
terminal device addressed by a multiplexed x/y wiring,
as shown in Fig. 31.5. The cell area and x/y cantilever
pitch are 92 × 92 µm2, which results in a total array size
of less than 3 × 3 mm2 for the 1,024 cantilevers. The can-
tilevers are fabricated entirely of silicon for good thermal
and mechanical stability. They consist of a heater plat-
form with the tip on top, legs acting as soft mechanical
springs, and electrical connections to the heater. They are
highly doped to minimize interconnect resistance and to
replace the metal wiring on the cantilever in order to
eliminate electromigration and parasitic z-actuation of
the cantilever due to a bimorph effect. The resistive ratio
between the heater and the silicon interconnect sections
should be as high as possible; currently the resistance of
the highly doped interconnections is ∼ 400 Ω and that
of the heater platform is 5 kΩ (at 3 V reading bias).

The cantilever mass has to be minimized to obtain
soft, high-resonant-frequency cantilevers. Soft canti-
levers are required for a low loading force in order to
eliminate or reduce tip and medium wear, whereas a high
resonant frequency allows high-speed scanning. In ad-
dition, sufficiently wide cantilever legs are required for
a small thermal time constant, which is partly deter-
mined by cooling via the cantilever legs [31.19]. These
design considerations led to an array cantilever with
50-µm-long, 10-µm-wide and 0.5-µm-thick legs, and a
5-µm-wide, 10-µm-long and 0.5-µm-thick heater plat-
form. Such a cantilever has a stiffness of ∼ 1 N/m and
a resonant frequency of ∼ 200 kHz. The heater time
constant is a few microseconds, which should allow
a multiplexing rate of up to 100 kHz.

The tip height should be as small as possible be-
cause the heater platform sensitivity depends strongly
on the platform-to-medium distance. This contradicts
the requirement of a large gap between the chip surface
and the storage medium to ensure that only the tips, and
not the chip surface, make contact with the medium. In-
stead of making the tips longer, we purposely bent the
cantilevers a few micrometers out of the chip plane by
depositing a stress-controlled plasma-enhanced chem-
ical vapor deposition (PECVD) silicon-nitride layer at
the base of the cantilever (see Fig. 31.5). This bending
as well as the tip height must be well controlled in order
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The “Millipede” – A Nanotechnology-Based AFM Data-Storage System 31.4 Array Characterization 927

to maintain an equal loading force for all cantilevers of
an array.

Cantilevers are released from the crystalline Si sub-
strate by surface micromachining using either plasma
or wet chemical etching to form a cavity underneath the
cantilever. Compared to a bulk-micromachined through-
wafer cantilever-release process, as was done for our
5 ×5 array [31.16,17], the surface micromachining tech-
nique allows an even higher array density and yields
better mechanical chip stability and heat sinking. As
mentioned above, the entire array is tracked without
individual lateral cantilever positioning, therefore ther-
mal expansion of the array chip has to be small or
well controlled. For a 3 × 3-mm2 silicon array area and
10-nm tip-position accuracy, the temperature difference
between array chip and medium substrate has to be con-
trolled to about 1 ◦C. This is ensured by four temperature
sensors in the corners of the array and heater elements
on each side of the array.

The photograph in Fig. 31.6 shows a fabricated chip
with the 32 × 32 array located in the center (3 × 3 mm2)
and the electrical wiring interconnecting the array with
the bonding pads at the chip periphery. Figure 31.7
shows the 32 × 32 array section of the chip with the
independent approach/heat sensors in the four corners
and the heaters on each side of the array, as well as
zoomed scanning electron micrographs (SEMs) of an
array section, a single cantilever, and a tip apex. The
tip height is 1.7 µm and the apex radius is smaller

Approaching/ thermal sensors
32×32 array
Chip heater

2 mm 200 nm

200µm

20µm
2µm

Fig. 31.7 SEM images of the cantilever array section with approach-
ing and thermal sensors in the corners, array and single cantilever
details, and tip apex ( c© 2000 International Business Machines
Corporation; after [31.18])

than 20 nm, which is achieved by oxidation sharpen-
ing [31.29]. The cantilevers are connected to the column
and row address lines using integrated Schottky diodes
in series with the cantilevers. The diode is operated in
reverse bias (high resistance) if the cantilever is not
addressed, thereby greatly reducing cross talk between
cantilevers. More details about the array fabrication are
given in [31.28, 30].

31.4 Array Characterization

The array’s independent cantilevers, which are located
in the four corners of the array and used for approaching
and leveling the chip and storage medium, serve to ini-
tially characterize the interconnected array cantilevers.
Additional cantilever test structures are distributed over
the wafer; they are equivalent to but independent of the
array cantilevers. Figure 31.8 shows an I /V curve of
such a cantilever; note the nonlinearity of the resistance.
In the low-power part of the curve, the resistance in-
creases as a function of heating power, whereas in the
high-power regime, it decreases.

In the low-power, low-temperature regime, silicon
mobility is affected by phonon scattering, which depends
on temperature, whereas at higher power, the intrinsic
temperature of the semiconductor is reached, which re-
sults in a resistivity drop owing to the increasing number

of carriers [31.25]. Depending on the heater-platform
doping concentration of 1 × 1017 to 2 × 1018 at/cm3, our
calculations estimate a resistance maximum at a temper-
ature of 500 to 700 ◦C, respectively.

The cantilevers within the array are electrically iso-
lated from one another by integrated Schottky diodes.
As every parasitic path in the array to the cantilever ad-
dressed contains a reverse-biased diode, the cross talk
current is drastically reduced, as shown in Fig. 31.9.
Thus, the current response of an addressed cantilever in
an array is nearly independent of the size of the array, as
demonstrated by the I /V curves in Fig. 31.9. Hence, the
power applied to address a cantilever is not shunted by
other cantilevers, and the reading sensitivity is not de-
graded – not even for very large arrays (32 × 32). The
introduction of the electrical isolation using integrated
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Fig. 31.8 I /V curve of one cantilever. The curve is non-
linear owing to the heating of the platform as the power
and temperature are increased. For doping concentrations
between 1 × 1017 and 2 × 1018 at/cm3, the maximum tem-
perature varies between 500 and 700 ◦C (after [31.30])
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Fig. 31.9 Comparison of the I /V curve of an independent
cantilever (solid black line) with the current response when
addressing a cantilever in a 5 × 5 (solid brown line) or
a 32 × 32 (dashed line) array with a Schottky diode seri-
ally connected to the cantilever. Little change is observed
in the I /V curve between the different cases. Inset: sketch
of the direct path (bold line) and a parasitic path (thin line)
in a cantilever-diode array. In the parasitic path there is al-
ways one diode in reverse bias that reduces the parasitic
current (after [31.30])

Schottky diodes turned out to be crucial for the success-
ful operation of interconnected cantilever arrays with
a simple time-multiplexed addressing scheme.

The tip-apex height uniformity within an array is
very important because it determines the force of each
cantilever while in contact with the medium and hence
influences write/read performance, as well as medium
and tip wear. Wear investigations suggest that a tip-apex
height uniformity across the chip of less than 500 nm

Fig. 31.10 Tip-apex height uniformity across one cantilever
row of the array with individual contributions from the
tip height and cantilever bending. ( c© 2000 International
Business Machines Corporation; after [31.18])
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is required [31.7], with the exact number depending on
the spring constant of the cantilever. In the case of the
millipede, the tip-apex height is determined by the tip
height and the cantilever bending. Figure 31.10 shows

the tip-apex height uniformity of one row of the ar-
ray (32 tips) due to tip height and cantilever bending.
It demonstrates that our uniformity is on the order of
100 nm, thus meeting the requirements.

31.5 x/y/z Medium Microscanner

A key issue for the millipede concept is the need for
a low-cost, miniaturized scanner with x/y/z motion cap-
abilities and a lateral scanning range on the order of
100 µm. Multiple-probe systems arranged as 1-D or 2-D
arrays [31.18] must also be able to control, by means of
tilt capabilities, the parallelism between the probe array
and the sample [31.18, 32].

We have developed a microscanner with these prop-
erties based on electromagnetic actuation. It consists of
a mobile platform supported by springs and containing
integrated planar coils positioned over a set of minia-
ture permanent magnets [31.33]. A suitable arrangement
of the coils and magnets allows us, by electrically ad-
dressing the various coils, to apply magnetically induced
forces to the platform and drive it in the x, y, z, and tilt
directions. Our first silicon/copper-based version of this
device has proved the validity of the concept [31.34], and
variations of it have since been used elsewhere [31.35].
However, the undamped copper spring system gave rise
to excessive cross talk and ringing when driven in an
open loop, and its layout limited the compactness of the
overall device.

We investigate a modified microscanner that uses
flexible rubber posts as a spring system and a copper-
epoxy-based mobile platform, Fig. 31.11. The platform
is made of a thick, epoxy-based SU-8 resist [31.36],
in which the copper coils are embedded. The posts are
made of polydimethylsiloxane (PDMS, Sylgard 184 sil-
icon elastomer, Dow Corning, Midland, MI) and are
fastened at the corners of the platform and at the ground
plate, providing an optimally compact device by shar-
ing the space below the platform with the magnets. The
shape of the posts allows their lateral and longitudinal
stiffness to be adjusted, and the dissipative rubber-like
properties of PDMS provide damping to avoid platform
ringing and to suppress nonlinearities.

Figure 31.12 shows the layout of the platform, which
is scaled laterally, so that the long segments of the
“racetrack” coils used for in-plane actuation coincide
with commercially available 24 mm2 SmCo magnets.
The thickness of the device is determined by that of the
magnets (1 mm), the clearance between magnet and plat-

form (500 µm), and the thickness of the platform itself,
which is 250 µm and determined mainly by the aspect
ratio achievable in SU-8 resist during the exposure of
the coil plating mold. The resulting device volume is
approximately 15 × 15 × 1.6 mm3.

Lateral
scanning

Mobile platform with
integrated coils

Permanent
magnets

Flexible PDMS
posts (combined
spring & damping)

Z/ Tilt motion

Fig. 31.11 Microscanner concept using a mobile platform and flex-
ible posts (after [31.31])

Z/Tilt

Z/Tilt

Z/Tilt

x

x
y

y

Z/Tilt

Fig. 31.12 Arrangement of the coils, the interconnects, and
the permanent magnets, as well as the various motions ad-
dressed by the corresponding coils (from [31.15] c© 2002
IEEE)
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The SmCo magnets produce a measured magnetic
field intensity of ∼ 0.14 T at the mid-thickness of the
coils. The effective coil length is 320 mm, yielding an
expected force Fx,y of 45 µN per mA of drive current.

The principal design issue of the spring system is
the ratio of its stiffnesses for in-plane and out-of-plane
motion. Whereas for many scanning probe applications
the required z-axis range need not be much larger than
a few microns, it is necessary to ensure that the z-axis
retraction of the platform due to the shortening of the
posts as they take on an S-shape at large in-plane de-
flections can be compensated for at acceptable z-coil
current levels. Various PDMS post shapes have been
investigated to optimize and trade off the various require-
ments. Satisfactory performance was found for simple
O-shapes [31.31].

The fabrication of the scanner, Fig. 31.13, starts on
a silicon wafer with a seed layer and a lithographically
patterned 200-µm-thick SU-8 layer, in which copper is
electroplated to form the coils (Fig. 31.13a). The coils

a)

b)

c)

d)

Patterned SU-8
Plated Cu (200µm)

80/20µm, 30 turns

Silicon wafer

Au seed layer

Au seed layer SU-8(~50µm)

Plated Cu (20µm)Novolac resist (~30µm)

Fig. 31.13a–d Cross section of the platform fabrication
process. (a) Coils are electroplated through an SU-8 re-
sist mask, which is retained as the body of the platform;
(b) an insulator layer is deposited; (c) interconnects are
electroplated; (d) the platform is released from the silicon
substrate (after [31.31])

typically have 20 turns, with a pitch of 100 µm and
a spacing of 20 µm. Special care was taken in the resist
processing and platform design to achieve the necessary
aspect ratio and to overcome adhesion and stress prob-
lems of SU-8. A second SU-8 layer, which serves as an
insulator, is patterned with via holes, and another seed
layer is then deposited (Fig. 31.13b). Next, an intercon-
nect level is formed using a Novolac-type resist mask
and a second copper-electroplating step (Fig. 31.13c).
After stripping the resist, the silicon wafer is dissolved
by a sequence of wet and dry etching, and the ex-
posed seed layers are sputtered away to prevent shorts
(Fig. 31.13d).

The motion of the scanner was characterized us-
ing a microvision strobe technique [31.37]. The results
presented below are based on O-type PDMS ports. Fre-
quency response curves for in-plane motion (Fig. 31.14)
show broad peaks (characteristic of a large degree of
damping) at frequency values that are consistent with
expectations based on the measured mass of the plat-
form (0.253 mg). The amplitude response (Fig. 31.15)
displays the excellent linearity of the spring system for
displacement amplitudes up to 80 µm (160-µm displace-
ment range). Based on these near-DC (10 Hz) responses
(∼ 1.4 µm/mA) and a measured circuit resistance of
1.9 Ω, the power necessary for a 50-µm displacement
amplitude is approximately equal to 2.5 mW.

Owing to limitations of the measurement tech-
nique, it was not possible to measure out-of-plane
displacements greater than 0.5 µm. However, the small-

Displacement amplitude (arb. units)
100

10

1

0.1

Frequency (Hz)
10 20 50 100 200 500 1,000

Y driven
X driven

Fig. 31.14 Frequency response for in-plane x- and y-axis
motion. The mechanical quality factors measured are be-
tween 3.3 and 4.6 (after [31.15])
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Displacement amplitude (mm)
90

80

70

60

50

40

30

20

10

0

Drive current amplitude (mA)
10 50 100 150

Y driven
X driven

Fig. 31.15 In-plane displacement amplitude response for an
ac drive current at 10 Hz (off resonance) (after [31.15])

amplitude response for z-motion when all four corner
coils are driven in-phase also displays good linearity
over the range that can be measured (Fig. 31.16).

The electromagnetic scanner performs reliably and
as predicted in terms of the scan range, device volume,

Z displacement amplitude (µm)
0.6

0.5

0.4

0.3

0.2

0.1

0

Drive current amplitude (mA)
0 10 205 15 25 30

Fig. 31.16 Out-of-plane amplitude response for an ac drive
current at 3 Hz. The drive current is the total for all four
corner coils, which are driven in phase (after [31.31])

and power requirements, achieving overall displacement
ranges of 100 µm with approximately 3 mW of power.
The potential access time in the 100-µm storage field is
on the order of a few milliseconds. By being potentially
cheap to manufacture, the integrated scanner presents
a good alternative actuation system for many scanning
probe applications.

31.6 First Write/Read Results with the 32×32 Array Chip

We have built a prototype that includes all the ba-
sic building blocks of the millipede concept (see
Fig. 31.1) [31.38]. A 3 × 3-mm2 silicon substrate is
spin-coated with the SU-8/PMMA polymer medium, as
described in Sect. 31.3. This storage medium is attached
to the x/y/z microscanner and approaching device. The
magnetic z-approaching actuators bring the medium into
contact with the tips of the array chip. The z-distance be-
tween the medium and the millipede chip is controlled
by the approaching sensors in the corners of the array.
The signals from these cantilevers are used to determine
the forces on the z-actuators and, hence, the forces of the
cantilever while it is in contact with the medium. This
sensing/actuation feedback loop continues to operate
during x/y scanning of the medium. The PC-controlled
write/read scheme addresses the 32 cantilevers of one
row in parallel. Writing is performed by connecting the
addressed row for 20 µs to a high negative voltage and
simultaneously applying data inputs (“0” or “1”) to the
32 column lines. The data input is a high positive volt-

age for a “1” and ground for a “0”. This row-enabling
and column-addressing scheme supplies a heater current
to all cantilevers, but only those cantilevers with high
positive voltage generate an indentation (“1”). Those
grounded are not hot enough to form an indentation and
thus write a “0”. When the scan stage has moved to the
next logical mark position, the process is repeated, and
this is continued until the line scan is finished. In the read
process, the selected row line is connected to a moder-
ate negative voltage, and the column lines are grounded
via a protection resistor of about 10 kΩ, which keeps the
cantilevers warm. During scanning, the voltages across
the resistors are measured. Depending on the topogra-
phy of the recording surface, the degree of cooling of
each cantilever varies, thus changing the resistance and
voltage across the series resistor and allowing written
data to be read back.

The results of writing and reading in this fashion
can be seen in Fig. 31.17, which shows 1,024 images
corresponding to the 1,024 storage fields and associ-
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a) b)

6.5µm

6.5µm

Fig. 31.17 (a) 1,024 images,
each one obtained from
a cantilever of the 2-D ar-
ray. (b) Enlarged view of
typical images from (a). The
numbers in the images indi-
cate the row and column of
each lever (from [31.38])

ated cantilevers. Of the 1,024 levers, 834 were able to
write and read data back, i. e., a success rate of more
than 80%. The sequence is as follows. First, a bit pat-
tern is written simultaneously by each of the levers
in row 1, then read back simultaneously, followed by
row 2, etc. through row 32. The data sent to the levers
is different, each lever writing its own row and col-
umn number in the array. The bit pattern consists of
64 × 64 bits, where odd-numbered bits are always set to
0. In this case, the area used is 6.5 × 6.5 µm2. The read-
back image is a grey-scale bit map of 128 × 128 pixels.
The distance between levers is 92 µm, so the images
in Fig. 31.17 are also 92 µm apart. The areal density
of the written information shown in Fig. 31.17 cor-
responds to 15–30 Gb/in2, depending on the coding
scheme adopted. More recently, an areal density of
150–200 Gb/in2, at an array yield of about 60%, has
been demonstrated.

Those levers that did not read back failed for one
of four reasons: (i) a defective chip connector rendered
an entire column unusable, (ii) a point defect occurred,
meaning that a single lever or tip was broken, (iii) there
was a nonuniformity of the tip contact due to tip/lever
variability or storage substrate bowing due to mounting,
(iv) there were thermal drifts. The latter two reasons
were the most likely and major failure sources. At
present, there is clearly a tradeoff between the num-
ber of working levers and the density, which will most
likely be resolved by a better substrate/chip mounting
technique and lower thermal drifts.

The writing and readback rates achieved with this
system are 1 kb/s per lever, thus, the total data rate
is about 32 kb/s. This rate is limited by the rate at
which data can be transferred over the PC ISA bus,
not by a fundamental time limitation of the read/write
process.

31.7 Polymer Medium

The polymer storage medium plays a crucial role in
millipede-like thermomechanical storage systems. The
thin-film multilayer structure with PMMA as active
layer (see Fig. 31.2) is not the only possible choice, con-
sidering the almost unlimited range of polymer materials
available. The ideal medium should be easily deformable
for writing, yet indentations should be stable against tip
wear and thermal degradation. Finally, one would also
like to be able to erase and rewrite data repeatedly. In or-

der to be able to address all important aspects properly,
some understanding of the basic physical mechanism of
thermomechanical writing and erasing is required.

31.7.1 Writing Mechanism

In a gedanken experiment we visualize writing of an
indentation as the motion of a rigid body (the tip) in a vis-
cous medium (the polymer melt). Let us initially assume

Part
E

3
1
.7

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



The “Millipede” – A Nanotechnology-Based AFM Data-Storage System 31.7 Polymer Medium 933

that the polymer, i. e., PMMA, behaves like a simple li-
quid after it has been heated above the glass-transition
temperature in a small volume around the tip. As viscous
drag forces must not exceed the loading force applied
to the tip during indentation, we can estimate an upper
bound for the viscosity ζ of the polymer melt using
Stokes’s equation:

F = 6πζ�v . (31.1)

In actual indentation formation, the tip loading force
is on the order of F = 50 nN and the radius of cur-
vature at the apex of the tip is typically � = 20 nm.
Assuming a depth of the indentation of, say, h = 50 nm
and a heat pulse of τh = 10 µs duration, the mean
velocity during indentation formation is on the order
of v = h/τh = 5 mm/s. Note that thermal relaxation
times are on the order of microseconds [31.20, 21] and,
hence, the heating time can be equated to the time it
takes to form an indentation. With these parameters
we obtain ζ < 25 Pa s, whereas typical values for the
shear viscosity of PMMA are at least seven orders of
magnitude larger even at temperatures well above the
glass-transition point [31.39].

This apparent contradiction can be resolved by con-
sidering that polymer properties are strongly dependent
on the time scale of observation. At time scales on the
order of 1 ms and below, entanglement motion is in ef-
fect frozen in and the PMMA molecules form a relatively
static network. Deformation of the PMMA now proceeds
by means of uncorrelated deformations of short molecu-
lar segments, rather than by a flow mechanism involving
the coordinated motion of entire molecular chains. The
price one has to pay is that elastic stress builds up in the
molecular network as a result of the deformation (the
polymer is in a so-called rubbery state). On the other
hand, corresponding relaxation times are orders of mag-
nitude smaller, giving rise to an effective viscosity at
millipede time scales on the order of 10 Pa s [31.39],
as required by our simple argument (see (31.1)). Note
that, unlike normal viscosity, this high-frequency vis-
cosity is basically independent of the detailed molecular
structure of the PMMA, i. e., chain length, tacticity, poly-
dispersity, etc. In fact, we can even expect that similar
high-frequency viscous properties can be found in a large
class of other polymer materials, which makes thermo-
mechanical writing a rather robust process in terms of
material selection.

We have argued above that elastic stress builds up in
the polymer film during the formation of an indentation,
creating a corresponding reaction force on the tip on the
order of Fr ∼ 2πG�2, where G denotes the elastic shear

modulus of the polymer [31.40]. An important property
for millipede operation is that the shear modulus drops
by several orders of magnitude in the glass-transition
regime, i. e., for PMMA from ∼ 1 GPa below Θg to
∼ 0.5–1 MPa above Θg, where Θg denotes the glass-
transition temperature [31.39]. The bulk modulus, on
the other hand, retains its low-temperature value of sev-
eral GPa. Hence, in this elastic regime, formation of an
indentation above Θg constitutes a volume-preserving
deformation. For proper indentation formation, the tip
load must be balanced between the extremes of the elas-
tic reaction force Fr for temperatures below and above
Θg, i. e., F � 2.5 µN for PMMA to prevent indenta-
tion of the polymer in the cold state and F � 2.5 nN
to overcome the elastic reaction force in the hot state.
Unlike the deformation of a simple liquid, the indenta-
tion represents a metastable state of the entire deformed
volume, which is under elastic tension. Recovery of the
unstressed initial state is prevented by rapid quenching
of the indentation below the glass temperature with the
tip in place. As a result, the deformation is frozen in, be-
cause below Θg motion of molecular-chain segments is,
in effect, inhibited (see Fig. 31.18).

This mechanism also allows indentations to be
erased locally – it suffices to heat the deformed vol-
ume locally above Θg, whereupon the indented volume
reverts to its unstressed flat state driven by internal elas-
tic stress. In addition, erasing is promoted by surface
tension forces, which give rise to a restoring surface
pressure on the order of γ(π/�)2h ≈ 25 MPa, where
γ ∼ 0.02 N/m denotes the polymer-air surface tension.

One question immediately arises from these specu-
lations: If the polymer behavior can be determined from
the macroscopic characteristics of the shear modulus
as a function of time, temperature, and pressure, can the
time-temperature superposition principle also be applied
in this case? The time-temperature superposition prin-
ciple is a powerful concept of polymer physics [31.41].
It basically states that the time scale and the temper-
ature are interdependent variables that determine the
polymer behavior such as the shear modulus. A simple
transformation can be used to translate time-dependent
into temperature-dependent data and vice versa. It is not
clear, however, whether this principle can be applied
in our case, i. e., under such extreme conditions (high
pressures, short time scales, and nanometer-sized vol-
umes, which are clearly below the radius of gyration of
individual polymer molecules).

To test this, we varied the heating time, the heating
temperature, and the loading force in indentation-writing
experiments on a standard PMMA sample. The results
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a)

b)

c)

Tip

Tip

Polymer

Hot tip

Cold tip

Polymer

Polymer

Final bit

Fig. 31.18a–c Viscoelastic model of indentation writing.
(a) The hot tip heats a small volume of polymer material
to more than Θg. The shear modulus of the polymer drops
drastically from GPa to MPa, which in turn allows the tip
to indent the polymer. In response, elastic stress (repre-
sented as compression springs) builds up in the polymer.
In addition, viscous forces (represented as pistons) associ-
ated with the relaxation time for the local deformation of
molecular segments limit the indentation speed. (b) At the
end of the writing process, the temperature is quenched on
a microsecond time scale to room temperature: The stressed
configuration of the polymer is frozen-in (represented by
the locked pistons). (c) The final indentation corresponds to
a metastable configuration. The original unstressed flat state
of the polymer can be recovered by heating the indentation
volume to more than Θg, which unlocks the compressed
springs (after [31.15])

are summarized in Fig. 31.19. The minimum heater
temperature at which the formation of an indentation
starts for a given heating-pulse length and loading force

400

200

0
10–6 10–4 10–2 10+0

Cantilever heater temperature (°C)

Pulse time (s)

3nN load

30nN load

90nN load

Fig. 31.19 Indentation-writing threshold measurements.
The load was controlled by pushing the cantilever/tip into
the sample with a controlled displacement and a known
spring constant of the cantilever. When a certain threshold
is reached, the indentations become visible in subsequent
imaging scans (see also Fig. 31.21). The solid lines are
guides to the eye. Curves of similar shape would be ex-
pected from the time-temperature superposition principle
(after [31.15])

was determined. This so-called threshold temperature
is plotted against the heating-pulse length. A careful
calibration of the heater temperature has to be done
to allow a comparison of the data. The heater tem-
perature was determined by assuming proportionality
between temperature and electrical power dissipated in
the heater resistor at the end of the heating pulse when the
tip has reached its maximum temperature. An absolute
temperature scale is established using two well-defined
reference points. One is room temperature, correspond-
ing to zero electrical power. The other is provided by
the point of turnover from positive to negative differ-
ential resistance (see Fig. 31.8), which corresponds to
a heater temperature of approximately 550 ◦C. The gen-
eral shape of the measured threshold temperature versus
heating time curves indeed shows the characteristics of
time-temperature superposition. In particular, the curves
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are identical up to a load-dependent shift with respect
to the time axis. Moreover, we observe that the time
it takes to form an indentation at constant heater tem-
perature is inversely proportional to the tip load. This
property is exactly what one would expect if inter-
nal friction (owing to the high-frequency viscosity) is
the rate-limiting step in forming an indentation (see
(31.1)).

The time it takes to heat the indentation volume of
polymer material higher than the glass-transition tem-
perature is another potentially rate-limiting step. Here,
the spreading resistance of the heat flow in the polymer
and the thermal contact resistance are the most critical
parameters. Simulations suggest [31.20, 21] that equi-
libration of temperature in the polymer occurs within
less than 1 µs. Very little is known, however, about
the thermal coupling efficiency across the tip-polymer
interface. We have several indications that the heat trans-
fer between tip and sample plays a crucial role, one
of them being the asymptotic heater temperature for
long writing times, which according to the graph in
Fig. 31.19 is approximately 200 ◦C. The exact tempera-
ture of the polymer is unknown. However, the polymer
temperature should approach the glass-transition tem-
perature (around 120 ◦C for PMMA) asymptotically.
Hence, the temperature drop between heater and poly-
mer medium is substantial. Part of the temperature
difference is due to a temperature drop along the tip,
which according to heat-flow simulations [31.20, 21] is
expected to be on the order of 30 ◦C at most. Therefore,
a significant temperature gradient must exist in the tip-
polymer contact zone. Further experiments on the heat
transfer from tip to surface are needed to clarify this
point.

We also find that the heat transfer for a nonspherical
tip is anisotropic. As shown in Fig. 31.20, in the case of
a pyramid-shaped tip, the indentation not only exhibits
sharp edges, but also the region around the indentation,
where polymer material is piled up, is anisotropic. The
pile-up characteristics will be discussed in detail below.
At this point we take it as an indication of the relevance
of the heat transfer to the measurements.

One of the most striking conclusions of our
model of the indentation-writing process is that it
should in principle work for most polymer mater-
ials. The general behavior of the mechanical properties
as a function of temperature and frequency is sim-
ilar for all polymers [31.41]. The glass-transition
temperature Θg would then be one of the main
parameters that determines the threshold writing
temperature.

a) b)

Fig. 31.20a,b Topographic image of individual indenta-
tions. (a) The region around the actual indentations clearly
shows the threefold symmetry of the tip, here a three-sided
pyramid. (b) The indentations themselves exhibit sharp
edges, as can be seen from the inverted 3-D image. Image
size is 2 × 2 µm2 (from [31.15] c© 2002 IEEE)

A verification of this was found experimentally by
comparing various polymer films. The samples were pre-
pared in the same way as the PMMA samples discussed
above [31.18]: by spin-casting thin films (10–30 nm)
onto a silicon wafer with a photo-resist buffer. Then,
threshold measurements were done by applying heat
pulses with increasing current (or temperature) to the tip
while the load and the heating time were held constant
(load about 10 nN and heating time 10 µs). Examples
of such measurements are shown in Fig. 31.21, where
the increasing size and depth of indentations can be
seen for different heater temperatures. A threshold can
be defined based on such data and compared with the
glass-transition temperature of these materials. The re-
sults show a clear correlation between the threshold
heater temperature and the glass-transition temperature
(see Fig. 31.22).

With our simple viscoelastic model of writing we
are able to formulate a set of requirements that potential
candidate materials for millipede data storage have to
fulfill. First, the material should ideally exhibit a well-
defined glass-transition point with a large drop of the
shear modulus at Θg. Second, a rather high value of Θg
(on the order of 150 ◦C) is preferred to facilitate thermal
read back of the data without destroying the information.
We have investigated a number of materials to explore
the Θg parameter space. The fact that all polymer types
tested are suitable for forming small indentations leaves
us free to choose which polymer type to optimize in
terms of the technical requirements for a device such as
lifetime of indentations, polymer endurance of the read
and write process, power consumption, etc. These are
subjects of ongoing research.
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Polysulfone

PMMA II

PMMA I

Polystyrene

200 nm

Fig. 31.21 Written indentations for different polymer materials. The heating pulse length was 10 µs, the load about 10 nN. The grey
scale is the same for all images. The heater temperatures for the indentation on the left-hand side are 445, 400, 365, and 275 ◦C
for the polymers Polysulfone, PMMA II (anionically polymerized PMMA, M ≈ 26 k), PMMA I (Polymer Standard Service,
Germany, M ≈ 500 k), and Polystyrene, respectively. The temperature increase between events on the horizontal axis is 14, 22,
20, and 9 ◦C, respectively (from [31.15] c© 2002 IEEE)
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Heater temperature (°C)

100 150 250
Θg (°C)

Polysulfone

PMMA II

PMMA I

Polystyrene

Polystyrone-α-methyl-styrene

Fig. 31.22 The heater temperature threshold for writing in-
dentations with the same parameters as in Fig. 31.21 is
plotted against the glass-transition temperature for these
polymers, including poly-α-methyl-styrene (after [31.15])

31.7.2 Erasing Mechanism

It is worthwhile to look at the detailed shapes of the
written indentations. The polymer material around an
indentation appears piled up as can be seen, for exam-

ple, in Fig. 31.20. This is not only material that was
pushed aside during indentation formation as a result of
volume conservation. Rather, the flash heating by the
tip and subsequent rapid cooling result in an increase of
the specific volume of the polymer. This phenomenon,
that the specific volume of a polymer can be increased
by rapidly cooling a sample through the glass transi-
tion [31.41], is well-known. Our system allows a cooling
time on the order of microseconds, which is much faster
than the highest rates that can be achieved with stan-
dard polymer-analysis tools. However, a quantitative
measurement of the specific volume change cannot be
easily performed with our type of experiments. On the
other hand, the pile-up effect serves as a convenient
threshold thermometer. The outer perimeter of the pile-
ups surrounding the indentations corresponds to the Θg
isotherm, and the temperature in the enclosed area has
certainly reached values greater than Θg during the in-
dentation process. Based on our viscoelastic model, one
would thus conclude that previously written indentations
that overlap with the piled up region of a subsequently
written indentation should be erased.

That this pile-up effect actually works against the
formation of an indentation can clearly be seen in the
line scans of a series of indentations written in Poly-
sulfone (Fig. 31.23). Here, the heating of the tip was
accompanied by a rather high normal force. The force
was high enough to create a small indentation, even if
the tip was too cold to modify the polymer (Fig. 31.23a).
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Then, with increasing tip heating, the indentations ini-
tially fill up in the piled up region (Fig. 31.23b) before
they finally become deeper (Fig. 31.23c).

The pile-up phenomenon turns out to be particularly
beneficial for data-storage applications. The following
example demonstrates the effect. If we look at the se-
quence of images in Fig. 31.24, taken on a standard
PMMA sample, we find that the piled up regions can
overlap each other without disturbing the indentations.
However, if the piled up region of an individual writ-
ing event extends over the indented area of a previously
written “1”, the depth of the corresponding indentation
decreases markedly (Fig. 31.24d). This can be used for
erasing written data. On the other hand, if the pitch
between two successive indentations is decreased even
further, this erasing process will no longer work. Instead,
a broader indentation is formed, as shown in Fig. 31.24e.
Hence, to exclude mutual interference, the minimum
pitch between successive indentations, which we de-
note by minimum-indentation pitch (BPmin), must be
larger than the radius of the piled up area around an
indentation.

In the example shown in Fig. 31.24, the temperature
chosen was so high that the ring around the indentations
was very large, whereas the depth of the indentation
was limited by the stop layer underneath the PMMA
material. Clearly, the temperature was too high here to
form small indentations, the minimum pitch of which
is around 250 nm. However, by carefully optimizing all
parameters it is possible to achieve areal densities of up
to 1 Tb/in2, as demonstrated in Fig. 31.3c.

The new erasing scheme based on this volume
effect switches from writing to erasing merely by de-
creasing the pitch of writing indentations. This can
be done in a very controlled fashion, as shown in
Fig. 31.25, where individual lines or predefined sub-
areas are erased. Hence, this new erasing scheme can
be made to work in a way that is controlled on the
scale of individual indentations. Compared with earlier
global erasing schemes [31.23], this simplifies erasing
significantly.

31.7.3 Overwriting Mechanism

Overwriting data on some part of the storage medium
can be achieved by first erasing the entire area and then
writing the desired data on the erased surface. Although
this process works well, it is time-consuming and dissi-
pates a significant amount of power. In a millipede-based
storage device, where data rate and power consumption
are at a premium, such a two-step overwriting mech-

20
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0

–10

–20

–30

nm

0 1 2 3 3 µm

a b c

Fig. 31.23 Section through a series of indentations similar to
Fig. 31.21. Here, a load of about 200 nN was applied before a heat-
ing pulse of 10-µs length was fired. The temperature of the heater at
the end of the pulse has been increased from 430 to 610 ◦C in steps
of about 10.6 ◦C. (a) The load was sufficient to form a plastic inden-
tation even if the polymer was not heated enough to come near the
glass transition. (b) With increasing heater temperature, the poly-
mer swells. This eliminates the indentation, thus erasing previously
written “cold” marks. (c) As this process continues, the thermome-
chanical formation of indentations begins to dominate until, finally,
normal thermomechanical indentation writing occurs (after [31.15])

–0.5 0.0 0.5 1.0

a) 1. 2.

b)

c)

d)

e)

Fig. 31.24a–e Indentations in a PMMA film at several distances.
The depth of the indentations is ∼ 15 nm, roughly the same as
the thickness of the PMMA layer. The indentations on the left-
hand side were written first, then a second series of indentations
was made with decreasing distance from the first series going from
(a) to (e) (after [31.15])
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a) b) c)

Fig. 31.25a–c Demonstration of the new erasing scheme: (a) A bit pattern recorded with variable pitch in the vertical axis (fast
scan axis) and constant pitch in the horizontal direction (slow scan axis) was prepared. (b) Then two of the lines were erased by
decreasing the pitch in the vertical direction by a factor of three, showing that the erasing scheme works for individual lines. One
can also erase entire fields of indentations without destroying indentations at the edges of the fields. This is demonstrated in (c),
where a field has been erased from an indentation field similar to the one shown in (a). The distance between the lines is 70 nm
(from [31.15] c© 2002 IEEE)

anism may be impractical. Instead, a one-step, direct
overwriting process similar to those applied in mag-
netic hard-disk drives and rewritable optical drives is
desired.

As discussed above, switching from writing to eras-
ing may be achieved by decreasing the pitch of writing.
It has been found experimentally that erasing can be
performed effectively by halving the pitch of writ-
ing successive indentations, which is denoted as BP,
provided the condition BP ≈ BPmin is satisfied. This
suggests that the basic distance unit for combined write-
erase operations should be BP/2. Written indentations
are spaced n units apart, where n ≥ 2. Let us recall that
the presence of an indentation corresponds to a logical
bit “1” and the absence of an indentation to a logical
bit “0”. Logical bits are then stored in the medium at
the points of a regular lattice with minimum distance
between points equal to BP/2 in the on-track direc-
tion, with successive “1”s separated by at least one “0”.
This condition is necessary in order to avoid mutual
interference between successive “1”s. It is also the ba-
sis for an important category of codes known as (d, k)

a) b)

001

010

010

010
010

100 101

010k

Fig. 31.26a,b Bit strings
(a) 001 and 010, and (b) 100
and 101, overwritten to 010

codes, which are described in Sect. 31.9.3. Coding can
thus be used to enable direct data overwriting in an
elegant way. Direct overwriting requires the simultane-
ous realization of two conditions: If previously written
“1”s exist where “0”s are to be written, then these “1”s
have to be erased. On the other hand, if “0”s exist
where “1”s are to be written, then these “1”s have to
be written. Writing an indentation is performed thermo-
mechanically as described above. Erasing an existing
indentation is done by writing another indentation next
to it, at a distance of BP/2 units. However, as this op-
eration creates a new indentation shifted by BP/2 with
respect to the one erased, the erasing process must be
performed repeatedly until the newly created indenta-
tion lies at a position corresponding to a “1” in the new
data pattern. The basic principle of erasing is illustrated
in Fig. 31.26a and b. The figures show how the four
bit strings 001, 010, 100, and 101 are modified into the
string 010. Figure 31.27 depicts the results of a rewriting
experiment; the top track shows a prestored sequence,
which is to be overwritten by another sequence, shown
on the bottom track for comparison. The result of direct
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overwriting of the prestored sequence is shown on the
middle track.

Comparison with the sequence on the bottom track,
which is written on a clean surface, illustrates the ef-
fectiveness of the proposed procedure. Although the
write/read quality of overwritten data is somewhat in-
ferior to that of data written on a clean storage surface,
detection of the newly written sequence is not affected.
However, repeated overwriting may further degrade the
quality of stored data. As the extent and rate of degra-
dation are important characteristics of a storage system,
this remains an area of ongoing investigation. Fig. 31.27 Experimental result of overwriting a bit sequence

31.8 Read Channel Model

Let us now consider the readback channel for a single
cantilever that is scanning a storage field where bits
are written as indentations or absence of indentations in
the storage medium. As discussed above, a cantilever
is modeled as a variable resistor that depends on the
temperature at the cantilever tip. The model of the read
channel, used for the design and analysis of the detection
system, is illustrated in Fig. 31.28 [31.12, 26, 27].

To evaluate the evolution of the temperature of
a heated cantilever during the read process, we resort
to a simple RC-equivalent thermal circuit, illustrated
in Fig. 31.29, where (1+ηx)RΘ and CΘ denote the
thermal resistance and capacitance, respectively. The
parameter ηx = ∆RΘ(x)/RΘ indicates the relative
variation of thermal resistance that results from the
small change in air-gap width between the cantilever
and the storage medium. The subscript x indicates the
distance in the direction of scanning from the initial
point. Therefore, the parameter ηx will assume the
largest absolute value when the tip of the cantilever
is located at the center of an indentation. The heating

Reference
signal

Sensor
cantilever

Threshold
decisionVP (t)

Rlpf

Rlpf

Clock rate
1/T

Fig. 31.28 Block diagram of the detection circuit

power that is dissipated in the cantilever heater region is
expressed as

Pe[t,Θ(t, x)] = V 2
C(t)

Re[Θ(t, x)] , (31.2)

where VC(t) is the voltage across the cantilever, Θ(t, x)
is the cantilever temperature, and Re[Θ(t, x)] is the
temperature-dependent cantilever resistance.

Heating
power

RΘ(1+ηx) CΘ

Fig. 31.29 RC-equivalent thermal model of the heat trans-
fer process (after [31.12]) Part
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As the heat-transfer process depends on the value
of thermal resistance and on the read pulse waveform,
the cantilever temperature Θ(t, x) depends on time t
and distance x. However, because the time it takes for
the cantilever to move from the center of one logical
mark to the next is greater than the duration of a read
pulse, we assume that Θ(t, x) does not vary significantly
as a function of x while a read pulse is being applied,
and that it decays to the ambient temperature Θ0 be-
fore the next pulse is applied. Therefore, the evolution
of the cantilever temperature in response to a pulse ap-
plied at time t0 = x0/v at a certain distance x0 from
the initial point of scanning and for a certain constant
velocity v of the scanner obeys a differential equation
expressed as

Θ′(t, x0)+ 1

(1+ηx0)RΘCΘ
[Θ(t, x0)−Θ0]

= 1

CΘ

V 2
C(t)

Re[Θ(t, x0)] , (31.3)

where Θ′(t, x0) denotes the derivative of Θ(t, x0) with
respect to time.

With reference to the block diagram of the read
channel illustrated in Fig. 31.28, the source generates
the read pulse VP(t) applied to the cantilever. Clearly,
because of the virtual ground at the operational am-
plifier input, the voltage VC(t) across the cantilever
variable resistance is equal to VP(t). Furthermore, the
active low-pass RC detector filter, where Rlpf and Clpf
denote the resistance and capacitance of the low-pass
filter, respectively, is realized using an ideal operational
amplifier that exhibits infinite input impedance, zero out-
put impedance, and infinite frequency-independent gain.
Therefore, the readback signal Vo(t, x0) obtained at the
low-pass filter output in response to the applied voltage
VP(t) = A rect [(t − T0)/τ], where

rect

(
t

τ

)
=
⎧⎨
⎩1 if 0 ≤ t ≤ τ

0 otherwise
, (31.4)

and A denotes the pulse amplitude, obeys the differential
equation

V ′
o(t, x0) = 1

RlpfClpf

[
−Vo(t, x0)

+ Rlpf

Re [Θ(t, x0)]
VP(t)

]
.

(31.5)

As the voltage at the output of the low-pass
filter depends on the value of the variable resis-

tance Re[Θ(t, x0)], the readback signal is determined
by solving jointly the differential equations (31.3)
and (31.5), with initial conditions Θ(t0, x0) = Θ0 and
Vo(t0, x0) = 0. For example, a comparison between ex-
perimental and synthetic readback signals is shown in
Figs. 31.30 and 31.31 for a time constant of the low-
pass filter τlpf = 1.18 µs and two values of the duration
of the applied rectangular pulse. For a given cantilever
design the function Re(Θ) is determined experimen-
tally. Finally, the parameters RΘ and CΘ used in the
simple readback channel model are obtained via simu-
lated annealing, where the cost function is given by the
mean-square error between experimental and synthetic
signals at the low-pass filter output.

Assuming that ideal control of the scanner is per-
formed such that the time of application of a read pulse
corresponds either to the cantilever located at the cen-
ter of an indentation for detecting a “1” bit, or away
from an indentation for detecting a “0” bit, two possi-
ble responses are obtained at the output of the low-pass
filter as solutions of (31.3) and (31.5), which we denote
as Vo,1(t, x0) and Vo,0(t, x0), respectively. By sampling
the readback signal at the instant ts = t0 + τ , simple
threshold detection may in principle be applied to detect
a written bit, where the value of the threshold is given
by

VTh = 1

2

[
Vo,1(ts, x0)+ Vo,0(ts, x0)

]
. (31.6)

As mentioned in Sect. 31.2, one of the most critical
issues in detecting the presence or absence of an inden-
tation is the high resolution required to extract the small
signal Vo,1(ts, x0)− Vo,0(ts, x0) that contains the infor-
mation about the bit being “1” or “0” superimposed on
the offset signal Vo,0(t, x0). As illustrated in Fig. 31.28,
this problem can be solved by subtracting a suitable ref-
erence signal Vo,ref(t, x0) from the readback signal. The
readback signal is thus given by

Ṽo(t, x0) = Vo(t, x0)− Vo,ref(t, x0) , (31.7)

and the threshold is set at ṼTh = 1
2

[
Vo,1(ts, x0) −

Vo,0(ts, x0)
]
. A VLSI implementation of the detection

scheme analyzed here is presented in [31.42].
Now consider read pulses of duration τ that are

periodically applied at instants tn = nT, where 1/T de-
notes the symbol rate. Assuming that the response of
the previous pulse has vanished as a new pulse is ap-
plied and that the temperature of the cantilever has
approached the ambient temperature, i. e., Vo(tn, xn) = 0
and Θ(tn, xn) = Θ0, then the analysis presented above
still holds. In particular, the readback signal samples ob-
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Fig. 31.30 (a) Experimental and (b) synthetic readback sig-
nal for τ = 10.25 µs (after [31.12])

tained in response to N pulses applied to the cantilever
for detecting a sequence of N binary written symbols
are expressed as

s(ts,n) = Ṽo(ts,n, xn), ts,n = nT + τ,

n = 0, . . . , N −1 , (31.8)

where Ṽo(t, xn) is given by (31.7) for pulses applied
at time tn and at distance xn = nTυ, n = 0, . . . , N −1
from the initial point of scanning. Note that the func-
tions Vo(t, xn) and Vo,ref(t, xn) in (31.7) are ideally
given by the solution of the differential equations
(31.3) and (31.5) for ηx = ∆RΘ(xn)/RΘ and ηx = 0,
respectively.

The readback signal (31.7) at the output of the low-
pass filter is observed in the presence of additive noise.
Therefore, the readback signal for the detection of the
n-th binary symbol is given by

r(ts,n) = s(ts,n)+w(ts,n) , (31.9)
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Fig. 31.31 (a) Experimental and (b) synthetic readback sig-
nal for τ = 15.25 µs (after [31.12])

where w(t) denotes the noise signal. The components
of the noise signal that must be taken into account
are thermal noise (Johnson’s noise) from the sensor,
which reaches a temperature of about Θ1 = 350 ◦C dur-
ing the read process, as well as from front-end analog
circuitry. However, note that besides thermal noise,
medium-related noise also affects the overall system
performance.

Based on the above analysis, the response to a pulse
applied to the cantilever at a distance x from some
initial point can be calculated given the parameter
ηx = ∆RΘ(x)/RΘ . Recall that the value of ηx is pro-
portional to the distance of the cantilever from the
storage medium at the current location of the tip. There-
fore, during tip displacement due to scanner motion,
ηx is modulated from the topographical features of
the storage surface such as written indentations, rings,
and dust particles. This indicates that the modeling
of the readback signal is a two-step process. First,
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a) Experimental data

b) Synthetic model

Fig. 31.32a,b Comparison between (a) the readback signal obtained
experimentally along a data track and (b) the readback signal
obtained by the synthetic model (after [31.12])

a model for the storage surface topography is developed,
which directlyand then the above procedure is used to
calculate the readback signal samples in response to
pulses applied at selected points in the particular storage
area.

In the absence of any imperfections during the man-
ufacturing and the writing process, the storage surface
would consist of completely flat regions interrupted by
uniformly shaped indentations, possibly surrounded by
polymer rings. A 1-D cross section of an indentation
along the scanning direction is modeled by a function
with one main lobe and two side lobes, one on each
side of the main lobe, the magnitude and the extent of
which can be varied independently. The side lobes are of
opposite sign than the main lobe and simulate the poly-
mer rings around written indentations. By varying their
magnitude and extent while keeping the total extent of
the pulse fixed, one can simulate indentations/rings of
varying width and asymmetric ring formation, phenom-
ena that are caused by different recording conditions. In
practice, however, no polymer surface is entirely flat and
indentation shapes are far from uniform. The deviation
of indentations from uniformity is simulated by scaling
the amplitude of each pulse shape by a random num-
ber drawn from a Gaussian distribution with unit mean

and adjustable variance. The surface roughness is in turn
simulated by adding white Gaussian noise to the height
of every point in the area of interest. Note that surface
roughness is a medium-related effect and manifests it-
self in the readback signal as a noise process, which is,
however, of a very different nature than thermal noise.
The advantage of the adopted two-step model is that
it naturally decouples these unrelated noise sources, as
well as the write and the read processes.

Figure 31.32 illustrates the experimental and syn-
thetic readback signals obtained along a data track.
The waveforms shown in Fig. 31.32 have been obtained
by applying pulses at the oversampling rate of q/T ,
where q denotes the oversampling factor. For a more
detailed comparison between model and actual signals,
Figs. 31.33 and 31.34 illustrate 3-D views of isolated
indentations from experimental and synthetic readback
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Fig. 31.33 Three-dimensional view of an isolated indenta-
tion obtained experimentally
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Fig. 31.34 Three-dimensional view of an isolated indenta-
tion obtained by the synthetic model
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signals, respectively. The dark regions in the center
of both figures correspond to the indentation centers,
whereas dark regions around them are due to rings.

Note also the irregular height of the surrounding sur-
face, which is attributed to the roughness of the storage
medium.

31.9 System Aspects

In this section, we describe various aspects of a storage
system based on our millipede concept. Each cantilever
can write data to and read data from a dedicated area of
the polymer surface, called a storage field. As mentioned
above, in each storage field the presence (absence) of
an indentation corresponds to a logical “1” (“0”). All
indentations are nominally of equal depth and size. The
logical marks are placed at a fixed horizontal distance
from each other along a data track. We refer to this
distance, measured from one logical mark center to the
next, as the bit pitch (BP). The vertical (cross-track)
distance between logical mark centers, the track pitch
(TP), is also fixed. To read and write data the polymer
medium is moved under the (stationary) cantilever array
at a constant velocity.

A robust way to achieve synchronization and servo
control in an x/y-actuated large 2-D array is by re-
serving a small number of storage fields exclusively
for timing recovery and servo-control purposes, as il-
lustrated in Fig. 31.35. Because of the large number of
levers in the millipede, this solution is advantageous in
terms of overhead compared with the alternative of tim-
ing and servo information being embedded in all data
fields.

Fig. 31.35 Layout of data and servo/timing fields. Dark
boxes represent dedicated servo/timing fields, white boxes
represent data fields

31.9.1 PES Generation for the Servo Loop

With logical marks as densely spaced as in the milli-
pede, accurate track following becomes a critical issue.
Track following means controlling the position of each
tip such that the tip is always positioned over the cen-
ter of a desired track during reading. During writing,
the tip position should be such that the written marks
are aligned in a predefined way. In electromechanical
systems, track following is performed in a servo loop,
which is driven by an appropriate error signal called
position-error signal (PES). Ideally, its magnitude is a di-
rect estimate of the vertical (cross-track) distance of the
tip from the closest track centerline, and its polarity
indicates the direction of this offset.

Several approaches exist to generate a PES for AFM-
based storage devices [31.9]. However, based on the
results reported, none of these methods can achieve
the track-following accuracy required for the millipede
system. The quality of the PES directly affects the sta-
bility and robustness of the associated tracking servo
loop [31.43].

We describe a method for generating a uniquely de-
codable PES for the millipede system [31.12, 27]. The
method is based on the concept of bursts that are ver-
tically displaced with respect to each other, arranged
in such a way as to produce two signals in quadrature,
which can be combined to provide a robust PES. This
concept is borrowed from magnetic recording [31.43].
However, servo marks, as opposed to magnetic tran-
sitions, are placed in bursts labeled A and B for the
in-phase signal and C and D for the quadrature signal.
The centers of servo marks in burst B are vertically offset
from mark centers in burst A by d′ units of length. This
amount of vertical spacing is related to the diameter of
the written marks. The same principle applies to marks
in the quadrature bursts C and D, with the additional
condition that mark centers in burst C are offset by d′/2
units from mark centers in A in the cross-track direc-
tion. The latter condition is required in order to generate
a quadrature signal. The configuration of servo bursts is
illustrated in Fig. 31.36 for a case where TP = 3d′/2. Al-
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0

1

2

3

A B C D

TP

BP

2d'

d' /2

d'

d'

d'

Fig. 31.36 Servo burst configuration (after [31.12])

though each burst typically consists of many marks to
enable averaging of the corresponding readout signals,
only two marks per burst are shown here to simplify
the presentation. The solid horizontal lines depict track
centerlines, and circles represent written marks, which
are modeled here as perfect conical indentations on the
polymer storage surface.

To illustrate the principle of PES generation, let us
assume that marks in all bursts are spaced BP units
apart in the longitudinal direction, and that sampling oc-
curs exactly at mark centers, so that timing is perfect.
The assumption of perfect timing is made only for the
purpose of illustration. In actual operation, sampling is
performed with the aid of a timing recovery loop, as
described in Sect. 31.9.2. Referring to Fig. 31.36, let us
further assume that the cantilever/tip is located on the
line labeled “0” and moves vertically toward line “3”
in a line crossing the centers of the left-most marks in
burst A (shown as a brown dashed line). The tip moves
from the edge of the top mark toward its center, then
toward its bottom edge, then to a blank space, again to
a mark, and so on. The readout signal magnitude de-
creases linearly with the distance from the mark center
and reaches a constant, background level value at a dis-

PES (x TP)

Q I

0 1 2 3

Fig. 31.37 Ideal position-error signal (after [31.12])

tance greater than the mark radius from the mark center,
according to the adopted (conical mark) model. To syn-
thesize the in-phase signal, the readout signal is also
captured as the tip (conceptually) moves in a vertical
line crossing the mark centers of burst B (brown dashed
line in Fig. 31.36). The in-phase signal is then formed
as the difference Ā − B̄, where Ā and B̄ stand for the
measured signal amplitudes in bursts A and B, respec-
tively. This signal is represented by the line labeled “I”
in Fig. 31.37. It has zero-crossings at integer multiples
of d′, which do not generally correspond to track centers
because we set TP = 3d′/2 in this example. Therefore,
the I-signal is not a valid PES in itself. This is why the
quadrature (Q) signal becomes necessary in this case.
The Q-signal is generated from the servo readback sig-
nals of bursts C and D as C̄ − D̄ and is also shown in
Fig. 31.37 (Q-curve). Note that it exhibits zero-crossings
at points where the I-signal has local extrema.

A certain combination of the two signals (I and Q),
shown as solid lines in Fig. 31.37, has zero-crossings
at all track center locations and constant (absolute)
slope, which qualifies it as a valid PES. However,
this PES exhibits zero-crossings at all integer multi-
ples of d′/2. For our example of TP = 3d′/2, three
such zero-crossings exist in an area of width equal
to TP around any track centerline. This fact, how-
ever, does not hamper unique position decoding. At
even-numbered tracks, it is the zero of the in-phase
signal that indicates the track center. The zeros of the
quadrature signal, in turn, can be uniquely mapped into
a position estimate by examining the polarity of the in-
phase signal at the corresponding positions. This holds
for any value of the combined PES within an area
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of width equal to TP around each current track cen-
terline. The signals exchange roles for odd-numbered
tracks. The current track number, which is known
a priori from the seek operation, is used to determine
the mode of operation for the position demodulation
procedure.

The principle of PES generation based on servo
marks has been verified experimentally. For this pur-
pose, A, B, C, and D bursts were written by an AFM
cantilever/tip on an appropriate polymer medium con-
sisting of a polymer coating on a silicon substrate. The
bit pitch was set to 42 nm, and the track pitch was taken
to be approximately equal to d′, the cross-track distance
between A (C) and B (D) bursts. An image created by
reading the written pattern with the same cantilever is
shown in Fig. 31.38. Shaded areas indicate indentations.
The readout signal from the cantilever was also used for
servo demodulation, as described above. The resulting
in-phase and quadrature signals are shown in Fig. 31.39.
The track centerlines are indicated by vertical dotted
lines in the graph.

It can be observed that the zero-crossings of the
in-phase signal are closely aligned with the track cen-
terlines, as well as with the minima and maxima of the
quadrature signal, as required for unique position decod-
ing across all possible cross-track positions, at least in
cases where TP �= d′. Moreover, the PES slope is nearly
linear along a cross-track width of one track pitch around
each track center, as TP ≈ d′ in this case, although devi-
ations from the ideal signal shape exist. These deviations
occur mainly because written indentations do not have
perfect conical shapes, and also because of medium
noise due to the roughness of the recording medium.
Nevertheless, the experimentally generated error sig-
nals indicate that the proposed concept is valid and
promising. Specifically, the results indicate that servo
self-writing is feasible, that servo demodulation is al-
most identical to data readout and can be performed
by any cantilever without special provisions, and that
the PES generated closely approximates the desirable
features described above.

31.9.2 Timing Recovery

Similar to obtaining servo information based on
using dedicated servo fields, we employ separate
dedicated clock fields for recovery of timing informa-
tion [31.12, 26, 27]. The concept is to have continuous
access to a pilot signal for synchronization after initial
phase acquisition and gain estimation. The recovered
clock is then distributed to all remaining storage fields

2,700 3,000 3,300 3,600 3,900 4,200 4,500 4,800 5,100 5,400
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900
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1,800

2,100
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Fig. 31.38 Experimental A, B, C, and D servo bursts (BP = 42 nm)
(after [31.12] c© 2003 IEEE)
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–500
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–1,500

PES amplitude (normalized)
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Fig. 31.39 Demodulated in-phase (solid line) and quadrature
(dashed line) PES based on the servo burst of Fig. 31.38 (af-
ter [31.12])

to allow reliable detection of random data. Initial phase
acquisition is obtained by a robust correlation algorithm,
gain estimation is based on averaging of the readback
signal obtained from a predefined stored pattern, and
tracking of the optimum sampling phase is achieved by
a second-order digital loop.

At the beginning of the read process, several signal
parameters have to be estimated prior to data detection.
Besides the clock phase and frequency, it is necessary to
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estimate the gain of the overall read channel. To solve
the problem of initial estimation of signal parameters
prior to data detection, the sequence written in the clock
field consists of a preamble, followed by a pattern of all
“1”s for tracking the optimum sampling phase during
the detection of random data. The transition between
the preamble and the pattern of all “1”s must be de-
tected reliably, as it indicates the start of data records
to the remaining storage fields. Assuming that the ini-
tial frequency offset is within a small, predetermined
range, usually 1,000 parts-per-million (PPM), we distin-
guish the tasks needed for timing recovery as follows:
(i) acquisition of the optimum sampling phase; (ii) esti-
mation of the overall channel gain needed for threshold
detection; (iii) detection of the transition between the
preamble and the pattern of all “1”s; and (iv) tracking of
the optimum sampling phase.

At the beginning of the acquisition process, an es-
timate of the optimum sampling phase is obtained by
resorting to a correlation method. We rely on the knowl-
edge of the preamble and of an ideal reference-channel
impulse response, which closely resembles the actual
impulse response (see Sect. 31.9). The channel output
samples obtained at the oversampling rate q/T are first
processed by removing the dc-offset, then averaging is
performed to reduce the noise level, and finally the re-
sulting sequence is correlated with the reference impulse
response to determine the phase estimate.

After determining the estimate of the optimum sam-
pling phase, an estimate of the overall channel gain
is obtained by averaging the amplitude of the chan-
nel output samples at the optimum sampling instants.
The gain estimate is obtained from an initial segment
of the preamble corresponding to an “all 1” binary
pattern. As mentioned above, it is necessary that the
end of the preamble is indicated by a “sync” pattern,
which marks the transition between acquisition mode
and tracking mode. Detection of the sync pattern is also
based on a robust correlation method. After the sync
pattern, an “all 1” pattern, as in the case of robust phase
acquisition and gain estimation, is employed for track-
ing. The “all 1” pattern corresponds to regularly spaced
indentations, which convey reliable timing information.

Tracking of the optimum sampling phase is achieved
by the second-order loop configuration shown in
Fig. 31.40. Assuming data detection is performed at
instants that correspond to integer multiples of the over-
sampling factor q, the deviation of the sampling phase
from the optimum sampling phase is estimated as

∆τn = r(ts,nq+1)−r(ts,nq−1) . (31.10)

Pulse
generator

Readback
channel

ACC

T/q

∆Tn

T/q

–

+

α

� ∆τn

VCO

Fig. 31.40 Second-order loop for tracking the optimum
sampling phase (after [31.12])

This estimate of the phase deviation is input to
a second-order loop filter, which provides an output
given by

∆Tn = un +α∆τn , (31.11)

where the discrete-time integrator is recursively updated
as

un+1 = un +β∆τn . (31.12)

The loop-filter output then determines the control
signal for a voltage-controlled oscillator (VCO).

Note that a similar concept for timing recovery can
also be applied if no separate clock field is available. In
this case, the timing information is extracted from the
random user data on each storage field.

31.9.3 Considerations on Capacity
and Data Rate

The ultimate locality provided by nanometer-sharp tips
represents the pathway to the high areal densities
that will be needed in the foreseeable future. The in-
trinsic nonlinear interactions between closely spaced
indentations, however, may limit the minimum dis-
tance between successive indentations and, hence, the
areal density. The storage capacity of a millipede-based
storage device can be further increased by applying
modulation or constrained codes [31.12].

With modulation coding, a desired constraint is im-
posed on the data-input sequence, so that the encoded
data stream satisfies certain properties in the time or
frequency domain. These codes are very important in
digital recording devices and have become ubiquitous
in all data-storage applications. The particular class
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Fig. 31.41 Areal density versus indentation spacing.
Curve 1: d = 0; curve 2: d = 1; and curve 3: d = 2

of codes that imposes restrictions on the number of
consecutive “1”s and “0”s in the encoded data se-
quence, generally known as run-length-limited (RLL)
(d, k) codes [31.44], can be used to facilitate over-
writing and also increase the effective areal density of
a millipede-based storage device. The code parameters
d and k are nonnegative integers with k > d, where d
and k indicate the minimum and maximum number of
“0”s between two successive “1”s, respectively. In the
past, the precoded (RLL) (d, k) codes were mainly used
for spreading the magnetic transitions further apart via
the d-constraint, thereby minimizing intersymbol inter-
ference and nonlinear distortion, and for preventing loss
of clock synchronization via the k-constraint. In optic-
al recording, precoded RLL codes are primarily used
for increasing the shortest pit length in order to improve
the reliability of bit detection, as well as for limiting
the number of identical symbols, so that useful timing
information can be extracted from the readback signal.

For the millipede application, where dedicated clock
fields are used, the k-constraint does not really play an
important role and, therefore, can, in principle, be set
to infinity, thereby facilitating the code design process.
In a precoderless RLL code design, where the presence
or absence of an indentation represents a “1” or “0”,
respectively, the d-constraint is instrumental in limit-
ing the interference between successive indentations,
as well as in increasing the effective areal density of
the storage device. In particular, the quantity (d +1)R,
where R denotes the rate of the (d, k) code, is a di-
rect measure of the increase in linear recording density.
Clearly, the packing density can be made larger by in-
creasing d. On the other hand, large values of d lead to
codes with very low rate, which implies high recording
symbol rates, thus rendering these codes impractical for
storage systems that are limited by the clock speed. The
choice of d = 1 and k ≥ 6 guarantees the existence of
a code with rate R = 2/3. Use of (d = 1, k ≥ 6) mod-
ulation coding reduces the bit distance by half while
maintaining the pitch between “1”s constant, thereby

Table 31.1 Areal density and storage capacity (after [31.12] with permission c© 2003 IEEE)

Coding Linear density Track density Areal density Capacity
(kb/in) (kt/in) (Gb/in2) (Gb)

Uncoded 847 847 717 1.21

(d = 1, k ≥ 6) 1,129 847 956 1.61

(d = 2, k > 6) 1,269 847 1,075 1.81

Areal density (Tbit / in2)
2.5

2
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1
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User data rate (Mb/s)
100
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32 64 256 512
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Fig. 31.42 User data rate versus number of active can-
tilevers for the (d = 1, k ≥ 6) coding scheme. Curve 1:
T = 20 µs; curve 2: T = 10 µs; curve 3: T = 5 µs; curve 4:
T = 2 µs; and curve 5: T = 1 µs (after [31.12])
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increasing the linear density by a factor of 4/3. Sim-
ilarly, the choice of d = 2 and k > 6 guarantees the
existence of a code with rate R = 1/2. Use of (d = 2,
k > 6) modulation coding reduces the bit distance to
a third while maintaining the pitch between “1”s con-
stant, thereby increasing the linear density by a factor of
3/2. Figure 31.41 shows the areal density as a function of
the indentation spacing for an uncoded system, as well
as for systems coded with (d = 1, k ≥ 6) and (d = 2,
k > 6), where coding is applied only in the on-track
direction.

Table 31.1 shows the achievable areal densities
and storage capacities for a 32 × 32 cantilever ar-
ray with 1,024 storage fields, each having an area
of 100 × 100 µm2, resulting in a total storage area of

3.2 × 3.2 mm2. The indentation pitch and the track pitch
are set equal to 30 nm. Finally, for the computation of
the storage capacity an overall efficiency of 85% has
been assumed, taking into account the redundancy of the
outer error-correction coding, as well as the presence of
dedicated servo and clock fields.

Figure 31.42 shows the user data rate as a function
of the total number of cantilevers accessed simultane-
ously, for various symbol rates and a (d = 1, k ≥ 6)
modulation coding scheme. For example, for a 32 × 32
cantilever array, a system designed to access a maxi-
mum of 256 cantilevers every T = 5 µs provides a user
data rate of 34.1 Mb/s. Alternatively, by resorting to the
row/column multiplexing scheme with T = 80 µs a data
rate of 8.5 Mb/s is achieved.

31.10 Conclusions

A very large 2-D array of AFM probes has been operated
for the first time in a multiplexed/parallel fashion, and
write/read/erase operations in a thin polymer medium
have been successfully demonstrated at densities of or
significantly higher than those achieved with current
magnetic storage systems.

The millipede has the potential to achieve ultrahigh
storage areal densities on the order of 1 Tb/in2 or higher.
The high areal storage density, small form factor, and low
power consumption render the millipede concept a very
attractive candidate as a future storage technology for
mobile applications, as it offers several Gigabytes of
capacity at data rates of several Megabytes per sec-
ond. Dedicated servo and timing fields allow reliable

system operation with a very small overhead. The read
channel model provides the methodology for analyz-
ing system performance and assessing various aspects
of the detection and servo/timing algorithms that are
key to achieving the system reliability required by the
applications envisaged.

Although the first high-density storage operations
with the largest 2-D AFM array chip ever built have
been demonstrated, there are a number of issues that
need further investigation such as overall system reliabil-
ity, including long-term stability of written indentations,
tip and medium wear, limits of data rates, array and can-
tilever size, as well as trade-offs between data rate and
power consumption.
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Microactuator32. Microactuators for Dual-Stage Servo Systems
in Magnetic Disk Files

This chapter discusses the design and fabrication
of electrostatic MEMS microactuators and the
design of dual-stage servo systems in disk
drives. It introduces fundamental requirements of
disk drive servo systems, along with challenges
posed by storage densities increases. It describes
three potential dual-stage configurations and
focuses on actuated slider assemblies using
electrostatic MEMS microactuators. The authors
discuss major electrostatic actuator design issues,
such as linear versus rotary motion, electrostatic
array configuration, and differential operation.
Capacitive and piezoresistive elements may be used
to sense relative slider position, while integrated
gimbals and structural isolation may prove useful
in improving performance. A detailed design
example based on a translational, micromolded
actuator illustrates several of these concepts and
is accompanied by theoretical and experimental
results.

The chapter continues to discuss MEMS
microactuator fabrication. It describes several
processes for obtaining appropriate electrostatic
devices including micromolding, deep-reactive
ion etching, and electroplating. The primary goal
of these processes is to obtain very high-aspect
ratio structures, which improve both actuation
force and structural robustness. Other fabrication
issues, such as electrical interconnect formation,
material selection, and processing cost, are also
considered. Actuated slider fabrication is compared
to that of actuated suspension and actuated head
assemblies; this includes instrumentation of
a suspension with strain sensors to aid in vibration
detection.

The section on controller design reviews
dual-stage servo control design architectures and
methodologies. The considerations for controller
design of MEMS microactuator dual-stage servo
systems are discussed. The details of control
designs using a decoupled SISO design method
and the robust multivariable design method of
µ-synthesis are also presented. In the decoupled
design, a self-tuning control algorithm has been
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developed to compensate for the variations in
the microactuator’s resonance mode. In the
µ-synthesis design, robust controllers can be
synthesized by using additive and parametric
uncertainties to characterize the un-modeled
dynamics of the VCM and the variations in the
microactuator’s resonance mode. Finally, the
chapter also introduces a dual-stage short-span
seek control scheme based on decoupled feed
forward reference trajectories generations.
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This chapter discusses the design and fabrication of
electrostatic MEMS microactuators, and the design of
dual-stage servo systems, in disk drives. The focus of
the chapter is an actuated slider assembly using an
electrostatic MEMS microactuator. We discuss major
design issues, including linear versus rotary actuation,
electrostatic array configuration, and integrated sensing
capability. We describe several fabrication processes for
obtaining the necessary devices, such as micromolding,
deep-reactive ion etching, and electroplating. Dual-stage
servo control design architectures and methodologies are
then reviewed . We present in detail track-following con-
troller designs based on a sensitivity function decoupling
single-input-single-output design methodology and the
robust µ-synthesis design methodology. Finally, we in-
troduce a 2-DOF short span seek control design using
a dual-stage actuator.

Since the first hard disk drive (HDD) was invented
in the 1950s by IBM, disk drives’ storage density has
been following Moore’s law, doubling roughly every
18 months. The current storage density is 10 million
times larger than that of the first HDD [32.1]. Historic-
ally, increases in storage density have been achieved by
almost equal increases in track density, the number of
tracks encircling the disk, and bit density, the number of
bits in each track. However, because of superparamag-
netism limitations, future areal storage density increases
in HDDs are predicted to be achieved mainly through an
increase in track density [32.2].

Research in the HDD industry is now targeting an
areal density of one terabit per square inch. For a pre-
dicted bit aspect ratio of 4 : 1, this translates to a linear
bit density of 2 M bits per inch (BPI) and a radial track
density of 500 K tracks per inch (TPI), which in turn im-
plies a track width of 50 nm. A simple rule of thumb
for servo design in HDDs is that three times the statisti-
cal standard deviation of the position error between the
head and the center of the data track should be less than
1/10 of the track width. Thus, to achieve such a storage

density, nanometer-level precision of the servo system
will be required.

A disk drive stores data as magnetic patterns, form-
ing bits, on one or more disks. The polarity of each bit
is detected (read) or set (written) by an electromagnetic
device known as the read/write head. The job of a disk
drive’s servo system is to position the read/write head
over the bits to be read or written as they spin by on the
disk. In a conventional disk drive, this is done by sweep-
ing over the disk or disks a long arm consisting of a voice
coil motor (VCM), an E-block, suspensions, and sliders,
as shown in Figs. 32.1 and 32.2. A read/write head is
fabricated on the edge of each slider (one for each disk
surface). Each slider is supported by a suspension and
flys over the surface of a disk on an air-bearing. The
VCM actuates the suspensions and sliders about a pivot
in the center of the E-block. We describe this operation
in more detail in the following section.

The key to increasing HDD servo precision is to in-
crease servo control bandwidth. However, the bandwidth
of a traditional single-stage servo system as shown in
Fig. 32.2 is limited by the multiple mechanical resonance
modes of the pivot, the E-block, and the suspension be-
tween the VCM and the head. Nonlinear friction of
the pivot bearing also limits achievable servo preci-
sion. Dual-stage actuation, with a second stage actuator
placed between the VCM and the head, has been pro-
posed as a solution that would increase servo bandwidth
and precision.

Several different secondary actuation forces and con-
figurations have been proposed, each having strengths
and weaknesses given the requirements of HDDs. The
dual-stage configurations can be categorized into three
groups: actuated suspension, actuated slider, and ac-
tuated head. Within these, actuation forces include
piezoelectric, electrostatic, and electromagnetic. In this
chapter, we discuss design, fabrication and control of an
electrostatic MEMS microactuator (MA) for actuated
slider dual-stage positioning.

32.1 Design of the Electrostatic Microactuator

The servo system of a hard disk drive is the mechatronic
device that locates and reads data on the disk. In essence,
it is a large arm that sweeps across the surface of the disk.
At the end of the arm is the read-write head, containing
the magnetic reading and writing elements that transfer
information to and from the disk.

32.1.1 Disk Drive Structural Requirements

This read-write head is contained in a box-like structure
known as a slider. The slider has a contoured lower
surface that acts as an air bearing between the head
and the disk. The high-velocity airflow generated by
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the spinning disk pushes up on the air-bearing surface,
maintaining the slider and read-write head at a constant
distance from the disk, despite unevenness of the disk,
permitting reliable data reading and writing.

The arm over an HDD’s disk has three primary
stages: the voice-coil motor (VCM), the E-block, and
the suspension. In a conventional disk drive, the VCM
performs all positioning of the head, swinging it back
and forth across the disk. The E-block lies between the
VCM and the suspension and contains the pivot point.
The suspension projects from the E-block over the disk
as a thin flexible structure, generally narrowing to a point
at the location of the slider.

For a disk drive servo to operate effectively, it must
maintain the read-write head at a precise height above
the disk surface and within a narrow range between
the disk tracks arranged in concentric circles around
the disk. It must also be able to seek from one track
on the disk to another. Information about the track that
the head is following is encoded in sectors radiating
from center of the disk, allowing the head to identify
its position and distance from the center of the track.
To maintain a correct flying height, the suspension must
be designed with an appropriate stiffness in the vertical
direction to balance an air-bearing force corresponding
to the slider design in use in the drive. Meanwhile, the
suspension must be flexible to roll and pitch at the slider
location to permit adaptation to unevenness of the disk
surface. This is accomplished using a gimbal structure.
The suspension as a whole, however, should not bend or
twist during the operation, as this would misdirect the
head away from the track it is following.

As data densities in HDDs increase and track widths
diminish, single-stage, conventional servo systems be-
come less able to position the head precisely. Because the
VCM/E-block/suspension assembly is large and massive
as a unit, the speed at which the head can be controlled is
limited. Furthermore, the assembly tends to have a low
natural frequency, which can accentuate vibration in the
disk drive and cause off-track errors. At track densities
in the future approaching one Terabit per square inch,
the vibration induced in a disk drive by airflow alone is
enough to force the head off-track.

A solution to these problems is to complement
the VCM with a smaller, secondary actuator to form
a dual-stage servo system. The VCM continues to pro-
vide rough positioning, while the second stage actuator
does fine positioning and damps out vibration and other
disturbances. The smaller second stage actuator can
typically be designed to have a much higher natural
frequency and less susceptibility to vibration than the

Head Voice coil
motor
(VCM)

Data track

Disk Spindle
motor

Fig. 32.1 A schematic diagram of an HDD

Suspension

VCM

Pivot

E-block
Head

Fig. 32.2 VCM actuator in an HDD

VCM. Any actuator used in a dual-stage system should
be inexpensive to build, require little power to operate,
and preserve the stiffness properties described above
necessary to preserve the flying height.

32.1.2 Dual-Stage Servo Configurations

In the past six years, much research work has been ded-
icated to the exploration of suitable secondary actuators
for constructing dual-stage servo systems for HDDs.
These dual-stage configurations can be categorized into
three groups: “actuated suspension,” “actuated slider,”
and “actuated head.”

Actuated Suspension
In this approach, the suspension is redesigned to accom-
modate an active component, typically a piezoelectric
material. This piezoelectric material stretches or flexes
the suspension to position the slider and magnetic head.
Piezoelectric material is an active actuation element
that produces a large actuation force but small actua-
tion stroke. In the “actuated-suspension” configuration,
therefore, the piezoelectric actuators are usually im-
plemented in a leverage mechanism that can convert
small actuation displacements into large head displace-
ments. Typically this is done by placing the piezoelectric
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actuators away from the magnetic head (between the
E-block and suspension) so that they can have a long
leverage arm to gain mechanical amplification and pro-
duce a sufficient magnetic-head motion. The advantage
of this approach is that the suspension can be fab-
ricated by a conventional suspension-making process,
and its dual-stage servo configuration is effective in
attaining low frequency runout attenuation in the posi-
tioning servo loop. The major drawback of this approach
is that the system is still susceptible to instabilities
due to the excitation of suspension resonance modes.
Thus, track-per-inch (TPI) servo performance can be
increased but remains limited when compared to the
alternative approaches. The actuated suspension ap-
proach, nonetheless is expected to be the first deployed
in commercial HDDs [32.3, 4].

Actuated Slider
In this approach, a microactuator is placed between the
slider and gimbal to position the slider/magnetic heads.
The resulting servo bandwidth can be higher than the
previous approach because the secondary actuation by-
passes the mechanical resonances of the suspension.
This approach uses existing sliders and microactuators
that can be batch fabricated, and thus could be cost
effective. However, the size and mass of the micro-
actuator are significant relative to those of current sliders
and may interfere with the slider flying stability. Cur-
rent suspensions, therefore, need to be redesigned to
adopt this secondary actuator. Suitable driving forces
in this approach include electrostatic, electromagnetic,
and piezoelectric [32.5–8]. To further reduce the assem-
bly task of placing the microactuator in between gimbal
structure and slider, some researchers have proposed
microactuators that are either integrated with the gimbal
structure [32.6] or the slider [32.9].

Actuated Head
In this approach, the slider is redesigned so that the
microactuators can be placed inside the slider block and
actuate the magnetic heads with respect to the rest of
the slider body. As these microactuators are very small,
they only slightly increase the slider weight and are
thus capable of working with the current suspension as-
sembly. Researchers have successfully demonstrated the
integrated fabrication process for fabricating the elec-
trostatic microactuators and magnetic heads within one
piece of ceramic block (slider). The embedded electro-
static microactuator has its resonance close to 30 kHz
and was able to position the magnetic heads relative to
the rest of the slider body by 0.5 µm [32.10, 11]. Full-

fledged integration of slider, actuator, and read/write
head remains a challenge.

In this chapter, we focus on actuated slider con-
figurations, as they involve a great deal of interesting
microscale engineering. In particular, we will dis-
cuss electrostatic actuation, probably the most common
method of implementing microactuation in micro-
electromechanical devices. Any such microactuator will
exhibit certain features:

• a fixed base, which attaches to the suspension,• a movable platform, upon which the slider rests,• springs between the base and platform, flexible in
the direction of desired motion, and stiff in all other
directions, and• an electrostatic actuation array that generates the
force used to move the platform and slider.

Microactuators must also include a wiring scheme for
transferring signals to and from the slider and often in-
corporate a structure for sensing the motion of the slider
relative to the suspension. Electrostatic microactuators
to be discussed in this chapter include HexSil and DRIE
fabricated actuators from the University of California,
Berkeley, and electroplating-formed actuators by IBM
and the University of Tokyo.

Electromagnetic or piezoelectric force are alterna-
tives to electrostatic actuation in the actuated-slider
configuration. Electromagnetic microactuators use fer-
romagnetic films to produce force perpendicular to an
applied electric field. This type of actuation has po-
tentially low voltage requirements but requires special
fabrication techniques to integrate the magnetic compo-
nents into the assembly. A microactuator of this type for
hard disk drives is under development at Seagate, with
results as yet unpublished. Piezoelectric microactuators
use a piezoelectric material, which expands or contracts
in response to applied voltage, to move the slider. These
actuators have simple fabrication, the patterning a piece
of piezoelectric material to sit between the suspension
and slider, but it is difficult to obtain an adequate range of
motion. A short stroke from the piezoelectric piece must
be leveraged into a much larger motion at the read/write
head. A piezoelectric microactuator has been produced
by TDK corporation with a 0.5 µm stroke length at 10 V,
with a 10 V bias [32.12].

32.1.3 Electrostatic Microactuators:
Comb-Drives vs. Parallel-Plates

Electrostatic microactuators have been studied as the
secondary actuators in HDDs for their relative ease
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of fabrication, particularly in the configurations of
“actuated slider” and “actuated head,” since the struc-
tural material needs only to be conductive rather than
ferromagnetic or piezoelectric. Electrostatic force is
generated by applying a voltage difference between the
moving shuttle and a fixed stator element. Depending on
the designated motion for the shuttle, electrostatic actu-
ators are often categorized into two groups: comb-drives
and parallel-plates, as illustrated in Fig. 32.3.

The magnitude of the electrostatic force generated
equals the rate of change of energy that is retained within
the finger-like structure and varied by shuttle motion.
Therefore, the electrostatic force for comb-drive actua-
tors, in which the designated shuttle motion moves along
the x-direction, as shown in Fig. 32.3, equals

Fcomb = ∂E

∂x
= εh

2d
V 2 , (32.1)

where ε is the permittivity of air, x is the overlap between
two adjacent plates, h is plate thickness, and d is the gap
between two parallel plates. Similarly, the electrostatic
force for parallel-plates actuators is

Fparallel = ∂E

∂y
= εxh

2d2 V 2 , (32.2)

where x is the finger overlap.
As indicated in (32.1) and (32.2), the electrostatic

force for comb-drives actuators does not depend on the
displacement of the moving shuttle and thus allows
a long stroke while maintaining a constant electro-
static force. The electrostatic force for parallel-plates
actuators, in contrast, is a nonlinear function of its
shuttle motion (∝ 1/d2), and the maximum stroke is
limited by the nominal gap between shuttle and stator.
A longer stroke is achieved with a larger gap, at the
expense of lower electrostatic force. For applications
that require small stroke but large force output, parallel-
plates actuators are preferred since the output force
from parallel-plates can be x/d times larger than the
force from comb-drives. The following equation (32.3)
is easily derived from (32.1) and (32.2).

Fparallel

Fcomb
= x

d
. (32.3)

A simplified second-order differential equation is
often utilized to describe the dynamic response of an
electrostatic microactuator

mẍ(t)+bẋ(t)+ Kmx(t) = F [V, x(t)] , (32.4)

where m is the mass of the moving shuttle, b is the damp-
ing coefficient of the microactuator, Km is the spring

Stator

Shuttle

Parallel-plate motionComb-drive motion

Spring

h

d

x
Spring

Shuttle

Stator

y

x

Fig. 32.3 Electrostatic microactuators. Comb-drives versus parallel-
plates

constant of the mechanical spring that connects the mov-
ing shuttle to an anchor point, and F is the electrostatic
force that can be obtained from (32.1) and (32.2).

Differential Drives
Because electrostatic force is always attractive, elec-
trostatic microactuators need other features to actively
control the direction of shuttle motion in servo applica-
tions, as opposed to relying on the restoring force from
a mechanical spring. For this reason, the differential-
drives approach, as shown in Fig. 32.4, is frequently
adopted in electrostatic microactuator designs. Based
on the differential-drive configuration, the simplified
second-order differential equation (32.4) is rewritten
as

mẍ(t)+bẋ(t)+Kmx(t) = F [Vbias+Vdr, xo−x(t)]−
F [Vbias−Vdr, xo+x(t)] ,

(32.5)

where x0 is the nominal position of the moving shuttle. If
the differential drive is operated at the bias voltage (Vbias)
with a small perturbation voltage (Vdr), the nonlinear
force input in (32.5) can be linearized with a first-order

Isolation
plug

Drive-
elektrodes

w/ isolation w/o isolation

V3

V2V1 V1 V2

V3

Drive-
elektrodes

Shuttle

Shuttle

Fig. 32.4 Differential parallel-plates actuators and electrical-iso-
lation features
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approximation.

mẍ(t)+bẋ(t)+ (Km − Ke)x(t) = KvVdr ,

Ke = 2
∂F

∂x
|Vbias ,

Kv = 2
∂F

∂Vdr
|Vbias . (32.6)

Here Ke represents a softening electrostatic spring con-
stant, and Kv represents the voltage-to-force gain. The
electrostatic spring constant acts as a negative spring
during the electrostatic microactuator operation, and its
value varies with the bias voltage (Vbias). When the
electrostatic spring constant Ke exceeds the spring con-
stant Km from the mechanical spring, the microactuator
becomes unstable; this is often described as pull-in in-
stability. As shown in (32.5) and (32.6), the differential
configuration cancels the even order harmonics in volt-
age and thus linearizes the voltage–force relation to
some extent. Furthermore, in parallel-plates actuators,
the differential configuration reduces the nonlinearity in
actuation voltage as well as in shuttle displacement.

Electrical Isolation
Because electrostatic actuation requires multiple volt-
age levels for actuation force and position sensing (as
discussed in the following section), electrical isolation is
another challenge for designing an electrostatic micro-
actuator. Generally speaking, when multiple voltage
levels are needed in MEMS devices, electrical isola-
tion is achieved by breaking up the parts that need to
be on different voltage level and anchoring them sepa-
rately to a nonconductive substrate. This approach has
many drawbacks, not only because it requires a sub-
strate in a device but also because structures have to be
mechanically separated to be electrically isolated. The
electrical isolation problem is far more severe in parallel-
plates microactuators than comb-drive microactuators
since parallel-plates actuation generally requires differ-
ent voltage levels for stator fingers pulling in opposite
directions.

Figure 32.4 shows an example of how an electrical-
isolation feature can be utilized to increase the actuation
force output in a differential parallel-plates micro-
actuator design. As shown in the figure, without the
proper electrical isolation, drive-electrodes with differ-
ent voltage potentials have to be placed in separate
groups and result in the same voltage difference be-
tween drive-electrodes and shuttle on both sides of each
shuttle finger [32.5, 6]. Since electrostatic forces are
always attractive, gaps on two sides of the interlaced
structure cannot be made equal, otherwise the forces on

two sides of a shuttle finger will be equal and the shut-
tle’s movement direction will be uncontrollable. With
such electrical-isolation features as the “isolation plug,”
shown on the left in Fig. 32.4, gaps of the interlaced
structure can be the same width, since different voltages
can be applied on the two sides of the shuttle fingers. As
shown in Fig. 32.4, the design with integrated electrical-
isolation features is more compact than without isolation
features. Consequently, more finger structures can fit in
the same amount of space, and the actuation voltage can
be reduced.

32.1.4 Position Sensing

Most proposed HDD dual-stage servo controllers utilize
only the position of the magnetic head relative to the
center of data track, known in the industry as the posi-
tion error signal, or PES, for closed-loop track following
control. These systems have a single-input-multi-output
(SIMO) control architecture. In some instances, how-
ever, it is also possible to measure the relative position
error signal (RPES) of the magnetic head relative to
the VCM. In this case, the control architecture is multi-
input-multi-output (MIMO). As shown in [32.13], RPES
can be used in a MIMO controller to damp out the sec-
ond stage actuator’s resonance mode and enhance the
overall robustness of the servo system.

Capacitive position sensing and piezoresistive pos-
ition sensing are two popular sensing mechanisms
among electrostatic microactuator designs. Each of these
sensing mechanisms is discussed in more detail in the
following sections.

Capacitive Position Sensing
Capacitive position sensing is based on shuttle move-
ment causing a capacitance change between the moving
shuttle and fixed stators. By measuring the change
in capacitance, it is possible to determine the shuttle
location relative to the fixed stator. The output volt-
age (Vo) for both differential drives in Fig. 32.5 equals
2δC/CiVs. The capacitance change due to shuttle move-
ment (dC/dx) can be derived and the output voltage
(Vo) for the comb-drives and parallel-plates can be
formulated as a function of shuttle displacement.

Vcomb = 2
Cs

Ci

δx

x0
Vs ,

Vparallel = 2
Cs

Ci

y0δy

y2
0 − δy2

Vs ,

≈ 2
Cs

Ci

δy

y0
Vs , (32.7)
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Fig. 32.5 Capacitive position sensing. Comb-drives versus
parallel-plates motion

where x0 is the nominal overlap for interlaced fingers
and y0 is the nominal gap between overlapped fingers,
as shown in Fig. 32.5.

As indicated by (32.7), the voltage output for
the comb-drives sensing structure,Vcomb, is linear with
shuttle displacement. On the other hand, the sensing
configuration that makes use of parallel-plates motion
has better sensitivity for detecting shuttle motion since
y0 is usually smaller than x0. Although the nonlinearity
in parallel-plates sensing can be linearized by the dif-
ferential drive configuration to some extent, in a design
example of 4 µm gap with 1 µm stroke, the linear model
shown in (32.7) still produces 6% deviation from the
nonlinear model.

Among electrostatic microactuators that use cap-
acitive position sensing, the capacitance variation due
to shuttle motion (dC/dx) is typically at the level of
100 fF/µm. In order to obtain 10 nm position sensing
resolution, the capacitance sensing circuit must be able
to detect capacitance variation of 1 fF in the presence
of parasitic capacitance and offset/mismatches from
op-amps, which can easily result in an output voltage
orders of magnitude larger than the output voltage from
the designated capacitance variation. In most capacitive
position sensing, the limiting factor for the sensing res-
olution is not the thermal noise but the sensing circuit’s
design.

Here we introduce two basic capacitance sensing
circuits suitable for high-resolution position sens-
ing [32.14]. The concept of the “synchronous scheme,”
as shown in Fig. 32.6 I, is to reduce the impedance of
sense capacitors as well as the offset and 1/f noises
from op-amps by applying modulation techniques on
the sense voltage (Vs). The Rdc resistor on the feed-
back loop sets the DC voltage level at the input nodes
of the “charge integrator.” The effect of the presence
of parasitic capacitance (Cp) is nullified by the virtual
ground condition from the op-amps. The major draw-
back of the synchronous scheme is that the DC-setting
resistor (Rdc) has to be large to ensure the proper gain
for the capacitance sensing [32.14], which introduces
excessive thermal noise into the sensing circuit. In addi-
tion, a large resistor usually consumes a large die space
in implementation.

A switched-capacitance scheme, as shown in
Fig. 32.6 II, is one alternative that avoids the use of
DC-setting resistor. The capacitance sensing period is
broken into two phases: reset phase and sense phase.
During the reset phase, input/output nodes of capacitors
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_
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+Vs
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Sense Phase : ΦSN Sensing period (1/fs)

ΦRS
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+
_
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–1

Gain
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Reset Phase : ΦRS
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Fig. 32.6 Capacitive position sensing circuits. Synchronous scheme
versus switched-capacitance scheme
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and input voltage to op-amps are set to ground or ref-
erence level to ensure proper DC voltage for the charge
integrator. During the sense phase, sense voltage ±Vs
is applied to the sense capacitors, and the amount of
charge proportional to the mismatch in the sense cap-
acitors is integrated on the capacitor Ci, thus producing
an output voltage proportional to the capacitance mis-
match from the sense capacitors. This approach replaces
the large DC-setting resistor by capacitors and switches
and results in a much smaller die compared to the syn-
chronous scheme. Furthermore, the switching technique
allows more design flexibility for system integration and
performance improvement because of the ability to al-
locate separate phases for various operations. The major
drawback of this design is that it draws noise into sens-
ing circuits from switches and sampling capacitor Ch.
However, these noises can be compensated by dividing
the sense phase into 2 ∼ 3 sub-sense phases [32.14], at
the expense of a complicated circuit design.

Piezoresistive Sensing
Piezoresistive films have been widely used as strain-
sensitive components in a variety of MEMS devices,
including pressure sensors and vibration sensors. Gener-
ally speaking, piezoresistive sensing techniques require
less complicated sensing circuits and perform better in
a severe environment than other sensing techniques.
When a piezoresistive film is subjected to stress, the
film resistivity and dimensions change. The fractional
change of resistance is proportional to the deformation of
the piezoresistive film. For a small change of resistance,
this relation can be expressed as,

∆R

R
= K · ε , (32.8)

where R is resistance of the piezoresistive film, K is its
gage factor and ε is strain. In microactuator designs, the
piezoresistive film is usually applied to the spring struc-
ture that connects the moving shuttle to an anchor point.
When the shuttle moves, it stretches the spring as well as
the piezoresistive film, consequently, the piezoresistive
film produces a deformation signal proportional to the
shuttle displacements. As a result, piezoresistive sensing
is easier to implement than capacitive position sensing,
but the sensing resolution is usually less accurate due
to higher thermal noises introduced by the resistance of
the piezoresistive film.

Another application of piezoresistive sensing, aside
from measuring relative slider position, is to detect vi-
bration in the suspension itself. The idea is to sense
airflow-induced vibration of the suspension and feed that

information forward to an actuated slider to damp out
motion at the head. Piezoresistors used for this purpose
can be made from metal or semiconductor materials, ar-
ranged as a strip or series of strips oriented along the
direction of vibration strain. It is important that these
sensors observe all vibration modes that contribute to
off-track error, so a number of optimization schemes
for locating the sensors have been developed [32.15].
One method is to maximize the minimum eigenvalue
of the observability matrix of the sensor or sensors.
This ensures that all relevant modes are observed. An-
other method is to minimize a linear quadratic gaussian
control problem over potential sensor locations [32.16].
This serves to determine an optimal placement from the
perspective of a linear controller.

32.1.5 Electrostatic Microactuator Designs
for Disk Drives

Various electrostatic microactuators have been designed
for secondary actuation in HDDs. To incorporate an
electrostatic microactuator into a HDD without altering
much of current suspension configuration, many design
constrains are imposed. In this section, we will first dis-
cuss some design issues and then present one specific
design example.

Translational Microactuators
versus Rotary Microactuators

Depending on the motion of the magnetic head actu-
ated, microactuator designs are categorized into two
groups: translational actuators and rotary actuators. Ei-
ther type can be implemented by comb-drives [32.8,17]
or parallel-plates [32.5, 6, 18] actuation.

When employing a translational microactuator in
a dual-stage HDD servo, previous research [32.13] has
shown that a force coupling between the suspension
and the translational microactuator exists, consisting of
transmitted actuation force from the VCM and suspen-
sion vibration induced by windage. The force coupling
from the VCM not only complicates the dual-stage servo
controller but also imposes a design constraint on a trans-
lational microactuator design, in that the translational
microactuator has to provide a large force output to coun-
terbalance the coupling force. When the VCM makes
a large movement, as in seeking a new data track, the
microactuator may be overpowered. One solution is to
pull the actuator to one side and lock it momentarily
in place. Even then, the use of the two actuation-stages
must be carefully coordinated to moderate the influ-
ence of the VCM on the microactuator. On the other
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hand, the linear springs in the translational microactuator
can also aid in damping out motion of the suspen-
sion. The portion of suspension vibration induced by
windage mostly consists of high frequency excitation, so
the resulting magnetic head’s position error can be pas-
sively attenuated by low resonant frequency translational
microactuators.

Generally speaking, rotary actuators are more dif-
ficult to design/analyze than translational actuators
because of their nonuniform gap between shuttle and
stator. Still, their different operating properties have both
strengths and weaknesses. Unlike a translational actu-
ator, no obvious force coupling is transmitted from the
suspension to a rotary actuator, as the microactuator is
nearly always attached to the end of suspension at the
microactuator’s center of rotation, which acts as a pivot
point. With no mechanical coupling, the dual-stage servo
system using a rotary microactuator does not suffer from
the force coupling between VCM and microactuator
seen in translational designs. However, the rotary micro-
actuator has to compensate for the magnetic head’s
position error induced by suspension vibration with-
out any passive attenuation of the vibration. Overall,
a rotary acuator is likely to behave better than a trans-
lational microactuator during track seeking and worse
during track following.

Gimballed Microactuator Design
Proper flying height and orientation of a slider and
read-write head over a hard disk is maintained by
the interaction of the suspension, the air bearing of
the slider, and a gimbal structure. The gimbal struc-
ture is located at the tip of the suspension and holds
the slider/microactuator in its center coupon. The dy-
namic characteristic requirements of gimbal structures
are that they be flexible in pitch and roll motion but
stiff in in-plane and out-of-plane bending motion. To
meet all these requirements using only one piece of
metal is a highly challenging task. For this reason, most
commercially available suspension/gimbal designs con-
sist of two to four pieces of steel, each with different
thickness.

The goal of a gimballed microactuator design is
to seamlessly integrate an actuator and gimbal into
a one-piece structure, as shown in Fig. 32.7, to simplify
both suspension design and HDD assembly. A full in-
tegrated suspension that includes suspension, gimbal,
and microactuators in one part has also been pro-
posed [32.19]. The dimple structure, existing in most
current gimbal structures, is excluded from the gim-
balled microactuator design and electrical interconnects

Translational mircoactuator Rotary mircoactuator

Gimbal torsion bars

Fig. 32.7 Schematics of translational microactuator versus rotary
microactuator. Courtesy from Lilac Muller

are in situ fabricated on the gimballed microactuator,
replacing the flexible cable in current HDD suspension
assembly.

The dimple structure in current suspension assem-
blies provides out-of-plane stiffness while preserving the
necessary torsional compliance in the gimbal structure.
Without a dimple structure in the suspension assembly,
the gimbal itself must provide high out-of-plane bending
stiffness. Otherwise, it would unbalance the suspension
pre-load, which is an overbend of the suspension that
balances the upward air-bearing force on the suspen-
sion during operation. The electrical interconnects are
implemented to transmit data between magnetic heads,
located at the center coupon of the gimbal structure, and
IC circuits located at the end of the suspension. The
in situ fabricated electrical interconnects are inevitably
passed through torsion bars of the gimbal and thus set
a design constraint for the minimum width of torsional
bars. Furthermore, both the gimbal structure and micro-
actuator should be the same thickness to simplify the
MEMS fabrication process.

To summarize the design constrains discussed above,
the integrated gimbal structure has to meet perfor-
mance requirements with a single, uniform piece of
material that would previously have been achieved by
two to four metal pieces with different thicknesses,
while the minimum width of any torsion bars that
may be used pre-determined. To solve this problem,
Muller [32.6] proposed a T-shaped structure (a beam
structure with overhang surface sheet) for the torsion
bars, and Chen [32.19] proposed “double-flexured” tor-
sion bars. Additionally, many suspension manufacturers
have developed new gimbal structures for their sus-
pensions designed specifically for use with MEMS
microactuators, moving the gimbal location back to the
suspension from the microactuator.
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Fig. 32.8 Pico-slider mounted on a translational microactuator.
Courtesy from Horsely 1998

An Electrostatic Microactuator Design Example
Figure 32.8 shows a translational microactuator design
suitable for the HDD dual-stage actuation by Horsley
in 1998 [32.5]. The translational electrostatic micro-
actuator dimensions are 2.2 mm × 2.0 mm × 0.045 mm
and weight 67 µg. The dimensions of the pico-slider
on the top are 1.2 mm × 1.0 mm × 0.3 mm and weight
1.6 mg. This microactuator design does not include
“electrical-isolation” features, and thus the electrical iso-
lation and electrical-interconnects were fabricated on
a separate substrate and subsequently bonded to the
microactuator. This microactuator uses parallel-plates
for actuation force but does not have dedicated position
sensing structures due to fabrication process limitations.
Table 32.1 summarizes key parameters of this micro-
actuator design.

Table 32.1 Parameters of the electrostatic microactuator design by Horsley 1998 [32.5]

Parameters Source* Value

Nominal gap D 10 µm

Structure thickness D 45 µm

Rotor mass, m I 44 µg

dC/dx C 68 fF/µm

Actuation voltage, bias voltage D 40 V

Actuation voltage, maximum driving voltage D ±40 V

Voltage-to-force gain Kv I 50 nN/V

Mechanical spring constant Km I 29 N/m

Electrostatic spring constant Ke I 9.6 N/m

Damping coefficient, b I 1.03 × 10−4 N/(m/s)

Voltage-to-position DC gain M 0.05 µm/V

Resonance frequency, wr M 550 Hz
∗: D = Design value, C = Calculation, M = Measurement, I = Inferred from measurements

Based on these parameters, the characteristics of this
electrostatic microactuator can be estimated by the linear
differential equation shown in (32.6).

Figure 32.9 shows the schematics of a circuit de-
sign by Wongkomet in 1998 [32.14], in which actuation
driving voltage and capacitive position sensing were im-
plemented for the electrostatic microactuator designed
by Horsley. As mentioned before, the electrostatic
microactuator design doesn’t have dedicated structure
for a position sensing; as a consequence, the input
nodes for actuation and output nodes for capacitive
position sensing have to share the same electrodes. Ca-
pacitors Cc and Cc0, shown in Fig. 32.9, are carefully
designed to shield the high voltage presented in ac-
tuation circuit from sensing circuit, which is mostly
low voltage, and thus enable driving/sensing circuit
integration.

The driving circuit, shown in the left in Fig. 32.9,
demonstrates how to generate the bias voltage (Vbias,
±40 V) and drive voltage (Vdr, −40–+40 V) from
0–5 V CMOS compatible circuits. The switches at the
output of the charge pumps were synchronized with the
switching period φRS. During the sense phases φSN1 and
φSN2, therefore, the switches are left open and thus no
voltage fluctuation is seen by the sensing circuits. This
arrangement was utilized to reduce feedthrough from
the driving circuit to position sensing circuit.

The design target for the capacitive position sens-
ing circuit was to achieve position sensing resolution
of 10 nm, and this goal was approached by two main
techniques implemented in the circuit: differential sens-
ing and Correlated-Double-Sampling (CDS). The main
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Fig. 32.9 A simplified schematic including driving and sensing circuits for the electrostatic microactuator. Courtesy from
Wongkomet 1998

benefits of the differential sensing scheme are reduced
noise coupling and feedthrough, elimination of even-
order harmonics, and improvement of dynamic range
by doubling the output swing. To adapt this differential
sensing scheme in a differential parallel-plates electro-
static microactuator, a bias voltage (Vbias) was applied
to the stator and the drive voltage (Vdr) was applied to
the shuttle. The CDS technique, a modified capacitance
sensing technique based on the switched-capacitance
scheme, was implemented along with the differential
sensing scheme to compensate for sensing noises includ-
ing 1/f, KT/C, switch charge injection and offset from
op-amps [32.14]. The concepts of CDS can be briefly de-
scribed as follows: the sense period is broken into three
phases: one reset phase, φRS, and two sense phases, φSN1
and φSN2. During the φRS sense phase, the voltages for
capacitors and input nodes to op-amps are set to the ref-
erence level of the DC-voltage setting for the charge
integrator, same as for the switched-capacitance scheme
discussed in Sect. 32.1.4. During the φSN1 sense phase,
a sensing voltage −Vs is applied to the shuttle and results
in a voltage difference, α(−Vs)+ Verror, across the sam-
pling capacitor Ch, where α is the transfer function from
sense voltage to the output voltage at the pre-amplifier,
shown as Gain in the plot, and Verror is the voltage at the
output node of pre-amplifier resulting from noise, leak-
age charge, and offset of op-amps. Lastly, during the
φSN2 sense phase, the sensing voltage is switched from
−Vs to Vs and the switch next to Ch is switched open.

This results in a voltage output α(Vs)+ Verror at the out-
put node of the pre-amplifier and a voltage, 2α(Vs), at
the input node of the buffer. As a consequence, the volt-
age resulting from sensing error (Verror), which appears
at the output node of pre-amplifier, disappears from the
voltage-input node to the buffer. Switches utilized in

– 20

– 30

– 40
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– 60

– 70

– 80

– 90

–100

–110

Drive voltage/position sending voltage (dB)

102 103 104

Frequency (Hz)

Fig. 32.10 Open-loop and closed-loop frequency response of the
prototype microactuator with a pico-slider. The capacitive position
measurement (solid line) is compared to the measurements from
LDV (dashed line). Courtesy from Wongkomet
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the circuit and their correspondent timing are shown in
Fig. 32.9. Be aware that for presentation simplicity com-
ponents in the pre-amplifier and buffer are not shown in
detail in Fig. 32.9.

The frequency response, both open-loop and
closed-loop with a PD controller, of the electrostatic
microactuator measured by a capacitive position sensing
circuit is shown in Fig. 32.10. The position measure-
ments from an LDV are also shown in the same plot
for comparison. The deviation between measurements

from the different position sensing devices appears
in the high frequency region of the plot and has
been identified as the feedthrough from the capaci-
tance sensing circuit. The effect from feedthrough was
negligible at low frequency region but becomes signif-
icant and results in a deviation in magnitude for the
transfer function of −80 dB ∼ −90 dB after 2 kHz. The
feedthrough presented in the capacitance sensing cir-
cuits limited the position sensing resolution to the level
of 10 nm.

32.2 Fabrication

While there are several approaches to building electro-
static microactuators suitable for hard disk drives, they
all exhibit certain common features from a fabrication
standpoint.

32.2.1 Basic Requirements

As we discussed earlier, nearly all electrostatic micro-
actuators rely on a system of interlaced fingers or plates
to provide actuation force. As a result, a method for
producing arrays of these fingers or plates with narrow
gaps between them is usually the central concern in de-
veloping a fabrication process. The resulting structure
must then be strong enough to support both the slider on
the microactuator and the microactuator on the suspen-
sion, particularly when loaded by the air-bearing that
supports the slider above the hard drive’s spinning disk.
In addition, the design and fabrication process must in-
clude a way to perform electrical interconnection on the
microactuator. This involves transferring signals to and
from the actuator and slider and isolating the parts of the
microactuator requiring different voltage levels.

Meanwhile, the microfabrication process is sub-
ject to certain basic constraints. The materials used
in fabrication must either be thermally and chemically
compatible with any processing steps that take place af-
ter their deposition or must somehow be protected during
steps that would damage them. This often constrains the
choice of materials, deposition techniques, and process-
ing order for microdevices. Another concern is that the
surface of the structure be planar within photoresist spin-
ning capabilities and lithography depth-of-focus limits
if patterning is to be performed. This can be a major
challenge for disk drive microactuators, which are large
in size and feature high-aspect ratio trenches compared
to other MEMS devices.

32.2.2 Electrostatic Microactuator
Fabrication Example

Section 32.1.5 described the design and operation of
a translational electrostatic microactuator. This section
examines the fabrication process by which that micro-
actuator was built [32.5]. The process is a variation on
a micro-molding process known as HexSil [32.20]. In
a micro-molding process, a mold wafer defines the struc-
ture of the microactuator and may be reused many times
like dies in macro-scale molding; in the HexSil version
of the procedure, the mechanical parts of the micro-
actuator are formed in the mold by polysilicon. A second
wafer is used to create metallized, patterned target dies.
Upon extraction from the mold, the HexSil structure is
bonded to this target substrate, which is patterned to
determine which sections of the HexSil structure are
electrically connected.

Naturally, the mold wafer is the first item to be pro-
cessed and is quite simple. It is a negative image of the
desired structure, etched down into the wafer’s surface,
as shown in Fig. 32.11a. A deep but very straight etch is
critical for successful fabrication and subsequent oper-
ation of the devices. If the trench is too badly bowed or is
undercut, the finished devices will be stuck in the mold
and difficult to release. On the other hand, a tall device
will have a larger electrostatic array area, will generate
more force, and be better able to support a slider while
in a disk drive.

Fabrication of the HexSil structure forms the ma-
jority of the processing sequence Fig. 32.11b–g. HexSil
fabrication begins by coating the surface of the mold
wafer with a sacrificial silicon oxide. This layer, de-
posited by low-pressure chemical vapor deposition
(LPCVD), must coat all surfaces of the mold, so that
removal of the oxide at the end of the process will
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Fig. 32.11 Fabrication example 1: HexSil

leave the device completely free of the mold. This
microactuator uses a 3 to 4 µm thick oxide layer to
ensure clearance between the polysilicon structure and
the trench walls during release. The mold is then re-
filled completely with LPCVD polysilicon, which will
form the desired mechanical structure. Polysilicon is
chosen for its conductivity and good conformality in re-
filling trenches. This also leaves a planar surface ready
for photolithography to cover bonding locations. After
the lithography step, the polysilicon deposited on top of
wafer is removed, except where the bonding points were
defined.

The structure is then prepared for bonding by form-
ing a soldering surface. First a chrome/copper seed layer
is evaporated on the surface of the wafer. The chrome
promotes copper adhesion to the silicon, while the cop-
per forms the starting point for electroplating. The seed
layer is covered with photoresist, which is cleared only

in the locations where contacts are desired. There, elec-
troplating will produce a metal film, forming soldering
points for the device to the target substrate that will form
its base. In this case, copper is used as the plating mater-
ial, thanks to its high conductivity and solderability. The
device is released from the mold by ion milling away
the thin seed layer, then dissolving the oxide lining with
a hydroflouric (HF) acid wet etch. The free standing por-
tion of the microactuator is thus ready for bonding to the
target. The mold, meanwhile, may be used again after
a simple cleaning step.

The target substrate may be prepared in several ways.
The target shown above consists simply of indium solder
bumps and interconnects on a patterned seed layer; this is
known as a “plating bus” arrangement. The seed layer is
used for the same reasons as on the HexSil structure, but
in this case the seed layer is patterned immediately, with
the unwanted portions removed by sputter etching. This
provides isolation where desired without having to etch
the seed layer after the indium is in place. Photoresist is
spun again and patterned to uncover the remaining seed
layer. A layer of indium is then electroplated everywhere
the seed layer is visible. Indium acts as the solder when
the two parts of the microactuator are pressed together,
forming a cold weld to the copper at 200–300 MPa as
shown in Fig. 32.11h, that was found suitable for hard
disk requirements.

32.2.3 Electrostatic Microactuator
Example Two

The high-aspect ratio microactuator described in this
section is in development at the University of Cal-
ifornia, Berkeley, and demonstrates another way to
create the features required of an actuated slider. The
microactuator is translational, with parallel-plates actu-
ation, and includes two of the design options described
previously: integrated isolation plugs, as described in
Sect. 32.1.3, and a capacative sensing array, as described
in Sect. 32.1.4. A picture of the basic design is shown in
Fig. 32.12; a central shuttle holding the slider is sup-
ported by four folded-flexure springs and driven by
parallel-plates arrays.

Basic Process: Silicon-on-Insulator
Successful processing of the design is centered around
the ability to etch very straight, narrow trenches using
deep reactive ion etching (DRIE). DRIE is a special
plasma etching sequence that uses polymerization of
the sidewalls of a trench to keep the walls straight
even at extreme aspect ratios. Deep, narrow trenches
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Fig. 32.12 Translational high-aspect ratio microactuator

make possible a microactuator with both closely packed
electrostatic arrays and good mechanical strength. Con-
ventional surface micromaching is used to produce the
majority of the electrical interconnects.

The basic fabrication process uses a silicon-on-
insulator (SOI) wafer to control DRIE trench depth. SOI
wafers are very useful in microfabrication as they pro-
vide a layer of single-crystal silicon (the device layer)
separated from the bulk of the wafer (the handle layer)
by a thin layer of buried silicon oxide. This gives a very
well controlled thickness to finished device but is very
expensive. The microactuators described here are fab-
ricated from an SOI wafer with a 100 µm device layer.
A variation on the processing sequence and layout elim-
inates the need for SOI wafers and will be discussed in
the following section.

The first stage of fabrication is creation of deep iso-
lation trenches (see Fig. 32.13a–c). This procedure has
been adapted to MEMS from integrated circuit pro-
cessing for isolating thick MEMS structures [32.21].
The isolation pattern is formed by photolithography and
etched by DRIE down to the buried oxide. With trenches
only 2 µm wide, this corresponds to an aspect ratio of
50 : 1. The wafer surface and trenches are then coated
with LPCVD silicon nitride, which acts as the electrical
insulator. The trench is then refilled in its entirety with
LPCVD polysilicon, which is a more conformal mater-
ial better fills the trench than silicon nitride would alone;
polysilicon also has much lower residual stresses than
silicon nitride. The refill leaves a layer of polysilicon
on the surface of the substrate, which must be etched
or polished back to the silicon nitride. After etch-back,

DRIE of isolation trenches

Nitride & poly-Si refill

Etch back and nitride cap

Etch contact holes

Metallization

Pattern interconnect

DRIE with thick
photoresist

HF release

Aluminium

Thermal oxide

LPCVD oxide

Spin-on glass

Photoresist

Lightly doped silicon

Highly doped silicon

Undoped polysilicon

Silicon nitride

a) e)

b)

c)

d) h)

g)

f)

Fig. 32.13 Basic silicon-on-insulator fabrication process

a second layer of LPCVD nitride completes isolation
between regions.

Next, electrical interconnects are formed, as shown
in Fig. 32.13d–f. Contact holes to the substrate are de-
fined by photolithography and etched by reactive ion
etching of the silicon nitride. Metal lines may then be
patterned directly by photolithography or formed by lift-
off. In a lift-off process, photoresist is deposited and
patterned before the metal. The metal is then deposited
vertically, so that the sidewalls of the resist are uncov-
ered. Dissolving the resist allows the metal on top to
float away, leaving behind the interconnect pattern. In
the figures shown here, the interconnects are formed by
evaporated aluminum, eliminating the need for electro-
plating and a seed layer. The ability to isolate portions
of the substrate is useful for simplifying the intercon-
nect layout, as one interconnect can cross another by
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passing underneath it through an isolated portion of the
substrate.

Finally, structural lithography is performed and
a second etch by DRIE is done, as shown in Fig. 32.13g.
These trenches will define the shape of the micro-
actuator, and are larger, 4 µm wide, to allow sufficient
rotor travel. After this etch step, the device layer on
the SOI buried oxide consists of fully defined micro-
actuators. When the buried oxide is removed by wet
etching, the microactuator is released from the substrate
Fig. 32.13h and, after removal of the photoresist that pro-
tected the device surface from HF during release, ready
for operation. Thanks to the high-aspect ratios of DRIE
and the efficient integrated isolation scheme, the micro-
actuator can theoretically be operated with a DC bias
voltage of 15 V on the rotor, and a dynamic stator volt-
ages below 5 V. In practice, higher voltages are required
due to the spreading of trench walls over the course of
DRIE. A picture of the electrostatic structure, with the
rotor fingers on the left and the stator fingers on the right,
divided down the center by isolation trenches, is shown
in Fig. 32.14.

Variation: Anisotropic Backside Release
An alternative fabrication approach is to build the micro-
actuator from a regular silicon wafer (∼ 550 µm thick),
but then, since the microactuator shouldn’t be more than
100 µm thick to fit in a HDD, etch away the backside of
the wafer to obtain devices of that size. The main rea-
son for using a silicon-only wafer is to reduce the need
for expensive SOI wafers, which cost approximately ten
times as much as single-material wafers. Another bene-
fit is the elimination of the need for etch holes to reach
the buried oxide layer, which increase vulnerability of
microactuators to particle or moisture contamination.
However, the thickness of the devices cannot be con-

Fig. 32.14 Electrostatic driving array of microactuator from
SOI

trolled as accurately as with the SOI process, and the
processing sequence is more complicated.

Control of backside etching is difficult, making it
hard to obtain devices with uniform thickness across
a wafer. A proposed solution is to use an anisotropic
wet etchant during the backside etch step. Anisotropic
etchants work very slowly on certain crystal planes of
a single-crystal silicon wafer; a coating on trench side-
walls can protect fast-etching planes when the etchant
reaches the trenches from the back, causing slow-etching
crystal planes to begin coming together slowing the etch.
The result is a nearly self-stopping etch with a V-shaped
profile that prevents overetching even in the presence of
nonuniformities in etch rate and trench depth across the
wafer. The most common anisotropic etchants are potas-
sium hydroxide (KOH) and tetramethyl ammonium
hydroxide (TMAH). This release process is referred to
here as an anisotropic backside release (ABR).

The key to a good release by this method is to achieve
excellent protection of the top of the wafer and the deep
trenches from the etchant, and this neccessitates changes
in the process flow from that for an SOI wafer. Without
a good protective film, the interconnects on the sur-
face of the wafer could be destroyed, or the fast-etching
planes might be attacked along the trench sidewalls. Of
the etchants mentioned above, TMAH is preferred, due
to high selectivity to both silicon oxide and nitride and,
especially, thermally grown oxide, which can be used as
protective films. However, growing thermal oxide and/or
depositing high-quality nitride are high temperature pro-
cesses not compatible with most metals, so the structural
trenches must be etched and oxidized before forming the
electrical interconnects. As shown in Fig. 32.15c–d, the
isolation trenches are formed as before, but the struc-
tural trenches are patterned and etched in the very next
step. A thermal oxide is then grown in the trenches to
produce the protective oxide layer Fig. 32.15e.

To do lithography for the interconnects at this point,
then, the surface of the wafer must be planarized. This
is done by refilling the trenches with spin-on-glass. The
spin-on-glass plugs the trenches nearly to the top and
can be sacrificed along with the thermal oxide at the
end of the process. Extra glass on the wafer surface can
be removed by a quick HF dip or chemical mechanic-
al polishing. The resulting surface is uneven, as shown
in Fig. 32.15f, but a thick photoresist layer can be ap-
plied over the trenches evenly enough to accomplish
contact and metal patterning lithographies. After metal-
lization much the same as for the SOI wafer Fig. 32.15g,
a final coating of etch resistant material is required to
protect the metal during backside release, as shown in
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Highly doped silicon

Undoped polysilikon

Silicon nitride

d) DRIE structural trenches

Isolation as before

e) Oxidize trench surface

f) SOG refill, etchback

Metallization

h) Deposit protective coating

i) Anisotropic backside etch

j) Strip protective films

c) g)

Fig. 32.15 Deep trench fabrication process adapted for
backside release

Fig. 32.15h–j. After ABR, the backside of the device
will be shaped by crystal planes, but the thickness of
the device at the edge of DRIE features will be fixed.
While a combination of silicon oxide and silicon nitride
has been effective over a “metallization” of undoped
polysilicon, an effective combination of true metal in-
terconnects and protective films has yet to be found and
is an ongoing area of research for improving the ABR
process sequence.

A prototype microactuator with integrated gimbal
fabricated using ABR is shown in Fig. 32.16. This pro-
totype was operated with a 30 V DC bias and ±8 V AC
driving voltage for ±1 µm displacement, while a larger
version (shown in Fig. 32.12) was operated at 15 V bias

Fig. 32.16 Microactuator with integrated gimbal fabricated
by ABR

and ±3 V driving. This layout and fabrication concept is
currently being adjusted to fit a MEMS-ready suspension
for more advanced testing.

32.2.4 Other Fabrication Processes

Where the DRIE-based process described above “digs”
the microactuator out of a wafer, a procedure developed
by IBM “grows” a microactuator with high-aspect ratio
trenches on top of a wafer [32.22].

IBM Electroplated Microactuator
The microactuator is fabricated by a clever sequence of
electroplating steps and sacrificial depositions. An ox-
ide sacrificial film is first patterned then covered with
a metal seed layer. When later removed, the sacrifi-
cial will have left a gap between the microactuator and
substrate portions of the microactuator needed to move
freely. A polymer, 40 µm thick, is spun onto the wafer
and patterned with a reverse image of the main struc-
tural layer. Trenches are etched down to the sacrificial
layer by plasma etching then refilled by electroplating,
much like micro-molding. Another sacrificial polymer,
photoresist this time, separates the top of the fixed por-
tions of the structure from the platform upon which the
slider will sit, while conveniently planarizing the sur-
face for further lithography. The platform is created by
two more electroplating steps on top of the parts of the
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structure that will move freely. Removal of the sacrifi-
cial layers (photoresist, polymer, and oxide) releases the
microactuator for use.

This process has been used to produce both rotary
and linear microactuators and is comparatively advanced
from a commercial standpoint. The resulting devices are
thinner than those described in the previous example, but
a similar aspect ratio (20 : 1) can be achieved. This pro-
cedure also has the benefits of being a low temperature
process, which helps decrease processing cost and is
compatible with the thin film magnetic head manufac-
turing process. Moreover, it includes an upper structure
that covers the fingers, which improves device reliability
by shielding the fingers from particles.

Additional fabrication details and dynamic testing
results for the IBM design may be found in refer-
ences [32.22] and [32.23]. Certain control results are
described in Sect. 32.3.2.

Electroplated Microactuators with Fine Gaps
Finally, fabrication processes developed at the Univer-
sity of Tokyo demonstrate additional techniques for
obtaining very small gaps between electrostatic fin-
gers [32.24]. Similar to the IBM process, electrostatic
fingers are electroplated, in this case by nickel, within
a polymer pattern. The gap between closely spaced fin-
gers, however, is then formed by a sacrificial metal.
Photoresist is used to cover the fingers except for the sur-
faces where a small gap is desired; these are electroplated
with sacrificial copper, making narrow, well-defined
gaps possible, in perhaps the most reliable of the pro-
cesses described here. Continuing with a second nickel
electroplating step creates the interlaced fingers, which
will also support the slider; the wafer is polished down to
level the structure. Finally the copper, photoresist, and
seed layer are etched away, leaving the free standing
structure.

In another version of process, photoresist alone sep-
arates the stator and rotor fingers. In this case, a thin
layer of photoresist is left where small gaps are desired,
instead of growing a layer of copper. This method is
dependent on excellent alignment but can eliminate the
need for polishing after the second electroplating step.

32.2.5 Suspension-Level Fabrication
Processes

The long, highly integrated fabrication processes re-
quired by actuated slider microactuators contrast greatly
with the fabrication of actuated suspension micro-
actuators.

PZT Actuated Suspensions
In most cases, actuated suspensions use piezoelectric
(PZT) drivers cut or etched as single, homogeneous
pieces and attached to the steel suspension. Neverthe-
less, microfabrication techniques can still be useful
in suspension processing. For example, some recent
suspensions have used thin film PZT deposited on
a substrate by sputtering or spinning-on of a sol-gel
for incorporation in a suspension. This is intended to
produce a higher quality PZT films and begins to in-
troduce MEMS-style processing techniques even into
suspension-scale manufacturing [32.25, 26].

Integrated Silicon Suspension
Another area where silicon processing has been sug-
gested for use on a suspension is the gimbal region, or
even the entire suspension, as described in [32.19]. An
integrated silicon suspension would incorporate aspects
of both actuated suspension and actuated slider fabrica-
tion. Force is provided by four piezes of bulk PZT cut
down to size, as in other actuated suspensions, but the
rest of the suspension is fabricated from single-crystal
silicon by bulk micromachining.

The fabrication process for the integrated suspension
is the precursor to the ABR process used to fabricate the
microactuator in Sect. 32.2.3. Layers of LPCVD silicon
nitride and polysilicon are deposited on a bare silicon
wafers. The polysilicon is doped by ion implantation
and covered with a second layer of nitride. The outline
of the suspension and any spaces within it are then litho-
graphically patterned. After a reactive-ion nitride etch
to reach the substrate, trenches are etched by DRIE.
The trenches are then plugged with spin-on-polymer for
further lithography. First, the top layer of polysilicon
is patterned into piezoresisistive strips for sensing vi-
bration. Second, a layer of photoresist is patterned for
copper lift-off, to create metal interconnects. Last, the
planarizing polymer is removed, and the entire surface
is coated with silicon nitride. This final coating protects
the top surface during an anisotropic backside wet etch,
in this case by potassium hydroxide.

Instrumented Suspensions
Finally, microfabrication techniques may be useful for
installing sensors on conventional steel suspensions. The
concept is to deposit a dielectric and a piezoresistive
material on the stainless steel sheet that will be formed
into the central piece of the suspension and then to pat-
tern piezoresistive layer directly by photolithography
and etching to form strain gages. A second lithography
may be used to add metal lines back to the E-block. Vi-
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bration sensors on the suspension are very desirable for
controlling slider position, and the use of thin-film de-
position and photolithography permits the sensors to be
located at the points most effective for detecting vibra-
tion. An example of a sensor formed by this method is
shown in Fig. 32.17.

32.2.6 Actuated Head Fabrication

Several interesting fabrication processes have been pro-
posed for another approach to creating a dual-stage disk
drive servo: the actuated head. In an actuated head,
the actuator is built into the slider and moves just the
read/write head. This could potentially eliminate many
of the mechanical limits of actuated suspensions or ac-
tuated sliders. Actuation techniques are typically similar
to those of actuated sliders, with the key complication
being the need to integrate an actuator fabrication pro-
cess with a slider fabrication process. We discuss ways
in which this might be done below.

One fabrication approach to actuating a read/write
head is to enclose an electrostatic driving array inside
a slider. The slider is built on a glass or silicon substrate,
beginning with the air-bearing surface (ABS), followed
by a microactuator, and then surrounded by the remain-
der of the slider. The ABS is formed by silicon oxide
deposited over aluminum and tapered photoresist lay-
ers that give it a contoured shape. The majority of the
ABS is then covered with photoresist, while a block in
the center is plated with nickel and etched to form the
electrostatic actuator. The electrostatic microactuator, in
turn, is covered while the remainder of the slider body
is electroplated. The slider may then be bonded to a sus-
pension and the ABS surface released from the substrate
by etching away the original aluminum and photoresist
surface [32.9].

The sacrificial metal technique described in
Sect. 32.2.4 is another possibility for building an elec-
trostatic array onto a slider. It can be used to form
small array with very narrow gaps, and the process is
compatible with slider and head materials [32.27].

Fig. 32.17 Piezoresistive strain sensor on steel substrate

The third actuated-head process makes use of an
SOI wafer and silicon based materials. For this struc-
ture, a 20 µm device layer is coated with silicon nitride.
The nitride is patterned with contact holes for connec-
tions to the substrate and used as insulation over the
rest of the device. A layer of molybdenum is sput-
ter deposited to perform interconnections to both the
head and the electrostatic array. This array is formed
by DRIE to the buried oxide, using a lithographically
patterned hard mask of tetraethylorthosilicate. The re-
sult is a simple, tiny, actuator that must be bonded
to the edge of a slider after release from the SOI
wafer [32.28].

32.3 Servo Control Design
of MEMS Microactuator Dual-Stage Servo Systems

The objective of disk drive servo control is to move
the read/write head to the desired track as quickly as
possible, referred to as track seek control, and, once on-
track, position the head on the center of the track as
precisely as possible, referred to as track-following con-

trol, so that data can be read/written quickly and reliably.
The implementation of the servo controller relies on the
position error signal (PES), which is obtained by read-
ing the position information encoded on the disk’s data
tracks.
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32.3.1 Introduction
to Disk Drive Servo Control

The position error is also called track mis-registration
(TMR) in the disk drive industry. Major TMR sources
in the track-following mode include spindle runout,
disk fluttering, bias force, external vibration/shock dis-
turbance, arm and suspension vibrations due to air
turbulence, PES noise, written-in repeatable runout, and
residual vibration due to seek/settling [32.29]. These
sources can be categorized as runout, r, input distur-
bance, d, and measurement noise, n, by the locations
they are injected into the control system, as shown in
Fig. 32.18. In Fig. 32.18, G P(s) and GC(s) represent
the disk drive actuator and the controller, respectively;
r and xp represent track runout and head position, re-
spectively.

From Fig. 32.18, the PES can be written as

PES = S(s)r + S(s)G P(s)d − S(s)n , (32.9)

where S(s) is the closed loop sensitivity function defined
by

S(s) = 1

1+ GC(s)G P(s)
. (32.10)

The higher the bandwidth of the control system, the
higher the attenuation of the sensitivity function S(s)
below the bandwidth. Thus, one of the most effective
methods to reduce PES and increase servo precision is
to increase the control system bandwidth.

Traditional disk drive servo systems utilize a single
voice coil motor (VCM) to move the head. Multiple
structural resonance modes of the E-block arm and
the suspension located between the pivot and the head
impose a major limitation on the achievable control
bandwidth. A dual-stage servo system using a MEMS
actuated-slider microactuator can achieve high band-
width because the microactuator is located between the
suspension and the slider, thus by-passing the pivot,
E-block arm, and suspension resonance modes.

–

d

GC
PESr +

GP
xP

n

Fig. 32.18 Disk drive servo control

One basic task of dual-stage servo control design
is to increase control bandwidth using the second stage
actuator. Many design methodologies have been devel-
oped to accomplish this objective. In this section, we first
review major dual-stage servo control design method-
ologies, and then we discuss design considerations for
controller design of a MEMS microactuator dual-stage
servo system. As design examples, the details of track-
following control designs using a sensitivity function
decoupling design method and the µ-synthesis design
method are presented in Sect. 32.3.3. In Sect. 32.3.4,
we introduce a short-span seek control scheme using
a dual-stage actuator based on decoupled feed forward
reference trajectories generations.

32.3.2 Overview of Dual-Stage Servo
Control Design Methodologies

Various control design architectures and methodologies
have been developed for dual-stage servo control design.
They can be largely classified into two categories: those
based on decoupled or sequential single-input-single-
output (SISO) designs, and those based on modern
optimal design methodologies, such as LQG, LQG/LTR,
H∞, and µ-synthesis, in which the dual-stage controllers
are obtained simultaneously.

Two constraints must be considered in dual-stage
servo control design. First, the contribution from each
actuator must be properly allocated. Usually the first
stage actuator, or the coarse actuator, has a large moving
range but a low bandwidth while the second stage actu-
ator, or the fine actuator, has a high bandwidth but small
moving range. Second, the destructive effect, in which
the two actuators fight each other by moving in opposite
directions, must be avoided.

Classical SISO Design Methodologies
Several architectures and design methodologies have
been proposed to transform the dual-stage control de-
sign problem into decoupled or sequential multiple
SISO compensators design problems, for example,
master–slave design, decoupled design [32.30], PQ
method [32.31], and direct parallel design [32.32].
Figures 32.19 to 32.22 shows the block diagrams of
dual-stage controller designs using these methods. In
these figures, G1 and G2 represent the coarse actuator
(VCM) and fine actuator (microactuator) respectively;
x1 is the position of the coarse actuator; xr is the posi-
tion of the fine actuator relative to the coarse actuator;
xp is the total position output; r is the reference input
(runout), and PES is the position error, e = r − xp.
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x1
C1

er

–

+

G1

xp

C2 G2
xr

Fig. 32.19 Master–slave design structure

x1
C1

er

–

+

G1

xp

C2 G2
xr

+

Fig. 32.20 Decoupled control design structure

x1C1

er

–

+

G1

xp

xrC2 G2

C0

Fig. 32.21 PQ control design structure

x1
C1

er

–

+

G1

xp

xrC2 G2

Fig. 32.22 Parallel control design structure

Master–slave Design. In a traditional master–slave
structure, the absolute position error is fed to the fine
actuator, and output of the fine actuator is fed to the
coarse actuator, as shown in Fig. 32.19. The position
error will be compensated by the high bandwidth fine
actuator. The coarse actuator will follow the fine actuator
to prevent its saturation.

Decoupled Design. Figure 32.20 shows the decoupled
design structure [32.30], which is similar to the master–
slave structure. A summation of the fine actuator output
and the position of the coarse actuator, is fed the coarse
actuator. A very nice feature of this structure is that
the control system is decoupled into two independent
control loops, and the total sensitivity function is the

product of the sensitivity functions of each of the con-
trol loops [32.13]. Thus the two compensators C1 and
C2 can be designed independently. Decoupled design
is also referred to as decoupled master–slave design, or
sensitivity function decoupling design. In Sect. 32.3.3,
we will discuss details of a track-following controller for
MEMS microactuator dual-stage servo system designed
using this method.

Both the master–slave and the decoupled designs use
the relative position of the fine actuator, xr. If a relative
position sensor is unavailable, xr can be estimated using
a model of the fine actuator.

PQ Design Method. The PQ method is another innova-
tive design technique for control design of dual-input,
single-output system [32.31]. A block diagram of a dual-
stage control design using this method is shown in
Fig. 32.21.

In PQ design, P is defined by

P = G1

G2
, (32.11)

and a dual-stage controller can be designed in two steps.
The first involves the design of an auxiliary compen-
sator Q for plant P, which is defined by

Q = C1

C2
. (32.12)

Q is designed to parameterize the relative contribution
of the coarse and fine actuators. The 0 dB crossover
frequency and phase margin of the open loop trans-
fer function PQ are the design parameters in the design
of Q. At frequencies below the 0 dB crossover frequency
of PQ, the output is dominated by the coarse actuator,
while at frequencies above the 0 dB crossover frequency,
the output is dominated by the fine actuator. At the 0 dB
crossover frequency, the contributions from the two actu-
ators are equal. A large phase margin of PQ will ensure
that the two actuators will not fight each other when
their outputs are close in magnitude, thus avoiding any
destructive effects.

The second step in the PQ design methodology is
to design a compensator C0 for SISO plant PQ such
that the bandwidth (crossover frequency), gain margin,
phase margin, and error rejection requirements of the
overall control system are satisfied.

Direct Parallel Design. It is also possible to design
the dual-stage controller directly using a parallel struc-
ture, as shown in Fig. 32.22, by imposing some design
constraints and by sequential loop closing [32.32].
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The two constraints for parallel design in terms of
the PES open loop transfer functions are [32.32]:

C1(s)G1(s)+C2(s)G2(s) → C2(s)G2(s) , (32.13)

at high frequencies and

|C1(s)G1(s)+C2(s)G2(s)| � |C2(s)G2(s)| ,

(32.14)

at low frequencies. The first constraint implies that open
loop frequency response of the dual-stage control sys-
tem at high frequencies approximately equals that of
the fine actuator control loop. Thus the compensator
C2(s) can be first designed independently as a SISO de-
sign problem to satisfy the bandwidth, gain margin, and
phase margin requirements of the dual-stage control sys-
tem. The second constraint ensures that the fine actuator
will not be saturated. Compensator C1(s) can then be
designed for the SISO plant model with the fine actu-
ator control loop closed, such that the low frequency
constraint and overall stability requirement are satisfied.
This model is defined by:

G(s) = G1(s)

1+C2(s)G2(s)
. (32.15)

A dual-stage controller for a MEMS dual-stage ac-
tuator servo system has been designed using this method
and implemented at IBM. An open loop gain crossover
frequency of 2.39 kHz with gain margin 5.6 dB and
phase margin 33◦ was obtained. In experimental testing,
a 1-σ TMR of 0.024 µm has been achieved [32.32].

Modern MIMO Design Methodologies
Since the dual-stage actuator servo system is a MIMO
system, it is natural to utilize modern MIMO opti-
mal design methodologies, such as LQG, LQG/LTR,
H∞, and µ-synthesis, to design the dual-stage con-
troller. Usually MIMO optimal designs are based on
the parallel structure shown in Fig. 32.22, augmented
with noise/disturbances models and other weighting
functions to specify the control design performance
objectives.

Linear quadratic Gaussian (LQG) control combines
a Kalman filter and optimal state feedback control
based on the separation principle. However, the Kalman
filter weakens the desirable robustness properties of
the optimal state feedback control. Linear quadratic
Gaussian/loop-transfer recovery (LQG/LTR) control re-
covers robustness by a Kalman filter redesign process.
Examples of dual-stage control designs using LQG and
LQG/LTR have been reported in [32.33–35].

The LQG design methodology minimizes the H2
norm of the control system, while the H∞ design

methodology minimizes the H∞ norm of the control
system. µ-synthesis design methodology is based on the
H∞ design and accounts for plant model uncertainties
during the controller synthesis process with guaran-
teed robustness. Examples of dual-stage control designs
based on the H∞ and µ-synthesis design methodolo-
gies have been reported in [32.33, 36, 37]. A control
design using µ-synthesis for the MEMS microactuator
dual-stage servo system will be presented in Sect. 32.3.3

Other advanced control theories also have been ap-
plied to dual-stage servo control designs, such as sliding
mode control [32.38] and neural networks [32.39].

32.3.3 Track-Following Controller Design
for a MEMS Microactuator
Dual-Stage Servo System

MEMS microactuators for dual-stage servo application
are usually designed to have a single flexure reso-
nance mode between 1–2 kHz [32.8,40]. This resonance
mode is usually very lightly damped and can have
a ±15% variations due to the differences in the fabrica-
tion processes. Since the uncertain resonance frequency
is relatively low and close to the open loop gain crossover
frequency of the control system, robustness to these
variations must be considered in the controller design.

Controller Design Considerations for MEMS
Microactuator Dual-stage Servo System

Capacitive sensing can be utilized in MEMS micro-
actuators to measure the position of the microactuator
relative to the VCM actuator [32.14, 40]. However, this
requires additional sensing electronics and wires to and
from the head gimbal assembly (HGA), which result in
additional fabrication and assembly costs. Thus, whether
or not a relative position sensor will be used in MEMS
dual-stage servo systems is still an open question. If the
microactuator’s resonance mode is lightly damped, it
is susceptible to airflow turbulence and external distur-
bances. The relative position signal can be utilized to
damp the microactuator’s resonance mode. Dual-stage
control can be classified as MIMO or SIMO designs
according to the availability of the relative position
signal.

Given the fact that the inertia of the MEMS micro-
actuator is very small compared to that of the VCM, the
effect of the motion of the microactuator on the VCM can
be neglected. By feeding the control input of the VCM
to the input of the microactuator with a proper gain, we
can cancel the coupling effect of the VCM on the micro-
actuator [32.13]. Thus the dual-stage control model can
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be decoupled as the sum of the outputs of the VCM
and the microactuator, as shown in Fig. 32.23, in which
GV, GM are the VCM and microactuator models respec-
tively, and xp is the absolute position of the read/write
head, which equals the absolute position of the VCM,
xv, and the position of the microactuator relative to the
VCM, RPES.

Decoupled Track-Following Control Design
and Self-Tuning Control

Figure 32.24 shows a block diagram used for decou-
pled control design of a MEMS microactuator dual-stage
servo systems [32.13].

Sensitivity Function Decoupling Design Methodology.
The part enclosed in the dashed box on the upper-right
corner is the dual-stage plant model shown in Fig. 32.23.
In the figure, GV and GM are the VCM and micro-
actuator models, respectively; xP is the absolute position
of the read/write head; xv is the absolute position of the

RPES

xVGV
xp

GM

τp

τ*p

Fig. 32.23 Dual-stage control plant

RPES

VPES

KRR GR

+

PESr
+

GV
xV

GM

KV

l/KRSKM
xp

– –

Fig. 32.24 Decoupled dual-stage control design block dia-
gram

r VPES

GR

PES

RPES
KMKVGV

SV SM

ST

– –

Fig. 32.25 The sensitivity block diagram

VCM actuator; and RPES is the position of the micro-
actuator relative to the VCM; r represents the track
runout, and PES is the position error signal of the head
relative to the data track.

The decoupling control approach, originally intro-
duced in [32.30], utilizes the PES and RPES signals to
generate the position error of the VCM relative to the
data track center, labeled as VPES,

VPES = PES+RPES = r − xv , (32.16)

and this signal is fed to the VCM loop compensator.
As shown in the block diagram, three compensators

need to be designed: the VCM loop compensator KV;
the microactuator PES loop compensator KM; and the
microactuator RPES minor loop compensator KMM =
KRR/KRS is used to damp the microactuator’s flexure
resonance mode and place the closed loop poles of the
microactuator RPES loop at appropriate locations. The
damped microactuator closed loop transfer function GR,
shown in the lower-middle dashed box, is defined by

GR = GM

KRS + GM KRR
. (32.17)

The total dual-stage open loop transfer function from r
to xP, GT, is

GT = KV GV + KM GR + KM GR KV GV . (32.18)

It can be shown that the block diagram in Fig. 32.24
is equivalent to the sensitivity block diagram shown in
Fig. 32.25, and the total closed loop sensitivity function
from r to PES equals the product of the VCM and micro-
actuator loop sensitivities, SV and SM, respectively:

ST = 1

1+ GT
= SV SM , (32.19)

where

SV = 1

1+ KV GV
, SM = 1

1+ KM GR
. (32.20)

Thus the dual-stage servo control design can be decou-
pled into two independent designs: the VCM loop and
the microactuator loop designs. The VCM loop sen-
sitivity can be designed using traditional single-stage
servo design methodologies. The microactuator loop
sensitivity is designed to expand the bandwidth and
increase the attenuation of low frequency runout and
disturbances.
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Closed Loop Sensitivity Design by Pole Placement. For
a typical sampled second order system with the discrete
time transfer function

G
(

q−1
)

= q−1 Bo
(
q−1

)
Ao

(
q−1

) , (32.21)

where q−1 is one step delay operator; Bo
(
q−1

)
is

the plant zero polynomial, and Ao
(
q−1

)= 1+a1q−1 +
a2q−2 is the plant pole polynomial. The closed loop
sensitivity function can be designed by pole placement,
solving the following Diophantine equation [32.41]:

Ac

(
q−1

)
= Ao

(
q−1

)
S
(

q−1
)

+q−1 Bo

(
q−1

)
R
(

q−1
)

, (32.22)

where Ac
(
q−1

)
is the desired closed loop characteristic

polynomial. The closed loop sensitivity function, GS, is

GS

(
q−1

)
= Ao

(
q−1

)
S
(
q−1

)
Ac

(
q−1

) , (32.23)

and the discrete time controller C
(
q−1

)
is

C
(

q−1
)

= R
(
q−1

)
S
(
q−1

) . (32.24)

Ac
(
q−1

)
can be chosen such that the required band-

width and system response are satisfied. Usually it is
more intuitive to describe it with its continuous time
equivalent parameters: the damping ratio, ζ , and the nat-
ural frequency, ωn . The damping ratio is directly related
to the phase margin of the open loop transfer function.
For a typical design, it can be chosen to be equal to
or greater than one, in order to ensure adequate phase
margin. ωn is related to the control system’s bandwidth,
which is limited by sampling frequency and time delay,
or the high frequency structural dynamics of the system.

Dual-Stage Sensitivity Function Design. The com-
pensators in the dual-stage servo system depicted in
Fig. 32.24 can be designed by a two-step design process,
as illustrated in Fig. 32.26.

First, the VCM loop compensator KV is designed
to attain a desired VCM closed loop sensitivity SV, as
shown in the top part of Fig. 32.26. Its bandwidth, ωVC
in Fig. 32.26, is generally limited by the E-block and
suspension resonance modes. The design of this com-
pensator can be accomplished using conventional SISO
frequency shaping techniques.

The second step of the design process involves the
design of the microactuator loop compensators to attain

0 (db)

0 (db)

0 (db)

ωVO ωMR ωVO ωMC

ωVO

ωMR

ωVO

ωMC

AS

Fig. 32.26 Illustration of dual-stage sensitivity ST design

additional attenuation SM, as shown in the middle part of
Fig. 32.26. This step is itself accomplished in two steps.
First, the minor RPES loop compensator, KRR/KRS, is
determined in order to damp the microactuator reso-
nance mode and place the poles of GR, or equivalently
ωMR in Fig. 32.26, at desired locations. The compen-
sator can be obtained by solving a Diophantine equation
by pole placement as discussed in the previous sub-
section. The poles of GR will become the zeros of the
microactuator loop sensitivity function, SM.

Finally, the PES loop compensator KM is designed
to place the poles, or equivalently. ωMC in Fig. 32.26,
of the microactuator loop closed loop sensitivity SM.
ωMC is limited by the PES sampling frequency and
computational time delay [32.42].

The total dual-stage sensitivity is shown in the bot-
tom part of Fig. 32.26. For a given ωMC, the additional
attenuation AS, provided by the microactuator loop, will
be determined by ωMR. In our proposed procedure, the
initial value of ωMR can be chosen to be the same as ωVC.
It is then adjusted so the desired attenuation and phase
margin requirements of the overall dual-stage system are
satisfied. Decreasing ωMR increases the low frequency
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attenuation of the closed loop sensitivity function ST but
also generally reduces the phase margin of open loop
transfer function GT.

For SIMO design when the RPES is not available,
the microactuator model can be used as an open loop
observer to estimate the RPES. The combination of the
open loop observer and the minor loop compensator is
equivalent to a notch filter.

Self-Tuning Control to Compensate Variations in the
Microactuator’s Resonance Mode. An adaptive control
scheme can be combined with the decoupled discrete
time pole placement design methodology described
above to compensate variations in the microactuator’s
resonance mode by tuning the microactuator RPES inner
loop compensator.

A block diagram for the microactuator inner loop
self-tuning control is shown in Fig. 32.27. The param-
eter adaptation algorithm (PAA) is a direct self-tuning
algorithm, based on the microactuator inner loop pole
placement design.

Consider the microactuator open loop transfer func-
tion in (32.21). Since the microactuator’s resonance
mode is lightly damped, the zero of the microactuator’s
discrete time transfer function is very close to 1 (zo ≈ 1).
Thus it is possible to factor out the “known” term
(1+ zoq−1) from the Diophantine equation (32.22). The
resulting RPES minor-loop closed loop dynamics is
given by

Ac

(
q−1

)
y(k) = q−1b0

(
1+ zoq−1

)
×
[

KRS

(
q−1

)
uM(k)+ KRR

(
q−1

)
y(k)

]
,

where uM is the control input to the microactuator; y de-
notes the position of the microactuator relative to the

VPES

RPES

KV

PES
+

+

– –

KM

KRR

l/KRR

Tuning

GV

GM

GR

r uMR uM

xV

xp

Fig. 32.27 Self-tuning control of the microactuator

VCM, i.e. y = RPES. Defining:

S
(

q−1
)

= b0KRS

(
q−1

)
= s0 + s1q−1 , (32.25)

R
(

q−1
)

= b0KRR

(
q−1

)
= r0 +r1q−1 , (32.26)

the regressor vector, φ(k) and filtered regressor vec-
tor, φf(k),

φ(k) = [
uM(k) uM(k −1) y(k) y(k −1)

]
, (32.27)

Ac

(
q−1

)
φf(k) =

(
1+ zoq−1

)
φ(k) , (32.28)

and the controller parameter vector θ = [s0 s1 r0 r1]T ,
the closed loop RPES dynamics (32.25) can be rewritten
as

y(k) = θT φf(k −1) . (32.29)

From (32.29), the controller parameter vector esti-
mate θ̂(k) = [ŝ0(k) ŝ1(k) r̂0(k) r̂1(k)]T can be updated
using a standard recursive least square algorithm
(RLS) [32.41]:

θ̂(k) = θ̂(k −1)+ P(k)φf(k)e
o(k) , (32.30)

eo(k) = y(k)− θ̂T (k −1)φf(k −1) , (32.31)

P(k) =
[

P(k −1)−

P(k −1)φf(k −1)φT
f (k −1)P(k −1)

1+φT
f (k −1)P(k −1)φf(k −1)

]
,

(32.32)

The control law is

Ŝ
(

k, q−1
)

uM(k)

= Ŝo(k)uM(k)− R̂
(

k, q−1
)

y(k) , (32.33)

with

Ŝ
(

k, q−1
)

= ŝ0(k)+ ŝ1(k)q
−1 , (32.34)

R̂
(

k, q−1
)

= r̂0(k)+ r̂1(k)q
−1 , (32.35)

and uM(k) being the output of the microactuator fixed
outer loop compensator KM, uM(k) being the control
input to the microactuator.

Dual-Stage Track-Following Control Design
Using µ-Synthesis

The structured singular value, µ, is a measure of how big
a perturbation to a system needs to be to make the sys-
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tem unstable. By incorporating a fictitious uncertainty
block, robust performance in terms of the H∞ norm of
the closed loop transfer function can be related to the
value of µ. µ-synthesis is a robust optimal controller de-
sign technique that attempts to minimize µ through an
iterative process [32.43].

Design Methodology. For controller design using
µ-synthesis, the model uncertainties are represented
using linear fractional transformations (LFT). Distur-
bances and outputs are weighted to characterize the
real plant environment and the performance require-
ments. A block diagram used for dual-stage µ-synthesis
controller design is shown in Fig. 32.28.

In the block diagram, two model uncertainties,
δ1 and δ2, are considered. δ1 is an additive uncertainty
used to describe the VCM unmodeled dynamics. δ2 rep-
resents the parametric uncertainty in the stiffness of the
microactuator.

Disturbance signals accounted for in the model in-
clude the track runout r, input disturbances to the VCM
dVCM, input disturbances to the microactuator dMA, PES
sensor noise nPES, and the RPES sensor noise nRPES.
These disturbance signals are generated by passing nor-
malized signals r, dVCM, dMA, nPES, and nRPES through
weighting functions Wr , WdVCM, WdMA, Wn PES, and
WnRPES, respectively, which can be either constants or
frequency shaping filters. These weights are selected
by the designer so that disturbances are modeled with
sufficient fidelity.

The output signals in the synthesis model are head
position error signal, PES, the microactuator relative po-
sition signal, RPES, the VCM control input uVCM, and

K VCM

MA
RPES

xV

RPES

PES

RPES

PES

r xp

uVCM

dVCM

uVCM
uMA

dMA

uMA

nRPES

nPES

WRPES

WNRPES WDMA

WUMA

WDVCM
WU1

WUVCM

WNPES

WPES

+

++

+–

δ1

δ1

WR
r

Fig. 32.28 µ-synthesis design block
diagram

the microactuator control input uMA. These signals are
multiplied by scaling factors, WPES, WRPES, WuVCM,
and WuMA, respectively, to produce the weighted per-
formance signals PES, RPES, uVCM, uMA. The scaling
factors are selected to characterize the performance
requirements.

Given a set of input and output weights and plant
uncertainties, if the synthesized controller achieves

µ ≤ β , (32.36)

the closed loop transfer function, T , from the normalized
disturbances

d =
[
r dVCM dMA nPES nRPES

]
, (32.37)

to the weighted performance signals

e =
[
PES RPES uVCM uMA

]
, (32.38)

will have infinity norm∥∥T
∥∥∞ ≤ β , (32.39)

for perturbations

‖∆‖∞ =
∥∥∥∥∥
[
δ1 0

0 δ2

]∥∥∥∥∥∞
≤ 1

β
. (32.40)

The interpretation of H∞ as the RMS gain of the
sinusoidal signals to help understand the design is as
follows. Assume that each element di of the disturbance
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input vector in (32.37) is a sinusoid of the form

di(t) = Di sin(ωi t +ψi) , (32.41)

such that
5∑

i=1

D2
i ≤ 1 . (32.42)

Then the steady state response of output in (32.38) will
also be a sinusoid of the form

ei(t) = Ei sin(ωi t +φi) , (32.43)

and
4∑

i=1

E2
i ≤ β , (32.44)

under the perturbations defined in (32.40).

Weighting Functions for µ-Synthesis Design. Perfor-
mance weights are chosen based on limits that the error
signals should not exceed. The limit on the PES is based
on a rule of thumb commonly used in the disk drive in-
dustry which states that the position error of the head
should not exceed 1/10 of a track width during track
following. RPES is limited by the stroke limit of the
microactuator. Thus,

WPES = 10

track width
; WRPES = 1

stroke limit
.

(32.45)

Weights on control inputs are based on the control input
saturations.

WUVCM = 1

(iV)max
; WUMA = 1

(vM)max
,

(32.46)

where (iV)max and (vM)max are the maximum drive cur-
rent of the VCM and the maximum drive voltage of the
microactuator, respectively.

The weights for PES noise, nPES, and the dis-
turbance to the VCM, wdVCM, were determined by
extrapolating the PES decomposition results presented
in [32.29]. The weight of the RPES sensing noise,
nRPES, is assumed to be 8 nm [32.14]. The disturbance
weight, wdMA, is assumed to be 0.1 V in the design.

The runout weighting function is a low pass fil-
ter that captures the combined effects of track runout,
mechanical vibrations, and bias force disturbance to
PES,

Wr = 2 × 10−8(s +2π × 10)2

(s +2π × 1000)2 . (32.47)

The combination of WPES and Wr determines the closed
loop sensitivity function from r to PES, S(s), of the dual-
stage system. If the designed control system achieves
a peak µ value of β, we have∥∥WPESS(s)Wr

∥∥∞ ≤ β . (32.48)

If β = 1, the magnitude of bode plot of S(s) lies below
that of 1/WPESWr.

For SIMO design, the controller to be synthesized
has only one input. In the synthesis model, RPES is not
fed to the controller K , and RPES noise nr pes and its
weights WnRPES are not used.

Design and Simulation Results
Figure 32.29 shows the Bode plots of the open loop
transfer functions from r to xp p and the closed loop
sensitivity functions of the two designs, respectively.
Sampling frequency was chosen to be 20 kHz in both
designs.

For the decoupled MIMO design, the gain crossover
frequency, gain margin, phase margin of the open loop
system are 2,201 Hz, 9.1 dB, and 48.8◦, respectively. For
the decoupled SIMO design, they are 2,381 Hz, 8.7 dB,
and 30.6◦, respectively.

For µ-synthesis MIMO design, the gain crossover
frequency, gain margin, phase margin of the open loop
system are 2,050 Hz, 9.5 dB, 66.0◦, respectively. For
µ-synthesis SIMO design, they are 2,223 Hz, 2.9 dB,
32.0◦, respectively.

The above controller designs have not been im-
plemented on a MEMS microactuator dual-stage servo
system. Controllers designed using both methods have
been tested on a PZT actuated suspension dual-stage
servo system, however, validating their effective-
ness [32.44].

Figure 32.30 shows the simulation of control param-
eters adaptation for the self-tuning controller, when the
real microactuator resonance frequency is 1.2 times its
nominal value. The controller parameters converge to
their desired values. Similar responses were obtained
when the real resonance frequency is 0.8 times the
nominal value.

32.3.4 Dual-Stage Seek Control Design

Because the inertia of a microactuator is much smaller
than that of the VCM, it can produce a larger
acceleration and move faster than the VCM. The mo-
tion range of a microactuator is usually limited to
a few micrometers, however. Thus the performance
improvement in seek control made possible by using
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Fig. 32.29 (a) Open loop Bode plot of the decoupled design; (b) open loop Bode plot of the µ-synthesis design; (c) closed loop
sensitivity Bode plot of the decoupled design; (d) closed loop sensitivity Bode plot of the µ-synthesis design

dual-stage actuation will mainly be in short distance
seeks.

Two degree-of-freedom (DOF) position control
has been a very popular control technique in short
distance seeks. A 2-DOF control technique utiliz-
ing decoupled feed forward reference trajectories has
been developed for short span seek control using
a PZT actuated suspension dual-stage servo sys-
tem [32.45]. The same technique can also be applied to
seek control of MEMS microactuator dual-stage servo
system.

Figure 32.31 shows a block diagram for dual-stage
short span seek control design using this method. In
the figure, xd

V and xd
R are the desired seek trajecto-

ries of the VCM and the microactuator respectively.
KVF and KRF are Zero Phase Error Tracking Feed For-
ward Controllers (ZPETFFC) generated using with the
VCM model GV and the damped microactuator model
GR [32.46].

To minimize the residual vibration after seek opera-
tion, minimum jerk seek trajectories were applied to both
the VCM and the microactuator. These can be generated
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by [32.47]
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(32.49)

xd
R =

⎧⎪⎪⎨
⎪⎪⎩

60
(
ds − xd

V(T)
)

×
[

1
10

( t
T

)5− 1
4

( t
T

)4+ 1
6

( t
T

)3
]

t ≤ T

ds − xd
V(t) t > T

,

(32.50)

where ds is the distance of the head from the target
track; T is the time when the head reaches the target
track if dual-stage actuator is used, while TV is the time
when the head reaches the target track if only VCM is
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Fig. 32.31 Dual-stage seek control design
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Fig. 32.32 Dual-stage short span seek response

used. TV and T can be chosen based on the control force
saturation and seek performance requirements.

Figure 32.32 shows the 1 µm seek responses of the
dual-stage actuator for the MIMO design. Overshoot was
eliminated, and no obvious residual vibrations occured.
The seek time using the dual-stage actuator is about
0.25 ms, compared to a seek time of about 0.7 ms if only
the VCM is used.

32.4 Conclusions and Outlook

In order to increase hard disk drive storage density,
high bandwidth dual-stage servo systems are necessary
to suppress disturbances and increase servo precision.
Various prototype MEMS microactuators have been de-
signed and fabricated to provide a dual-stage actuation
system. The most common approach for these proto-

types is to use electrostatic driving arrays produced by
MEMS fabrication methods.

MEMS microactuators provide a potentially high
performance and low cost solution for achieving the
servo requirements for extremely high HDD storage
density. Simulations and experiments show that many
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MEMS microactuator features, such as integrated sil-
icon gimbals and capacitive relative position sensing
arrays, can meet important requirements for operation
of HDDs. The use of structural electrical-isolation in the
microactuator design could considerably reduce micro-
actuator driving voltages, while processes that avoid the
use of silicon-on-insulator wafers or high-temperature
processing steps could reduce manufacturing costs. High
bandwidth dual-stage track-following controllers have
been designed using both a decoupled SISO design
method and robust µ-synthesis design method, among
others. In addition, short-span seeking control using a
2-DOF control structure with decoupled feed forward
trajectory generation can greatly reduce the short span
seek time.

Research remains to be done in the areas of system
integration, reliability, and performance enhancement
for this technology to be utilized in commercial prod-
ucts. Cost and reliability are probably the most important
obstacles to commercial implementation of actuated
slider dual-stage servo systems at this time. Streamlining
of microactuator fabrication processes or development
of a process compatible with that of the slider and head
fabrication could reduce manufacturing costs, which
are not quite yet economical. Meanwhile, dynamic
behavior and reliability of the microactuator under
disturbances from airflow, head-disk interaction, and
particle presence are being experimentally studied by
industry.

Further in the future, to achieve nanometer servo
precision, third-generation dual-stage servo systems will
have to employ an actuated head approach. Research in
this area has just started, with the key problem being how

to combine microactuator fabrication with read/write
head fabrication. Another area of research is the use
of MEMS technology to incorporate additional sen-
sors, such as accelerometers and strain gauge vibration
sensors, to suppress the TMR due to airflow and ex-
ternal disturbances excited structural vibrations. New
robust, adaptive MIMO control architectures and algo-
rithms must be developed for such a multisensing and
multiactuation servo system.

Besides the application of MEMS microactuators
in dual-stage servo control of traditional rotating me-
dia magnetic HDDs, recent advances in MEMS and
nanotechnology have made possible the development
of a new class of miniaturized ultra-high density storage
devices that use probe arrays for recording and read-
ing data. This new architecture abandons the traditional
rotating media and flying slider paradigm in favor of par-
allel x-y scanning of entire probe arrays over a storage
medium. The probe arrays and/or the media are moved
with electrostatic or electromagnetic microactuators that
generate x-y in-plane relative motion, as well as z-
axis out-of-plane relative motion. One example of this
new generation of storage devices is IBM’s “millipede,”
which utilizes atomic force microscopy (AFM) record-
ing technology [32.48]. Data is recorded on a polymer
media by tiny depressions melted by a thermomechan-
ical process by the AFM tips. 400 Gb/in.2 bit patterns
have been demonstrated using thermal probes.

By any of the paths above, MEMS and nano-
technology will become a basic enabling technology for
the development of future data storage devices, offering
the capabilities of small size, low power consumption,
ultra-high densities, low cost, and high performance.
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Micro/Nanotri33. Micro/Nanotribology of MEMS/NEMS Materials
and Devices

The field of MEMS/NEMS has expanded considerably
over the last decade. The length scale and large
surface-to-volume ratio of the devices result in
very high retarding forces such as adhesion and
friction that seriously undermine the performance
and reliability of the devices. These tribological
phenomena need to be studied and understood at
the micro- to nanoscales. In addition, materials
for MEMS/NEMS must exhibit good microscale
tribological properties. There is a need to develop
lubricants and identify lubrication methods
that are suitable for MEMS/NEMS. Using AFM-
based techniques, researchers have conducted
micro/nanotribological studies of materials and
lubricants for use in MEMS/NEMS. In addition,
component level testing has also been carried
out to aid in better understanding the observed
tribological phenomena in MEMS/NEMS.

Macroscale and microscale tribological studies
of silicon and polysilicon films have been per-
formed. The effects of doping and oxide films
and environment on the tribological properties of
these popular MEMS/NEMS materials have also been
studied. SiC film is found to be a good tribological
material for use in high-temperature MEMS/NEMS
devices. Hexadecane thiol self-assembled mono-
layers and bonded perfluoropolyether lubricants
appear to be well suited for lubrication of microde-
vices under a range of environmental conditions.
DLC coatings can also be used for low friction
and wear. Surface roughness measurements of
micromachined polysilicon surfaces have been
made using an AFM. The roughness distribution
on surfaces is strongly dependent on the fabri-
cation process. Roughness should be optimized
for low adhesion, friction, and wear. Adhesion
and friction of microstructures can be measured
using novel apparatuses. Adhesion and friction
measurements on silicon-on-silicon confirm AFM
measurements that hexadecane thiol and bonded
perfluoropolyether films exhibit superior adhesion
and friction properties. Static friction force mea-
surements of micromotors have been performed
using an AFM. The forces are found to vary
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considerably with humidity. A bonded layer of per-
fluoropolyether lubricant is found to satisfactorily
reduce the friction forces in the micromotor.

AFM/FFM-based techniques can be satisfactorily
used to study and evaluate micro/nanoscale tribo-
logical phenomena related to MEMS/NEMS devices.

This chapter presents a review of macro- and
micro/nanoscale tribological studies of materials
and lubrication studies for MEMS/NEMS and
component-level studies of stiction phenomena
in MEMS/NEMS devices.
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Microelectromechanical systems (MEMS) refer to
microscopic devices that have a characteristic length
of less than 1 mm but more than 1 µm and combine
electrical and mechanical components. Nanoelectrome-
chanical systems (NEMS) refer to nanoscopic devices
that have a characteristic length of less than 1 µm
and combine electrical and mechanical components.
In mesoscale devices, if the functional components
are on the micro- or nanoscale, they may be referred
to as MEMS or NEMS, respectively. To put the di-
mensions and masses in perspective, see Fig. 33.1 and
Table 33.1. The acronym MEMS originated in the United
States. The term commonly used in Europe and Japan
is micro/nanodevices, which is used in a much broader
sense. MEMS/NEMS terms are also now used in a broad

Size (nm)
0.1 1 10 100 1,000 10,000 100,000

Human hair
50–100µm

DMD
14 µm

Red blood cell
8µm

Quantum-dot transistor
300 nm

500 nm

Source Drain

Molecular gear
10 nm–100 nm

DNA
2.5nm

C atom
0.16 nm

Mirror

Hinge

Yoke
Landing
site

MEMS – characteristic length
less than 1mm,
larger than 1µm

NEMS – less than 1000nm

Fig. 33.1 Dimensions of MEMS and NEMS in perspective. An example of molecular dynamic simulations of carbon-
nanotube-based gear is obtained from [33.1], quantum-dot transistor is obtained from [33.2], and DMD is obtained
from [33.3]

sense. A micro/nanosystem, a term commonly used in
Europe, is referred to as an intelligent miniaturized sys-
tem comprising sensing, processing, and/or actuating
functions.

Fabrication techniques include top-down methods,
in which one builds down from the large to the small,
and the bottom-up methods, in which one builds up
from the small to the large. Top-down methods include
micro/nanomachining methods and methods based on
lithography, as well as nonlithographic miniaturization
for MEMS and NEMS fabrication. In the bottom-
up methods, also referred to as nanochemistry, the
devices and systems are assembled from their elemen-
tal constituents for NEMS fabrication, much like the
way nature uses proteins and other macromolecules to
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Table 33.1 Dimensions and masses in perspective

A Dimensions in Perspective

NEMS characteristic length < 1,000 nm

MEMS characteristic length < 1 mm and > 1 µm

Individual atoms typically fraction of a nm in diameter

DNA molecules ∼ 2.5 nm wide

Molecular gear ∼ 50 nm

Biological cells in the range of thousands of nm in diameter

Human hair ∼ 75,000 nm in diameter

B Masses in Perspective

NEMS built with cross sections of about 10 nm as low as 10−20 N

Micromachine silicon structure as low as 1 nN

Water droplet ∼ 10 µN

Eyelash ∼ 100 nN

construct complex biological systems. The bottom-up
approach has the potential to go far beyond the limits of
top-down technology by producing nanoscale features
through synthesis and subsequent assembly. Further-
more, the bottom-up approach offers the potential to
produce structures with enhanced and/or completely
new functions. It allows the combination of mater-
ials with distinct chemical composition, structure, and
morphology.

MEMS and emerging NEMS are expected to have
a major impact on our lives, comparable to that of
semiconductor technology, information technology, or
cellular and molecular biology [33.4,5]. MEMS/NEMS
are used in mechanical, information/communication,
chemical, and biological applications. The MEMS in-
dustry in 2000 was worth about $15 billion and, with

a projected 10–20% annual growth rate, is expected
to be more than $100 billion by the end of this
decade [33.6]. Growth of Si MEMS may slow down
and non-silicon MEMS may pick up during this decade.
The NEMS industry is expected to expand in this
decade, mostly in biomedical applications, as well as
in nanoelectronics or molecular electronics. The NEMS
industry was worth about $100 million in 2002 and inte-
grated NEMS are expected to be more than $25 billion
by the end of this decade. Due to the enabling nature
of these systems, and because of the significant impact
they can have on both commercial and defense applica-
tions, industry, as well as the federal government have
taken a special interest in seeing growth nurtured in this
field. Micro- and nanosystems are the next logical step
in the “silicon revolution.”

33.1 Introduction to MEMS

The advances in silicon photolithographic process tech-
nology beginning in the 1960s led to the development of
MEMS in the early 1980s. More recently, lithographic
processes have been developed to process nonsilicon
materials. The lithographic processes are being comple-
mented with non-lithographic processes for fabrication
of components or devices made from plastics or ceram-
ics. Using these fabrication processes, researchers have
fabricated a wide variety of miniaturized devices, includ-

ing Si-based devices, chemical and biological sensors
and actuators, and miniature non-silicon structures (e.g.,
devices made from plastics or ceramics) with dimen-
sions in the range of a couple to a few thousand microns
(see e.g., [33.7–15]). MEMS for mechanical applica-
tions include acceleration, pressure, flow, gas sensors,
linear and rotary actuators, and other microstructures
or microcomponents such as electric motors, gear
trains, gas turbine engines, nozzles, fluid pumps, fluid
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986 Part E Industrial Applications and Microdevice Reliability

valves, switches, grippers, and tweezers. MEMS for
chemical applications include chemical sensors and vari-
ous analytical instruments. Microoptoelectromechanical
systems, or MOEMS, include micromirror arrays and
fiber optic connectors. BIOMEMS include biochips.
Radio frequency MEMS or RF-MEMS include induc-
tors, capacitors, and antennas. High-aspect-ratio MEMS
(HARMEMS) have also been introduced.

The fabrication techniques for MEMS devices in-
clude lithographic and non-lithographic techniques. The
lithographic techniques fall into three basic categories:
bulk micromachining, surface micromachining, and
LIGA (a German acronym for Lithographie Galvanofor-
mung Abformung), a German term for lithography,
electroforming, and plastic molding. The first two ap-
proaches, bulk and surface micromachining, use planar
photolithographic fabrication processes developed for
semiconductor devices in producing two-dimensional
(2-D) structures [33.10, 15–17]. The various steps in-
volved in these two fabrication processes are shown
schematically in Fig. 33.2. Bulk micromachining em-
ploys anisotropic etching to remove sections through
the thickness of a single-crystal silicon wafer, typically
250 to 500 µm thick. Bulk micromachining is a proven
high-volume production process and is routinely used
to fabricate microstructures such as accelerometers,
pressure sensors, and flow sensors. In surface microma-
chining, structural and sacrificial films are alternatively
deposited, patterned and etched to produce a free-
standing structure. These films are typically made
of low-pressure chemical vapor deposition (LPCVD)
polysilicon film with 2 to 20 µm thickness. Surface
micromachining is used to produce sensors, actuators,
and complex microdevices such as micromirror arrays,
motors, gears, and grippers.

The LIGA process is based on the combined use
of X-ray lithography, electroforming, and molding pro-
cesses. The steps involved in the LIGA process are
shown schematically in Fig. 33.3. LIGA is used to pro-
duce high-aspect-ratio MEMS (HARMEMS) devices
that are up to 1 mm in height and only a few microns in
width or length [33.18]. The LIGA process yields very
sturdy 3-D structures due to their increased thickness.
One of the limitations of silicon microfabrication pro-
cesses originally used for fabrication of MEMS devices
is the lack of suitable materials that can be processed.
With LIGA, a variety of non-silicon materials such
as metals, ceramics, and polymers can be processed.
Nonlithographic micromachining processes, primarily
in Europe and Japan, are also being used for fabrica-
tion of millimeter-scale devices using direct material

Bulk micromachining

Deposition of silica layers on Si

Membrane

�111� face

Patterning with mask and
etching of Si to produce cavity

Silicon Silica

Surface micromachining

Deposition of sacrificial layer

Patterning with mask

Deposition of microstructure layer

Etching of sacrificial layer to produce freestanding structure

Silicon Polysilicon Sacrificial
material

Fig. 33.2 Schematics of process steps involved in bulk
micromachining and surface micromachining fabrication
of MEMS

microcutting or micromechanical machining (such as
microturning, micromilling, and microdrilling), or re-
moval by energy beams (such as microspark erosion,
focused ion beam, laser ablation, and laser polymeriza-
tion) [33.19, 20]. Hybrid technologies, including LIGA
and high-precision micromachining techniques, have
been used to produce miniaturized motors, gears, actua-
tors, and connectors [33.21–24]. These millimeter-scale
devices may find more immediate applications.
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LIGA

Resist
structure

Base
plate Lithography

Electroforming

Metal
structure

Gate plate

Mold
insert

Mold fabrication

Molding
mass

Mold filling

Plastic
structure

Unmolding

Fig. 33.3 Schematic of process steps involved in LIGA
fabrication of MEMS

A microfabrication technique, so-called “soft lith-
ography,” is a nonlithographic technique [33.25, 26] in
which an elastomeric stamp or mold is used to generate
micropatterns by replica molding [33.27], embossing
(imprinting) [33.28], or by contact printing (known
as microcontact printing or µCP) [33.29]. Replica
molding is commonly used for mass-produced, dispos-
able plastic microcomponents, for example, microflu-
idic chips, generally made of poly(dimethylsiloxane)
(PDMS) and polymethyl methacrylate (PMMA). The
elastomeric stamps are generally cast from photolith-
ographically generated micropatterned masters. This
technique is substantially cheaper and more flexible in
choice of materials for construction than conventional
photolithography.

To assemble microsystems, microrobots are used.
Microrobotics include building blocks such as steering
links, microgrippers, conveyor system, and locomotive
robots [33.13].

A variety of MEMS devices have been produced and
some are commercially used [33.8,10–12,14,15]. A va-

riety of sensors are used in industrial, consumer, defense,
and biomedical applications. Various microstructures or
microcomponents are used in micro-instruments and
other industrial applications such as micromirror ar-
rays. Two of the largest “killer” industrial applications
are accelerometers (about 85 million units in 2002)
and digital micromirror devices (about $400 million
in sales in 2001). Integrated capacitive-type, silicon
accelerometers have been used in airbag deployment
in automobiles since 1991 [33.30, 31]. Accelerometer
technology was about a billion-dollar-a-year industry in
2001 dominated by Analog Devices, followed by Mo-
torola and Bosch. Commercial digital light processing
(DLP) equipments, using digital micromirror devices
(DMD), were launched in 1996 by Texas Instruments
for digital projection displays in portable and home
theater projectors, as well as table top and projection
TVs [33.32–34]. More than 1.5 million projectors were
sold before 2002. Other major industrial applications in-
clude pressure sensors, inkjet printer heads and optical
switches. Silicon-based piezoresistive pressure sensors
for manifold absolute pressure sensing for engines were
launched in 1991 by NovaSensor, and their annual sales
were about 25 million units in 2002. Capacitive pressure
sensors for tire pressure measurements were launched
by Motorola. Annual sales of inkjet printer heads with
microscale functional components were about 400 mil-
lion units in 2002. Other applications of MEMS devices
include chemical sensors, gas sensors, infrared detec-
tors and focal plane arrays for earth observation, space
science, and missile defense applications, pico-satellites
for space applications, and many hydraulic, pneumatic,
and other consumer products. MEMS devices are also
being pursued in magnetic storage systems [33.35],
where they are being developed for super-compact and
ultrahigh-recording-density magnetic disk drives. Sev-
eral integrated head/suspension microdevices have been
fabricated for contact recording applications [33.36,37].
High-bandwidth servo-controlled microactuators have
been fabricated for ultrahigh-track-density applications
that serve as the fine-position control element of
a two-stage, coarse/fine servo system, coupled with
a conventional actuator [33.38–40].

BIOMEMS are used increasingly in commercial and
defense applications (e.g., [33.8, 41–44]). Applications
of BIOMEMS include biofluidic chips (microfluidic
chips or bioflips or simply biochips) for chemical and
biochemical analyses (biosensors) in medical diagnos-
tics (e.g., DNA, RNA, proteins, cells, blood pressure and
assays, and toxin identification) and implantable phar-
maceutical drug delivery. The biosensors, also referred
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to as lab-on-a-chip, integrate sample handling, separa-
tion, detection, and data analysis onto one platform.
Biosensors are designed to either detect a single or class
of (bio)chemicals or system-level analytical capabilities
for a broad range of (bio)chemical species known as
micro total analysis systems (µTAS). The chips rely on
microfluidics and involve manipulation of tiny amounts
of fluids in microchannels using microvalves. The chips
consist of several basic components, including microflu-
idic channels and reservoirs, microvalves, micropumps,
flow sensors, and biosensors. The test fluid is injected
into the chip generally using an external pump or a sy-
ringe for analyses. Some chips have been designed with
an integrated electrostatically actuated diaphragm-type
micropump. Micropumps both with and without valves
are used. The sample, which can have volume measured
in nanoliters, flows through microfluidic channels via an
electric potential and capillary action using microvalves
(having various designs, including membrane type) for
various analyses. The fluid is preprocessed and then an-
alyzed using a biosensor. For a review on micropumps
and microvalves, see [33.11, 45, 46]. Silicon-based dis-
posable blood-pressure sensor chips were introduced in
the early 1990s by NovaSensor for blood pressure mon-
itoring (about 20 million units in 2002). A blood sugar
monitor, referred to as GlucoWatch, was introduced in
2002. It automatically checks blood sugar every 10 min
by detecting glucose through the skin, without having
to draw blood. If glucose is out of the acceptable range,

it sounds an alarm so the diabetic can address the prob-
lem quickly. A variety of biosensors, many using plastic
substrates, are manufactured by various companies, in-
cluding ACLARA, Agilent Technologies, Calipertech,
and I-STAT.

After the tragedy of Sept. 11, 2001, concern over bio-
logical and chemical warfare has led to the development
of handheld units with bio- and chemical sensors for de-
tection of biological germs, chemical or nerve agents,
and mustard agents, and chemical precursors to pro-
tect subways, airports, water supply, and population at
large [33.47].

Other BIOMEMS applications include minimal in-
vasive surgery, including endoscopic surgery, laser
angioplasty, and microscopic surgery. Implantable ar-
tificial organs can also be produced.

Micro-instruments and micromanipulators are used
to move, position, probe, pattern, and characterize
nanoscale objects and nanoscale features. Miniatur-
ized analytical equipment include gas chromatography
and mass spectrometry. Other instruments include
micro-STM, where STM stands for scanning tunneling
microscope.

In some cases, MEMS devices are used primarily for
their miniature size. While in others, as in the case of air
bags, they are used because of their low-cost manufac-
turing techniques, since semiconductor-processing costs
have reduced drastically over the last decade, allowing
the use of MEMS in many fields.

33.2 Introduction to NEMS

NEMS are produced by nanomachining in a typ-
ical top-down approach (from large to small) and
bottom-up approach (from small to large) largely re-
lying on nanochemistry [33.48–53]. The top-down
approach relies on fabrication methods, including ad-
vanced integrated-circuit (IC) lithographic methods
– electron-beam lithography and STM writing by
removing material atom by atom. The bottom-up ap-
proach includes chemical synthesis, the spontaneous
“self-assembly” of molecular clusters (molecular self-
assembly) from simple reagents in solution, or biological
molecules (e.g., DNA) as building blocks to produce
3-D nanostructures, quantum dots (nanocrystals) of ar-
bitrary diameter (about 10–105 atoms), molecular beam
epitaxy (MBE) and organometallic vapor phase epitaxy
(OMVPE) to create specialized crystals one atomic or

molecular layer at a time, and manipulation of individ-
ual atoms by an atomic force microscope or atom optics.
The self-assembly must be encoded. That is, one must
be able to precisely assemble one object next to another
to form a designed pattern. A variety of nonequilibrium
plasma chemistry techniques are also used to produce
layered nanocomposites, nanotubes, and nanoparticles.
The NEMS field, in addition to fabrication of nanosys-
tems, has provided the impetus to develop experimental
and computation tools.

Examples of NEMS include nanocomponents, nano-
devices, nanosystems, and nanomaterials such as
microcantilevers with integrated sharp nanotips for
STM and atomic force microscopy (AFM), AFM array
(millipede) for data storage, AFM tips for nanolithog-
raphy, dip-pen nanolithography for printing molecules,
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biological (DNA) motors, molecular gears, molecu-
larly thick films (e.g., in giant magnetoresistive or
GMR heads, and magnetic media), nanoparticles (e.g.,
nanomagnetic particles in magnetic media), nanowires,
carbon nanotubes, quantum wires (QWRs), quantum
boxes (QBs), and quantum transistors. BIONEMS
include nanobiosensors – a microarray of silicon
nanowires, roughly a few nm in size, to selectively
bind and detect even a single biological molecule such
as DNA or protein by using nanoelectronics to detect
the slight electrical charge caused by such binding, or
a microarray of carbon nanotubes to electrically detect
glucose, implantable drug-delivery devices – e.g., micro/
nanoparticles with drug molecules encapsulated in func-
tionized shells for a site-specific targeting applications

and a silicon capsule with a nanoporous membrane filled
with drugs for long-term delivery – , nanodevices for
sequencing single molecules of DNA in the Human
Genome Project, cellular growth using carbon nanotubes
for spinal cord repair, nanotubes for nanostructured ma-
terials for various applications such as spinal fusion
devices, organ growth, and growth of artificial tissues
using nanofibers.

Nanoelectronics can be used to build computer
memory using individual molecules or nanotubes to
store bits of information, molecular switches, molecu-
lar or nanotube transistors, nanotube flat-panel displays,
nanotube integrated circuits, fast logic gates, switches,
nanoscopic lasers, and nanotubes as electrodes in fuel
cells.

33.3 Tribological Issues in MEMS/NEMS

Tribological issues are important in MEMS/NEMS re-
quiring intended and/or unintended relative motion. In
MEMS/NEMS, various forces associated with the de-
vice scale down with size. When the length of the
machine decreases from 1 mm to 1 µm, the area de-
creases by a factor of a million and the volume decreases
by a factor of a billion. As a result, surface forces
such as adhesion, friction, meniscus forces, viscous drag
forces, and surface tension that are proportional to area
become a thousand times larger than the forces propor-
tional to the volume such as inertial and electromagnetic
forces. In addition to the consequence of a large surface-
to-volume ratio, since MEMS/NEMS are designed for
small tolerances, physical contact becomes more likely,
which makes them particularly vulnerable to adhesion
between adjacent components. Since the start-up forces
and torques involved in MEMS/NEMS operation avail-
able to overcome retarding forces are small, the increase
in resistive forces such as adhesion and friction become
a serious tribological concern that limits the life and re-
liability of MEMS/NEMS [33.10]. A large lateral force
required to initiate relative motion between two surfaces,
large static friction, is referred to as “stiction,” which has
been studied extensively in tribology of magnetic storage
systems [33.35,54,55]. A large normal force required to
separate two surfaces is also referred to as stiction. Adhe-
sion, friction/stiction (static friction), wear, and surface
contamination affect MEMS/NEMS performance and
in some cases, can even prevent devices from working.
Some examples of devices that experience tribological
problems follow.

33.3.1 MEMS

Figure 33.4a shows examples of several microcompo-
nents that can encounter the aforementioned tribological
problems. The polysilicon electrostatic micromotor has
12 stators and a four-pole rotor and is produced by sur-
face micromachining. The rotor diameter is 120 µm and
the air gap between the rotor and stator is 2 µm [33.56].
It is capable of continuous rotation up to speeds of
100,000 RPM. The intermittent contact at the rotor-
stator interface and physical contact at the rotor-hub
flange interface result in wear issues, and high stiction
between the contacting surfaces limits the repeatability
of operation, or may even prevent the operation alto-
gether. Next, a bulk micromachined silicon stator/rotor
pair is shown with bladed rotor and nozzle guide vanes
on the stator with dimensions less than a mm [33.57].
These are being developed for high-temperature micro-
gas turbine generators with an operating speed up to
1 million RPM. Erosion of blades and vanes and wear
of bearings used in the turbine generators are some of
the concerns. Next, is an SEM micrograph of a surface
micromachined polysilicon six-gear chain from Sandia
National Lab. (For more examples of previous versions,
see [33.58, 59].) As an example of non-silicon com-
ponents, a milligear system produced using the LIGA
process for a DC brushless permanent magnet mil-
limotor (diameter = 1.9 mm, length = 5.5 mm) with an
integrated milligear box [33.21–23] is also shown. The
gears are made of metal (electroplated Ni-Fe), but can
also be made from injected polymer materials (e.g.,
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Electrostatic micromoter
(Tai et al., [33.56])

Microturbine bladed rotor and
nozzle guide vanes on the stator
(Spearing and Chen, [33.57])

Six gear chain
(www.sandia.gov)

Ni-Fe Wolfrom-type gear system
by LIGA (Lehr et al., [33.21])

2 mm

50µm 100µm

Low-pressure flow modulator with electrostatically actuated
microvalves (Robertson and Wise, [33.60])

Silicon cap
Gas
inlet Beam

Flow
channel

Pressure
sensor

Metal pull-down
plate Gas outlet

Sense plate
Gas outlet

a)

10µm

10µm

1µm

20µm

Multiple
microgear
speed reduction
unit (Tanner
et al., [33.62])

Pinhole

Clip

Hub

Gap

b)

Fig. 33.4a,b Examples of MEMS devices and components
that experience tribological problems: (a) several micro-
component and (b) a polysilicon, multiple microgear speed
reduction unit

Polyoxy-methylene, or POM) using the LIGA process.
Even though the torque transmitted at the gear teeth is
small, on the order of a fraction of a nNm, because of
small dimensions of gear teeth, the bending stresses are
large where the teeth mesh. Tooth breakage and wear at
the contact of gear teeth are concerns. Next, in a micro-
machined flow modulator, several micromachined flow
channels are integrated in series with electrostatically
actuated microvalves [33.60]. The flow channels lead to
a central gas outlet hole drilled in the glass substrate. Gas
enters the device through a bulk micromachined gas in-
let hole in the silicon cap. After passing through an open
microvalve, the gas flows parallel to the glass substrate
through flow channels and exits the device through an
outlet. The normally open valve structure consists of
a freestanding double-end-clamped beam, which is po-
sitioned beneath the gas inlet orifice. When deflected
electrostatically upwards, the beam seals against the in-
let orifice, and the valve is closed. In these microvalves
used for flow control, the mating valve surfaces should
be smooth enough to seal while maintaining a minimum
roughness to ensure low adhesion [33.54, 55, 61]. High
adhesion (stiction) is a major issue.

Figure 33.4b shows a polysilicon, multiple micro-
gear speed reduction unit and its components after
laboratory wear tests conducted in air [33.62]. These
units have been developed for an electrostatically driven
microactuator (microengine) developed at Sandia Na-
tional Lab for operation in the kHz frequency range.
Wear of various components is clearly observed in the
figure. Humidity was shown to be a strong factor in
the wear of rubbing surfaces. In order to improve the
wear characteristics of rubbing surfaces, 20-nm-thick
tungsten (W) coating using chemical vapor deposition
(CVD) technique was used [33.63]. Tungsten-coated
microengines tested for reliability showed improved
wear characteristics with longer lifetimes than polysil-
icon microengines.

Commercially available MEMS devices also exhibit
tribological problems. Figure 33.5 shows an integrated
capacitive-type silicon accelerometer fabricated using
surface micromachining by Analog Devices, a couple
of mm in dimension, which is used for the deploy-
ment of airbags in automotives and more recently for
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SuspensionSilicon
substrate

Fixed

Capacitive-type silicon
accelerometer for
automotive sensory
applications (Sulouff, [33.64])

Electroplated-nickel rotary microactuator for magnetic disk drives
(Hirano et al., [33.40])

Digital micromirror device for displays (Hornbeck, [33.33])

Fig. 33.5 Examples of commercial use MEMS devices that experience tribological problems

the consumer electronics market [33.30, 64, 65]. These
accelerometers are now being developed for many other
applications such as vehicle stability, rollover control,
and gyro sensor applications. The central suspended
beam mass (about 0.7 µg) is supported on the four
corners by spring structures. The central beam has inter-
digitated, cantilevered electrode fingers (about 125 µm

long and 3 µm thick) on all four sides that alternate
with those of the stationary electrode fingers, as shown,
with about a 1.3 µm gap. Lateral motion of the cen-
tral beam causes a change in the capacitance between
these electrodes, which is used to measure the acceler-
ation. Here stiction between the adjacent electrodes, as
well as stiction of the beam structure with the under-
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lying substrate are detrimental to the operation of the
sensor [33.30, 64]. Wear during unintended contacts of
these polysilicon fingers is also a problem. A molec-
ularly thick diphenyl siloxane lubricant film with high
resistance to temperature and oxidation, applied by a va-
por deposition process is used on the electrodes to reduce
stiction and wear.

Figure 33.5 also shows two digital micromirror de-
vice (DMD) pixels used in digital light processing (DLP)
technology for digital projection displays in portable
and home theater projectors, as well as table-top and
projection TVs [33.32–34]. The entire array (chip set)
consists of a large number of rotatable aluminum micro-
mirrors (digital light switches) that are fabricated on top
of a CMOS static random access memory integrated cir-
cuit. The surface micromachined array consists of half
of a million to more than two million of these indepen-
dently controlled, reflective micromirrors (mirror size
on the order of 14 µm square and 15 µm pitch) that flip
backward and forward at a frequency on the order of
5,000 times per s. For the binary operation, a micromir-

Magnetic beads
with dendrimer

Biofilter with immunosensor Microvalve

Control system and circuits

Flow sensor

Embedded
biofluidic
chips

BioMEMS,
lab-on-a-chip
(Tang and Lee,[33.69])

75 mm

a)

70–80µm

Fig. 33.6a,b Schematics of (a) a MEMS-based biofluidic chip, commonly known as disposable lab-on-a-chip, and
(b) (see next page) a NEMS-based submicroscopic drug-delivery device, and an intravascular micro/nanoparticles for
search-and-destroy diseased blood cells

ror/yoke structure mounted on torsional hinges is rotated
±10◦ (with respect to the horizontal plane) as a result of
electrostatic attraction between the micromirror struc-
ture and the underlying memory cell and is limited by
a mechanical stop. Contact between cantilevered spring
tips at the end of the yoke (four present on each yoke)
with the underlying stationary landing sites is required
for true digital (binary) operation. Stiction and wear dur-
ing a contact between aluminum alloy spring tips and
landing sites, hinge memory (metal creep at high oper-
ating temperatures), hinge fatigue, shock and vibration
failure, and sensitivity to particles in the chip package
and operating environment are some of the important
issues affecting the reliable operation of a micromirror
device [33.66–68]. Perfluorodecanoic acid (PFDA) self-
assembled monolayers are used on the tip and landing
sites to reduce stiction and wear. The spring tip is em-
ployed in order to use the spring stored energy to pop
up the tip during pull-off. A lifetime estimate of over
100,000 operating hours with no degradation in image
quality is the norm.
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A third MEMS device, shown in Fig. 33.5, is an
electrostatically driven rotary microactuator for a mag-
netic disk drive surface-micromachined by a multilayer
electroplating method [33.40]. This high-bandwidth
servo-controlled microactuator, located between a slider
and a suspension, is being developed for ultrahigh-track-
density applications, which serves as the fine-position
and high-bandwidth control element of a two-stage,
coarse/fine servo system when coupled with a conven-
tional actuator [33.38–40]. A slider is placed on top of
the central block of a microactuator, which gives ro-
tational motion to the slider. The bottom of the silicon
substrate is attached to the suspension. The radial flexure
beams in the central block give the rotational freedom of
motion to the suspended mass (slider), and the electro-
static actuator drives the suspended mass. Actuation is
accomplished via interdigitated, cantilevered electrode
fingers, which are alternatingly attached to the central
body of the moving part and to the stationary substrate
to form pairs. A voltage applied across these electrodes
results in an electrostatic force, which rotates the central
block. The inter-electrode gap width is about 2 µm. Any
unintended contacts between the moving and stationary
electroplated-nickel electrodes may result in wear and
stiction.

An example of disposable plastic lab-on-a-chip
using microfluidics and BIOMEMS technologies is
shown in Fig. 33.6a [33.69]. This biofluidic chip inte-
grates multiple fluidic components on a microfluidic
motherboard that can be worn like a wristwatch. It
enables the unobstructive assessment of a human’s
medical condition through continuous blood sampling.
It can be used for the analysis of a number of dif-
ferent compounds, including lactate, glucose, carbon
dioxide, and oxygen levels in the blood and for the
detection of infectious diseases. The test fluid is in-
jected into the microchannels using a micropump,
and the flow is regulated using microvalves. A mag-
netic bead approach is used for identification of target
biomolecules based on sandwich immunoassay and
electrochemical detection. Adhesion in micropumps
and microvalves involving moving parts and adhesion
of fluid in microchannels are some of the tribologic-
al issues. In both active and passive microvalves, the
main wear mechanism appears to be erosion, corro-
sion, and fatigue. As the magnetic bead particulates
are pumped through the microfluidic system, they could
erode the valve material. Also, several different reagents
are used to perform the necessary analyses. The inter-
action of these reagents with the valve material could
cause corrosive wear. Finally, because the valves are

Biosensors Tumor targeting Sensor interface

Encapsulation
packaging

Interconnect

Control electronics

Antenna Nanopores

Actuator

Power
supply

Molecule,
cell
reservoir

BioNEMS, submicroscopic drug-delivery device
(Ferrari and Liu, [33.73])

1. Binding (0– 8 h
after injection)

2. Plug rupture,
drug release (12 – 48 h)

3. Pore formation–cell
lysis and death (12 – 48 h)

BioNEMS, intravascular micro/nanoparticles
(Martin and Grove, [33.74])

b)

Fig. 33.6b

continuously being activated, fatigue failure becomes
a concern.

Stiction/friction and wear clearly limit the life-
times and compromise the performance and reliability
of microdevices. Figure 33.7 summarizes tribological
problems encountered in some of the MEMS devices
and components just discussed. In addition, tribological
issues are present in the processes used for fabrication of
MEMS/NEMS. For example, in surface micromachin-
ing, the suspended structures can sometimes collapse
and permanently adhere to the underlying substrate due
to meniscus effects during the final rinse and dry pro-
cess, as shown in Fig. 33.7 [33.70]. Adhesion is caused
by water molecules adsorbed on the adhering surfaces
and/or because of formation of adhesive bonds by silica
residues that remain on the surfaces after the water has
evaporated. This so called release stiction is overcome
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Tribological issues during device operation
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Fig. 33.7 Summary of tribological issues in MEMS device operation and fabrication via surface micromachining

by using dry release methods (e.g., CO2 critical point
drying or sublimation methods [33.71]).

33.3.2 NEMS

Figure 33.8 shows an AFM-based nanoscale data stor-
age system for ultrahigh density magnetic recording that
experiences tribological problems [33.72]. The system
uses arrays of several thousand silicon microcantilevers
(“millipede”) for thermomechanical recording and play-
back on an about 40-nm-thick polymer (PMMA)
medium with a harder Si substrate. The cantilevers are
integrated with integrated tip heaters that have tips of
nanoscale dimensions. Thermomechanical recording is
a combination of applying a local force to the polymer
layer, and softening it by local heating. The tip heated
to about 400 ◦C is brought in contact with the poly-
mer for recording. Imaging and reading are done using
the heater cantilever, originally used for recording, as
a thermal read-back sensor by exploiting its temperature-
dependent resistance. The principle of thermal sensing is
based on the fact that the thermal conductivity between
the heater and the storage substrate changes according
to the spacing between them. When the spacing be-
tween the heater and sample is reduced as the tip moves
into a bit, the heater’s temperature and hence its resis-
tance will decrease. Thus, changes in temperature of
the continuously heated resistor are monitored while the

cantilever is scanned over data bits, providing a means
of detecting the bits. Erasing for subsequent rewriting
is carried out by thermal reflow of the storage field
by heating the medium to 150 ◦C for a few seconds.
The smoothness of the reflown medium allows multi-
ple rewriting of the same storage field. Bit sizes ranging
between 10 and 50 nm have been achieved by using a
32 × 32 (1024) array write/read chip (3 mm × 3 mm). It
has been reported that tip wear occurs through the con-
tact between tip and Si substrate during writing. Tip
wear is considered a major factor in device reliability.

Figure 33.6b shows two examples of BIONEMS
[33.73, 74]. The figure shows a conceptual model of
a submicroscopic drug delivery device with the ability
to localize in the areas of need. It is a silicon capsule with
a nanoporous membrane filled with drugs for long-term
delivery. It uses a nanomembrane with pores as small as
6 nm that are used as flux regulators for the long-term
release of drugs. The nanomembrane also protects ther-
apeutic substances from attack by the body’s immune
system. The figure also shows a conceptual model of an
intravascular drug delivery device – micro/nanoparticle
used for search-and-destroy disease cells. With the lat-
eral dimensions of 1 µm or less, the particle is smaller
than any blood cells. These particles can be injected
into the blood stream and travel freely through the cir-
culatory system. In order to direct these drug-delivery
micro/nanoparticles to cancer sites, their external sur-
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faces are chemically modified to carry molecules that
have lock-and-key binding specificity with molecules
that support a growing cancer mass. As soon as the
particles dock on the cells, a compound is released
that forms a pore on the membrane of the cells, which
leads to cell death and ultimately to that of the cancer
mass that was nourished by the blood vessel. Adhe-
sion between micro/nanodevices and disease cells is
required.

33.3.3 Tribological Needs

The MEMS/NEMS need to be designed to perform
expected functions typically in the ms to ps range.
Expected life of the devices for high speed contacts
can vary from a few hundred thousand to many bil-
lions of cycles, e.g., over a hundred billion cycles
for DMDs, which puts serious requirements on mater-
ials [33.10, 62, 75–78]. Most mechanical properties are
known to be scale-dependent [33.79]. The properties of
nanoscale structures need to be measured [33.80]. Trib-
ology is an important factor affecting the performance
and reliability of MEMS/NEMS [33.10, 49, 81]. There
is a need for developing a fundamental understanding of
adhesion, friction/stiction, wear, and the roles of surface
contamination and environment [33.10]. MEMS/NEMS
materials need to exhibit good mechanical and tribolog-
ical properties on the micro/nanoscale. There is a need
to develop lubricants and identify lubrication methods
that are suitable for MEMS/NEMS. Component-level
studies are required to provide a better understanding of
the tribological phenomena occurring in MEMS/NEMS.
The emergence of micro/nanotribology and atomic
force microscopy-based techniques has provided re-

Millipede concept Single tip

Approaching/ thermal sensors
32×32 array
Chip heater

2 mm

200µm

20µm
2µm

Fig. 33.8 Example of a NEMS device – AFM-based nanoscale data
storage system with 32 × 32 tip array – that experiences tribological
problems [33.72]

searchers with a viable approach to address these
problems [33.49, 82]. This chapter presents a review
of macro- and micro/nanoscale tribological studies of
materials and lubrication studies for MEMS/NEMS
and component-level studies of stiction phenomena in
MEMS/NEMS devices.

33.4 Tribological Studies of Silicon and Related Materials

Materials of most interest for planar fabrication pro-
cesses using silicon as the structural material are
undoped and boron-doped (p+-type) single-crystal sil-
icon for bulk micromachining and phosphorus (n+-type)
doped and undoped LPCVD polysilicon films for
surface micromachining. Silicon-based devices lack
high-temperature capabilities with respect to both
mechanical and electrical properties. Researchers have
been pursuing SiC as a material for high-temperature
microsensor and microactuator applications, for some
time [33.83, 84]. SiC is a likely candidate for such
applications, since it has long been used in high tem-

perature electronics, high frequency and high power
devices. SiC can also be desirable for high-frequency
micromechanical resonators, in the GHz range, because
of its high modulus of elasticity and, consequently, high
resonant frequency. Table 33.2 compares selected bulk
properties of SiC and Si(100). Researchers have found
low cost techniques of producing single-crystal 3C-SiC
(cubic or β-SiC) films via epitaxial growth on large-
area silicon substrates for bulk micromachining [33.85]
and polycrystalline 3C-SiC films on polysilicon and
silicon dioxide layers for surface micromachining of
SiC [33.86].
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Table 33.2 Selected bulk propertiesa of 3C (β- or cubic) SiC and Si(100)

Sample Density Hard- Elastic Fracture Thermal Coeff. of Melting Band
(kg/m3) ness modulus toughness conductivityb thermal point gap

(GPa) (GPa) (MPa m1/2) (W/m K) expansionb (◦C) (eV)

(×10−6/◦C)

β-SiC 3,210 23.5–26.5 440 4.6 85–260 4.5–6 2,830 2.3

Si(100) 2,330 9 –10 130 0.95 155 2 –4.5 1,410 1.1

a Unless stated otherwise, data shown were obtained from [33.87]
b Obtained from [33.88]

As will be shown, bare silicon exhibits inadequate
tribological performance and needs to be coated with
a solid and/or liquid overcoat or surface treated (e.g.,
oxidation and ion implantation, commonly used in semi-
conductor manufacturing), which exhibit lower friction
and wear. SiC films exhibit good tribological perfor-
mance. Both macroscale and microscale tribological
properties of virgin and treated/coated silicon, polysil-
icon films, and SiC are presented next.

33.4.1 Tribological Properties of Silicon
and the Effect of Ion Implantation

Friction and wear of single-crystalline and polycrys-
talline silicon samples, as well as the effect of ion
implantation with various doses of C+, B+, N+

2 , and
Ar+ ion species at 200 keV energy to improve their fric-
tion and wear properties have been studied [33.89–91].
The coefficient of macroscale friction and wear factor
of virgin single-crystal silicon and C+-implanted sil-
icon samples as a function of ion dose are presented
in Fig. 33.9 [33.89]. The macroscale friction and wear
tests were conducted using a ball-on-flat tribometer.
Each data bar represents the average value of four to
six measurements. The coefficient of friction and wear
factor for bare silicon are very high and decrease dras-
tically with ion dose. Silicon samples bombarded above
the ion dose of 1017 C+ cm−2 exhibit extremely low
values of coefficients of friction (typically 0.03 to 0.06
in air) and wear factor (reduced by as much as four or-
ders of magnitude). Gupta et al. [33.89] reported that
a decrease in coefficient of friction and wear factor of
silicon as a result of C+ ion bombardment occurred
because of formation of silicon carbide, rather than
amorphization of silicon. Gupta et al. [33.90] also re-
ported an improvement in friction and wear with B+ ion
implantation.
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Fig. 33.9 Influence of ion doses on the coefficient of fric-
tion and wear factor on C+ ion bombarded single-crystal
and polycrystalline silicon slid against an alumina ball.
V corresponds to virgin single-crystal silicon, while S and P
denote tests that correspond to doped single- and polycrys-
talline silicon, respectively [33.89]
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Table 33.3 Surface roughness and micro- and macroscale coefficients of friction of selected samples

Material RMS roughness Coefficient Coefficient
(nm) of microscale frictiona of macroscale frictionb

Si(111) 0.11 0.03 0.33

C+-implanted Si(111) 0.33 0.02 0.18

a Versus Si3N4 tip, tip radius of 50 nm in the load range of 10–150 nN (2.5–6.1 GPa) at a scanning speed of 5 µm/s over a scan
area of 1 µm × 1 µm in an AFM
b Versus Si3N4 ball, ball radius of 3 mm at a normal load of 0.1 N (0.3 GPa) at an average sliding speed of 0.8 mm/s using a tribo-
meter

Microscale friction measurements were performed
using an atomic force/friction force microscope
(AFM/FFM) [33.49]. Table 33.3 shows values of surface
roughness and coefficients of macroscale and microscale
friction for virgin and doped silicon. There is a de-
crease in coefficients of microscale and macroscale
friction values as a result of ion implantation. When
measured for small contact areas and very low loads
used in microscale studies, the indentation hardness
and elastic modulus are higher than at the macroscale.
This, added to the effect of the small apparent area
of contact reducing the number of trapped particles
on the interface, results in less plowing contribution
and lower friction in the case of microscale friction
measurements. Results of microscale wear resistance
studies of ion-implanted silicon samples studied us-
ing a diamond tip in an AFM [33.92] are shown in
Fig. 33.10a, b. For tests conducted at various loads on
Si(111) and C+-implanted Si(111), it is noted that wear
resistance of an implanted sample is slightly poorer
than that of virgin silicon up to about 80 µN. Above
80 µN, the wear resistance of implanted Si improves.
As one continues to run tests at 40 µN for a larger
number of cycles, the implanted sample exhibits higher
wear resistance than the unimplanted sample. Dam-
age from the implantation in the top layer results in
poorer wear resistance. However, the implanted zone
at the subsurface is more wear resistant than the virgin
silicon.

Hardness values of virgin and C+-implanted Si(111)
at various indentation depths (normal loads) are pre-
sented in Fig. 33.10c [33.92]. The hardness at a small
indentation depth of 2.5 nm is 16.6 GPa and drops

Fig. 33.10a–c Wear depth as a function of (a) load (af-
ter one cycle), and (b) cycles (normal load = 40 mN) for
Si(111) and C+-implanted Si(111). (c) Nanohardness and
normal load as a function of indentation depth for virgin
and C+-implanted Si(111) [33.92]
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to a value of 11.7 GPa at a depth of 7 nm and
a normal load of 100 µN. Higher hardness values ob-
tained in low-load indentation may arise from the
observed pressure-induced phase transformation during
the nanoindentation [33.93, 94]. An additional increase
in the hardness at an even lower indentation depth
of 2.5 nm reported here may arise from the contri-
bution of complex chemical films (not from native
oxide films) present on the silicon surface. At small
volumes there is a lower probability of encounter-
ing material defects (dislocations, etc.). Furthermore,
according to the strain gradient plasticity theory ad-
vanced by Fleck et al. [33.95], large strain gradients
inherent in small indentations lead to the accumula-
tion of geometrically necessary dislocations that cause
enhanced hardening. These are some of the plausible
explanations for an increase in hardness at smaller vol-
umes. If the silicon material were to be used at very
light loads such as in microsystems, the high hardness
of surface films would protect the surface until it is
worn.

From Fig. 33.10c, hardness values of C+-implanted
Si(111) at a normal load of 50 µN is 20.0 GPa with an
indentation depth of about 2 nm, which is comparable
to the hardness value of 19.5 GPa at 70 µN, whereas
measured hardness value for virgin silicon at an inden-
tation depth of about 7 nm (normal load of 100 µN) is
only about 11.7 GPa. Thus, ion implantation with C+
results in an increase in hardness in silicon. Note that
the surface layer of the implanted zone is much harder
compared to the subsurface and may be brittle, lead-
ing to higher wear on the surface. The subsurface of the
implanted zone is harder than the virgin silicon, result-
ing in higher wear resistance, which is also observed
in the results of the macroscale tests conducted at high
loads.

33.4.2 Effect of Oxide Films
on Tribological Properties of Silicon

Macroscale friction and wear experiments have been
performed using a magnetic disk drive with bare,
oxidized, and implanted pins sliding against amorphous-
carbon coated magnetic disks lubricated with a thin layer
of perfluoropolyether lubricant [33.96–99]. Representa-
tive profiles of the variation of the coefficient of friction
with a number of sliding cycles for Al2O3-TiC slider
and bare and dry-oxidized silicon pins are shown in
Fig. 33.11. For bare Si(111), after an initial increase,
the coefficient of friction drops to a steady state value
of 0.1 following the increase, as seen in Fig. 33.11.
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Fig. 33.11 Coefficient of friction as a function of number of
sliding revolutions in ambient air for Si(111) pin in ambient
air and dry nitrogen and dry-oxidized silicon pin in ambient
air [33.96]

The rise in the coefficient of friction for the Si(111)
pin is associated with the transfer of amorphous car-
bon from the disk to the pin and the oxidation-enhanced
fracture of pin material followed by tribochemical oxi-
dation of the transfer film, while the drop is associated
with the formation of a transfer coating on the pin, as
shown in Fig. 33.12. Dry-oxidized Si(111) exhibits ex-
cellent characteristics, and no significant increase was
observed over 50,000 cycles (Fig. 33.11). This behav-
ior has been attributed to the chemical passivity of the
oxide and lack of transfer of DLC from the disk to
the pin. The behavior of PECVD-oxide (data are not
presented here) was comparable to that of dry oxide,
but for the wet oxide there was some variation in the
coefficient of friction (0.26 to 0.4). The difference be-
tween dry and wet oxide was attributed to increased
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10 µm

Ambient air, 6,000 cycles

Dry nitrogen, 15,000 cycles

10 µm

Fig. 33.12 Scanning electron micrographs of Si(111) af-
ter sliding against a magnetic disk in a rigid disk drive
in ambient air for 6,000 cycles and in dry nitrogen after
15,000 cycles

Table 33.4 RMS, microfriction, microscratching/microwear, and nanoindentation hardness data for various virgin, coated, and
treated silicon samples

Material RMS Coefficient of Scratch depthc Wear depthc Nanohardnessc

roughnessa microscale frictionb at 40 µN at 40 µN at 100 µN
(nm) (nm) (nm) (GPa)

Si(111) 0.11 0.03 20 27 11.7

Si(110) 0.09 0.04 20

Si(100) 0.12 0.03 25

Polysilicon 1.07 0.04 18

Polysilicon (lapped) 0.16 0.05 18 25 12.5

PECVD-oxide coated Si(111) 1.50 0.01 8 5 18.0

Dry-oxidized Si(111) 0.11 0.04 16 14 17.0

Wet-oxidized Si(111) 0.25 0.04 17 18 14.4

C+-implanted Si(111) 0.33 0.02 20 23 18.6

a Scan size of 500 nm × 500 nm using AFM.
b Versus Si3N4 tip in AFM/FFM, radius 50 nm; at 1 µm × 1 µm scan size.
c Measured using an AFM with a diamond tip of radius 100 nm.

porosity of the wet oxide [33.96]. Since tribochemical
oxidation was determined to be a significant factor, ex-
periments were conducted in dry nitrogen [33.97, 98].
The variation of the coefficient of friction for a silicon
pin sliding against a thin-film disk in dry nitrogen is
shown in Fig. 33.11. It is seen that in a dry nitrogen en-
vironment, the coefficient of friction of Si(111) sliding
against a disk decreased from an initial value of about
0.2 to 0.05 with continued sliding. Based on SEM and
chemical analysis, this behavior has been attributed to
the formation of a smooth amorphous-carbon/lubricant
transfer patch and suppression of oxidation in a dry
nitrogen environment. Based on macroscale tests us-
ing disk drives, it was found that the friction and wear
performance of bare silicon is not adequate. With dry-
oxidized or PECVD SiO2-coated silicon, no significant
friction increase or interfacial degradation was observed
in ambient air.

Table 33.4 and Fig. 33.13 show surface roughness,
microscale friction and scratch data, and nanoinden-
tation hardness for various silicon samples [33.92].
Scratch experiments were performed using a diamond
tip in an AFM. Results on polysilicon samples are
also shown for comparison. Coefficients of micro-
scale friction values for all the samples are about
the same. These samples could be scratched at 10 µN
load. Scratch depth increased with normal load. Crys-
talline orientation of silicon has little influence on
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Undoped Si(111)

PECVD-oxide Si(111)
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C+-implanted Si(111)
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0
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Fig. 33.13 Scratch depth as a function of normal load after
10 cycles for various silicon samples: virgin, treated, and
coated [33.92]

scratch resistance, because natural oxidation of silicon
in ambient masks the expected effect of crystallo-
graphic orientation. PECVD-oxide samples showed
the best scratch resistance, followed by dry-oxidized,
wet-oxidized, and ion-implanted samples. Ion implan-
tation with C+ does not appear to improve scratch
resistance.

Wear data on the silicon samples are also presented
in Table 33.1 [33.92]. PECVD-oxide samples showed
superior wear resistance followed by dry-oxidized, wet-
oxidized, and ion-implanted samples. This agrees with
the trends seen in scratch resistance. In PECVD, ion
bombardment during deposition improves the coating
properties such as suppression of columnar growth,
freedom from pinhole, decrease in crystalline size,
and increase in density, hardness, and substrate-coating
adhesion. These effects may help in improving the mech-
anical integrity of the sample surface. Coatings and
treatments improved nanohardness of silicon. Note that
dry-oxidized and PECVD films are harder than wet-
oxidized films, as these films may be porous. High
hardness of oxidized films may be responsible for meas-
ured high scratch/wear resistance.

33.4.3 Tribological Properties
of Polysilicon Films and SiC Film

Studies have also been conducted on undoped polysil-
icon film, heavily doped (n+-type) polysilicon film,
heavily doped (p+-type) single-crystal Si(100), and
3C-SiC (cubic or β-SiC) film [33.10, 100, 101]. The

Search depth (nm)
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0 20 40 60 80 100
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150

0
0 5 10 15 20 25

Number of cycles
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a)

1 cycle

b)

20 µN normal load

Undoped Si(100)

Undoped
polysilicon film

n+-polysilicon film

SiC film

Fig. 33.14 (a) Scratch depths for 10 cycles as a function of
normal load and (b) wear depths as a function of normal
load and as a function of number of cycles for various
samples [33.10]

polysilicon films studied here are different from the ones
discussed previously.

Table 33.5 presents a summary of the tribological
studies conducted on polysilicon and SiC films. Val-
ues for single-crystal silicon are shown for comparison.
Polishing of the as-deposited polysilicon and SiC films
drastically affects the roughness, as the values reduce
by two orders of magnitude. Si(100) appears to be
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Table 33.5 Summary of micro/nanotribological properties of the sample materials

Sample RMS P–V Coefficient Scratch Wear Nano- Young’s Fracture
roughnessa distancea of friction depthd depthe hardnessf modulusf toughnessg,

(nm) (nm) Microb Macroc (nm) (nm) (GPa) (GPa) KIC

MPa m1/2

Undoped Si(100) 0.09 0.9 0.06 0.33 89 84 12 168 0.75

Undoped polysilicon film 46 340 0.05
(as deposited)

Undoped polysilicon film 0.86 6 0.04 0.46 99 140 12 175 1.11
(polished)

n+-Type polysilicon film 12 91 0.07
(as deposited)

n+-Type polysilicon film 1.0 7 0.02 0.23 61 51 9 95 0.89
(polished)

SiC film (as deposited) 25 150 0.03

SiC film (polished) 0.89 6 0.02 0.20 6 16 25 395 0.78
a Measured using AFM over a scan size of 10 µm × 10 µm
b Measured using AFM/FFM over a scan size of 10 µm × 10 µm
c Obtained using a 3-mm-diameter sapphire ball in a reciprocating mode at a normal load of 10 mN and average sliding speed of 1 mm/s

after 4 m sliding distance
d Measured using AFM at a normal load of 40 µN for 10 cycles, scan length of 5 µm
e Measured using AFM at normal load of 40 µN for 1 cycle, wear area of 2 µm × 2 µm
f Measured using nanoindenter at a peak indentation depth of 20 nm
g Measured using microindenter with Vickers indenter at a normal load of 0.5 N

the smoothest followed by polished undoped polysil-
icon and SiC films, which have comparable roughness.
The doped polysilicon film shows higher roughness
than the undoped sample, which is attributed to the
doping process. Polished SiC film shows the lowest
friction followed by polished and undoped polysili-
con film, which strongly supports the candidacy of SiC
films for use in MEMS/NEMS devices. Macroscale
friction measurements indicate that SiC film exhibits
one of the lowest friction values as compared to the
other samples. The doped polysilicon sample shows
low friction on the macroscale as compared to the un-
doped polysilicon sample, possibly due to the doping
effect.

Figure 33.14a shows a plot of scratch depth vs. nor-
mal load for various samples [33.10,100]. Scratch depth
increases with increasing normal load. Figure 33.15
shows AFM 3-D maps and averaged 2-D profiles of the
scratch marks on the various samples. It is observed that
scratch depth increases almost linearly with the normal
load. Si(100) and the doped and undoped polysilicon
films show similar scratch resistance. It is clear from

the data that the SiC film is much more scratch resis-
tant than the other samples. Figure 33.14b shows results
from microscale wear tests on the various films. For all
the materials, the wear depth increases almost linearly
with increasing number of cycles. This suggests that the
material is removed layer by layer in all the materials.
Here also SiC film exhibits lower wear depths than the
other samples. Doped polysilicon film wears less than
the undoped film. Higher fracture toughness and hard-
ness of SiC compared to Si(100) are responsible for its
lower wear. Also the higher thermal conductivity of SiC
(see Table 33.2) compared to the other materials leads
to lower interface temperatures, which generally results
in less degradation of the surface [33.35,54,55]. Doping
of the polysilicon does not affect the scratch/wear re-
sistance and hardness much. The measurements made
on the doped sample are affected by the presence
of grain boundaries. These studies indicate that SiC
film exhibits desirable tribological properties for use
in MEMS devices. Recently, researchers have fabri-
cated SiC micromotors and have reported satisfactory
operation at high temperatures [33.102].

Part
E

3
3
.4

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1002 Part E Industrial Applications and Microdevice Reliability

750

500

250

0

100 80

5.00

2.50

02.50
0

5.00
µm

60 40 20

nm

750

500

250

0

100 80

5.00

2.50

02.50
0

5.00
µm

µN
60 40 20

nm

750

500

250

0

100 80

5.00

2.50

02.50
0

5.00
µm

60 40 20 µN

nm

750

500

250

0

100 80

5.00

2.50

02.50
0

5.00
µm

µN
60 40 20

nm

5.00

200

0

–200

100 80 60 40 20

2.500 µm

nm

5.00

200

0

–200

100 80 60 40 20

2.500 µm

µN

nm

5.00

5.00

200

0

–200

80 60 40 20

2.500 µm

µN

nm

200

0

–200

100 80 60 40 20

2.500 µm

µN

nm

100

µN

µN

Undoped Si(100)

Undoped polysilicon film

n+–type polysilicon film

SiC film

Fig. 33.15 AFM 3-D maps and averaged 2-D profiles of scratch marks on various samples [33.10]
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33.5 Lubrication Studies for MEMS/NEMS

Several studies of liquid perfluoropolyether (PFPE) lu-
bricant films, self-assembled monolayers (SAMs), and
hard diamond-like carbon (DLC) coatings have been
carried out for the purpose of minimizing adhesion,
friction, and wear [33.49,66,99,103–108]. Many varia-
tions of these films are hydrophobic (low surface tension
and high contact angle) and have low shear strength,
which provide low adhesion, friction, and wear. Relevant
details are presented here.

33.5.1 Perfluoropolyether Lubricants

The classical approach to lubrication uses freely sup-
ported multimolecular layers of liquid lubricants [33.49,
54, 55]. The liquid lubricants are sometimes chemically
bonded to improve their wear resistance. Partially chem-
ically bonded, molecularly thick perfluoropolyether
(PFPE) lubricants are widely used for lubrication of
magnetic storage media [33.35] and are suitable for
MEMS/NEMS devices.

Adhesion, friction, and durability experiments have
been performed on virgin Si(100) surfaces and silicon
surfaces lubricated with two commonly used PFPE lu-
bricants – Z-15 (with -CF3 nonpolar end groups) and
Z-DOL (with -OH polar end groups) [33.49, 103, 105,
106]. Z-DOL film was thermally bonded at 150 ◦C
for 30 min and an unbonded fraction was removed
by a solvent (BW) [33.35]. The thicknesses of Z-15
and Z-DOL (BW) films were 2.8 nm and 2.3 nm, re-
spectively. Nanoscale measurements were made using
an AFM. The adhesive forces of Si(100), Z-15 and
Z-DOL (BW) measured by force calibration plot and
friction force versus normal load plot are summarized
in Fig. 33.16. The results measured by these two meth-
ods are in good agreement. Figure 33.16 shows that the
presence of mobile Z-15 lubricant film increases the ad-
hesive force compared to that of Si(100) by meniscus
formation [33.54, 55, 109]. The presence of solid phase
Z-DOL (BW) film reduces the adhesive force compared
to that of Si(100) due to the absence of mobile liquid. The
schematic (bottom) in Fig. 33.16 shows the relative size
and sources of meniscus. It is well-known that the native
oxide layer (SiO2) on the top of Si(100) wafer exhibits
hydrophilic properties, and some water molecules can
be adsorbed on this surface. The condensed water will
form meniscus as the tip approaches the sample surface.
The larger adhesive force in Z-15 is not only caused
by the Z-15 meniscus. The nonpolarized Z-15 liquid
does not have good wettability and strong bonding with
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Z-DOL (BW)Z-15Si(100)

Z-DOL
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Z-15 Z-DOL (BW)Si(100)

H2O
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Fig. 33.16 Summary of the adhesive forces of Si(100) and Z-15 and
Z-DOL (BW) films measured by force calibration plots and friction
force versus normal load plots in ambient air. The schematic (bottom)
showing the effect of meniscus, formed between the AFM tip and
the surface sample, on the adhesive and friction forces [33.103]

Si(100). In the ambient environment, the condensed wa-
ter molecules from the environment permeate through
the liquid Z-15 lubricant film and compete with the
lubricant molecules presented on the substrate. The in-
teraction of the liquid lubricant with the substrate is
weakened, and a boundary layer of the liquid lubricant
forms puddles [33.105,106]. This dewetting allows wa-
ter molecules to be adsorbed on the Si(100) surface as
aggregates, along with Z-15 molecules. And both of
them can form meniscus while the tip approaches the
surface. Thus, the dewetting of liquid Z-15 film re-
sults in higher adhesive force and poorer lubrication
performance. In addition, as the Z-15 film is pretty soft
compared to the solid Si(100) surface, penetration of
the tip in the film occurs while pushing the tip down-
wards. This leads to the large area of the tip involved

Part
E

3
3
.5

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1004 Part E Industrial Applications and Microdevice Reliability

to form the meniscus at the tip-liquid (mixture of Z-15
and water) interface. It should also be noted that Z-15
has a higher viscosity compared to water, and therefore,
Z-15 film provides higher resistance to motion and coef-
ficient of friction. In the case of Z-DOL (BW) film, the
active groups of Z-DOL molecules are mostly bonded
on Si(100) substrate, thus the Z-DOL (BW) film has
low free surface energy and cannot be displaced readily
by water molecules, or readily adsorb water molecules.
Thus, the use of Z-DOL (BW) can reduce the adhesive
force.

To study the relative humidity effect on friction and
adhesion, the variations of friction force, adhesive force,
and coefficient of friction of Si(100), Z-15, and Z-DOL
(BW) as a function of relative humidity are shown in
Fig. 33.17. It shows that for Si(100) and Z-15 film, the
friction force increases with a relative humidity increase
of up to 45% and then slightly decreases with a further
increase in relative humidity. Z-DOL (BW) has a smaller
friction force than Si(100) and Z-15 in the whole testing
range. And its friction force shows a relative apparent
increase when the relative humidity is higher than 45%.
For Si(100), Z-15, and Z-DOL (BW), the adhesive forces
increase with relative humidity. And their coefficients of
friction increase with a relative humidity up to 45%, after
which they decrease with a further increase in relative
humidity. It is also observed that the humidity effect
on Si(100) really depends on the history of the Si(100)
sample. As the surface of Si(100) wafer readily adsorbs
water in air, without any pre-treatment the Si(100) used
in our study almost reaches its saturated stage of ad-
sorbed water and is responsible for less effect during
increasing relative humidity. However, once the Si(100)
wafer was thermally treated by baking at 150 ◦C for 1 h,
a bigger effect was observed.

The schematic (right) in Fig. 33.17 shows that
Si(100), because its high free-surface energy, can ad-
sorb more water molecules with increasing relative
humidity. As discussed earlier, for the Z-15 film in
the humid environment, the condensed water from the
humid environment competes with the lubricant film
present on the sample surface, and interaction of the
liquid lubricant film with the silicon substrate is weak-
ened, and a boundary layer of the liquid lubricant
forms puddles. This dewetting allows water molecules
to be adsorbed on the Si(100) substrate mixed with
Z-15 molecules [33.105, 106]. Obviously, more water
molecules can be adsorbed on Z-15 surface while in-
creasing relative humidity. The more adsorbed water
molecules in the case of Si(100), along with lubricant
molecules in Z-15 film case, form bigger water menis-

cus, which leads to an increase in friction force, adhesive
force, and coefficient of friction of Si(100) and Z-15 with
humidity. But at a very high humidity of 70%, large
quantities of adsorbed water can form a continuous wa-
ter layer that separates the tip and sample surface and
acts as a kind of lubricant, which causes a decrease in
the friction force and coefficient of friction. For Z-DOL
(BW) film, because of its hydrophobic surface prop-
erties, water molecules can be adsorbed at a humidity
higher than 45% and cause an increase in the adhesive
and friction forces.

To study the durability of lubricant films at the
nanoscale, the friction of Si(100), Z-15, and Z-DOL
(BW) as a function of the number of scanning cycles are
shown in Fig. 33.18. As observed earlier, friction force
and coefficient of friction of Z-15 is higher than that of
Si(100) with the lowest values for Z-DOL (BW). Dur-
ing cycling, friction force and coefficient of friction of
Si(100) show a slight decrease during the initial few
cycles, then remain constant. This is related to the re-
moval of the top adsorbed layer. In the case of Z-15
film, the friction force and coefficient of friction show
an increase during the initial few cycles and then ap-
proach higher and stable values. This is believed to be
caused by the attachment of the Z-15 molecules onto the
tip. The molecular interaction between these attached
molecules and molecules on the film surface is respon-
sible for an increase in friction. But after several scans,
this molecular interaction reaches the equilibrium, and
after that, friction force and coefficient of friction re-
main constant. In the case of Z-DOL (BW) film, the
friction force and coefficient of friction start out low and
remain low during the entire test for 100 cycles, sug-
gesting that Z-DOL (BW) molecules do not get attached
or displaced as readily as Z-15.

33.5.2 Self-Assembled Monolayers (SAMs)

A preferred method of lubrication of MEMS/NEMS is
by the deposition of organized and dense molecular-
scale layers of long-chain molecules, as they have been
shown to be superior lubricants [33.54,55,104,107,108,
110, 111]. Two common methods of producing mono-
layers are the Langmuir–Blodgett (L-B) deposition and
self-assembled monolayers (SAMs) by chemical graft-
ing of molecules. L-B films are physically bonded to the
substrate by weak van der Waals forces, while SAMs
are bonded covalently to the substrate and provide high
durability.

SAMs can be formed spontaneously by the immer-
sion of an appropriate substrate into a solution of an
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Fig. 33.17 The influence of relative humidity on the friction force,
adhesive force, and coefficient of friction of Si(100), Z-15, and Z-
DOL (BW) films at 70 nN, 2 µm/s, and in 22 ◦C air. Schematic
(right) shows the change of meniscus with increasing relative hu-
midity. In this figure, the thermally treated Si(100) represents the
Si(100) wafer that was baked at 150 ◦C for 1 h in an oven (in or-
der to remove the adsorbed water) just before it was placed in the
0% RH chamber [33.103]
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Fig. 33.18 Friction force and coefficient of friction versus number
of sliding cycles for Si(100) and Z-15 and Z-DOL (BW) films at
70 nN, 0.4 µm/s, and in ambient air. Schematic (bottom) shows
that some liquid Z-15 molecules can be attached onto the tip. The
molecular interaction between the attached molecules with the Z-15
molecules in the film results in an increase of the friction force with
multi-scanning [33.103]

active surfactant in an organic solvent. SAMs offer the
flexibility and advantage of molecular tailoring to ob-
tain a variety of different tribological and mechanical
properties. For example, researchers have shown that by
changing the head groups, tail groups, chain lengths,
or types of bonds within a chain, varying degrees of
friction, adhesion and/or compliance can be obtained
(e.g., [33.107, 108]). These studies indicate that the ba-
sis for molecular design and tailoring of SAMs must
include a complete understanding of the interrelation-
ships between the molecular structure and tribological
properties of SAMs, as well as a deep understanding
of the friction and wear mechanisms of SAMs at the
molecular level.

Bhushan and Liu [33.107] and Liu and Bhushan
[33.108] studied nanotribological properties of four dif-
ferent kinds of alkylthiol and biphenyl thiol monolayers
with different surface terminals, spacer chains, and head
groups using AFM/FFM techniques. These monolayers,
along with a schematic of their structures and substrates,
are listed in Fig. 33.19. Surface roughness, adhesion, and
microscale friction studies were carried out using an
AFM/FFM. The average values and standard deviation
of the adhesive force and coefficient of microscale fric-
tion for the various SAMs are summarized in Fig. 33.20.
It shows that SAMs can reduce the adhesive and fric-
tion forces. Alkylthiol and biphenyl thiol SAMs can be
used as effective molecular lubricants for MEMS/NEMS
fabricated from silicon. In order to explain the frictional
differences in SAMs, a molecular spring model is pre-
sented in Fig. 33.21. It is suggested that the chemically
adsorbed self-assembled molecules on a substrate are
just like assembled molecular springs anchored to the
substrate. An AFM tip sliding on the surface of a SAM
is like a tip sliding on the top of “molecular springs or
brush.” The molecular assembly has compliant features
and can experience orientation and compression under
load. The orientation of the molecular springs under
normal load reduces the shearing force at the interface,
which, in turn, reduces the friction force. The possibil-
ity of orientation is determined by the spring constant
of a single molecule (local stiffness), as well as the in-
teraction between the neighboring molecules, which is
reflected by the packing density or packing energy. It is
noted that HDT exhibits the lowest adhesive and friction
forces. Based on local stiffness measurements [33.108]
and the view of molecular structures, biphenyl is a more
rigid structure due to the contribution by two benzene
rings. Therefore, the spring constant of BPT is larger
than that of HDT. A more compliant film (HDT) ex-
hibits lower friction force than a rigid film (BPT/BPTC).
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Fig. 33.19 Structure of SAMs studied using AFM/FFM
techniques

Crosslinking of chains in BPTC resulted in higher coef-
ficient of friction. It should be noted that the orientation
can lead to conformational defects along the molecular
chains that lead to energy dissipation.

The influence of relative humidity on adhesion and
friction was studied in an environmentally controlled
chamber. The results are given in Fig. 33.22, which
show that for Si(111), Au(111), and DHBp, the adhesive
and frictional forces increase with relative humidity. For
BPT and BPTC (cross-linked BPT), the adhesive forces

Adhesive force (nN)
60

40

20

0
Au HDT BPT BPTC Si DHBp

Coefficient of friction
0.08

0.06

0.04

0.02

0

Materials
Au HDT BPT BPTC Si DHBp

Fig. 33.20 Adhesive force and coefficient of friction values
for the various SAMs studied

α2α1

Substrate

Fig. 33.21 Molecular spring model of SAMs. In this figure,
α1 < α2, which is caused by the further orientation under
the normal load applied by an asperity tip [33.107]

slightly increase with relative humidity when the relative
humidity is higher than 40%, but it is very interesting that
their coefficients of friction decrease slightly in the same
range. For HDT, over the testing range, the adhesive and
friction force do not seem to be sensitive to the change in
relative humidity. The influence of relative humidity on
adhesive and frictional forces can be mainly understood
by comparing their surface terminal polarization prop-
erties and work of adhesion. Meniscus forces are related
linearly to the works of adhesion of a surface, which in
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Fig. 33.22 The influence of relative humidity on the ad-
hesive and friction forces at 200 nN of various SAMs
studied [33.107]

the case of SAMs, is dependent on the surface termi-
nals. Polar surface terminals such as DHBp on Si(111)
result in higher work of adhesion and hence higher ad-
hesive forces. Larger adhesive forces result in higher
friction forces. Nonpolar surface terminals (HDT) have
very small work of adhesion and hence low adhesive and
friction forces. In higher humidity, water capillary con-
densation can either increase friction through increased
adhesion in the contact zone, or reduce friction through
an enhanced water-lubricating effect.

Figure 33.23 shows results of microscale wear tests
on SAMs using a diamond tip in an AFM. DHBp on
Si(111) shows the best wear resistance. For the SAMs
deposited on gold substrate, HDT exhibits the best
wear resistance. Scratch tests corroborated the wear re-
sults. The wear resistance of SAMs is influenced by
the interfacial bond strength, the molecular structure of
the spacers, and the substrate hardness. Based on the
wear data, the SAMs with high-compliance long car-
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BPT
BPTC
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DHBp

Fig. 33.23 Wear depth as a function of normal load for
various SAMs [33.107]

bon chains, in addition to low friction, exhibit the best
wear resistance [33.107, 108]. In wear experiments, the
wear depth as a function of normal load curves shows
critical normal load (Fig. 33.23). Below the critical nor-
mal load, SAMs undergo orientation. At the critical load,
SAMs wear away from the substrate due to weak interfa-
cial bond strength, while above the critical normal load,
severe wear takes place on the substrate, Fig. 33.24.

According to these results, it is suggested that a dual
SAM with a compliant layer on a stiff layer, deposited on
hydrogenated silicon, may have optimized tribological
performance for MEMS/NEMS applications.

33.5.3 Hard Diamond-like Carbon (DLC)
Coatings

Hard amorphous carbon (a-C), commonly known
as DLC (implying high hardness), coatings are de-
posited by a variety of deposition techniques including
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Fig. 33.24 Illustration of the wear mechanism of SAMs
with increasing normal load [33.108]

filtered cathodic arc, ion beam, electron cyclotron
resonance chemical vapor deposition (ECR-CVD),
plasma-enhanced chemical vapor deposition (PECVD),
and sputtering [33.83, 99]. These coatings are used in
a wide range of applications, including tribological, op-
tical, electronic, and biomedical applications. Ultrathin
coatings (3.5 to 10 nm thick) are employed to protect
against wear and corrosion in magnetic storage applica-
tions (thin-film rigid disks, metal evaporated tapes) and
thin-film read/write head (Gillette Mach 3 razor blades,
glass windows, and sunglasses). The coatings exhibit
low friction, high hardness and wear resistance, chem-
ical inertness to both acids and alkalis, lack of magnetic
response, and optical band gap ranging from zero to
a few eV, depending on the deposition technique and its
conditions. Selected data on DLC coatings relevant for
MEMS/NEMS applications are presented in a following
section on adhesion measurements.

33.6 Component-Level Studies

33.6.1 Surface Roughness Studies
of Micromotor Components

Most of the friction forces resisting motion in the
micromotor are concentrated near the rotor-hub inter-
face, where continuous physical contact occurs. Surface
roughness of the surfaces usually has a strong influence
on the friction characteristics on the micro/nanoscale.
A catalog of roughness measurements on various com-
ponents of a MEMS device does not exist in the

Table 33.6 Surface roughness parameters and microscale coefficient of friction for various micromotor component surfaces
measured using an AFM. Mean and ±1σ values are given

RMS Peak-to-valley Skewnessa, Kurtosisa, Coefficient of
roughnessa distancea Sk K microscale frictionb

(nm) (nm) µ

Rotor topside 21±0.6 225±23 1.4±0.30 6.1±1.7 0.07±0.02

Rotor underside 14±2.4 80±11 −1.0±0.22 3.5±0.50 0.11±0.03

Stator topside 19±1 246±21 1.4±0.50 6.6±1.5 0.08±0.01

a Measured from a tapping mode AFM scan of size 5 µm × 5 µm using a standard Si tip scanning at 5 µm/s in a direction orthogonal to the

long axis of the cantilever
b Measured using an AFM in contact mode at 5 µm × 5 µm scan size using a standard Si3N4 tip scanning at 10 µm/s in a direction parallel

to the long axis of the cantilever

literature. Using an AFM, measurements on various
component surfaces was made for the first time by
Sundararajan and Bhushan [33.112].

Table 33.6 shows various surface roughness pa-
rameters obtained from 5 × 5 µm scans of the various
component surfaces of several unlubricated micromo-
tors using the AFM in tapping mode. A surface with
a Gaussian height distribution should have a skewness
of zero and kurtosis of three. Although the rotor and
stator top surfaces exhibit comparable roughness pa-
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rameters, the underside of the rotors exhibits lower RMS
roughness and peak-to-valley distance values. More im-
portantly, the rotor underside shows negative skewness
and lower kurtosis than the topsides both of which
are conducive to high real area of contact and hence
high friction [33.54, 55]. The rotor underside also ex-
hibits higher coefficient of microscale friction than the
rotor topside and stator, as shown in Table 33.6. Fig-
ure 33.25 shows representative surface height maps of
the various surfaces of a micromotor measured using
the AFM in tapping mode. The rotor underside ex-

σ =20 nm, P–V=190 nm σ =19 nm, P–V=156 nm

Substrate

Rotor underside

σ = 13 nm, P–V= 95 nm σ = 11 nm, P–V=100 nm

σ = 14 nm, P–V= 75 nm σ = 13 nm, P–V= 80 nm

0 100
nm

0 5µm

Rotor Stator

0 5µm

Rotor underside

Fig. 33.25 Representative AFM surface height images obtained in
tapping mode (5 µm×5 µm scan size) of various component surfaces
of a micromotor. RMS roughness and peak-to-valley (P-V) values of
the surfaces are given. The underside of the rotor exhibits drastically
different topography from the topside [33.112]

hibits varying topography from the outer edge to the
middle and inner edge. At the outer edges, the topog-
raphy shows smaller circular asperities, similar to the
topside. The middle and inner regions show deep pits
with fine edges that may have been created by the
etchants used for etching the sacrificial layer. It is known
that etching can affect the surface roughness of sur-
faces in surface micromachining. The residence time
of the etchant near the inner region is high, respon-
sible for larger pits. Figure 33.26 shows roughness of
the surface directly beneath the rotors (the base polysil-
icon layer). There appears to be a difference in the
roughness between the portion of this surface that was
initially underneath the rotor (region B) during fabri-
cation and the portion that was away from the rotor
and hence always exposed (region A). The former re-
gion shows lower roughness than the latter region. This
suggests that the surfaces at the rotor-hub interface that
come into contact at the end of the fabrication process
exhibit large real areas of contact that result in high
friction.

20µm

5 µm5

B

σ = 25 nm, P–V= 184 nm σ = 8.5 nm, P–V= 59 nm

100 nm

0

0

0 0

A

Fig. 33.26 Surface height images of polysilicon regions di-
rectly below the rotor. Region A is away from the rotor,
while region B was initially covered by the rotor prior to the
release etch of the rotor. During this step, slight movement
of the rotor caused region B to be exposed [33.112]
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33.6.2 Adhesion Measurements

Surface force apparatus (SFA) and AFMs are used to
measure adhesion between two surfaces on micro- to
nanoscales. In the SFA, the adhesion of liquid films
sandwiched between two curved and smooth surfaces
is measured. In an AFM, as discussed earlier, adhesion
between a sharp tip and the surface of interest is meas-
ured. To measure adhesion between two beams in the
mesoscopic length scale, a cantilever beam array (CBA)
technique is used [33.113,115–117]. The technique uti-
lizes an array of micromachined polysilicon beams (for
Si MEMS applications) anchored to the substrate at one
end and with different lengths parallel to the surface. It
relies on the peeling and detachment of cantilever beams.
Change in free energy, or reversible work done to sep-
arate unit areas of two surfaces from contact is called
work of adhesion. To measure the work of adhesion,
electrostatic actuation is used to bring all beams in con-
tact with the substrate, Fig. 33.27 [33.113, 117]. Once
the actuation force is removed, the beams begin to peel
themselves off the substrate, which can be observed with
an optical interference microscope. For beams shorter
than a characteristic length, the so-called detachment
length, their stiffness is sufficient to completely free
them from the substrate underneath. Beams larger than
the detachment length remain adhered. The beams at the
transition region start to detach and remain attached to
the substrate just at the tips. For this case, by equating
the elastic energy stored within the beam and the beam-

Pinned

Free

Fig. 33.27 SEM micrograph of a micromachined array of
polysilicon cantilever beams of increasing length. The mi-
crograph shows the onset of pinning for beams longer than
34 µm [33.113]

substrate interfacial energy, the work of adhesion, Wad,
can be calculated by the following equation [33.117]:

Wad = 3Ed2t3

8l4
d

, (33.1)

where E is the Young’s modulus of the beam, d is
the spacing between the undeflected beam and the sub-
strate, t is the beam thickness, and ld is the detachment
length. The technique has been used to screen methods
for adhesion reduction in polysilicon microstructures.

To measure adhesion, friction, and wear between two
microcomponents, a microtriboapparatus has been used.
Figure 33.28 shows a schematic of a microtriboappara-
tus capable of adopting MEMS components [33.114].
In this apparatus, an upper specimen mounted on a soft
cantilever beam comes in contact with a lower specimen
mounted on a lower specimen holder. The appara-
tus consists of two piezos (x- and z-piezos), and four
fiber optic sensors (x- and z-displacement sensors, and
x- and z-force sensors). For adhesion and friction stud-
ies, z- and x-piezos are used to bring the upper and lower
specimens in contact and to apply a relative motion in the
lateral direction, respectively. The x- and z-displacement
sensors are used to measure the lateral position of the

z-displacement sensor
z-force sensor

Cantilever holder

Cantilever

Upper specimen

Lower specimen
Lower specimen holder

x-piezo
x-displacement sensor

Cantilever

Mirrors

z-piezo

x-force sensor

Fig. 33.28 Schematic of the microtriboapparatus, including spe-
cially designed cantilever (with two perpendicular mirrors attached
on the end), lower specimen holder, two piezos (x- and z-piezos),
and four fiber optic sensors (x- and z-displacement sensors and x-
and z-force sensors) [33.114]
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lower specimen and vertical position of the upper speci-
men, respectively. The x- and z-force sensors are used to
measure friction force and normal load/adhesive force
between these two specimens, respectively, by monitor-
ing the deflection of the cantilever.

As most of the MEMS/NEMS devices are fab-
ricated from silicon, the study of silicon-on-silicon
contacts is important. This contact was simulated by
a flat single-crystal Si(100) wafer (phosphorus doped)
specimen sliding against a single crystal Si(100) ball
(1 mm in diameter, 5 × 1017 atoms/cm3 boron doped)
mounted on a stainless steel cantilever [33.114, 118].
Both of them have a native oxide layer on their surfaces.
The other materials studied were 10-nm-thick DLC de-
posited by filtered cathodic arc deposition on Si(100),
2.3-nm-thick chemically bonded PFPE (Z-DOL, BW)
on Si(100), and hexadecane thiol (HDT) monolayer
on evaporated Au(111) film to investigate their anti-
adhesion performance.

It is well-known that in the computer rigid disk
drives, the adhesive force increases rapidly with an
increase in rest time between a magnetic head and
a magnetic disk [33.35]. Considering that adhesion
and friction are the major issues that lead to the fail-
ure of MEMS/NEMS devices, the rest time effect on
microscale on Si(100), DLC, PFPE, and HDT was stud-
ied, and the results are summarized in Fig. 33.29a. It
is found that the adhesive force of Si(100) increases
logarithmically with the rest time to a certain equilib-
rium time (t = 1,000 s), after which it remains constant.
Figure 33.29a also shows that the adhesive force of
DLC, PFPE, and HDT does not change with rest time.
Single-asperity contact modeling of the dependence of
meniscus force on the rest time has been carried out by
Chilamakuri and Bhushan [33.119], and the modeling
results (Fig. 33.29b) verify experimental observations.
Due to the presence of thin film adsorbed water on
Si(100), meniscus forms around the contacting asperi-
ties and grows with time until equilibrium occurs, which
causes the rest time effect on its adhesive force. The ad-
hesive forces of DLC, PFPE, and HDT do not change
with rest time, which suggests that either water meniscus
is not present on their surfaces, or it does not increase
with time.

The measured adhesive forces of Si(100), DLC,
PFPE, and HDT at rest time of 1 s are summarized
in Fig. 33.30. It shows that the presence of solid films
of DLC, PFPE, and HDT greatly reduces the adhesive
force of Si(100), whereas HDT film has the lowest ad-
hesive force. It is well-known that the native oxide layer
(SiO2) on the top of Si(100) wafer exhibits hydrophilic
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a) 22°C, RH 50%
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h0=   1nm

η=   0.25 Pa s

Fig. 33.29 (a) The influence of rest time on the adhesive
force of Si(100), DLC, chemically bonded PFPE, and HDT,
and (b) single asperity contact modeling results of the rest
time effect on the meniscus force for an asperity of R in
contact with a flat surface with a water-film thickness of h0

and absolute viscosity of η0 [33.119]

properties, and water molecules produced by capillary
condensation of water vapor from the environment can
be adsorbed easily on this surface. The condensed water
will form meniscus as the upper specimen approaches
the lower specimen surface. The meniscus force is a ma-
jor contributor to the adhesive force. In the case of DLC,
PFPE, and HDT, the films are found to be hydrophobic
based on contact angle measurements, and the amount
of condensed water vapor is low compared to that on
Si(100). It should be noted that the measured adhesive
force is generally higher than that measured in AFM,
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Fig. 33.30 Adhesive forces of Si(100), DLC, chemically
bonded PFPE, and HDT at ambient conditions and
a schematic showing the relative size of water meniscus
on different specimens

because the larger radius of the Si(100) ball compared
to that of an AFM tip induces larger meniscus and van
der Waals forces.

To investigate the velocity effect on friction, the
friction force as a function of velocity was measured
and is summarized in Fig. 33.31a. It indicates that for
Si(100) the friction force initially decreases with in-
creasing velocity until equilibrium occurs. Figure 33.31a
also indicates that the velocity almost has no effect on
the friction properties of DLC, PFPE, and HDT. This
implies that the friction mechanisms of DLC, PFPE,
and HDT do not change with the variation in velocity.
For Si(100), at high velocity, the meniscus is broken
and does not have enough time to rebuild. In addition,
it is believed that tribochemical reaction plays an im-
portant role. The high velocity leads to tribochemical
reactions of Si(100), which has native oxide SiO2, with
water molecules to form a Si(OH)4 film. This film is
removed and continuously replenished during sliding.
The Si(OH)4 layer at the sliding surface is known to
be of low shear strength. The breaking of the water
meniscus and the formation of a Si(OH)4 layer result in
a decrease in friction force of Si(100). For DLC, PFPE,
and HDT, surfaces exhibit hydrophobic properties and
can only adsorb a few water molecules in ambient con-

ditions. The above mentioned meniscus breaking and
tribochemical reaction mechanisms do not exist for these
films. Therefore, their friction force does not change
with velocity.

The influence of relative humidity was studied in an
environmentally controlled chamber. The adhesive and
friction forces were measured at increasing relative hu-
midity, and the results are summarized in Fig. 33.31b.
The figure shows that for Si(100), the adhesive force in-
creases with relative humidity, but the adhesive forces
of DLC and PFPE only show slight increases when hu-
midity is higher than 45%, while the adhesive force of
HDT does not change with humidity. Figure 33.31b also
shows that for Si(100), the friction force increases with
a relative humidity increase up to 45%, and then it shows
a slight decrease with a further increase in the relative
humidity. For PFPE, there is an increase in the friction
force when humidity is higher than 45%. In the whole
testing range, relative humidity does not have any ap-
parent influence on the friction properties of DLC and
HDT. In the case of Si(100), the initial increase of rel-
ative humidity up to 45% causes more adsorbed water
molecules and forms bigger water meniscus, which leads
to an increase of friction force. But at a very high hu-
midity of 65%, large quantities of adsorbed water can
form a continuous water layer that separates the tip and
sample surfaces and acts as a kind of lubricant, which
causes a decrease in the friction force. For PFPE, dewet-
ting of lubricant film at humidity larger than 45% results
in an increase in the adhesive and friction forces. DLC
and HDT surfaces show hydrophobic properties, and in-
creasing relative humidity does not play much of a role
in their friction forces.

The influence of temperature was studied using
a heated stage. The adhesive force and friction force
were measured at increasing temperatures from 22 ◦C
to 125 ◦C. The results are presented in Fig. 33.31c. It
shows that once the temperature is higher than 50 ◦C,
increasing temperature causes a significant decrease in
adhesive and friction forces of Si(100) and a slight de-
crease in the cases of DLC and PFPE. But the adhesion
and friction forces of HDT do not show any apparent
change with test temperature. At high temperature, des-
orption of water, and reduction of surface tension of
water lead to the decrease of adhesive and friction forces
of Si(100), DLC, and PFPE. However, in the case of
HDT film, as only a few water molecules are adsorbed
on the surface, the above mentioned mechanisms do
not play a big role. Therefore, the adhesive and friction
forces of HDT do not show any apparent change with
temperature. Figure 33.31 shows that in the whole ve-
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Fig. 33.31a–c The influence of (a) sliding velocity on the friction forces, (b) relative humidity on the adhesive and friction forces,
and (c) temperature on the adhesive and friction forces of Si(100), DLC, chemically bonded PFPE, and HDT

locity, relative humidity, and temperature test range, the
adhesive forces and friction forces of DLC, PFPE, and
HDT are always smaller than that of Si(100), whereas
HDT has the smallest value.

To summarize, several methods can be used to re-
duce adhesion in microstructures. MEMS surfaces can
be coated with hydrophobic coatings such as PFPEs,
SAMs, and passivated DLC coatings. It should be noted
that other methods to reduce adhesion include the forma-
tion of dimples on the contact surfaces to reduce contact
area [33.10, 54, 55, 116, 117]. Furthermore, an increase
in hydrophobicity of the solid surfaces (high contact
angle approaching 180◦) can be achieved by using sur-
faces with suitable roughness, in addition to lowering
their surface energy [33.120, 121]. The hydrophobicity
of surfaces is dependent on a subtle interplay between
surface chemistry and mesoscopic topography. The self-
cleaning mechanism, or so-called “Lotus-effect”, is
closely related to the ultra-hydrophobic properties of
these biological surfaces, which usually show micro-
sculptures in specific dimensions.

33.6.3 Static Friction Force (Stiction)
Measurements in MEMS

In MEMS devices involving parts in relative motion to
each other, such as micromotors, large friction forces
become the limiting factor to their successful opera-
tion and reliability. It is generally known that most
micromotors cannot be rotated as manufactured and
require some form of lubrication. It is therefore crit-
ical to determine the friction forces present in such
MEMS devices. To measure in situ the static friction
of a rotor-bearing interface in a micromotor, Tai and
Muller [33.122] measured the starting torque (voltage)
and pausing position for different starting positions un-
der a constant-bias voltage. A friction-torque model was
used to obtain the coefficient of static friction. To mea-
sure the in situ kinetic friction of the turbine and gear
structures, Gabriel et al. [33.123] used a laser-based
measurement system to monitor the steady-state spins
and decelerations. Lim et al. [33.124] designed and fab-
ricated a polysilicon microstructure to in situ measure
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the static friction of various films. The microstructure
consisted of a shuttle suspended above the underlying
electrode by a folded beam suspension. A known nor-
mal force was applied, and lateral force was measured
to obtain the coefficient of static friction. Beerschwinger
et al. developed a cantilever-deflection rig to measure
friction of LIGA-processed micromotors [33.125, 126].
Table 33.7 presents static friction coefficients of vari-
ous MEMS devices evaluated by various researchers.
Most of these techniques employ indirect methods to
determine the friction forces, or involve fabrication of
complex structures.

A novel technique to measure the static friction
force (stiction) encountered in surface micromachined
polysilicon micromotors using an AFM has been
developed by Sundararajan and Bhushan [33.112]. Con-
tinuous physical contact occurs during rotor movement
(rotation) in the micromotors between the rotor and
lower hub flange. In addition, contact occurs at other
locations between the rotor and the hub surfaces and
between the rotor and the stator. Friction forces will
be present at these contact regions during motor oper-
ation. Although the actual distribution of these forces
is not known, they can be expected to be concentrated
near the hub, where there is continuous contact. If we,
therefore, represent the static friction force of the micro-
motor as a single force Fs acting at point P1 (as shown in
Fig. 33.32a), then the magnitude of the frictional torque
about the center of the motor (O) that must be overcome
before rotor movement can be initiated is:

Ts = Fsl1 , (33.2)

where l1 is the distance OP1, which is assumed to be
the average distance from the center at which the fric-
tion force Fs occurs. Now consider an AFM tip moving
against a rotor arm in a direction perpendicular to the
long axis of the cantilever beam (the rotor arm edge clos-

Table 33.7 Published data on coefficient of static friction measurements of MEMS devices and structures

Reference Test method Device/structure Material pairs Environment Coefficient of
static friction

[33.122] Starting voltage IC-processed PolySi/Si3N4 Air 0.20–0.40
micromotor

[33.124] Electrostatic loading Comb-drive PolySi/PolySi Air 4.9±1.0
microstructure PolySi/Si3N4 2.5±0.5

[33.127] Pull-off force Silicon microbeams SiO2/SiO2 Air 2.1±0.8

[33.126] Cantilever/fiber LIGA micromotors Ni/Alumina Air 0.6–1.2
deflection rig
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Rotor

Fig. 33.32 (a) Schematic of the technique used to measure the force,
Fs, required to initiate rotor movement using an AFM/FFM. (b) As
the tip is pushed against the rotor, the lateral deflection experienced
by the rotor due to the twisting of the tip prior to rotor movement is
a measure of static friction force, Fs, of the rotors. (c) Schematic of
lateral deflection expected from the above mentioned experiment.
The peak Vf is related to the state of the rotor [33.112]

est to the tip is parallel to the long axis of the cantilever
beam), as shown in Fig. 33.32a. When the tip encoun-
ters the rotor at point P2, the tip will twist, generating
a lateral force between the tip and the rotor (event A in
Fig. 33.32b). This reaction force will generate a torque
about the center of the motor. Since the tip is trying to
move farther in the direction shown, the tip will continue
to twist to a maximum value at which the lateral force
between the tip and the rotor becomes high enough such
that the resultant torque Tf about the center of the motor
equals the static friction torque Ts. At this point, the ro-
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Fig. 33.33 Static friction force values
of unlubricated motors and motors
lubricated using PFPE lubricants,
normalized over the rotor weight, as
a function of rest time and relative
humidity. Rest time is defined as
the time elapsed between a given
experiment and the first experiment in
which motor movement was recorded
(time 0). The motors were allowed to
sit at a particular humidity for 12 h
prior to measurements [33.112]

tor will begin to rotate, and the twist of the cantilever
decreases sharply (event B in Fig. 33.32b). The twist of
the cantilever is measured in the AFM as a change in the
lateral deflection signal (in volts), which is the under-
lying concept of friction force microscopy (FFM). The
change in the lateral deflection signal corresponding to
the above mentioned events as the tip approaches the ro-
tor is shown schematically in Fig. 33.32b. The value of
the peak Vf is a measure of the force exerted on the rotor
by the tip just before the static friction torque is matched
and the rotor begins to rotate.

Using this technique, the viability of PFPE lubricants
for micromotors has been investigated and the effect
of humidity on the friction forces of unlubricated and
lubricated devices was studied as well. Figure 33.33
shows static friction forces normalized over the weight
of the rotor of unlubricated and lubricated micromotors
as a function of rest time and relative humidity. Rest
time here is defined as the time elapsed between the first
experiment conducted on a given motor (solid symbol at
time zero) and subsequent experiments (open symbols).
Each open symbol data point is an average of six meas-
urements. It can be seen that for the unlubricated motor
and the motor lubricated with a bonded layer of Z-DOL
(BW), the static friction force is highest for the first
experiment and then drops to an almost constant level.
In the case of the motor with an as-is mobile layer of
Z-DOL, the values remain very high up to 10 days after
lubrication. In all cases, there is negligible difference in
the static friction force at 0% and 45% RH. At 70% RH,
the unlubricated motor exhibits a substantial increase in
the static friction force, while the motor with bonded Z-
DOL shows no increase in static friction force due to the
hydrophobicity of the lubricant layer. The motor with
an as-is mobile layer of the lubricant shows consistently

high values of static friction force that vary little with
humidity.

33.6.4 Mechanisms Associated
with Observed Stiction Phenomena
in Micromotors

Figure 33.34 summarizes static friction force data for
two motors, M1 and M2, along with schematics of the
meniscus effects for the unlubricated and lubricated sur-
faces. Capillary condensation of water vapor from the
environment results in the formation of meniscus bridges
between contacting and near-contacting asperities of two
surfaces in close proximity to each other, as shown in
Fig. 33.34. For unlubricated surfaces, more menisci are
formed at higher humidity, resulting in a higher friction
force between the surfaces. The formation of meniscus
bridges is supported by the fact that the static friction
force for unlubricated motors increases at high humidity
(Fig. 33.34). Solid bridging may occur near the rotor-hub
interface due to silica residues after the first etching pro-
cess. In addition, the drying process after the final etch
can result in liquid bridging formed by the drying liquid
due to meniscus force at these areas [33.54,55,113,116].
The initial static friction force therefore will be quite
high, as evidenced by the solid data points in Fig. 33.34.
Once the first movement of the rotor permanently breaks
these solid and liquid bridges, the static friction force of
the motors will drop (as seen in Fig. 33.34) to a value
dictated predominantly by the adhesive energies of ro-
tor and hub surfaces, the real area of contact between
these surfaces and meniscus forces due to water vapor
in the air, at which point, the effect of lubricant films
can be observed. Lubrication with a mobile layer, even
a thin one, results in very high static friction forces
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Fig. 33.34 Summary of effect of liquid and solid lubricants
on static friction force of micromotors. Despite the hy-
drophobicity of the lubricant used (Z-DOL), a mobile liquid
lubricant (Z-DOL as is) leads to very high static friction
force due to increased meniscus forces, whereas a solid-
like lubricant (bonded Z-DOL, BW) appears to provide
some amount of reduction in static friction force

due to meniscus effects of the lubricant liquid itself at
and near the contact regions. It should be noted that
a motor submerged in a liquid lubricant would result in
a fully flooded lubrication regime. In this case, there is
no meniscus contribution and only the viscous contribu-
tion to the friction forces would be relevant. However,
submerging the device in a lubricant may not be a prac-
tical method. A solid-like hydrophobic lubricant layer
(such as bonded Z-DOL) results in favorable friction
characteristics of the motor. The hydrophobic nature of
the lubricant inhibits meniscus formation between the
contact surfaces and maintains low friction even at high
humidity (Fig. 33.34). This suggests that solid-like hy-
drophobic lubricants are ideal for lubrication of MEMS,
while mobile lubricants result in increased values of
static friction force.

Normalized static friction force
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Mechanical Pr34. Mechanical Properties
of Micromachined Structures

To be able to accurately design structures and make
reliability predictions, in any field it is necessary
first to know the mechanical properties of the
materials that make up the structural components.
In the fields of microelectromechanical systems
(MEMS) and nanoelectromechanical systems
(NEMS), the devices are necessarily very small.
The processing techniques and microstructures
of the materials in these devices may differ
significantly from bulk structures. Also, the
surface-area-to-volume ratio in these structures
is much higher than in bulk samples, and so the
surface properties become much more important.
In short, it cannot be assumed that mechanical
properties measured using bulk specimens will
apply to the same materials when used in MEMS
and NEMS. This chapter will review the techniques
that have been used to determine the mechanical
properties of micromachined structures, especially
residual stress, strength, and Young’s modulus.
The experimental measurements that have been
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34.1.1 Residual Stress Measurements ...... 1023
34.1.2 Mechanical Measurements

Using Nanoindentation ................ 1024

34.2 Micromachined Structures
for Measuring Mechanical Properties ...... 1024
34.2.1 Passive Structures........................ 1025
34.2.2 Active Structures ......................... 1028

34.3 Measurements of Mechanical Properties . 1034
34.3.1 Mechanical Properties

of Polysilicon .............................. 1034
34.3.2 Mechanical Properties

of Other Materials ....................... 1036
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performed will then be summarized, in particular
the values obtained for polycrystalline silicon
(polysilicon).

34.1 Measuring Mechanical Properties of Films on Substrates

In order to determine accurately the mechanical prop-
erties of very small structures, it is necessary to test
specimens made from the same materials, processed
in the same way, and of the same approximate size.
Not surprisingly it is often difficult to handle speci-
mens this small. One solution is to test the properties
of films remaining on substrates. Micro- and nanoma-
chined structures are typically fabricated from films that
are initially deposited onto a substrate, are subsequently
patterned and etched into the appropriate shapes, and
then finally released from the substrate. If the testing is
performed on the continuous film, before patterning and
release, the substrate can be used as an effective “han-
dle” for the specimen (in this case, the film). Of course
since the films are adhered to the substrate, the types of
tests possible are severely limited.

34.1.1 Residual Stress Measurements

One common measurement easily performed on films
attached to substrates is residual film stress. The curva-
ture of the substrate is measured before and after film
deposition. Curvature can be measured in a number of
ways. The most common technique is to scan a laser
across the surface (or scan the substrate beneath the
laser) and detect the angle of the reflected signal. Al-
ternatively, profilometry, optical interferometry, or even
atomic force microscopy can be used. As expected, tools
that map a surface or perform multiple linear scans can
give more accurate readings than tools that measure only
a single scan.

Assuming that the film is thin compared to the sub-
strate, the average residual stress in the film, σf, is given
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by the Stoney equation,

σf = 1

6

Es

(1−νs)

t2
s

tf

(
1

R1
− 1

R2

)
, (34.1)

where the subscripts f and s refer to the film and sub-
strate, respectively; t is thickness, E is Young’s modulus,
ν is Poisson’s ratio, and R is radius of curvature be-
fore (R1) and after (R2) film deposition [34.2]. For the
typical (100)-oriented silicon substrate, E/(1−ν) (also
known as the biaxial modulus) is equal to 180.5 GPa, in-
dependent of in-plane rotation [34.3]. This investigation
can be performed on the as-deposited film or after any
subsequent annealing step, provided no changes occur
to the substrate.

This measurement will reveal the average resid-
ual stress of the film. Typically, however, the residual
stresses of deposited films will vary through the film
thickness. One way to detect this, using substrate cur-
vature techniques, is to etch away a fraction of the film
and repeat the curvature measurement. This can be it-
erated any number of times to obtain a residual stress
profile for the film [34.4]. Alternatively, tools have been
designed to measure the substrate curvature during the
deposition process itself, to obtain information on how
the stresses evolve [34.5].

An additional feature of some of these tools is the
ability to heat the substrates while performing the stress
measurement. An example of the results obtained in
such an experiment is shown in Fig. 34.1 [34.1], for an
aluminum film on a silicon substrate. The slope of the
heating curve gives the difference in thermal expansion
between the film and the substrate. When the heating
curve changes slope and becomes nearly horizontal, the
yield strength of the film has been reached.

34.1.2 Mechanical Measurements
Using Nanoindentation

Aside from residual stress, it is difficult to measure
mechanical properties of films adhered to substrates
without the measurement being affected by the presence
of the substrate. Recent developments in nanoindenta-
tion equipment have allowed this technique to be used
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Fig. 34.1 Typical results for residual stress as a function
of temperature for an aluminum film on a silicon sub-
strate [34.1]. The stresses were determined by measuring
the curvature of the substrate before and after film deposi-
tion, using the reflected signal of a laser scanned across the
substrate surface

in some cases. With specially designed tools, inden-
tation can be performed using very low loads. If the
films being investigated are thick and rigid enough,
measurements can be made that are not influenced by
the presence of the substrate. Of course, this can be
verified by depositing the same film onto different sub-
strates. By continuously monitoring the displacement as
well as the load during indentation, a variety of proper-
ties can be measured, including hardness and Young’s
modulus [34.6]. This area is covered in more detail in
a separate chapter.

For brittle materials, cracks can be generated by in-
dentation, and strength information can be gathered. But
the exact stress fields created during the indentation pro-
cess are not exactly known, and, therefore, quantitative
values for strength are difficult to determine. Anisotropic
etching of single crystal silicon has been done to create
30-µm-tall structures that were then indented to examine
fracture toughness [34.7], however this is not possible
with most materials.

34.2 Micromachined Structures for Measuring Mechanical Properties

Certainly the most direct way to measure the me-
chanical properties of small structures is to fabricate
structures that would be conducive to such tests. Fabri-
cation techniques are sufficiently advanced that virtually

any design can be realized, at least in two dimensions.
Two basic types of devices are used for mechani-
cal property testing: “passive” structures and “active”
structures.
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34.2.1 Passive Structures

As mentioned previously, the main difficulty in testing
very small specimens is in handling. One way to circum-
vent this problem is by using passive structures. These
structures are designed to act as soon as they are released
from the substrate and to provide whatever information
they are designed to supply without further manipula-
tion. For all of these passive structures, the forces acting
on them come from the structural materials’ own inter-
nal residual stresses. For devices on the micron scale or
smaller, gravitational forces can be neglected, and there-
fore internal stresses are the only source of actuation
force.

Stress Measurements
Since the internal residual stresses act upon the passive
devices when they are released, it is natural to design
a device that can be used to measure residual stresses.
One such device, a rotating microstrain gauge, is shown
in Fig. 34.2. There are many different microstrain gauge
designs, but all operate under the same principle. In
Fig. 34.2a, the large pads, labeled A, will remain an-
chored to the substrate when the rest of the device is
released. Upon release, the device will expand or con-
tract in order to relieve its internal residual stresses.
A structure under tension will contract, and a struc-

600 µm

500 µm30 µm

A A

20 µm

20 µm

a)

Leg

A A

Leg

Indicator
beam

b)

c)
Fig. 34.2
(a) Microstrain
gauge fabricated
from polysili-
con. (b) shows
a close-up of
the Vernier scale
before release,
and (c) shows the
same area after
release

ture under compression will expand. For the structure
in Fig. 34.2, a compressive stress will cause the legs to
lengthen. Since the two opposing legs are not attached
to the central beam at the same point but are offset, they
will cause the central beam to rotate when they expand.
The device in Fig. 34.2 contains two independent gauges
that point to one another. At the ends of the two central
beams are two parts of a Vernier scale. By observing this
scale, one can measure the rotation of the beams.

If the connections between the legs and the central
beams were simple pin connections, the strain, ε, of
the legs (the fraction of expansion or contraction) could
be determined simply by the measured rotation and the
geometry of the device, namely

ε = dbeamdoffset

2LcentralL leg
, (34.2)

where dbeam is the lateral deflection of the end of one
central beam, doffset is the distance between the con-
nections of the opposing legs, Lcentral is the length of
the central beam (measured to the center point between
the leg connections), and L leg is the length of the leg.
But since the entire device was fabricated from a single
polysilicon film, this cannot be the case; there must be
some bending occurring at the connections. As a result,
to get an accurate determination of the strain relieved
upon release, finite element analysis (FEA) of the struc-

Part
E

3
4
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1026 Part E Industrial Applications and Microdevice Reliability

ture must be performed. This is a common situation for
microdevices. FEA is a powerful tool in determining the
displacements and stresses of nonideal geometries. One
drawback is that Young’s modulus of the material must
be known in order to do the FEA as well as to convert the
measured strain into a stress value. But Young’s moduli
for many micromachined materials are known or can be
measured using other techniques.

Other devices, besides rotating strain gauges, are
designed to measure residual stresses. One of the most
simple is a doubly clamped beam, a long, narrow beam
of constant width and thickness that is anchored to the
substrate at both ends. If the beam contains a tensile
stress, it will remain straight. But if the beam contains
a compressive stress, it will buckle if its length ex-
ceeds a critical value, lcr, according to the Euler buckling
criterion [34.8],

εr = −π2

3

(
h

lcr

)2

, (34.3)

where εr is the residual strain in the beam, and h is
the width or thickness of the beam, whichever is less. To
determine the residual strain, a series of doubly clamped
beams are fabricated of varying lengths. In this way, the
critical length, lcr, for buckling can be deduced after
release. One problem with this technique is that during
the release process, any turbulence in the solution will
lead to enhanced buckling of beams, and a low value
for lcr will be obtained.

For films with tensile stresses, a similar analy-
sis can be done using ring-and-beam structures, also
called Guckel rings after their inventor, Henry Guckel.

a)

b)

R0 Ri

br

bb

h

Fig. 34.3a,b Schematic (a) top view and (b) side view of
Guckel ring structures [34.8]. The dashed lines in (a) indi-
cate the anchors

A schematic of this design is shown in Fig. 34.3 [34.8].
A tensile stress in the outer ring will cause it to con-
tract. This will lead to a compressive stress in the central
beam, even though the material was originally tensile be-
fore release. The amount of compression in the central
beam can be determined analytically from the geome-
try of the device and the residual strain of the material.
Again, by changing the length of the central beam, the
lcr will be determined, and then the residual strain can
be deduced.

Stress Gradient Measurements
For structures fabricated from thin deposited films, the
stress gradient can be just as important as the stress itself.
Figure 34.4 shows a portion of a silicon microactuator.
The device is designed to be completely planar; however,
stress gradients in the film cause the structures to bend.
This figure illustrates the importance of characterizing
and controlling stress gradients, and it also demonstrates
that the easiest structure for measuring stress gradients is
a simple cantilever beam. By measuring the end deflec-
tion δ, of a cantilever beam of length l, and thickness t,
the stress gradient, dσ/dt is determined by [34.9]

dσ

dt
= 2δ

l2

E

1−ν
. (34.4)

The magnitude of the end deflection can be meas-
ured by microscopy, optical interferometry, or any other
technique.

Another useful structure for measuring stress gradi-
ents is a spiral. For this structure, the end of the spiral not
anchored to the substrate will move out-of-plane. Also

50 µm

Fig. 34.4 Scanning electron micrograph (SEM) of a por-
tion of a silicon microactuator. Residual stress gradients in
the silicon cause the structure to bend
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the diameter of the spiral will contract, and the free end
of the spiral will rotate when released [34.10].

Strength and Fracture Toughness
Measurements

As mentioned above, if a doubly clamped beam contains
a tensile stress, it will remain taut when released because
it cannot relieve any of its stress by contracting. This
tensile stress can be thought of as a tensile load being ap-
plied at the ends of the beam. If this tensile load exceeds
the tensile strength of the material, the beam will break.
Since the tensile stress can be measured, as discussed
in the Sect. 34.2.1, this technique can be used to gather
information on the strength of materials. Figure 34.5
shows two different beam designs that have been used
to measure strength. The device shown in Fig. 34.5a was
fabricated from a tensile polysilicon film [34.11]. Dif-
ferent beams were designed with varying lengths of the
wider regions (marked l1 in the figure). In this manner,
the load applied to the narrow center beam was varied,
even though the entire film contained a uniform resid-
ual tensile stress. For l1 greater than a critical value, the
narrow center beam fractured, giving a measurement for
the tensile strength of polysilicon.

The design shown in Fig. 34.5b was fabricated from
a tensile SixNy film [34.12]. As seen in the figure, a stress
concentration was designed into the beam, to ensure
the fracture strength would be exceeded. In this case,
a notch was etched into one side of the beam. Since
the stress concentration is not symmetric with regard
to the beam axis, this results in a large bending mo-

a)

b) Top view

w1 = 50 µm

w2 =
2 µmAnchor Narrow

center
beam

Tensile stress

I1 = 20 –1200 µm I1If = 20 µm

Implantation window

Fig. 34.5a,b Schematic designs of doubly clamped beams
with stress concentrations for measuring strength. (a) was
fabricated from polysilicon [34.11], and (b) was fabricated
from SixNy [34.12]

ment at that position, and the test measures the bend
strength of the material. Again, like the beams shown
in Fig. 34.5a, the geometry of various beams fabricated
from the same film were varied, to vary the maximum
stress seen at the notch. By seeing which beams fracture
at the stress concentration after release, the strength can
be determined.

Through a similar technique but by using an atom-
ically sharp pre-crack instead of a stress concentration,
the fracture toughness of a material can be determined.
Sharp pre-cracks can be introduced into micromachined
structures before release by placing a Vickers indent on
the substrate, near the device; the radial crack formed
by the indent will propagate into the overlying struc-
ture [34.14]. Accordingly, the beam with a sharp pre-
crack, shown in Fig. 34.6, was fabricated using polysili-
con [34.13]. Due to the stochastic nature of indentation,
the initial pre-crack length will vary from beam to beam.
Because of this, even though the geometry of the beams
remains identical, the stress intensity, K , at the pre-crack
tip will vary. Upon release, only those pre-cracks whose
K exceeds the fracture toughness of the material, KIc,
will propagate, and in this way upper and lower bounds
for KIc for the material can be determined.

For all of the beams discussed in this section, finite
element analysis is required to determine the stress con-
centrations and stress intensities. Even though approx-
imate analytical solutions may exist for these designs,
the actual fabricated structure will not have idealized ge-
ometries. For example, corners will never be perfectly
sharp, and cracks will never be perfectly straight. This

10 µm

a)

b)

Fig. 34.6 (a) SEM of a 500 µm long polysilicon beam with
a Vickers indent placed near its center; (b) higher magnifica-
tion SEM of the area near the indent showing the pre-crack
traveling from the substrate into the beam [34.13]
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reinforces the idea that FEA is a powerful tool in deter-
mining mechanical properties of very small structures.

34.2.2 Active Structures

As discussed above, it is very convenient to design struc-
tures that act upon release to provide information on the
mechanical properties of the structural materials. This is
not always possible, however. For example, those pas-
sive devices just discussed rely on residual stresses to
create the changes (rotation or fracture) that occur upon
release, but many materials do not contain high resid-
ual stresses as deposited, or the processing scheme of
the device precludes the generation of residual stresses.
Also, some mechanical properties, such as fatigue re-
sistance, require motion in order to be studied. Active
devices are therefore used. These are acted upon by
a force (the source of this force can be integrated into
the device itself or can be external to the device) in or-
der to create a change, and by the response to the force,
the mechanical properties are studied.

Young’s Modulus Measurements
Young’s modulus, E, is a material property critical to any
structural device design. It describes the elastic response
of a material and relates stress, σ , and strain, ε, by

σ = Eε . (34.5)

In bulk samples, E is often measured by loading a speci-
men in tension and measuring displacement as a function
of stress for a given length. While this is considerably
more difficult for small structures, such as those fabri-
cated from thin deposited films, it can be achieved with
careful experimental techniques. Figure 34.7 shows the
schematic of one such measurement system [34.15]. The

Fringe
detector

Laser

Air
bearing

Piezoelectric
translator

Load
cell

Grips

Specimen Base

Fig. 34.7 Schematic of a measurement system for tensile
loading of micromachined specimens [34.15]

fringe detectors in the figure detect the reflected laser sig-
nal from two gold lines deposited onto the polysilicon
specimen, which act as gage markers. In this manner, the
strain in the specimen during loading can be monitored.
Besides gold lines, Vickers indents placed in a nickel
specimen can also serve as gage markers [34.16], or
a speckle interferometry technique [34.17] can be used
to determine strain in the specimen. Once the stress-
versus-strain behavior is measured, the slope of the curve
is equal to E.

In addition to the tensile test, Young’s modulus can
be determined by other measures of stress-strain behav-
ior. As seen in Fig. 34.8, a cantilever beam can be bent
by pushing on the free end with a nanoindenter [34.18].
The nanoindenter can monitor the force applied and
the displacement, and simple beam theory can con-
vert the displacement into strain to obtain E. A similar
technique, shown schematically in Fig. 34.9 [34.19], in-
volves pulling downward on a cantilever beam by means
of an electrostatic force. An electrode is fabricated into
the substrate beneath the cantilever beam, and a voltage
is applied between the beam and the bottom electrode.
The force acting on the beam is equal to the electrostatic
force corrected to include the effects of fringing fields
acting on the sides of the beam, namely

F(x) = ε0

2

(
V

g + z(x)

)2 (
1+ 0.65[g + z(x)]

w

)
,

(34.6)

where F(x) is the electrostatic force at x, ε0 is the di-
electric constant of air, g is the gap between the beam
and the bottom electrode, z(x) is the out-of-plane de-
flection of the beam, w is the beam width, and V is the
applied voltage [34.19]. In this work, the deflection of
the beam as a function of position is measured using
optical interferometry. These measurements combine to
give stress-strain behavior for the cantilever beam. An
extension of this technique uses doubly clamped beams
instead of cantilever beams. In this case, the deflection
of the beam at a given electrostatic force depends on the
residual stress in the material as well as Young’s modu-
lus. This method can also be used, therefore, to measure
residual stresses in doubly clamped beams.

Another device possible to fabricate from a thin
film and also possible to use for investigating stress-
strain behavior is a suspended membrane, seen in
Fig. 34.10 [34.20]. As shown in the schematic figure,
the membrane is exposed to an elevated pressure on one
side, causing it to bulge in the opposite direction. The
deflection of the membrane is measured by optical or
other techniques and related to the strain in the mem-
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Fig. 34.8 Schematic of a nanoindenter loading mechanism
pushing on the end of a cantilever beam [34.18]
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R = 1/κ

Fig. 34.9 Schematic of a cantilever beam bending test us-
ing an electrostatic voltage to pull the beam toward the
substrate [34.19]

2a

d
t

Pressure (p)

Fig. 34.10 Schematic cross section of a microfabricated
membrane [34.20]

brane. These membranes can be fabricated in any shape,
typically square or circular. Both analytical solutions
and finite element analyses have been done to relate
the deflection to the strain. Like the doubly clamped

beams, both Young’s modulus and residual stress play
a role in the deflected shape. Both of these mechanical
properties can therefore be determined by the pressure-
versus-deflection performance of the membrane.

Another measurement besides stress-strain behav-
ior that can reveal Young’s modulus of a material is
the determination of the natural resonance frequency.
For a cantilever, the resonance frequency, fr, for free
undamped vibration is given by

fr = λ2
i t

4πl2

(
E

3ρ

)1/2

, (34.7)

where ρ, l, and t are density, length, and thickness of
the cantilever; λi is the eigenvalue, where i is an in-
teger that describes the resonance mode number; for
the first mode λ1 = 1.875 [34.22]. By measuring fr and
knowing the geometry and density, therefore, E can be
determined. The cantilever can be vibrated by a number
of techniques, including a laser, loudspeaker, or piezo-
electric shaker. The frequency that produces the highest
amplitude of vibration is the resonance frequency.

A micromachined device that uses an electrostatic
comb drive and an AC signal to generate the vibration of
the structure is known as a lateral resonator [34.23]. One
example is shown in Fig. 34.11 [34.21]. When a voltage
is applied across either set of interdigitated comb fin-
gers shown in Fig. 34.11, an electrostatic attraction will
be generated due to the increase in capacitance as the
overlap between the comb fingers increases. The force,

100 µm

Fig. 34.11 SEM of a polysilicon lateral resonator [34.21]
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F, generated by the comb drive is given by

F = 1

2

∂C

∂x
V 2 = nε

h

g
V 2 , (34.8)

where C is capacitance, x is distance traveled by one
comb-drive toward the other, n is the number of pairs of
comb fingers in one drive, ε is the permittivity of the fluid
between the fingers, h is the height of the fingers, g is
the gap spacing between the fingers, and V is the applied
voltage [34.23]. When an AC voltage at the resonance
frequency is applied across either of the two comb drives,
the central portion of the device will vibrate. In fact,
since force depends on the square of the voltage for
electrostatic actuation, for a time, t, dependent drive
voltage, vD(t), of

vD(t) = VP +vd sin(ωt) , (34.9)

where VP is the DC bias and vd is the AC drive ampli-
tude, the time dependent portion of the force will scale
with

2ωVPvd cos(ωt)+ωv2
d sin(2ωt) (34.10)

[34.23]. Therefore, if an AC drive signal is used with
no DC bias, at resonance, the frequency of the AC drive
signal will be one half the resonance frequency. For this
device, the resonance frequency, fr, will be

fr = 1

2π

(
ksys

M

)1/2

, (34.11)

where ksys is the spring constant of the support beams
and M is the mass of the portion of the device that
vibrates. The spring constant is given by

ksys = 24EI/L3 , (34.12)

I = hw3

12
, (34.13)

a) b) c)

Fig. 34.12 (a) SEM of a device for measuring bend strength of polysilicon beams; (b) image of a test in process; (c) higher
magnification view of one beam shortly before breaking [34.24]

where I is the moment of inertia of the beams, and
L , h, and w are the length, thickness, and width of the
beams. By combining these equations and measuring fr,
therefore, E can be determined.

One distinct advantage of the lateral resonator
technique and the electrostatically pulled cantilever
technique for measuring Young’s modulus is that they
require no external loading sources. Portions of the de-
vices are electrically contacted, and a voltage is applied.
For the pure tension tests, such as shown in Fig. 34.7, the
specimen must be attached to a loading system, which
for the very small specimens discussed here, can be ex-
tremely difficult, and any misalignment or eccentricity
in the test could lead to unreliable results. But the ad-
vantage of the externally loaded technique is that there
are no limitations on the type of materials that can be
tested. Conductivity is not a requirement, nor is any
compatibility with electrical actuation.

Strength and Fracture Toughness
Measurements

As one might expect, any of the techniques discussed
in the previous section that strain specimens in order
to measure Young’s modulus can also be used to mea-
sure fracture strength. Simply, the load is increased until
the specimen breaks. As long as either the load or the
strain is measured at fracture, and the geometry of the
specimen is known, the maximum stress required for
fracture, σcrit, can be determined, either through analyt-
ical analysis or FEA. Depending on the geometry of the
test, σcrit will represent the tensile or bend strength of
the material.

If the available force is limited, or if it is desired
to have a localized fracture site, stress concentrations
can be added to the specimens. These are typically
notches micromachined into the edges of specimens.
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Focused ion beams have also been used to carve stress
concentrations into fracture specimens.

All of the external loading schemes, such as those
shown in Figs. 34.7 and 34.8, have been used to mea-
sure fracture strength. Also, the electrostatically loaded
doubly clamped beams can be pulled until they fracture.
In this case, there is one complication. The electrostatic
force is inversely proportional to the distance between
the electrodes, and at a certain voltage, called the “pull-
in voltage,” the attraction between the beam and the
substrate will become so great that the beam will imme-
diately be pulled into contact with the bottom electrode.
As long as the fracture takes place before the pull-in
voltage is reached, the experiment will give valid results.

Other loading techniques have been used to gener-
ate fracture of microspecimens. Figure 34.12 [34.24]
shows one device designed to be pushed by the end of
a micromanipulated needle. The long beams that extend
from the sides of the central shuttle come into contact
with anchored posts, and, at a critical degree of bend-
ing, the beams will break off. Since the applied force
cannot be measured in this technique, the experiment
is optically monitored continuously during the test, and
the image of the beams just before fracture is analyzed
to determine σcrit.

Another loading scheme that has been demonstrated
for micromachined specimens utilizes scratch drive ac-
tuators to load the specimens [34.25]. These types of
actuators work like inchworms, traveling across a sub-
strate in discrete advances as an electrostatic force is
repeatedly applied between the actuator and the sub-
strate. The stepping motion can be made in the nm scale,
depending on the frequency of the applied voltage, and
so it can be an acceptable approximation to continu-
ous loading. One advantage of this scheme is that very
large forces can be generated by relatively small devices.
The exact forces generated cannot be measured, so like
the technique that used micromanipulated pushing, the
test is continuously observed to determine the strain at
fracture. Another advantage of this technique is that,
like the lateral resonator and the electrically pulled can-
tilever, the loading takes place on-chip, and, therefore,
the difficulties associated with attaching and aligning an
external loading source are eliminated.

Another on-chip actuator used to load microspeci-
mens is shown in Fig. 34.13, along with three different
microspecimens [34.14]. Devices have been fabricated
with each of the three microspecimens integrated with
the same electrostatic comb-drive actuator. In all three
cases, when a DC voltage is applied to the actuator, it
moves downward, as oriented in Fig. 34.13. This pulls

down on the left end of each of the three microspeci-
mens, which are anchored on the right. The actuator
contains 1,486 pairs of comb fingers. The maximum
voltage that can be applied is limited by the breakdown

500 µm Microspecimen

100 µm

a)

b)

100 µm

100 µm

c)

d)

Fig. 34.13 (a) SEM of a micromachined device for con-
ducting strength tests; the device consists of a large comb
drive electrostatic actuator integrated with a microspeci-
men; (b)–(d) SEMs of various microspecimens for testing
bend strength, tensile strength, and fracture toughness,
respectively [34.14]
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voltage of the medium in which the test takes place. In
air, that limits the voltage to less than 200 V. As a result,
given a finger height of 4 µm and a gap of 2 µm, and us-
ing (34.8), the maximum force generated by this actuator
is limited to about 1 mN. Standard optical photolitho-
graphy has a minimum feature size of about 2 µm. As
a result, the electrostatic actuator cannot generate suffi-
cient force to perform a standard tensile test on MEMS
structural materials such as polysilicon. The microspec-
imens shown in Fig. 34.13 are therefore designed such
that the stress is amplified.

The specimen shown in Fig. 34.13b is designed to
measure bend strength. It contains a micromachined
notch with a root radius of 1 µm. When the actuator
pulls downward on the left end of this specimen, the
notch serve as a stress concentration, and when the stress
at the notch root exceeds σcrit, the specimen fractures.
The specimen in Fig. 34.13c is designed to test tensile
strength. When the left end of this specimen is pulled
downward, a tensile stress is generated in the upper thin
horizontal beam near the right end of the specimen.
As the actuator continues to move downward, the ten-
sile stress in this beam will exceed the tensile strength,
causing fracture. Finally, the specimen in Fig. 34.13d is
similar to that in Fig. 34.13b, except that the notch is re-
placed by a sharp pre-crack that was produced by the
Vickers indent placed on the substrate near the speci-
men. When this specimen is loaded, a stress intensity,
K , is generated at the crack tip. When the stress inten-
sity exceeds a critical value, KIc, the crack propagates.
KIc is also referred to as the fracture toughness.

The force generated by the electrostatic actuator can
be calculated using (34.8). But (34.8) assumes a per-
fectly planar, two-dimensional device. In fact, when
actuated, the electric fields extend out of the plane of the

100 µm 10 µm

a)

c)

b)

Fig. 34.14 SEM of a device
for investigating fatigue;
the image on the right is
a higher magnification view
of the notch near the base
of the moving part of the
structure [34.26] (a) mass,
b) comb drive actuator,
c) capacitive displacement
sensor)

device, and so (34.8) is just an approximation. Instead,
like many of the techniques discussed in this section,
the test is continuously monitored, and the actuator dis-
placement at the time of fracture is recorded. Then FEA
is used to determine the magnitude of the stress or stress
intensity seen by the specimen at the point of fracture.

Fatigue Measurements
A benefit of the electrostatic actuator shown in Fig. 34.13
is that, besides monotonic loading, it can generate cyclic
loading. This allows the fatigue resistance of materials
to be studied. Simply by using an AC signal instead of
a DC voltage, the device can be driven at its resonant
frequency. The amplitude of the resonance depends on
the magnitude of the AC signal. This amplitude can
be increased until the specimen breaks; this will inves-
tigate the low-cycle fatigue resistance. Otherwise the
amplitude of resonance can be left constant at a level
below that is required for fast fracture, and the device
will resonate indefinitely until the specimen breaks; this
will investigate high-cycle fatigue. It should be noted
that the resonance frequency of such a device is about
10 kHz. Therefore, it is possible to stress a specimen over
109 cycles in less than a day. In addition to simple cyclic
loading, if a DC bias is added to the AC signal, a mean
stress can be superimposed on the cyclic load. In this
way, nonsymmetric cyclic loading (either with a large
tensile stress alternating with a small compressive stress,
or vice versa) can be studied.

Another device that can be used to investigate
fatigue resistance in MEMS materials is shown in
Fig. 34.14 [34.26]. In this case, a large mass is attached
to the end of a notched cantilever beam. The mass con-
tains two comb drives on opposite ends. When an AC
signal is applied to one comb drive, the device will res-
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Mechanical Properties of Micromachined Structures 34.2 Measuring Mechanical Properties 1033

onate, cyclically loading the notch. The comb drive on
the opposite side is used as a capacitive displacement
sensor. This device contains many fewer comb fingers
than the device shown in Fig. 34.13. As a result, it can ap-
ply cyclic loads by exploiting the resonance frequency of
the device but cannot supply sufficient force to achieve
monotonic loading.

Fatigue loading has also been studied using the same
external loading techniques shown in Fig. 34.7. In this
case, the frequency of the cyclic load is considerably
lower, since the resonance frequency of the device is not
being utilized. This leads to longer high-cycle testing
times. Since the force is essentially unlimited, how-
ever, this technique allows a variety of frequencies to be
studied to determine their effect on the fatigue behavior.

Friction Measurements
Friction is another property that has been studied in
micromachined structures. To study friction, of course,
two surfaces must be brought into contact with each
other. This is usually avoided at all costs for these
devices because of the risk of stiction. (Stiction is
the term used when two surfaces that come into con-
tact adhere so strongly that they cannot be separated.)
Even so, a few devices have been designed to inves-
tigate friction. One of these is shown schematically in
Fig. 34.15 [34.27]. It consists of a movable structure
with a comb drive on one end and a cantilever beam

Truss suspension

Position
marker

Dimple

Nitride
pad

Vc = 0 VDC = 0

Nitride pad Electrode Dimple

Vc =Vclamp Ffriction VDC = Vx

Fnormal

Fsuspension

Ffriction

A – A B – B

Polysilicon
ground plane

a) b)

Fig. 34.15a,b Schematic drawings of a device used to study friction. (a) shows top and side views of the device in its
original position, and (b) shows views of the device after it has been displaced using the comb drive and clamped using
the substrate electrode [34.27]

200 µm

Slip

Fig. 34.16 Schematic cross section and top-view optical micro-
graph of a hinged-cantilever test structure for measuring friction
in micromachined devices [34.28]

on the other. Beneath the cantilever, on the substrate,
is planar electrode. The device is moved to one side
using the comb drive. Then a voltage is applied be-
tween the cantilever beam and the substrate electrode.
The voltage on the comb drive is then released. The
device would normally return to its original position,
to relax the deflection in the truss suspensions, but the
friction between the cantilever and the substrate elec-
trode holds it in place. The voltage to the substrate
electrode is slowly decreased until the device starts to
slide. Knowing the electrostatic force generated by the
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substrate electrode and the stiffness of the truss sus-
pensions, the static friction can be determined. For this
device, bumps were fabricated on the bottoms of the can-
tilever beams. This limited the surface area that came
into contact with the substrate and so lowered the risk
of stiction.

Another device designed to study friction is shown
in Fig. 34.16 [34.28]. This technique uses a hinged can-
tilever. The portion near the free end acts as the friction
test structure, and the portion near the anchored end acts

as the driver. The friction test structure is attracted to the
substrate by means of electrostatic actuation, and when
a second electrostatic actuator pulls down the driver,
the friction test structure slips forward by a length pro-
portional to the forces involved, including the frictional
force. This distance, however, has a maximum of 30 nm,
so all measurements must be exceedingly accurate in
order to investigate a range of forces. This test struc-
ture can be used to determine the friction coefficients
for surfaces with and without lubricating coatings.

34.3 Measurements of Mechanical Properties

All of the techniques discussed in Sects. 34.1 and 34.2
have been used to measure the mechanical properties
of MEMS and NEMS materials. As a general rule, the
results from the various techniques have agreed well
with each other, and the argument becomes which of the
measurement techniques is easiest and most reliable to
perform. It is crucial to keep in mind, however, that cer-
tain properties, such as strength, are process dependent,
and so the results taken at one laboratory will not nec-
essarily match those taken from another. This will be
discussed in more detail in Sect. 34.3.1.

34.3.1 Mechanical Properties of Polysilicon

In current MEMS technology, the most widely used
structural material is polysilicon deposited by low-
pressure chemical vapor deposition (LPCVD). One
reason for the prevalence of polysilicon is the large body
of processing knowledge for this material that has been
developed by the integrated circuit community. Another
reason, of course, is that polysilicon possesses a number
of qualities beneficial for MEMS devices, particularly
its high strength and Young’s modulus. As a natural re-
sult, most of the mechanical properties investigations on
MEMS materials have focused on polysilicon.

Residual Stresses in Polysilicon
The residual stresses of LPCVD polysilicon have been
thoroughly characterized using both the wafer curvature
technique, discussed in Sect. 34.1.1, and the microstrain
gauges, discussed in Sect. 34.2.1. The results from both
techniques give consistent values. Figure 34.17 sum-
marizes the residual stress measurements as a function
of deposition temperature taken from five different in-
vestigations at five different laboratories [34.29]. All
five sets of data show the same trend. The stresses

change from compressive at the lowest deposition tem-
peratures to tensile at intermediate temperatures and
back to compressive at the highest temperatures. The
exact transition temperatures vary somewhat among
the different investigations, probably due to differences
in the deposition conditions: the silane or dichlorosi-
lane pressure, the gas flow rate, the geometry of the
deposition system, and the temperature uniformity.
But in each data set the transitions are easily dis-
cernible. The origin of these residual stress changes
lies with the microstructure of the LPCVD polysilicon
films.

As with all deposited films, the microstructure of
LPCVD polysilicon films is dependent on the deposi-
tion conditions. In general, the films are amorphous at

Residual stress (MPa)

Deposition temperature (°C)
550

600

400

200

0

–200

–400

–600
600 700650

Tensile

Compressive

Fig. 34.17 Results for residual stress of LPCVD polysilicon
films taken from five different investigations [34.29]. The
data from each investigation are connected by a line
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the lowest growth temperatures (lower than ∼ 570 ◦C),
display fine (∼ 0.1 µm diameter) grains at intermedi-
ate temperatures (∼ 570 ◦C to ∼ 610 ◦C), and contain
columnar (110)-textured grains with a thin fine-grained
nucleation layer at the substrate interface at higher
temperatures (∼ 610 ◦C to ∼ 700 ◦C) [34.29]. The fine-
grained microstructure results from the homogeneous
nucleation and growth of silicon grains within an as-
deposited amorphous silicon film. In this regime, the
deposition rate is just slightly faster than the crystal-
lization rate. The as-deposited films will be crystalline
near the substrate interface and amorphous at the free
surface. (The amorphous fraction can be quickly crys-
tallized by annealing above 610 ◦C.) The columnar
microstructure seen at the higher growth temperatures
results from the formation of crystalline silicon films
as deposited, with growth being fastest in the 〈110〉
directions.

The origin of the tensile stress in the fine-grained
polysilicon arises from the volume decrease that accom-
panies the crystallization of the as-deposited amorphous
material. The origins of the compressive stresses in the
amorphous and columnar films are less well understood.
One proposed explanation for compressive stress gener-
ation during thin film growth postulates that an increase
in the surface chemical potential is caused by the depo-
sition of atoms from the vapor; the increase in surface
chemical potential induces atoms to flow into newly
formed grain boundaries, creating a compressive stress
in the film [34.30].

Stress gradients are also typical of LPCVD polysil-
icon films. The partially amorphous films contain large
stress gradients since they are essentially bilayers of
compressive amorphous silicon on top of tensile fine-
grained polysilicon. The fully crystalline films also
exhibit stress gradients. The columnar compressive films
are most highly stressed at the film-substrate interface,
with the compressive stresses decreasing as the film
thickness increases; the fine-grained films are less tensile
at the film-substrate interface, with the tensile stresses
increasing as the film thickness increases [34.29]. Both
stress gradients are associated with microstructural vari-
ations. For the columnar films, the initial nucleation
layer corresponds to a very high compressive stress,
which decreases as the columnar morphology develops.
For the fine-grained films, the region near the film-
substrate interface has a slightly smaller average grain
size, due to heterogeneous nucleation at the interface.
This region displays a slightly lower tensile stress than
the rest of the film, since the increased grain boundary
area reduces the local density.

Young’s Modulus of Polysilicon
The Young’s modulus of polysilicon films has been
measured using all the techniques discussed in
Sect. 34.2.2. A good review of the experimental results
taken from bulge testing, tensile testing, beam bending,
and lateral resonators are contained in [34.31]. All of
the reported results are in reasonable agreement, varying
from 130 to 175 GPa, though many values are reported
with a relatively high experimental scatter. The main
origin of the error in these results is the uncertainties in-
volving the geometries of the small specimens used to
make the measurements. For example, from (34.13), the
Young’s modulus determined by the lateral resonators
depends on the cube of the tether beam width, typi-
cally about 2 µm. In general, the beam width and other
dimensions can be measured with scanning electron mi-
croscopy to within about 0.1 µm; however, the width
of the beams is not perfectly constant along the entire
length or even through the thickness. These uncertainties
in geometry lead to uncertainties in modulus.

In addition, the various experimental measurements
lie close to the Voigt and Reuss bounds for Young’s
modulus calculated using the elastic stiffnesses and com-
pliances for single crystal silicon [34.31]. This strongly
implies that Young’s modulus of micro- and nanoma-
chined polysilicon structures will be the same as for
bulk samples made from polysilicon. This is not unex-
pected, since Young’s modulus is a material property.
It is related to the interatomic interactions and should
have no dependence on the geometry of the sample. It
should be noted that polysilicon can display a preferred
crystallographic orientation depending on the deposi-
tion conditions, and that this could affect the Young’s
modulus of the material, since the Young’s modulus of
silicon is not isotropic. But the anisotropy is fairly small
for the cubic silicon.

A more recent investigation that utilized elec-
trostatically actuated cantilevers and interferometric
deflection detection yielded a Young’s modulus of
164 GPa [34.19]. They found the grains in their polysil-
icon films to be randomly oriented and calculated the
Voigt and Reuss bounds to be 163.4–164.4 GPa. This
appears to be a very reliable value for randomly oriented
polysilicon.

Fracture Toughness and Strength of Polysilicon
Using the device shown in Fig. 34.13a and the spec-
imen shown in Fig. 34.13d, the fracture toughness,
KIc, of polysilicon has been shown to be 1.0 ±
0.1 MPa m1/2 [34.32]. Several different polysilicon
microstructures were tested, including fine-grained,
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columnar, and multilayered. Amorphous silicon was
also investigated. All of the microstructures displayed
the same KIc. This indicates that, like Young’s modulus,
fracture toughness is a material property, independent
of the material microstructure or the geometry of the
sample.

A tensile test, such as shown in Fig. 34.7 but
using a sample with indentation-induced sharp pre-
cracks, reveals a KIc of 0.86 MPa m1/2 [34.33].
The passive, residual stress loaded beams with
sharp pre-cracks, shown in Fig. 34.6, gave a KIc of
0.81 MPa m1/2 [34.13].

Given that KIc is a material property for polysilicon,
measured fracture strength, σcrit, is related to KIc by

KIc = cσcrit(πa)1/2 , (34.14)

where a is the crack-initiating flaw size, and c is a con-
stant of order unity. The value for c will depend on
the exact size, shape, and orientation of the flaw; for
a semicircular flaw, c is equal to 0.71 [34.34]. There-
fore, any differences in the reported fracture strength of
polysilicon will be the result of changes in a.

A good review of the experimental results available
in the literature for polysilicon strength is contained
in [34.35]. The tensile strength data vary from about
0.5 to 5 GPa. Like many brittle materials, the measured
strength of polysilicon is found to obey Weibull statis-
tics. This implies that the polysilicon samples contain
a random distribution of flaws of various sizes, and that
the failure of any particular specimen will occur at the
largest flaw that experiences the highest stress. One con-
sequence of this behavior is that, since larger specimens
have a greater probability of containing larger flaws,
they will exhibit decreased strengths. More specifically,
it was found that the most important geometrical param-
eter is the surface area of the sidewalls of a polysilicon
specimen [34.35]. The sidewalls, as opposed to the top
and bottom surfaces, are those surfaces created by etch-
ing the polysilicon film. This is not surprising since
LPCVD polysilicon films contain essentially no flaws
within the bulk, and the top and bottom surfaces are
typically very smooth.

As a result, the etching techniques used to create
the structures will have a strong impact on the fracture
strength of the material. For single-crystal silicon speci-
mens it was found that the choice of etchant could change
the observed tensile strength by a factor of two [34.36].
In addition, the bend strength of amorphous silicon was
measured to be twice that of polysilicon for specimens
processed identically [34.32]. It was found that the reac-
tive ion etching used to fabricate the specimens produced

much rougher sidewalls on the polysilicon than on the
amorphous silicon.

Fatigue of Polysilicon
Fatigue failure involves fracture after a number of load
cycles, when each individual load is not sufficient by
itself to generate catastrophic cracking in the mater-
ial. For ductile materials, such as metals, fatigue occurs
due to accumulated damage at the site of maximum
stress and involves local plasticity. As a brittle material,
polysilicon would not be expected to be susceptible to
cyclic fatigue. But fatigue has been observed for polysili-
con tensile samples [34.33], polysilicon bend specimens
with notches [34.26, 37], and polysilicon bend speci-
mens with sharp cracks [34.38]. The exact origins of the
fatigue behavior are still subject to debate. But some as-
pects of the experimental data are that the fatigue lifetime
does not depend on the loading frequency [34.33], the
fatigue behavior is affected by the ambient [34.13, 38],
and the fatigue depends on the ratio of compressive to
tensile stresses seen in the load cycle [34.13].

Friction of Polysilicon
The friction of polysilicon structures has been meas-
ured using the techniques described in Sect. 34.2.2.
The measured coefficient of friction was found to vary
from 4.9 [34.27] to 7.8 [34.28].

34.3.2 Mechanical Properties
of Other Materials

As discussed above, of all the materials used for MEMS
and NEMS, polysilicon has generated the most interest
as well as the most research in mechanical properties
characterization. But measurements have been taken
on other materials, and these are summarized in this
section.

As discussed in Sect. 34.2.2, one advantage of the
externally loaded tension test, as shown in Fig. 34.7,
is that essentially any material can be tested us-
ing this technique. As such, tensile strengths have
been measured to be 0.6 to 1.9 GPa for SiO2 [34.39]
and 0.7 to 1.1 GPa for titanium [34.40]. The yield
strength for electrodeposited nickel was found to
vary from 370 to 900 MPa, depending on an-
nealing temperature [34.16]. In addition, the yield
strength was strongly affected by the current den-
sity during the electrodeposition process. Both the
annealing and current density effects were correlated
to changes in the microstructure of the material.
Young’s moduli were determined to be 100 GPa for

Part
E

3
4
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Mechanical Properties of Micromachined Structures References 1037

titanium [34.40] and 215 GPa for electrodeposited
nickel [34.16].

The technique of bending cantilever beams, shown
in Fig. 34.8, can also be performed on a variety of
materials. The yield strength and Young’s modulus of
gold were found to be 260 MPa and 57 GPa, respec-
tively, using this method [34.18]. Another technique
that can be used with a number of materials is the
membrane deflection method, shown in Fig. 34.10.
A polyimide membrane gave a residual stress of 32 MPa,
a Young’s modulus of 3.0 GPa, and an ultimate strain
of about four percent [34.20]. Membranes were also
fabricated from polycrystalline SiC films with two
different grain structures [34.41]. The film with (110)-
texture columnar grains had a residual stress of 434 MPa
and a Young’s modulus of 349 GPa. The film with
equiaxed (110)- and (111)-textured grains had a resid-

ual stress of 446 MPa and a Young’s modulus of
456 GPa.

Other devices used for measuring mechanical
properties require more complicated micromachining,
namely patterning, etching, and release, in order to op-
erate. These devices are more difficult to fabricate with
materials not commonly used as MEMS structural ma-
terials. The following examples, however, demonstrate
work in this area. The structure shown in Fig. 34.5b was
fabricated from SixNy and revealed a nominal fracture
toughness of 1.8 MPa m1/2 [34.12]. Lateral resonators
of the type shown in Fig. 34.11 were processed using
polycrystalline SiC, and Young’s modulus was deter-
mined to be 426 GPa [34.42]. The device shown in
Fig. 34.12 was fabricated from polycrystalline germa-
nium and used to measure a bend strength of 1.5 GPa
for unannealed Ge and 2.2 GPa for annealed Ge [34.43].
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Thermo- and35. Thermo- and Electromechanics
of Thin-Film Microstructures

Applications using thin-film micromechanical
structures for actuation and sensing require the
coupling of energy between various physical do-
mains. This chapter focuses on two important
couplings: thermomechanics and electromechan-
ics. Thermomechanical phenomena is considered
in Sect. 35.1 where we describe broad aspects of
the deformation characteristics and stress states
that arise when dealing with a large class of
thin-film microstructures. These include the origin
of stresses in multiplayer films and their quali-
tative evolution through processing and release
from the substrate. A basic framework is de-
scribed for the analysis of the thermo mechanics
of multiplayer films, emphasizing linear response.
Issues of geometric and material no linearity are
then taken up, and equal emphasis is put on
the generality of the analysis approach and spe-
cific applications. As much as possible, we show
comparisons between theoretical predictions and
companion experimental results.

A common use of electro mechanics in
microsystems involves the application of an
electric potential between two electrodes where
one is fixed and the other is connected to
a deformable elastic structure. The electric
potential produces an electric field and an
associated electrostatic force that deforms the
structure, and in turn alters the electrostatic force,
resulting in fully-coupled nonlinear behavior. At
some point an instability can occur where the
deformable structure snaps into contact with
the fixed electrode. This phenomena, called
pull-in is often used for switching applications. In
Sect. 35.2 we describe the basic electromechanical
phenomena using a parallel-plate electrostatic
actuator as a reference. We discuss many
important phenomena including pull-in, external
forcing, stabilization, time response, the effects of
dielectric charging, and breakdown of gases in
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small gaps. We address these phenomena for
a wide range of micro mechanical structures
including cantilevered beams and plates, torsion
ally suspended plates, and zipper actuators with
curved electrodes.
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Microsystems rely heavily on thin-film technology: the
deposition, patterning, etching, and so on, of multiple
film layers to yield micromechanical structures. We do
not discuss fabrication techniques here but instead re-
fer the interested reader to many excellent references
that describe the fabrication of micromechanical struc-
tures by means of thin-film technology [35.1, 2] and,
in particular, surface micromachining [35.3]. Regard-
less of the fabrication process flow, the end result is
a thin-film microstructure that is connected to a sub-
strate through one or more sacrificial film layers, which
must be released to render it freestanding and thus use-
ful. Figure 35.1a illustrates a simple, yet typical in
terms of the microstructure and the materials involved,
case: a cantilevered beam made of polycrystalline silicon
(polysilicon) anchored to a silicon substrate and encased
in an SiO2 sacrificial layer. Also shown is a metal elec-
trode used for electrostatic actuation of the cantilever
after release. This is the state of affairs after the thin-
film fabrication steps; we refer to it as the as-processed
but unreleased condition. To render the beam freestand-
ing, although anchored to the substrate at one end, the
sacrificial material must be removed (Fig. 35.1b). For
SiO2, this is usually accomplished by etching in an HF
solution, followed by drying. The latter step is important
because during wet etching, strong (at the microscale)
capillary forces can pull the beam into contact with the
substrate. If the microstructure is too compliant, adhe-
sive forces between the microstructure and the substrate
can pin the beam to the substrate, rendering it use-
less. This phenomena is often referred to as stiction,
and many recent references describe the phenomena, its
impact regarding reliability, and practical ways to over-
come it [35.4, 5]. For our purposes, we assume that the
microstructure can be successfully released so that it
is free from the substrate where desired and anchored
where desired.

High stresses can develop in the film layers during
processing, and these can vary significantly from layer
to layer and even within a single layer. When the sac-
rificial layers are removed, the stresses redistribute, but

Polysilicon beam

Metal electrode

Silicon substratesacrificial film

a) b)

V

Fig. 35.1a,b Schematic of thin-film microstructures (a) attached to
a substrate layer, and (b) freestanding after release from the substrate
by etching of the sacrificial film

at the expense of deformation. This can be detrimental
in applications in which planarity is essential, or it can
be used advantageously for actuation purposes. Indeed
many applications are based on the use of thermally in-
duced bending of bilayer beams and plates that arises due
to the difference in thermal expansion coefficients be-
tween the film layers. An example is shown in Fig. 35.2
where a micromirror is suspended above the substrate by
2.0-µm-thick gold/polysilicon bilayer beams that posi-
tion the mirror (or any desired device) and can then
be electrostatically actuated to control the position of
the micromirror. Upon release, microstructures are typ-
ically used for actuation and/or sensing functions. This
requires the coupling of the mechanical behavior of
the microstructure with various energy domains. These
couplings include, among others, thermomechanics,
electromechanics, electrothermomechanics, and magne-
tomechanics. The most common, and perhaps the most
easily realizable, is electromechanics, specifically the
coupling of electrostatics and mechanics. This coupling
has been successfully demonstrated by many applica-
tions as both sensors and actuators.

This chapter focuses on the behavior of thin-film
microstructures under the action of thermomechanical
and electromechanical loadings. Section 35.1 is de-
voted to the development of stresses and deformation
in multilayer thin-film microstructures when subjected
to thermomechanical loading. It focuses heavily on
linear thermoelastic behavior but describes important
issues regarding geometric and material nonlinearity.
Section 35.2 is devoted to the electromechanics of
microstructures, emphasizing general approaches to
modeling and then focusing on the behavior of typ-

Fig. 35.2 Scanning electron microscope image of a micro-
mirror (300 µm square) supported above the substrate by
gold/polysilicon bilayer beams that can be individually
actuated electrostatically to control the position of the
micromirror
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ical classes of electromechanical microstructures. The
treatment is certainly not exhaustive, but we hope it is
detailed enough to provide the interested reader with an

entry-level understanding of the basic phenomena and
some guidance regarding where to turn to obtain more
in-depth information.

35.1 Thermomechanics of Multilayer Thin-Film Microstructures

In this section we describe aspects of the deformation
characteristics and stress states in multilayer thin-film
microstructures. Deformation and stress states will be
considered for microstructures that are both attached to
a substrate and freestanding after release from the sub-
strate. In the modeling formalism that we will describe,
the substrate simply serves as another layer. We will refer
to microstructures as beams and/or plates, depending on
the relevant dimensions. At times we will use the terms
loosely, but we will describe the difference of their de-
formation characteristics in detail. The remainder of this
section will be organized as follows: Section 35.1.1 pro-
vides an overview of the basic phenomena including the
origin of stresses in multilayer films and their qualitative
evolution through processing and then release from the
substrate. Section 35.1.2 outlines a general framework
for the analysis of the thermomechanical behavior of
multilayer thin films, emphasizing linear response. Is-
sues of geometric and material nonlinearity are then
briefly taken up in Sects. 35.1.3 and 35.1.4, respec-
tively. Section 35.1.5 touches on a number of related
and important issues that were not covered in the other
sections.

The objectives of this section are to describe the ther-
momechanical phenomena that arise when dealing with
a large class of thin-film microstructures. A basic frame-
work is described for analysis, and equal emphasis is put
on the generality of the approach and specific applica-
tions. When possible, we show comparisons between
theoretical predictions and companion experimental re-
sults. To this end, a specific material and geometric
system must be chosen, and we use a gold/polysilicon
multilayer for most of these cases. We note, though,
that the phenomena discussed are not restricted to the
gold/polysilicon system but arise in many multilayer
film systems.

35.1.1 Basic Phenomena

During the multiple thin-film deposition and etching pro-
cesses, many complicated mechanisms occur that result
in straining of the film layers, and these generally differ
from layer to layer. The requirement that the film lay-

ers maintain coherency at the interfaces between them
means that these strains cannot occur freely, and thus
they are constrained. This constraint leads to stresses
in the layers and curvature of the multilayer film sys-
tem; both can have significant practical implications.
The mechanisms that lead to internal stresses include
chemical reactions, lattice mismatch, and grain growth,
among others, and are often called intrinsic stresses (see,
for example [35.6]). The details of intrinsic stress devel-
opment in thin films have been the subject of extensive
study for both scientific and technological reasons, but
they are beyond the scope of our study. In addition,
stresses may arise due to thermal expansion mismatch
between layers when subjected to a temperature change.
Such stresses are often called extrinsic stresses. Now,
in the unreleased configuration of Fig. 35.1a, a compli-
cated stress distribution exists as a result of the intrinsic
stresses. The release process to yield the configura-
tion of Fig. 35.1b obviously alters the stress distribution
as well as the state of deformation. In order to gain
physical insight, the remainder of this section discusses
rather qualitatively the nature of the stress states in the
unreleased and released configurations. In subsequent
sections details are given regarding analysis of these
thermomechanical phenomena.

Transformation Strains, Misfit Strains,
and Thin-Film Stresses

The important concepts here are most easily described
in terms of a bilayer film system in which both lay-
ers are isotropic. Furthermore, they are easier to grasp
in the context of a specific example, of which many
would suffice. Once this understanding is in place, the
generalization of the concepts to multilayer film sys-
tems follows naturally. To begin, we define a couple of
terms. A transformation strain ε∗ is a strain that occurs
in a solid, but with no accompanying stress. It is thus an
inelastic strain. In the literature a number of other terms
are used to describe this concept including stress-free
strain and eigenstrain. It can result, for example, from
thermal expansion, a crystallographic phase transforma-
tion, or a variety of sources. When thermal expansion
is the source, ε∗ can be specified as ε∗ = αT where
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α is the thermal expansion coefficient of the material
and T is the temperature change from a reference (usu-
ally stress-free) configuration. In general ε∗ and α are
second-order tensors. Stresses and deformation develop
in bilayer film/substrate systems when, due to exter-
nal or internal sources, each layer wants to undergo
a different transformation strain, but the requirement of
bonding of the films at the interface constrains each film
to some degree. The source of the stress and deforma-
tion is then the difference in the transformation strains
between the layers, i. e., ∆ε = ε∗

1 − ε∗
2 where ε∗

1 and ε∗
2

are the transformation strains of the two layers. For ex-
ample, if a bilayer is subjected to a uniform temperature
change T , then ∆ε = (α1 −α2) T = ∆αT where α1 and
α2 are the thermal expansion coefficients of the two lay-
ers. ∆ε = ε∗

1 − ε∗
2 is termed the misfit strain. Its role as

the direct source of deformation is obvious and clear
for two-layer systems. The concept of misfit strain is
not as direct for multilayer systems, and so we sim-
ply characterize the behavior in terms of the individual
transformation strains of each layer.

It is important to understand the character of the
stress distribution and deformation. To make the ideas
concrete, consider the bilayer film system with planar
dimensions (normal to the film thickness direction) that
far exceed the total thickness. The two layers, denoted
by 1 and 2, are perfectly bonded along the interface
and have different isotropic thermal expansion coeffi-
cients and elastic moduli. The bilayer is initially flat, and
each layer is stress free. Now assume the bilayer is sub-
jected to a uniform temperature change T , which would
lead to equibiaxial (ε∗ = ε∗

xx = ε∗
yy, γ ∗

xy = 0) transfor-
mation strains ε∗

1 = α1T and ε∗
2 = α2T in the two layers

if they were not bonded. Because they are bonded,
though, this results in the development of equibiaxial
stresses (σ = σxx = σyy, σxy = 0) in the layers, a change
of length in the planar directions (in-plane straining) and
bending of the bilayer (curvature). This can be under-
stood by the following thought experiment, which is
often used in the calculation of film stresses. We will
only use it, though, to explain the basics of the resulting
deformation and will leave the actual calculations to the
next section.

Consider the bilayer system shown schematically in
Fig. 35.3a. The film layers are stress free and perfectly
bonded. Our discussion will be in the context of bi-
axial transformation strains and stresses, but the ideas
can be immediately applied to situations of uniaxial
stress/strain behavior or plane stress or strain situations.
We are interested in obtaining the deformation and stress
state when the bilayer is subject to a uniform temperature

σ1 = M1ε1*

σ2 = 0

σ1 σ1

σ1 σ1

σ1 = M1ε1*

σ2 = 0

σ1 σ1

ε1*

x

zy

a)

b)

c)

d)

e)

f)

Fig. 35.3 Illustration showing the development of stresses
and deformation in a bilayer film/substrate system

change T . Since the films are stress free in Fig. 35.3a, one
can cut the bonds that connect the two layers and separate
the films (Fig. 35.3b) without generating any stresses or
deforming either layer. Now we (Fig. 35.3c) subject the
layers to a uniform temperature change T ; each layer
will undergo its stress-free biaxial strain, ε∗

1 = α1T and
ε∗

2 = α2T (for simplicity, Fig. 35.3c illustrates the defor-
mation for the case where ε∗

2 = 0, T < 0, and α1 > 0, but
the ideas are the same for more general situations). Now
the interfaces, which were originally in perfect registry,
are no longer. To bring them into registry, a uniform
stress must be applied to the film (Fig. 35.3d) by means
of the application of forces along the film edge. At this
stage the film is subjected to the uniform biaxial stress
σ1 = M1ε

∗
1, where M1 is the biaxial modulus of the film

(see Sect. 35.1.2), the substrate is still stress free, σ2 = 0,
and the layers are in perfect registry. They can then be re-
connected (imagine reattaching the original bonds that
were cut in Fig. 35.3b), without generating additional
stresses or deforming the layers (Fig. 35.3e). The stress
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state in Fig. 35.3e is the same as that in Fig. 35.3d, the
only difference is that the films are now bonded. Now,
to recover the solution for the bilayer subjected to a uni-
form temperature change T , we only have to remove
the edge forces. This can be accomplished by apply-
ing forces of equal magnitude but opposite sign to the
edges (Fig. 35.3f). The solution is then obtained as the
superposition of the problems in Fig. 35.3e, which is
trivial, and Fig. 35.3f, which is difficult in general. In-
stead of now trying to solve the problem in Fig. 35.3f,
we will simply describe the character of the resulting
deformation and stress state. Two aspects are impor-
tant: the behavior near the free edge where the stress
in Fig. 35.3f is applied, and the behavior far away from
the free edge. One can appeal to St. Venant’s princi-
ple to simplify the latter, but more involved analysis is
required for the former (see for example [35.7]).

At a distance of ten or so film thicknesses away from
the edges, the solution to the problem in Fig. 35.3f can be
decomposed, as shown in Fig. 35.4. The uniform force
distribution on the edges of the film (Fig. 35.4a) can
be replaced by a concentrated force acting at the mid-
dle z-coordinate of the film thickness (Fig. 35.4b). The
solution to this problem can then be obtained by the su-
perposition of the two problems in Fig. 35.4c and 35.4d,
the loadings of which are statically equivalent to that

a)

b)

c)

d)

σ1 σ1

x

zy

P P

P Pn.s.

M M
n.s.

d

+

Fig. 35.4 Decomposition of the edge-loading problem into
the superposition of a force and moment applied to the
multilayer. Away from the edge, the force gives rise to
uniform straining, and the moment gives rise to bending

in Fig. 35.4b. That in Fig. 35.4c is a concentrated force
applied at the as-yet-unknown neutral surface of the
bilayer; it will lead to a uniform in-plane (x-y plane)
straining of the bilayer. That in Fig. 35.4d is a moment
of magnitude Pd, where d is the distance between the
z-coordinates of the middle of the film and the neu-
tral surface of the bilayer; it will lead to bending of
the bilayer. If there were also a film on the bottom of
the substrate so that the layered film was symmetric in
material properties and geometry (film thicknesses) in
the z-direction, then no moment would result, and the
layered system would not bend but would only strain
in-plane.

It is probably obvious that very near the edge, the
stress state is quite complicated. In fact, in the context
of linear elasticity, a stress singularity generally exists
at the intersection of the free edge and the interface be-
tween the two layers. This singular stress state is similar
to that which exists at a crack tip, but the strength of the
singularity differs depending on the mismatch in elastic
constants of the materials [35.8, 9]. The region within
which this stress state exists depends on the film thick-
ness, and for very thin films it is often so small that it is
insignificant. It has recently been shown, however, that
in some cases it can be appreciable and in fact can be the
primary source of failure [35.10]. As described in de-
tail by Hui et al. [35.7], aside from the singular stresses,
the stress state near the edges contains highly localized
shear and normal stress (perpendicular to the interface)
components. By St. Venant’s principle these stress com-
ponents decay over a rather short distance from the edge,
but they can play a significant role in the durability of
the film/substrate system as they can lead to delamina-
tion of the interface or cracking into one of the layers.
The character of these stress components at the interface
is shown qualitatively in Fig. 35.5. Note that in order to
satisfy equilibrium, the normal stress (often called the
peel stress) changes sign from tensile to compressive.
Furthermore, since these stress components are highly
localized at the edge, in the interior of the system the in-
terface is free of normal or shear stresses. In this chapter
we will not further consider these localized stresses but
instead will concern ourselves with the stresses away
from the edges and the companion deformation.

Our discussion has been based on the assumption
that transformation strains are constant throughout the
cross section of each film. In microsystems applications,
though, films will often have transformation strains that
vary through the thickness. This will lead to bending of
the film after it is released from the substrate. Trans-
formation strains that vary through the thickness, i. e.,
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Shear stress

Normal stress

Distance from free edge

Stress

Fig. 35.5 Character of the normal and shear stress distri-
bution at the film/substrate interface near the free edge

ε∗(z), can be easily accommodated in the description
of Fig. 35.3. It is altered in that now in Fig. 35.3c an
in-plane strain results, the magnitude of which is given
by the through-thickness average of ε∗(z), but in addi-
tion, the film bends with constant curvature. Then, both
a force (uniform stress) and moment (linearly varying
stress) must be applied in Fig. 35.3d to flatten the film
and lengthen it so that it is again in perfect registry with
the substrate and can then be rebonded [35.11].

This description provides the starting point for un-
derstanding the effects of transformation strains on
stresses and deformation in a multilayer thin-film sys-
tem. It is an accurate picture of the state of affairs before
release of a film from the substrate to yield a freestand-
ing microstructure. In the next sections we will discuss
the changes in the deformation that occur upon release
as the constraint of the substrate is removed.

Single-Layer Beams
To keep things simple, in this and the following sec-
tion we focus on beams, which have one nonzero
normal stress component, that along the beam axis. In
subsequent sections we will discuss the limitations of
approximating such structures as beams and proceed
with a more appropriate development in terms of plates.
Consider the beam shown in Fig. 35.1. For simplicity
we assume that the sacrificial material is much thinner
than the substrate, has the same elastic moduli as the
substrate, and so before release is mechanically equiva-
lent to the substrate. In this way we can describe the
stress distribution before release as that of a two-layer
beam. To make the discussion more tangible, consider

a specific but realistic case of a polysilicon beam on
a silicon substrate. The top layer of thickness 1.5 µm is
the polysilicon film, and the bottom layer of thickness
500 µm is the silicon substrate (including the very thin
sacrificial layer that will be removed). Assume that the
polysilicon film has an intrinsic mean stress S and a lin-
ear stress gradient β (we can easily consider a nonlinear
stress gradient, but the simple linear gradient suffices to
demonstrate the concepts involved). This intrinsic stress
is interpreted as the stress state in the film if it were
free, i. e., a transformation stress. It could be expressed
in terms of a transformation strain ε∗(z), but since ref-
erence is often made to thin-film stresses we will carry
out this and the following example using this transfor-
mation stress rather than a transformation strain. We
consider three cases to isolate the effects of the mean
stress and the stress gradient: (a) S = −10 MPa, β = 0,
(b) S = 0, β = 0.8 MPa/µm, and (c) S = −10 MPa,
β = 0.8 MPa/µm. In all cases, the intrinsic stress in the
substrate is zero.

In Table 35.1 we give calculated results using a sim-
ple beam theory (to be discussed in the following
sections) for the three scenarios. Case (a) S = −10 MPa,
β = 0 results in a slight contraction and a negative curva-
ture (bent downward) of the film/substrate system prior
to release. The compressive stress in the polysilicon
beam is uniform but slightly lower than the value of S.
The stress induced in the substrate is small and varies
linearly through its thickness. It changes sign through
the substrate, a necessary requirement to satisfy equi-
librium. After release the stress is zero throughout the
beam. To relax the stress, the beam extends (the mid-
plane strain ε0 is positive), but because β = 0 it does
not bend. Case (b) S = 0 MPa, β = 0.8 MPa/µm re-
sults in a slight positive curvature (bent upward) but
no extension or contraction of the film/substrate sys-
tem prior to release. The mean compressive stress in
the polysilicon beam is zero, and the gradient of the
stress distribution through the film is decreased from the
value of β. The stress induced in the substrate is again
small and varies linearly through its thickness, chang-
ing sign. After release the stress is again zero throughout
the beam. The beam does not extend or contract since
S = 0, but it bends, assuming a curvature κ = β/E where
E is Young’s modulus of polysilicon (see Sect. 35.1.2
for details regarding this result). Careful examination of
Table 35.1 shows that the strain, curvature, and stress
for case (c) S = −10 MPa, β = 0.8 MPa/µm can be ob-
tained as the superposition of the results of cases (a)
and (b). Specifically, after release the beam extends and
bends.
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Table 35.1 Stresses, curvature, and strains in a film/substrate system consisting of a 1.5-µm-thick polysilicon film and a 500-µm-
thick silicon film. The elastic moduli of the film and the substrate are assumed equal, and the film has an intrinsic mean stress and
stress gradient. The sign convention for curvature is that (−) indicates bending downward and (+) indicates bending upward

(a) (b) (c)
S = −10 MPa S = 0 MPa S = −10 MPa
β = 0 MPa/µm β = 0.8 MPa/µm β = 0.8 MPa/µm

Unreleased Released Unreleased Released Unreleased Released

ε0 (µε) 0.0624 62.5 0 0 0.0624 62.5

κ (m−1) −7.5 × 10−4 0 5.0 × 10−9 5.0 −7.5 × 10−4 5.0

σ (MPa) Top −9.96 0 0.2 0 −9.76 0

Polysilicon Film Bottom −9.96 0 −0.2 0 −10.16 0

σ (MPa) Top 0.04 0 −2.0 × 10−7 0 0.04 0

Silicon Substrate Bottom −0.02 0 2.0 × 10−7 0 −0.02 0

These results illustrate the behavior of beams be-
fore and after release when they contain a mean stress
and/or a linear stress gradient. The results also suggest
natural means to attempt to measure the mean stress and
the gradient. Test structures that are sensitive to length
changes of beams after release can be used to character-
ize mean stress. For example, fracture of arrays of beams
of varying width upon release can be used to estimate
tensile stress, and fixed-fixed beams that buckle can be
used to estimate compressive stress. The stress gradient
in a beam can be determined by measuring its curva-
ture after release. A survey of test structures suitable for
these purposes can be found in [35.12].

Bilayer Beams
While stresses in single-layer microstructures are
important for many applications, multilayer film micro-
structures abound in microsystems technology, and the
development of stresses and deformation in them is
also important. In order to convey the basic ideas,
we consider an example of a two-layer beam fixed to
a substrate in the same manner as that in the previous
section. Specifically we consider the layered structure
shown in the inset of Fig. 35.6: a polysilicon beam
of thickness 1.5 µm attached to a silicon substrate of
thickness 500 µm, covered with a gold film of thick-
ness 0.5 µm. Photos of actual beams of this form are
shown in Fig. 35.7 where the length of the longest
beam shown is 600 µm, and the beams are 50 µm wide.
Again we assume that the sacrificial material is very
thin and has the same elastic moduli as the substrate,
and so before release it is mechanically equivalent to
the substrate. We assume that the polysilicon film has
an intrinsic mean stress S and a linear stress gradi-

ent β as in the previous example, and that the gold
film has an intrinsic mean stress but no stress gradi-
ent. We consider the reasonably typical stress states:
S = −10 MPa and β = 0.8 MPa/µm in the polysilicon
beam and S = 50 MPa in the gold film. The resulting
curvature and stress distribution before and after release
are shown in Fig. 35.6. They show that before release the
stresses in the polysilicon and gold layer are nearly uni-
form, compared to the range of stresses throughout the
layers. The multilayer experiences a positive curvature;
recall that the system consisting of just the polysilicon

60

40

20

0

– 20

– 40

– 60
–1 0 1 2 3 4 500

Stress (MPa)
κ

κ

Gold Polysilicon Silicon substrate

Position through the thickness (µm)

= 300 m–1

= 0.001 m–1

Fig. 35.6 Stress distribution through the thickness for a bi-
layer film consisting of a 0.5-µm-thick gold film on
a 1.5-µm-thick polysilicon film subjected to an internal
stresses and stress gradients. Stress distributions are shown
before and after release from a 500-µm-thick silicon
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Fig. 35.7 Scanning electron microscope image of gold/
polysilicon bilayer cantilever beams as released from the
substrate. All beams have a 0.5-µm-thick gold film, but the
beams on the left have a 1.5-µm-thick polysilicon film, and
those on the right a 3.5-µm-thick polysilicon layer

film and the substrate experienced a negative curvature
of about the same magnitude. Thus the tensile stress in
the gold is significant enough to drive the curvature from
negative (bending down) to positive (bending up).

After release from the substrate, the gold/polysilicon
beam contracts and bends substantially to a curvature of
about 300 m−1. This should be compared with 5 m−1 for
the polysilicon beam with a stress gradient. For a beam
300 µm long cantilevered from one end as shown in
Fig. 35.6, this amounts to a tip deflection of about 13 µm.
The stress states in both the gold and polysilicon are
significantly altered upon release. Perhaps most signifi-
cantly, large stress gradients exist through the thickness
of each layer. Starting at the top of the gold film, the
tensile stress increases through the gold thickness. Due
to the discontinuity in elastic modulus and the residual
stress and stress gradients, there is a jump in the stress
of about −77 MPa at the gold/polysilicon interface. The
stress is compressive at the top of the polysilicon film
layer and increases linearly through the thickness of the
polysilicon film, taking on its maximum tensile value at
the bottom of the two-layer beam. In summary, the re-
lease process results in a reduction of the stress in the
gold, an increase of the stress in the polysilicon, stress
gradients in both layers, a small contraction, and a large
curvature change.

These examples are meant to convey the basic phe-
nomena and give a feel for the magnitudes of the

quantities involved. The actual numerical results are
based on calculations performed using a relatively sim-
ple multilayer beam theory and are reasonable estimates.
Details regarding the analysis will be given in the fol-
lowing section, including a discussion of the suitability
of the simple beam theory.

35.1.2 A General Framework
for the Thermomechanics
of Multilayer Films

Numerous studies have elucidated the basic thermo-
mechanical response of multilayer material systems
when subjected to temperature changes or other sources
of transformation strains between the layers. These
have come in the context of many technological ap-
plications, the most common being structural composite
materials [35.13,14] and thin film/substrate systems for
microelectronics [35.15–22], which are directly appli-
cable to the analysis of multilayer films.

The General Multilayer Film
When a layered film is subjected to transformation
strains, two aspects of deformation play a primary
role: straining of the midplane and bending. When
the transverse deflections due to bending are of prime
importance, as is often the case, one way to broadly char-
acterize the deformation response, especially for plates
with relatively large in-plane dimensions as compared
to their thickness, is in terms of the average curvature
developed as a function of the transformation strains.
Formally the curvature is a second-rank tensor, and for
the type of layered film problems considered here it
can be wholly described by the two principal curvature
components, e.g., in the x- and y- directions, κx and κy.
The curvature is a pointwise quantity, meaning it varies
from point to point over the in-plane dimensions of the
plate. In terms of the average curvature variation as
a function of misfit strain, three deformation regimes
have been identified [35.16–19,22,23]. The first regime
is a linear relation between the average curvature and
temperature change where κx = κy, i. e., the average cur-
vature is spherically symmetric (when the materials are
isotropic). This symmetric deformation would not exist
if the material properties were anisotropic. This defor-
mation regime is characterized by both small transverse
displacements and rotations, and so conventional thin-
plate theory adequately describes the deformation. It is
the subject of the analysis in this section. The second and
third regimes, which arise due to geometric nonlinearity,
will be taken up in Section 35.1.3.
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Fig. 35.8 Multilayer film system with a definition of the
parameters involved in the analysis

Figure 35.8 shows a schematic of the geometry con-
sidered in this study; a multilayer film microstructure
with lateral dimensions that far exceed the total thick-
ness. As such we ignore the effects of the free edges
and focus on a representative point in the layered film
that lies at least a distance of a few film thicknesses
from the edge. The layers are numbered 1, 2, . . . , N
where 1 is the top layer and N is the bottom layer.
Each layer has a thickness ti (i = 1 → N), and the to-
tal thickness of the microstructure is t. Each of the film
layers consists of an isotropic material with a Young’s
modulus Ei , Poisson’s ratio, νi , and may undergo a trans-
formation strain ε∗

i (z), which may vary with position z
through the film thickness. The source of ε∗

i (z) may
be arbitrary, and the effect of multiple sources can be
considered as the sum of the individual ones. A com-
mon source, and one that we will focus on, is thermal
expansion upon a uniform temperature change. In this
case ε∗

i (z) = ε∗
i = αi T where αi is the thermal expan-

sion coefficient and T is the temperature change from
a reference state. In addition, each layer may contain an
internal stress σ̂ (z), which also may vary with position z
through the thickness. For simplicity we focus our re-
sults on isotropic layers, but the framework is applicable
to anisotropic behavior of each layer. As a result of the
difference in stress-free strains and/or internal stresses
between each layer, stresses are developed in the lay-
ers and the structure deforms; our intent is to compute
these.

Analysis
The analysis presented here is somewhat standard in
the treatment of laminated composite plates but has
not been often used in the analysis of multilayer thin
film problems for microelectronics and/or microelec-
tromechanical systems. Detailed accounts of parts of

�
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u = u0 –z –––∂w0
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� = –––∂w0

∂x

Fig. 35.9 Kinematics of the deformation of the thin-film multilayer

the theory can be found in texts on composite materials
(see for example [35.24,25]), and so only a brief account
is presented here.

The displacements u and v at any point z through the
thickness of the laminate are assumed to be described
by the classical Kirchoff hypothesis. As illustrated in
Fig. 35.9, the Kirchoff hypothesis states that after loads
are applied to the layered film, the line a–a′ which is
initially straight and normal to the geometric midplane
remains straight, normal to the deformed geometric mid-
plane, and its length is unchanged. In other words, the
normal does not deform but only translates and rotates.
As a consequence of this assumption, the displacements
of any point in the layered film are given by:

u = u0 − z
∂w0

∂x

v = v0 − z
∂w0

∂y

w = w0 , (35.1)

where u0, v0, and w0 are the displacements of the ge-
ometric midplane at z = 0. Note that in addition to this
explicit dependence of the displacements on z, they are
generally functions of x and y.

The nonzero normal and shear strains are then:

εx = ∂u

∂x
= ∂u0

∂x
− z

∂2w0

∂x2 = ε0
x + zκx

εy = ∂v

∂y
= ∂v0

∂x
− z

∂2w0

∂x2
= ε0

y + zκy

γxy = ∂u

∂y
+ ∂v

∂x
= ∂u0

∂y
+ ∂v0

∂x
−2z

∂2w0

∂x∂y

= γ 0
xy + zκxy (35.2a)

or in matrix form:

{ε} =
{
ε0
}

+ z {κ} , (35.2b)
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where:

{ε} =

⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭

{
ε0
}

=

⎧⎪⎨
⎪⎩

ε0
x

ε0
y

γ 0
xy

⎫⎪⎬
⎪⎭=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∂u0

∂x
∂v0

∂y
∂u0

∂y
+ ∂v0

∂x

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

{κ} =

⎧⎪⎨
⎪⎩

κx

κy

κxy

⎫⎪⎬
⎪⎭=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−z
∂2w0

∂x2

−z
∂2w0

∂y2

−2z
∂2w0

∂x∂y

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

. (35.3)

In (35.3),
{
ε0
}

is the midplane strain and {κ} is the
midplane curvature. As with the displacements,

{
ε0
}

and {κ} are generally functions of x and y.
The stress-strain relations for each layer are:⎧⎪⎨
⎪⎩

σx(z)

σy(z)

σxy(z)

⎫⎪⎬
⎪⎭

k

=
⎡
⎢⎣ Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

⎤
⎥⎦

k

×

⎡
⎢⎣
⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭−

⎧⎪⎨
⎪⎩

ε∗
x (z)

ε∗
y (z)

γ ∗
xy (z)

⎫⎪⎬
⎪⎭

k

⎤
⎥⎦+

⎧⎪⎨
⎪⎩

σ̂x(z)

σ̂y(z)

σ̂xy(z)

⎫⎪⎬
⎪⎭

k
(35.4a)

or in compact form:

{σ (z)}k = {
Q
}

k

[{ε}−{ε (z)}∗k
]+{

σ̂ (z)
}

k ,

(35.4b)

where k = 1 → N denotes the layer number. Equa-
tion (35.4) is written in a global coordinate system for the
layered structure, (x, y, z). As such,

[
Q̄
]

k are the (gen-
erally anisotropic) elastic stiffness coefficients of the
kth layer in the global coordinate system. They are ob-
tained by transformation (see [35.24, 25], for example)
of the stiffnesses, [Q]k, from a natural coordinate sys-
tem (x1, x2, x3). For orthotropic materials the nonzero
components of [Q] for each layer are,

[Q] =

⎡
⎢⎢⎢⎢⎣

E1

1−ν12ν21

ν12 E2

1−ν12ν21
0

ν21 E1

1−ν12ν21

E2

1−ν12ν21
0

0 0 G12

⎤
⎥⎥⎥⎥⎦ , (35.5a)

where Ei , νij , and Gij are the orthotropic Young’s mod-
uli, Poisson’s ratios, and the shear modulus, respectively,
of the layer, in the local coordinate system. Note that
Q12 = Q21, and so the equality of these expressions in
(35.5a) shows the reciprocal relationship between Ei and
νij ; only three of the four are independent. For isotropic
materials

[
Q̄
] = [Q], and the nonzero components for

each layer are:

[
Q̄
]

= [Q] =

⎡
⎢⎢⎢⎣

E

1−ν2

νE

1−ν2 0

νE

1−ν2

E

1−ν2
0

0 0 G

⎤
⎥⎥⎥⎦ (35.5b)

In (35.4)
{
σ̂ (z)

}
k is the residual internal stress in the

layer and may be an arbitrary function of z, i. e., a stress
gradient may exist within each layer; {ε} is the total
strain, {ε∗}k is the inelastic transformation strain, and
the term in rectangular brackets is the elastic strain.
The stresses and strains are all defined in the (x, y, z)
coordinate system. Substituting (35.2) into (35.4) yields
the stress distribution through the thickness:

{σ (z)}k = {
Q
}

k

[{
ε0
}

+ z {κ}−{
ε∗ (z)

}
k

]
+{

σ̂ (z)
}

k . (35.6)

For the layered film system we define a resultant
force {N} and moment {M} per unit length as:

⎧⎪⎨
⎪⎩

Nx

Ny

Nxy

⎫⎪⎬
⎪⎭= {N} =

t/2∫
−t/2

{σ (z)}k dz

⎧⎪⎨
⎪⎩

Mx

My

Mxy

⎫⎪⎬
⎪⎭= {M} =

t/2∫
−t/2

{σ (z)}k z dz . (35.7)

For example, Nx is the force in the x-direction per unit
length in the y-direction. {N} and {M} have units of
[F/L], [F · L/L], respectively.

Substituting (35.6) into (35.7) and breaking the in-
tegrals through the thickness into sums of integrals over
each layer yields:

{N} = [A]
{
ε0
}

+ [B] {κ}−
{

Nε
}

+
{

Nσ
}

{M} = [B]
{
ε0
}

+ [D] {κ}−
{

Mε
}

+
{

Mσ
}

,

(35.8)
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where:

[A] =
t/2∫

−t/2

{
Q
}

k dz =
N∑

k=1

{
Q
}

k (zk − zk−1)

[B] =
t/2∫

−t/2

{
Q
}

k z dz = 1

2

N∑
k=1

{
Q
}

k

(
z2

k − z2
k−1

)

[D] =
t/2∫

−t/2

{
Q
}

k z2 dz = 1

3

N∑
k=1

{
Q
}

k

(
z3

k − z3
k−1

)

{
Nε

} =
t/2∫

−t/2

{
Q
}

k

{
ε∗(z)

}
k dz

{
Nσ

} =
t/2∫

−t/2

{
σ̂ (z)

}
k dz

{
Mε

} =
t/2∫

−t/2

{
Q
}

k

{
ε∗(z)

}
k z dz

{
Mσ

} =
t/2∫

−t/2

{
σ̂ (z)

}
k z dz . (35.9)

In the terminology of laminated composite materials,
[A], [B], and [D] are the extensional, coupling, and
bending constants and are functions of the elastic moduli
of each layer and the arrangement of the layers through
the thickness. [A], [B], and [D] have units of [F/L],
[F], and [F · L], respectively. Physically, [A] describes
the connection between in-plane forces and straining
of the midplane, [D] describes the connection between
moments and curvature, and [B] connects moments to
midplane strain and forces to curvature. If both the ge-
ometry and material properties, including ε∗ (z) and
σ̂ (z), of the layered film system are symmetric about
z = 0, then [B] = [0] and there is no coupling between
in-plane straining and bending. Note that [A], [B], and
[D] are 3 × 3 matrices, as are

[
Q̄
]

k, while all other terms
a 3 × 1 column vectors of the form of (35.3) and (35.4).

Equation (35.8) can be written in compact form as:{
{N}
{M}

}
=
[

[A] [B]

[B] [D]

]{ {
ε0
}

{κ}

}

−
{

{Nε}
{Mε}

}
+
{

{Nσ }
{Mσ }

}
. (35.10)

Equation (35.10) is most easily implemented in ma-
trix form as a 6 × 6 system of equations that hold at
each (x, y) coordinate. These are the constitutive equa-
tions for the layered film, incorporating the Kirchoff
hypothesis and the strain-displacement relations. In or-
der to completely describe the response of a layered
film due to external or internal loads, (35.10) must be
supplemented with the stress equilibrium equations and
appropriate boundary conditions. In general the solution
of these equations for a specified multilayer film geom-
etry and loading is a complex undertaking and recourse
is often taken to numerical methods such as the finite el-
ement method (FEM). Alternatively, the equations can
be formulated using an energy approach that will be ad-
vantageous when we consider geometric nonlinearity in
Section 35.1.3.

Fortunately, using this formulation we can solve
a number of important problems simply using (35.10).
For example, if there are no externally applied loads
then {N} = {M} = {0} and (35.10) can be inverted to
yield:

⎧⎨
⎩
{
ε0
}

{κ}

⎫⎬
⎭=

[
[A] [B]

[B] [D]

]−1

×

{{
{Nε}
{Mε}

}
−
{

{Nσ }
{Mσ }

}}
. (35.11)

Recall that all terms on the right-hand side are func-
tions of the elastic moduli, the known transformation
strains and stresses, and the geometrical arrangement of
the layers. Once the midplane strain and curvature are
computed using (35.11), the stress distribution in each
layer can be computed using (35.6).

Special Cases
Here we apply (35.11) to yield some simple, yet im-
portant, results. Before doing so, it is useful to explicitly
express the form of the transformation stress distribution{
σ̂ (z)

}
k . To this end we restrict

{
σ̂ (z)

}
k to be a linearly

varying function through each layer. This can be written
as:

{
σ̂ (z)

}
k = {S}k −{β}k

(
z − zk−1 + zk

2

)
, (35.12)

where {S}k is the average stress in layer k and {β}k
is the stress gradient as shown in Fig. 35.10. For this
form of the stress, {Nσ } and {Mσ } can be expressed
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t k

�

Fig. 35.10 Schematic showing a linear stress distribution
characterized by a mean stress S and linear through-
thickness stress gradient β

as:

{
Nσ

} =
N∑

k=1

{S}k (zk − zk−1)

{
Mσ

} = 1

2

N∑
k=1

{S}k

(
z2

k − z2
k−1

)

− 1

12

N∑
k=1

{β}k

(
z3

k − z3
k−1

)
. (35.13)

Furthermore, it is useful to specify the form of {ε∗ (z)}
when its source is thermal expansion during a uniform
temperature change T from a reference temperature. In
this case:{

ε∗ (z)
}

k = {
ε∗}

k = {α}k T . (35.14)

For this form of the stress-free strain, {Nε} and {Mε}
can be expressed as:

Nε =
t/2∫

−t/2

{
Q
}

k {α}k T dz

= ∆T
N∑

k=1

{
Q
}

k {α}k (zk − zk−1)

Mε =
t/2∫

−t/2

{
Q
}

k {α}k Tz dz

= ∆T

2

N∑
k=1

{
Q
}

k {α}k

(
z2

k − z2
k−1

)
. (35.15)

In all of the examples described in this section
we will consider only cases in which all layers
have elastic constants, thermal expansion properties,
and misfit strains that are isotropic. As a result,
A16 = A26 = B16 = B26 = D16 = D26 = 0. The rami-
fications of this are that the midplane shear strains

γ 0
xy = 0 and the twist curvatures κxy = 0. In addition,

the midplane strains and curvatures are equibiaxial, i. e.,
ε0

x = ε0
y = ε0 and κx = κy = κ. So in the remainder of

this section this equibiaxial deformation state is under-
stood, and we refer to it simply by ε0 and κ. While this
is the case in the examples presented in this section, it
is not the case when material anisotropy exists, the film
is patterned in lines instead of as a blanket, or large de-
flections occur which result in geometric nonlinearity.
These issues will be discussed briefly in later sections.

Single-Layer Plate. Consider a single-layer film with
an internal biaxial mean stress S = S11 = S22 and stress
gradient β = β11 = β22 that is subjected to a uniform
temperature change T . This scenario models the defor-
mation of a film after release from a substrate when
subjected to a temperature change where before release
the film had an internal stress S, and stress gradient β.
In this case, after significant manipulation (35.11), with
(35.12) and (35.13), yields:

κ = β

M
(35.16)

ε0 = − S

M
+αT , (35.17)

where M = E
1−v

is the biaxial modulus. As previously
discussed, after release there is straining due to S and
ε∗ = αT , and the plate bends with a biaxial curvature κ.
The result of (35.16), and especially the simplification
that results for beams (simply obtained by setting ν =
0 and interpreting κ and ε0 as the uniaxial curvature
and midplane strain in the direction of the beam length)
is commonly used in conjunction with measurements
of the curvature after release to determine the stress
gradient in a film.

Bilayer Plate. Another simple yet practically important
special case is that of two isotropic layers of thick-
nesses t1 and t2, subject only to a uniform temperature
change T . In this case, (35.11), with (35.12) and (35.13),
yields:

κ = 6∆αT

t2
hm

(
1+h

1+2hm
(
2+3h +2h2

)+h4m2

)

(35.18)

ε0 = T

(
α1mh

(
1+3h +3h2 +mh3

)
1+2hm

(
2+3h +2h2

)+h4m2

+ α2
[
1+mh

(
3+3h +h2

)]
1+2hm

(
2+3h +2h2

)+h4m2

)
,

(35.19)
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where h = t1
t2

, m = M1
M2

, and Mk = Ek
1−vk

(here
k = 1, 2 corresponds to layers 1 and 2) and ∆α =
α2 −α1.

It is often convenient to define a nondimensional
curvature κ̂:

κ̂ = κ t2
6∆αT

(35.20)

Equation (35.18) can then be written as

κ̂ = hm (1+h)

1+2hm
(
2+3h +2h2

)+h4m2
. (35.21)

Two limiting values of (35.21) are of interest. The first
is the case where there is no elastic mismatch between
the layers, i. e., m = 1. In this case (35.21) simplifies to:

κ̂ = h

(1+h)3
. (35.22)

The other is the thin-film limit where t1 � t2. Expanding
(35.18) in powers of h and retaining only the lowest order
term recovers Stoney’s [35.26] well-known result:

κ = 6∆αT

t2
hm

κ̂ = hm . (35.23)

In the thin film limit, (35.19) reduces to ε0 = α2T .
Figure 35.11 shows the normalized curvature κ̂ as

a function of the layer thickness ratio h for various ratios
of the biaxial moduli, m. The curves from top to bottom
are for m = 10, 0.66, and 0.1. m = 10 and 0.1 represent
a stiff film on a compliant substrate and a compliant film
on a stiff substrate, respectively. m = 0.65 represents
a gold film on a polysilicon substrate. The solid curves
are the exact results from (35.21) and the dashed curves
are the Stoney’s result for the thin-film limit, (35.23). In
the latter case, κ̂ varies linearly with h, with slope m. The
results in Fig. 35.10 show how the range of applicability
of Stoney’s result depends on both h and m; the range
decreases for increasing h and decreasing m. For most
microstructure applications where the layer thicknesses
are comparable (h > 0.1), Stoney’s result is not accurate
unless the film is much more compliant than the sub-
strate. Thus physically, Stoney’s result is accurate when
the substrate stiffness controls the deformation, either
because it is much thicker or has much higher elastic
moduli than the film. Over the years many papers have
discussed corrections to Stoney’s result to increase the
region of validity in terms of layer thicknesses and mod-
ulus mismatch. We emphasize, though, that (35.18) is
valid for arbitrary layer thicknesses and modulus mis-
match and is quite simple to use itself. We refer the
reader interested in more details to [35.7, 18, 22].

10

1

0.1
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0.0001
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h = t1/t2

t2

6∆αT
κ

x
1

2

 t1

t2

zy

Stoney
Exact

Fig. 35.11 Normalized curvature κ̂ as a function of the film thick-
ness ratio h = t1/t2 for three values of the biaxial modulus ratio,
m = M1/M2. From top to bottom, the curves are for m = 10, 0.65
(gold/polysilicon), and 0.1. The solid lines are the exact solution,
(35.21) and the dashed lines are Stoney’s result in the thin-film
limit, (35.23)

Equally important from a technological viewpoint is
the equibiaxial stress distribution through the thickness
σx(z) = σy(z) = σ(z) obtained from (35.6):

σ(z)k = Mk

(
ε0 + zκ −αkT

)
, (35.24)

where k = 1, 2 denotes the layer. In (35.24), κ and ε0

are obtained from (35.18) and (35.19), respectively, and
Mk and αk are the values for the kth layer. In the thin-
film limit the equibiaxial stress varies so little through
the film thickness that it can be taken as constant, i. e.,
σx = σy = σ . This is the reason one often refers to the
stress in a thin-film by a single number. In the thin film
limit, the substrate (layer 2) thermal expansion domi-
nates the deformation process, and so the film strains
by an amount ∆αT , and the biaxial stress in the film is
σ1 = M1∆αT , or in terms of the curvature:

σ1 = M2

6

t2
2

t1
κ . (35.25)

Note that, as written, the thermoelastic properties of the
film do not enter (35.25). We will discuss the practical
ramifications of this shortly.

Figure 35.12 shows the stress distribution through
the thickness of both layers for a negative unit tem-
perature change, (35.24), as a function of h = t1/t2 for
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h = t1/t2
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Fig. 35.12 Biaxial stress per unit temperature change, (35.24), for
a gold/polysilicon bilayer (m = 0.67) for a 0.5-µm-thick gold film as
a function of the polysilicon thickness h = t1/t2. Biaxial stresses are
shown at four locations: the interface on the gold and polysilicon
sides (dashed lines), and the surfaces of the gold and polysilicon
(solid lines)

m = 0.67, and t1 = 0.5 µm, representative of a gold film
on a silicon substrate. Equation (35.24) shows, and we
have previously discussed, that the biaxial stress varies
linearly through each material. Thus we can completely
specify the stress distribution by plotting it at four points:
the top of material 1, the interface in material 1, the
interface in material 2, and the bottom of material 2.
Referring to Fig. 35.8, these positions are z = z0, z1,
and z2. Because of the perfect bonding between the two
films, the total strain must be continuous across the inter-
face. The elastic moduli are different for the two films,
though, and so the stresses will be discontinuous at the
interface. Hence we interpret z = z1 as a position just
above, or just below, the interface, and use Mk and αk
in (35.24) as appropriate. As h → 0 the stresses at the
top and at the interface in the film (layer 1) converge
and take on a maximum value given by σ = M1∆αT .
The stress in the substrate vanishes in this limit. As the
substrate thickness increases (increasing h) the stress in
the film decreases with the maximum value occurring at
the interface. The stress in the substrate increases at the
interface but decreases on the bottom surface. In gen-
eral this results in a stress distribution in the substrate
that is compressive on the bottom surface and tensile at
the interface. Depending on h, the stresses in the film
are either tensile throughout or tensile on the interface

and compressive on the surface. The difference in stress
between the interface and the surface is a measure of
the stress gradient in each layer; it increases with in-
creasing h. For different values of m, the behavior with
varying h is similar to that in Fig. 35.12, with the stress
in the film increasing with increasing m.

Equation (35.25) is the theoretical basis of what is
perhaps the most common technique to measure thin-
film stresses – the wafer curvature method [35.6]. It
involves measuring the curvature of a thick (compared
to the film thickness) wafer with and without a film,
and then using the curvature difference between the two
in (35.25) to determine the film stress. It is particularly
convenient because the film stress is obtained from the
measured curvature regardless of the source of the stress
and the thermoelastic moduli of the film. It is necessary,
though, to know accurately the thickness of the film and
substrate, as well as the elastic properties (biaxial mod-
ulus, E/(1−ν)) of the substrate. An appealing feature
of the method is that the elastic properties of the film,
typically difficult to measure themselves, do not need to
be known. This is because the much thicker substrate
controls the deformation response.

Three-Layer Symmetric Plate. Considerable simplifica-
tion also results for the technologically important case
of a thin-film multilayer subject to a uniform temper-
ature change T that consists of three layers, but the
top and bottom layer are identical in terms of thickness
(t3 = t1) and material properties (M3 = M1, α3 = α1). In
this case, from (35.9) [B] = [0], and thus the plate does
not bend, i. e., κ = 0. Equation (35.11), with (35.12) and
(35.13), then yields:

ε0 = (2α1mh +α2) T

2mh +1
. (35.26)

In the thin-film limit h → 0, ε0 = α2T .
The equibiaxial stress distribution is such that it does

not vary through the thickness within each layer, i. e.,
σ(z)3 = σ(z)1 = σ1, and σ(z)2 = σ2. From (35.6) with κ

= 0 and ε0 from (35.26):

σ1 = M1∆αT

2mh +1

σ2 = −2mhM2∆αT

2mh +1
. (35.27)

In the thin-film limit, the stresses of (35.27) reduce to
σ1 = M1∆αT and σ2 = −2M1h∆αT .

Figure 35.13 shows the uniform biaxial stress in each
material for a negative unit temperature change as a func-
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tion of h = t1/t2 for m = 0.65, and t1 = 0.5 µm, again
representative of a gold film on a silicon substrate. As
h → 0, the stresses in the films (layers 1 and 3) are
given by σ1 = M1∆αT , and that in the substrate (layer 2)
approaches zero. The stress in the films is tensile and de-
creases with increasing h while that in the substrate is
compressive, increasing in magnitude with increasing h.

Beams. Our analysis thus far has focused on multilayer
plates where both in-plane dimensions far exceed the
thickness and where the transformation strains, and thus
the stresses, are equibiaxial. When one in-plane dimen-
sion, say x, is much larger than the other, the structure
is often referred to as a beam. In the classical treat-
ment of the flexure of beams, it is assumed that only one
nonzero normal stress component exists, σx . This greatly
simplifies the analysis for homogeneous beams, but the
situation is not as straightforward for multilayers with
biaxial transformation strains. From the results in the
previous section, one can obtain results for a beam theory
by simply setting ν1 = ν2 = 0 in the formulae devel-
oped for biaxial stresses, but these results should be used
with caution as the transverse component of the moment
that results from the equibiaxial transformation strains
cannot be neglected as shown by three-dimensional fi-
nite element calculations [35.27, 28]. Swanson [35.29]
describes how to apply the results from a multilayer
plate theory to beams and specifically focuses on the
effect of the beam width, giving easily usable results
for narrow and wide beams. The main results are an ef-
fective structural stiffness (EI )eff that can be used to
replace EI (E is Young’s modulus and I is the cross-
sectional moment of inertia) in existing beam theory
results, such as those that will be presented in Sect. 35.2
for electromechanics analysis. Insight into the behavior
can be seen in the results in Table 35.2, which show
measurements (using interferometry as described by
Dunn et al. [35.30]) and predictions based on (35.18)
for plates and the simplified version for beams ob-
tained by setting ν1 = ν2 = 0. In all calculations both the
gold and polysilicon are modeled as linear thermoelas-
tic with isotropic material properties. Input parameters
to the finite element calculations are E2 = 163 GPa,
ν2 = 0.22, E1 = 78 GPa, ν1 = 0.42 [35.31]. The ther-
mal expansion coefficients of the materials were
assumed to vary linearly with temperature, and values
at 100(24) ◦C used are α2 = 3.1(2.6)× 10−6 /◦C, and
α1 = 14.6(14.2)× 10−6 /◦C [35.31]. Although some un-
certainty exists in the values of these material properties
for the gold and polysilicon films, we think they are
sufficiently accurate for the purpose of modeling the ob-

h = t1/t2
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Fig. 35.13 Biaxial stress per unit temperature change for a gold/
polysilicon/gold (m = M1/M2 = 0.65) three-layer film system. The
calculations, (35.27), are for a 0.5-µm-thick gold film as a function
of the polysilicon thickness h = t1/t2. Biaxial stresses are shown in
the gold (top curve) and polysilicon (bottom curve)

served phenomena. Young’s modulus and Poisson’s ratio
of the polysilicon are in line with many measurements
over many MUMPS runs [35.32] and agree adequately
with bulk polycrystal averages of single-crystal elastic
constants. Good agreement exists between the predic-
tions using plate theory and the measurements, while
predictions based on beam theory are significantly less
accurate, demonstrating the need to use plate, rather than
beam, theory.

Patterned Films. In microsystems applications, ad-
ditional design freedom can be obtained by using
multilayer films with patterned, rather than blanketed,

Table 35.2 Predicted and measured curvature per unit
negative temperature change for gold/polysilicon mi-
crostructures as a function of the polysilicon thickness. In
all cases the gold thickness is 0.5 µm. The microstructures
are 300 µm long and 50 µm wide and cantilevered from one
end

Polysilicon dκ/dT (m−1/◦C)

thickness Measured Predicted Predicted
(µm) (plate) (beam)

1.5 −5.36 −5.56 −4.86

3.5 −1.42 −1.44 −1.16
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films. In general one can use the finite element method
with multilayer plate elements to model the deformation
and stresses in a multilayer with arbitrary patterned lay-
ers. A useful practical example is a beam of width w2
that is covered with a film in the pattern of a stripe of
width w1 as shown in Fig. 35.14. A simple modifica-
tion of (35.18) yields the curvature along the length of
the patterned beam as a function of the nondimensional
linewidth, c = w1/w2:

κpatterned = 6∆αT

t2
hcm (35.28)

×

(
1+h

1+2hcm
(
2+3h+2h2

)+h4c2m2

)
.

Predictions from (35.28), normalized as η = κpatterned/T ,
are shown in Fig. 35.14 for m = 0.65 (the gold/poly-
silicon bilayer) along with predictions from detailed
finite element calculations and measurements over the
entire range of c = w1/w2 [35.33]. Equation (35.28) ac-
curately describes the effect of linewidth on curvature
development and can be used to design bilayer beams.

Deflections. Thus far our discussion of deformation
has been cast in terms of curvature. An important
quantity for many applications where control of the
deformation is important is the deflection of the mul-
tilayer. Formally this can be obtained by integrating
the curvature-displacement relationship and applying

6
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3

2

1

0
0 0.2 0.4 0.6 0.8 1

w1/w2

η = d  /dT (m–1/°C)

w1 w2

Fig. 35.14 Curvature per unit temperature change as a func-
tion of the ratio of gold to polysilicon film width w1/w2

for gold (0.5 µm thick)/polysilicon (1.5 µm thick) strip-
patterned beams. Grey circles are finite element simulation
results, the solid line is the analytical result of (35.28), and
the brown circles are measurements

the relevant boundary conditions. For example, assum-
ing constant curvature, the tip deflection w(x = L) for
a cantilever beam of length L , is:

w(x = L) = κL2

2
. (35.29)

35.1.3 Nonlinear Geometry

In the previous section we noted that in general the
deformation of a layered film microstructure subjected
to transformation strains consists of three regimes but
focused on the first, linear regime. Here we focus on
the second and third regimes. To illustrate, consider
the seemingly simple case of a plate with total thick-
ness much less than the in-plane dimensions, composed
of two isotropic layers with different material proper-
ties (elastic moduli and thermal expansion coefficients)
subjected to a temperature change. Although we use
a temperature change to demonstrate, the results hold
for any type of transformation strains. In terms of the
average curvature variation as a function of temperature
change, three deformation regimes have been identi-
fied as illustrated in Fig. 35.15 [35.16–19, 22, 23]. The
first regime, I, consists of a linear relation between
the average curvature and temperature change where
κx = κy, i. e., the average curvature is spherically sym-
metric. This deformation regime is characterized by
both small transverse displacements and rotations, and
so conventional thin-plate theory adequately describes
the deformation. In Sect. 35.1.2 we outlined the anal-
ysis in this regime. The second regime, II, consists of
a nonlinear relation between the average curvature and
temperature, but again κx = κy. The behavior is due to
geometric nonlinearity that results when the deflections
become excessively large relative to the plate thick-
ness, and they contribute significantly to the in-plane
strains. It has been shown [35.15–19, 22, 23] that in
these two regimes the symmetric deformation modes
are stable. The second regime ends at the point when
the deformation response bifurcates from a spherical
to ellipsoidal deformation, i. e., κx �= κy. At this point,
the beginning of regime III, it becomes energetically
favorable for the plate to assume the ellipsoidal shape
because to retain the spherical deformation under an
increasing temperature change requires increased mid-
plane straining. After the bifurcation, the curvature in
one direction increases while that perpendicular to it
decreases; the plate tends toward a state of cylindrical
curvature. This observation helps to explain the ener-
getic argument, as unlimited cylindrical curvature can
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be obtained with no midplane straining, while spherical
curvature cannot. This discussion has been cast in the
context of linear material behavior. Additional deforma-
tion regimes result if material nonlinearity is present, for
example, yielding [35.18].

Analysis
The understanding described above derives from a num-
ber of studies with different technological motivations,
primarily structural laminated composites and thin films
for microelectronics. Most of these studies are analyt-
ical [35.15–19, 22, 23, 34] and build upon the original
work of Hyer [35.13,14]. To illustrate the computational
approach in a reasonably simple setting, here we con-
sider a two-layer plate with layer thicknesses t1 and t2.
Each layer is isotropic and characterized by the Young’s
modulus Ei , Poisson’s ratio νi , and thermal expansion
coefficient αi (i = 1, 2). We consider a square plate with
side length L; a similar analysis can be carried out for
circular [35.22] or other plate shapes. The plate is sub-
ject to a uniform temperature change, T . In other words,
the stress-free strains {ε∗}k are due to thermal expansion
as given by (35.14).

In order to compute the deformed shape when the
plate is subject to a temperature change we use the
approach of Hyer [35.14] as applied by Masters and
Salamon [35.16]. The basic idea is to assume an admis-
sible displacement field w(x, y) in terms of unknown
parameters (di) that are suitably chosen to be consis-
tent with observed deformation modes. Values of the
parameters di are then determined via a Ritz proce-
dure so as to minimize the total potential energy of the
system. Different choices of the assumed displacement
field have been considered, and details of the proce-
dures are given in the above references. Such analyses
are sufficient to qualitatively, and in many cases quanti-
tatively, explain the three regimes of deformation shown
in Fig. 35.15. In fact, quite simple closed-form expres-
sions result for special cases that provide illuminating
descriptions of observed phenomena (see for exam-
ple [35.22]). A disadvantage of the analytical approaches
is that for simplicity a displacement field consistent
with a spatially constant curvature deformation mode
is usually chosen. Additionally, these formulations are
useful for only simple plate shapes. While this may
be adequate for the structures demonstrated here, it
is not for more complex in-plane shapes, of either or
both layers, that arise in microsystems applications. In
this more general case the best approach is probably
to use the finite element method for the approximate
analysis.

Curvature

Temperature change
I II III

x = yκ κ x = yκ κ

xκ

yκ

x
1

2
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zy

Fig. 35.15 General characteristics of the average curvature-versus-
temperature change of a two-layer plate microstructure showing
the three deformation regimes. The interferograms in the inset
show measured displacement contours for gold/polysilicon plates
in Regimes II and III

To proceed, we assume the transverse midplane
displacement is of the form:

w0(x, y) = d1x2 +d2 y2 . (35.30)

d1 and d2 are immediately recognized as one-half the
curvature in the x- and y-directions, and the deformation
is seen to be a constant curvature mode. The midplane
displacements u0 and v0 are assumed to be described by
third order polynomials in x and y, also with unknown
constant coefficients d3–d8 to be determined:

u0(x, y) = d3x + d5

3
x3 +d7xy2 − d2

1

6
x3

v0(x, y) = d4 y + d6

3
y3 +d8x2 y − d2

2

6
y3 . (35.31)

The midplane strains are then computed from the non-
linear strain-displacement relations of the von Karman
plate theory:

ε0
x = ∂u0

∂x
+ 1

2

(
∂w0

∂x

)2

ε0
y = ∂v0

∂y
+ 1

2

(
∂w0

∂y

)2

γ 0
xy = ∂u0

∂y
+ ∂v0

∂x
+
(

∂w0

∂x

)(
∂w0

∂y

)
. (35.32)
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The strains at any point through the thickness are
then computed using the standard kinematic relations
for thin plates, (35.2), and the stresses are computed
from the strains using the conventional linear thermo-
elastic constitutive relations for each layer, (35.6) with
{ε∗}k = {α}k T . The first term in (35.32) is recognized
as the conventional small deformation, and the second
term arises from the large transverse deflections w0,
which result in straining of the midplane. This is shown
schematically in Fig. 35.16 for the strain component ε0

x ;
similar results are obtained for ε0

y and γ 0
xy.

The potential energy density of each layer is com-
puted from the stress and strain in each layer, and the
total potential energy of the plate is then computed by
integrating it over the volume of the plate. This yields an
expression for the potential energy of the plate in terms
of the unknown coefficients di :

U(di) =
L/2∫

−L/2

L/2∫
−L/2

t/2∫
−t/2

{ε}T {σ}k dz dx dy ,

(35.33)

where the superscript T denotes the transpose of the
3 × 1 column vector. The coefficients di are determined
by application of the principle of minimum potential
energy:

∂U(di)

∂di
= 0 . (35.34)

This yields eight equations for the eight unknown di
and thus solutions for the deformation response of
Fig. 35.15. Complete details regarding this analysis can
be found elsewhere [35.14, 16]; here we present only
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Fig. 35.16 Illustration of the development of midplane
strain due to bending when nonlinear geometry effects arise

the pertinent results in what we hope is an accessible
form. When the displacements are small, the solution of
(35.34) and (35.35) recovers (35.18) and (35.19).

In the nonlinear but symmetric deformation
regime II, the relationship between both the curvature
and midplane strain, and the thermal expansion mis-
match is too complex to present here. This is also the
case in the nonlinear regime III after bifurcation. An
important difference between the linear and nonlinear
response, though, is that the nonlinear response depends
on the plate size. The critical curvature at which bifur-
cation occurs, though, can be obtained explicitly and is
given by:

κcr = 12
√

2

L2

√
6+ A12/A11

1+ A12/A11

√
A66 D66 − B2

66

A2
66

(35.35)

for a square plate of side length t, where Aij , Bij , and Dij
are the composite moduli of (35.8). In the simplified case
where there is no elastic mismatch between the layers
and the elastic, response can be expressed in terms of
the Young’s modulus E and Poisson’s ratio ν, (35.35)
reduces to:

κcr = 2
√

6

√
6+ν

1+ν

t

L2
, (35.36)

where t = t1 + t2. These results have also been obtained
by Finot and Suresh [35.18]; similar results exist for
a circular plate [35.22, 30].

The analysis just discussed is made tractable by as-
suming a displacement field consistent with a constant
curvature. In the nonlinear case, this assumption is ques-
tionable. While the assumed displacement field used
in the Ritz procedure could be modified to incorporate
the dependence of curvature on position, perhaps the
simplest approach to tackle these more general prob-
lems is to use the finite element method to solve the
geometrically nonlinear equations over an arbitrary spa-
tial domain. This is also the most viable approach for
more complicated in-plane geometries, including pat-
terned films. Complete details regarding the use of the
finite element method to carry out such calculations
can be found in Dunn et al. [35.30]. Here we will
simply show the result of some of these calculations.
The input parameters used are the same as those given
in Sect. 35.1.2.

Deformation Behavior
In order to illustrate the nature of the deformation
phenomena in the nonlinear regimes, Fig. 35.17 shows
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contour plots of measured (using an interferometric
microscope as described by Dunn et al. [35.30]) and pre-
dicted displacement fields w(x, y) for square plates of
four plate sizes that have been cooled from about 100 ◦C
where they are flat to room temperature. Due to the ther-
mal expansion mismatch between the polysilicon and
gold, the L = 150 µm samples deform in a spherically
symmetric manner; contours of constant transverse dis-
placement w(x, y) are nearly circles. This is also the case
as the size increases to L = 200 and 250 µm, although
the displacements increase as the plate size increases. At
L = 300 µm, though, the transverse displacement con-
tours are not circular but elliptical, indicating that the
deformation is no longer spherically symmetric. Thus
when subjected to the same temperature change, both the
magnitude and deformation mode depend on the plate
size. As the in-plane dimension of the plate increases
with the thickness held constant, the deformation mode
changes from one of spherical symmetry to one more
like cylindrical symmetry.

A complete picture of the deformation as a function
of plate size and temperature change could be ob-
tained by acquiring full-field displacements like those in
Fig. 35.17 as a function of temperature. But a reasonable
picture of the deformation behavior can be obtained in
much simpler form by considering the average curvature
in the x- and y-directions as a function of tempera-
ture. This is shown in Fig. 35.18, in which the average
curvature in the x- and y-directions is plotted as a func-
tion of the magnitude of the temperature change during
cooling. The temperature change is actually negative ac-
cording to our convention, but its magnitude is plotted
for convenience. The average curvatures are determined
from the measured and computed w(x, y) by averaging
κx = −∂2w(x, 0)/∂x2 and κy = −∂2w(0, y)/∂y2 along
the paths y = 0 and x = 0, respectively [35.30]. The x-
and y-directions are taken to be aligned with the princi-
pal curvatures after bifurcation. The use of the average
curvature as a measure of the plate deformation seems
appropriate if the curvature is, or is close to, spatially
uniform. This aspect will not be taken up in detail, but
we refer the interested reader to [35.22,30] for details. It
is apparent from both the measurements and predictions
that in regime I, the curvature-temperature response is

Fig. 35.18 Average measured (top) and predicted (bottom)
curvature as a function of temperature change upon cool-
ing from 100 ◦C to room temperature. The curves from
top to bottom are for the L = 150, 200, 250, and 300 µm
structures, respectively

a)

b)

Fig. 35.17a,b Contour plots of the (a) measured, and (b) predicted
transverse displacements w(x, y) at room temperature following
cooling from 100 ◦C for the four gold/polysilicon square plates:
L = 150, 200, 250, and 300 µm from left to right. Each contour
band represents a displacement of 0.23, 0.35, 0.45, and 0.6 µm for
the L = 150, 200, 250, and 300 µm plates, respectively
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independent of plate size and shape. In regime II, though,
there is a strong dependence on plate size, and this is also
the case in regime III. The major discrepancy between
the measurements and predictions is the sharpness of the
bifurcation for the L = 300 µm plate; it is quite sharp
in the predictions but much more gradual in the meas-
urements. To understand this we note that the source
of the bifurcation is an imperfection of some sort that
breaks the ideal symmetry, and in general it is difficult
to accurately model the detailed imperfection.

Figure 35.19 demonstrates the connection between
the thermomechanical loading (the temperature change),
the geometry (plate size, L), and the boundaries between
the three deformation regimes for gold/polysilicon plate
microstructures. Specifically, it shows the temperature
change necessary to initiate nonlinear effects (the tran-
sition between regions I and II), and bifurcation (the
transition between regions II and III) as a function
of polysilicon thickness when the gold film thickness
is kept constant at 0.5 µm. Despite the fact that the
constant curvature approximation becomes questionable
for larger plate sizes, (35.35) is a good approximation
as seen by the agreement with the finite element cal-
culations, at least for the elastic mismatch and plate
sizes considered here. In fact, although not shown, the
simplified result of (35.36) for no elastic mismatch is
in reasonable agreement with the finite element and

Temperature change (°C)
1,000

800

600

400

200

0
100 200 300 400 500 600 700 800 900

Plate size L (µm)

Fig. 35.19 Temperature change required for the initiation
of nonlinear geometry effects (dotted lines) and critical
temperature change for bifurcation (solid lines) as a func-
tion of square plate size and the thickness of polysilicon
for the gold/polysilicon microstructures. Lines in each set
from left to right represent 1.5 µm, 3.5 µm, 5.5 µm, and
8.5 µm thick polysilicon, respectively. Grey circles are finite
element calculations, and the brown circle is a measurement

the complete analytical results. The measurement for
L = 300 µm is accurately described by both the ana-
lytical and finite element results.

In the analytical treatments discussed previously, it
is assumed that the curvature is spatially uniform. The
power of finite element calculations is that this require-
ment is relaxed and the spatial variation of the curvature
can be studied theoretically. Full-field interferometry
measurements allow one to study this experimentally
as well. Briefly we discuss the resulting behavior for
gold/polysilicon plate microstructures but refer the in-
terested reader to [35.22, 30] for more details. In the
linear regime, measurements and predictions both show
that curvature is essentially uniform across the plate. In
the nonlinear regime, though, the curvature varies ap-
preciably with position, increasing by about a factor of
two from the center to the periphery of the plate. The
spatial nonuniformity of the curvature increases as the
plate size increases. The spatial variation of the curvature
raises concern regarding the suitableness of an analysis
based on constant curvature. As mentioned previously,
such an analysis may be adequate to describe the general
deformation behavior but not for finer details.

35.1.4 Nonlinear Material Behavior

So far we have discussed in some detail the linear ther-
moelastic response of multilayer films and to a lesser
degree, the effects of geometric nonlinearity. An addi-
tional complication is material nonlinearity. It can arise
in numerous forms including plasticity, creep, stress re-
laxation, and evolution of the material microstructure
(densification, grain growth, defect annihilation, etc.)
during thermomechanical loading. In this section we
briefly discuss nonlinear material behavior of multilayer
films, focusing on the phenomena most relevant for the
realization of reliable devices. The discussion in this sec-
tion is concerned primarily with multilayer films where
one of the films is a metal.

Nonlinear Material Behavior
During Initial Thermal Cycles

As deposited, the material microstructure of a metal film
is generally not stable. As the film is heated, microstruc-
tural evolution leads to the development of internal
stress, which then can lead to changes in the curvature
of the multilayer film. The general behavior is common
to films made of many different metals, such as alu-
minum, copper, nickel, and gold. It has been studied
extensively in the context of microelectronics applica-
tions (see for example [35.6,35,36]) where the substrate
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Temperature change (°C)
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d /dT = – 5.56 m–1/°Cκ

Fig. 35.20 Curvature versus temperature for gold (0.5-µm-
thick)/polysilicon (1.5-µm-thick) 300 µm × 50 µm beam
microstructures. The solid lines are tests with six cycles
from room temperature to 200 ◦C with the maximum tem-
perature in each successive cycle increasing by 20 ◦C. The
dashed lines are tests with two cycles: the first from room
temperature to 200 ◦C and then back to 30 ◦C, and the
second to 275 ◦C and then back to 30 ◦C

is much thicker than the film and the thin-film limit
results, which simplifies the interpretation of the results.

Figure 35.20 shows the general behavior of the cur-
vature vs. temperature for a bilayer film consisting of
a 0.5 µm gold film that was evaporated onto a 1.5 µm
polysilicon film. During the initial heating the defor-
mation is thermoelastic, characterized by a decrease in
curvature with a constant dκ/dT , until the temperature
reaches about 70 ◦C (the theoretical thermoelastic slope
from (35.18) is shown on the figure). Between 70 ◦C and
100 ◦C, the curvature decreases at a much lower rate; in
fact the curve flattens, i. e., dκ/dT ≈ 0. Interestingly,
between room temperature and 100 ◦C, the curvature
changes from positive to negative, our convention being
that a positive curvature means a beam with the gold on
top is curved upward. The strong departure of the curva-
ture from the thermoelastic behavior results because the
microstructure of the evaporated film is not stable in the
as-deposited condition. The temperature increase during
the first cycle promotes microstructural changes in the
film. These result in tensile straining of the film, which
competes with the thermoelastic deformation (see for
example [35.6, 36]). Upon cooling from 100 ◦C, the re-
sponse is again thermoelastic, this time throughout the
entire cooling process. Although it does not occur here,
if the temperature change is large enough, yielding of the
metal film can occur upon cooling. The curvature upon

return to room temperature is greater than that initially
at room temperature. It is important to understand this
behavior because many post-fabrication and packaging
processes expose a microstructure to elevated tempera-
ture excursions. During these, the film is susceptible to
this nonlinear deformation. In the tests in Fig. 35.20,
the material has not been taken to a temperature high
enough to stabilize fully the gold microstructure in the
first cycle. As a result, subsequent cycles going to suc-
cessively higher temperatures appear to have the effect
of continuing to stabilize the microstructure. The re-
sponse during the second cycle is similar to the first
with the exception that the temperature change required
to initiate nonlinear behavior is increased. Indeed, over
the range of temperature cycles studied, each subsequent
cycle is similar, exhibiting thermoelastic response upon
heating until a point where nonlinear κ-T behavior com-
mences. The cooling process is again thermoelastic with
the subsequent room temperature curvature increasing
with each cycle. Also shown in Fig. 35.20 is a result for
a second test on a nominally identical microstructure
with only two cycles: the first from room temperature to
200 ◦C and back to 30 ◦C, and the second to 275 ◦C and
back to 30 ◦C. The results of the first cycle to 200 ◦C
neatly envelope the results of the set of tests with cycles
up to 200 ◦C. This shows that although there is a path
dependence of the deformation behavior, it is controlled
by the maximum temperature reached during cycling,
independent of how many increments are carried out
to reach that temperature. The second cycle to 275 ◦C
shows the same behavior observed in all cycles. The
results in Fig. 35.20 have been obtained at a constant
heating/cooling rate. In terms of the stabilization of the
material microstructure that results in nonlinear mater-
ial behavior, the rate, along with the time held at the
elevated temperature, plays a significant role.

Figure 35.20 suggests that a simple description of the
evolution of curvature with temperature can be obtained
with parameters as shown in Fig. 35.21: the as-released
curvature κr (and associated temperature, Tr), a critical
temperature at which inelastic mechanisms are acti-
vated, Tcr (and the associated curvature, κcr), the slope
of the inelastic κ-T behavior (assuming simple linear
behavior) for T > Tcr, ξ , and the thermoelastic slope
η = dκ/dT . The as-released curvature is determined
primarily by the intrinsic stress development upon film
deposition, cooling to room temperature, and release.
These also influence Tcr. The parameter ξ is physically
related to the curvature per unit temperature change due
to inelastic mechanism(s) activated beyond Tcr. The sit-
uation in Fig. 35.20 is much simplified in that ξ = 0.
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Fig. 35.21 Schematic diagram showing the parameters in
the simple model that describes the curvature-versus-
temperature behavior of the bilayer beam during thermal
cycling after release

With knowledge of these parameters, one can compute
the curvature following a defined thermal loading his-
tory. The qualitative behavior in Fig. 35.21 also results
for a substrate with patterned lines (Sect. 35.1.2), and the
same formalism can be used with κr, η, and ξ depend-
ing on linewidth [35.33]. For example, (35.28) gives the
dependence of η on linewidth.

Plasticity
Plasticity in thin-film multilayers has been studied in
depth for thin metal films on thick substrates (see, for
example [35.6,37,38]), but little work has been directed
toward freestanding multilayers. This is probably be-
cause, at least when subject to thermal loading, the
stresses are typically smaller in freestanding multilayer
films than in systems with thin films on thick substrates
(see Fig. 35.12). Many interesting open issues exist with
regard to the general issue of plasticity in microstruc-
tures including the understanding of size effects and
strain gradient effects (see for example [35.39, 40]).

Creep and Stress Relaxation
For many microsystems applications, it is important
to control accurately the deformation of thin-film
microstructures over a significant period of time in or-
der to meet performance and reliability requirements.

This is especially important for microstructures sub-
jected to thermal loading and/or operated at elevated
temperatures. When one or more of the layers con-
sists of a metal or polymer film, creep and stress
relaxation in the film can significantly influence de-
formation and compromise device performance, and
so their effects must be carefully considered. For ex-
ample, Miller et al. [35.41] designed and fabricated
microrelay switch arrays for RF communications ap-
plications using prestressed gold/polysilicon bimaterial
beams as electrostatically actuatable switches. They ob-
served a change in the switch shape and position over
time and attributed it to stress relaxation in the gold.
Vickers-Kirby et al. [35.42] report that creep in gold
and nickel cantilever beams leads to voltage drops in
micromachined tunneling accelerometers over time.

Creep and stress relaxation phenomena have been
investigated in some detail for thin film on thick sub-
strate systems, motivated primarily by microelectronics
applications (see for example [35.11,35,43–46]). These
studies have focused on measuring, understanding, and
modeling the stress-versus-temperature behavior that
occurs when a metal film-substrate system is heated from
room temperature, then cooled back to room tempera-
ture, over one or a few cycles. The stress-temperature
curves in the experimental works are typically obtained
using the wafer curvature method that is now widely
used to measure stress in thin films. During a typical test
thermoelastic and inelastic mechanisms contribute to
produce a complex nonlinear stress-temperature curve
like that in Fig. 35.20. In most of these studies, the
stress-temperature response is studied using wafer cur-
vature measurements at a fixed heating or cooling rate
so that rate dependent and independent phenomena are
coupled in the response. Stress relaxation during an
isothermal hold has been studied by [35.35, 43, 45, 47],
among others. These studies all show that significant
stress relaxation can occur over periods of only a few
hours at modest temperatures of only about 100 ◦C
for many metal thin-film systems. Due to the thin-
film/thick-substrate system, the stress in the metal films
is quite high, on the order of hundreds of MPa. Mod-
els incorporating power law creep of the metal film
were successfully able to describe the observed response
qualitatively and, to a large degree, quantitatively. The
latter, however, sometimes required modification of the
power-law exponent. Shen and Suresh [35.35] showed
experimentally that a thin passivation layer on a metal
film on thick silicon substrates can significantly reduce
creep and stress relaxation. Thouless et al. [35.45] also
studied the effect of a thin passivation layer on the stress
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relaxation of thin films with a focus on the deformation
mechanisms. Their experimental results suggest that the
presence of a passivation layer on the surface of a film
can have a substantial effect on relaxation rates likely by
suppressing mechanisms associated with diffusion and
dislocation motion.

Thermomechanical Fatigue
It is also important to understand the development of
damage and its effect on deformation during cyclic
thermomechanical loading. To date, only very limited
attention has been directed toward this issue. Zhang and
Dunn [35.33] showed that if gold/polysilicon multilay-
ers were cycled (Fig. 35.20) to an elevated temperature
and then cooled to room temperature, they followed
the thermoelastic path on subsequent cycling to a tem-
perature below the maximum reached during the initial
thermal cycle. Presumably over this range of tempera-
ture and time, the gold microstructure has been stabilized
by the first cycle, and the polysilicon microstructure is
not changing. This was confirmed for only a few, per-
haps ten, cycles. Gall et al. [35.48] have shown that
for thousands of cycles, though, a gradual shift of the
thermoelastic curve downward is observed, possibly due
to creep and stress relaxation in the gold, although the
thermoelastic slope is maintained.

35.1.5 Other Issues

There are a number of additional issues regarding the
thermomechanical behavior of thin-film microstructures
that warrant discussion. Due to space limitations, how-
ever, we will only mention them and refer the reader to
appropriate references.

In addition to the deformation itself, the stiffness
characteristics of a microstructure, such as for example
a beam or plate, can depend significantly on the stress
in the beam. Senturia [35.49] describes the phenomena
and discusses implications for microstructure design.
This includes tensile stresses that tend to stiffen beams
and plates as well as compressive stresses that can lead
to buckling.

An important strategy has emerged to characterize
the effects of processing on the residual stress state and
thermomechanical behavior of films: the use of on-chip
test structures to extract material properties including
film stresses. Many test structures, both passive and ac-
tive, have been developed to measure residual stresses
(tensile and compressive), stress gradients, elastic mod-
uli, strength, toughness, thermal expansion, and many
others. Nice surveys of many test structures are given by
Masters et al. [35.12] and de Boer et al. [35.50] where
further references to more extensive details can be found.

35.2 Electromechanics of Thin-Film Microstructures

Electromechanics, the coupling of electrostatics and
mechanics, is perhaps the most common of the energy
couplings used in microsystems technology for sensing
and actuation. In this section we summarize the contem-
porary application of electromechanics, the analysis of
fundamental electromechanics problems, and the practi-
cal issues that arise in the design of an electromechanical
microsystem.

35.2.1 Applications of Electromechanics

Our reference to electromechanics will be limited to
the coupling of electrostatics and the mechanics of con-
strained elastic media such as a cantilever beam. In this
case, the electrical energy is transformed into strain en-
ergy of the elastic media but with typically negligible
energy dissipated due to material damping. An alterna-
tive application of electromechanics is the coupling of
electrostatics with rigid body mechanics. In this case the
mechanical structure is not constrained by a compliant

support to the substrate but by a kinematic constraint,
which is a pin joint between multiple structural layers or
anchor between the substrate and a structural element.
An example of these rigid body constraints is the anchor
in the electrostatic micromotors. In this case, the elec-
trostatic energy is dissipated by friction (Coulomb type
friction between structural elements and pin joints, other
structural elements, and/or the substrate) and is stored
in the kinetic energy of the rigid body. In this case, the
energy stored as strain energy in the structural element
is by design negligible. In both electromechanics cases,
the energy is dissipated by viscous forces under dy-
namic conditions. Finally the coupling of electrostatics
and mechanics can more broadly; consider the coupling
of electrostatics and fluids or electro-thermo-mechanics.

Microsystems have enabled many different commer-
cial applications of electromechanics. These applica-
tions have included pressure sensors, accelerometers,
gyros, resonators, micropumps, optical mirrors, optic-
al shutters/VOAs, and DC and RF switches. In these
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examples, electrostatic forces are produced between
a stationary electrode and a movable electrode, which
is often the proof mass for an accelerometer or the
diaphragm for a pump. The electrostatic forces are im-
parted by a voltage difference between the movable and
stationary electrode. The electromechanics is typically
implemented in two ways, with the first characterized by
a stable, analog behavior, and the second characterized
by an unstable, digital behavior. The stable behavior is
implemented as a self-test capability for accelerometers
such that a specific, stable displacement is produced with
the application of the voltage. The unstable behavior is
implemented with a switch so that when the instabil-
ity point (snap-in or pull-in) is reached, the switch will
instantaneously close.

Electrostatic actuation has been used for switches
and microrelays [35.51–53], accelerometers [35.54,55],
micropumps [35.56, 57], and micromirror [35.58–65].
The specific case of switches and relays involves multi-
ple regions of electromechanical behavior and represents
one of the richer electromechanics design problems. The
general behavior is shown in Fig. 35.22. The first region
is the stable actuation region. In this region, the switch
is actuated to an instability point in the voltage displace-
ment curve called the pull-in or snap-in voltage. Up to
the instability, the displacement increases monotonically
until the pull-in voltage is reached. At the pull-in volt-
age, the switch instantaneously closes the gap because
of the instability and establishes contact with the sub-
strate. In the case of the switch, this means the closure
of a contact. The electromechanics problem continues
with a new set of boundary conditions in the next re-
gion because the switch is now “simply” constrained
at the contact and fixed at its anchors to the substrate.
In Fig. 35.22, the switches tip displacement is shown,
which is the reason the displacement is unchanged as
the voltage increases. Region 2 is then characterized

VR

Region 1

Region 2

Region 3

Pull-in

Release

Contact

VPI V

z

Fig. 35.22
Characteristic
electromechan-
ical hysteresis
curve showing
pull-in, con-
tact, and release
voltages

by a constant displacement for increasing voltage. The
shape of the beam continues to change as the voltage is
increased to the point that the electrodes could short if
necessary precautions are not taken.

If the first consideration of the switch design is pull-
in voltage, the second consideration of the switch design
is the development of contact force, which is directly re-
lated to the contact resistance. The electromechanical
analysis is continued beyond the pull-in voltage once
contact is established to develop an increasing contact
force. The electrostatic force is distributed between the
anchor and the contacts, assuming other portions of the
switch are not in contact. The electrostatic force in-
creases as the square of the voltage difference, so the
force acting on the contact will increase in proportion to
this. Of course other physical limitations must be con-
sidered such as gas breakdown or a secondary pull-in
that cause shorting between electrodes. The contact ar-
eas of the switch that are not the contacts should be
minimized, so this does not detract from the contact
force.

A third design consideration is the overdrive capabil-
ity, defined as the maximum voltage the switch control
electrodes can support before they touch and short. In
some cases, the electrodes may be isolated from each
other by a thin dielectric film, whose implications will
be discussed in a later section. As suggested in the later
section, the insulation material can be patterned to re-
duce the contacting area between the electrodes and the
insulating material, in order to reduce charge accumu-
lation. With the patterned isolation, the switch could be
driven by such a large voltage to short the uninsulated
regions. This failure mode could be evaluated by the
same electromechanics analysis.

A fourth design issue would be the switch’s release
voltage, which is the voltage when the contact force
reaches zero and the switch opens. This is shown as
the beginning of region 3, where the deformation is re-
duced as the voltage is decreased. The release voltage is
lower than the pull-in voltage because the electrostatic
forces are much greater for the reduced gap than com-
pared to the larger gap just before the pull-in instability.
A fifth design consideration is the switch’s self-actuation
voltage, which is that which occurs across open con-
tact and unintentionally causes the switch to close. By
design, the switch’s self-actuation voltage should be
maximized in the electromechanical analysis. A final
design issue is the determination of breakdown limits
across the switch’s control electrodes. This is not lim-
ited to the voltage supported across the equilibrium gap
of the control electrodes and needs to be considered for
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different cases. The breakdown will be described by the
Paschen curve or by vacuum breakdown proportional to
the gap.

35.2.2 Electromechanics Analysis

An electromechanics analysis requires modeling of the
structural domain, the electrostatic domain, and the
coupling between the electrostatic fields and the struc-
tural elements. It has been approached at three levels of
complexity. The simplest approach is the development
of lumped parameter models, which have provided the
basic understanding of instability, the impact of non-
linear springs, and the pull-in voltage-gap relationship.
The lumped parameter model is comprised of the par-
allel plate capacitor and a spring (linear or nonlinear).
One plate is constrained in space, by a substrate for ex-
ample. The second plate is elastically constrained to one
degree-of-freedom, typically, of motion, which is usu-
ally closing the “air” gap. The spring element represents
the effective spring stiffness K of the structural element
that could be a beam, a plate, a membrane. The paral-
lel plate capacitor represents the electrostatic coupling
between the fixed and moving elements.

Increasing in complexity, the second level of analysis
considers continuum structural elements with a dis-
tributed electrostatic load. For example, the solution
for an isotropic homogeneous beam would satisfy the
Euler–Bernoulli beam equation:

EI
d4w

dx4 = q(x) , (35.37)

where E is Young’s modulus, I is the structure’s mo-
ment of inertia, w(x) is the transverse deflection of the
beam, x is the coordinate along the length of the beam,
and q(x) represents the distributed electrostatic load.
For a multilayer film, an effective EI can be used, as
mentioned in Sect. 35.1.2. The third level of analysis
is to model the fully coupled problem as continuum
solids. The approach has used different implementa-
tions of finite difference (FD), finite element (FE), and
boundary element (BE). A typical example would be
to implement a finite element code to solve the con-
tinuum mechanics problem and a boundary element
code to solve the electrostatics problem. Another im-
plementation would use finite element methods to solve
both the mechanics and the electrostatics problems. In
each case, a similar algorithm is followed for developing
a self-consistent solution to the coupled electromechan-
ics analysis.

The coupled electromechanics problem can be de-
scribed simply as a pair of conductors, where one
conductor has a fixed constraint and the second con-
ductor is attached to an elastic structure, such as a beam,
a plate, a membrane, or an elastic substrate. The con-
ductors support a voltage difference between them that
causes charge to be induced on the surface of the con-
ductors. This charge produces an electrostatic force that
attracts the two conductors together. As the elastically
supported conductor deforms toward the fixed con-
ductor, the charge redistributes and modifies the field,
thereby the force distribution. The process continues
until a redistribution of charge is no longer necessary
to maintain equilibrium. The typical algorithm begins
by calculating the displacements of the undeformed
geometry, which is updated before proceeding to the
electrostatic analysis. In the electrostatic analysis, the
surface charge density distribution is calculated and
then used to calculate the electrostatic forces. The elec-
trostatic force distribution is the important parameter
because it is passed to the mechanical analysis as the
loading condition on the conductors in the undeformed
state to deform the structure until a state of equilibrium
is reached.

Electromechanical Systems Energy Balance
A general analytical methodology can be applied to
many different structures including parallel plate actua-
tors with linear or nonlinear springs and plates supported
by torsional suspensions [35.66]. They consider a single
input system with charge control or voltage control. To
begin, a generalized actuator is considered that consists
of two conductors. One conductor is fixed. The second
conductor is constrained by an elastic support.

In the charge controlled actuator, the total energy
for the generalized actuator is written in terms of the
mechanical energy as a function of the generalized co-
ordinate χ and of the electrical energy stored in the
capacitance of the actuator. The total energy is:

UT (χ, Q) = UM (χ)+ Q2

2C (χ)
, (35.38)

where UT is the total energy, UM is the mechanical
energy, and the electrical energy is determined by the
charge Q, and the capacitance C(χ). The first derivative
of the total energy with respect to the generalized coor-
dinate set equal to zero determines the equilibrium. The
second derivative of the total energy with respect to the
generalized coordinate set equal to zero determines the
stability. The first and second derivatives are determined
and then combined to determine what is referred to as
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the charge-controlled pull-in equation:

∂UM (χPI)

∂χ

∂2

∂χ2

(
1

C (χPI)

)

− ∂2UM (χPI)

∂χ2

∂

∂χ

(
1

C (χPI)

)
= 0 (35.39)

and the pull-in charge QPI:

QPI =

⎛
⎜⎜⎝

−2
∂UM (χPI)

∂χ

∂C (χPI)

∂χ

⎞
⎟⎟⎠

1/2

. (35.40)

In the voltage controlled case, the total co-energy for
the generalized actuator is used because the capacitor is
nonlinear, and the actuator is voltage controlled. The
co-energy is written in terms of the capacitance between
the generalized conductors, the voltage across the con-
ductors, and the mechanical energy. The total co-energy
is:

U∗
T (χ, Q) = 1

2
C (χ) V 2 −UM (χ) . (35.41)

The relationship between energy and co-energy is shown
in Fig. 35.23.

In a similar process to the charge-controlled system,
the voltage-controlled pull-in equation is determined by
the first derivative of the total co-energy with respect
to the generalized coordinate and by the second deriva-
tive of the total co-energy with respect to the generalized
coordinate. The equations for the first and second deriva-
tive are combined to determine the voltage-controlled
pull-in equation

∂UM (χPI)

∂χ

∂2C (χPI)

∂χ2

− ∂2UM (χPI)

∂χ2

∂C (χPI)

∂χ
= 0 (35.42)

Co-energy

Energy W(q) = e dq

q

0
�

W*(e) = eq–W(q)
e

Fig. 35.23
Effort-
Displacement
curve showing
the relationship
between energy
and co-energy

The pull-in voltage VPI is:

VPI =

⎛
⎜⎜⎝

2
∂UM (χPI)

∂χ

∂C (χPI)

∂χ

⎞
⎟⎟⎠

1/2

. (35.43)

The application of this approach, to either the voltage-
controlled or the charge-controlled case involves
determining the mechanical energy and the capacitance.
From the mechanical energy and the capacitance, the
pull-in parameters and voltage are determined.

Lagrangian Approach to Electromechanics
Li and Aluru [35.67] and Aluru and White [35.68] have
proposed a Lagrangian approach for both the elec-
trostatic analysis and the mechanical analysis. Their
algorithm begins by calculating the structural displace-
ments for the undeformed geometry. They proceed to the
electrostatic analysis to calculate the charge distribution
on the conductors in the undeformed state. The charge
distribution is used to calculate the electrostatic forces
on the undeformed geometry until the system reaches
equilibrium. The first advantage of their approach is that
the algorithm does not require the structural geometry
to be updated. A second advantage is the elimination
of the integration error, wich occurs because flat pan-
els are used in other approaches to approximate curved
surfaces. The overall algorithm is shortened because the
interpolation functions do not have to be updated as the
structure shape changes.

35.2.3 Electromechanics –
Parallel-Plate Capacitor

The classic element for understanding electromechan-
ics is the simple parallel-plate capacitor model with
one plate fixed and the second, moveable, plate, sus-
pended by a spring. This basic electromechanics element
is shown in Fig. 35.24. The capacitor is described by an
area, A; an initial gap, g0; and a dielectric constant of ε in
the air gap (where ε is the product of the relative dielec-
tric of the media filling the gap, εr, and the permittivity
of free space, ε0 = 8.854 × 10−12 F/m). The moveable
plate is shown suspended by the spring, with spring con-
stant K , and a single degree-of-freedom represented by
the coordinate z. In this case, the equilibrium position
is represented by having no charge on the plates (i. e.
no electrostatic force) and no displacement of the spring
(i. e. no spring force). It should be noted that as the
spring length grows by increasing z, the gap decreases.
The behavior of this simple model is described in detail
in many sources including [35.49, 66].
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V g ε

K
Plate area A

+

–

z
I

Fixed plate

Fig. 35.24 Lumped parameter parallel plate capacitor elec-
tromechanical model

The parallel plate capacitor can be analyzed with
either a voltage source or a current source. With a voltage
source, the charge on the capacitor plates is

Q = εA

g
V , (35.44)

where Q is the charge on the capacitor plates, ε is the
dielectric constant in the gap, A is the capacitor plate
area, g is the instantaneous gap between plates, and V is
the voltage across the plates.

The electrostatic force on the capacitor plates is de-
termined by the dielectric constant, the capacitor plate
area, the instantaneous gap, and the voltage across the
capacitor:

F = εAV 2

2g2
. (35.45)

The electrostatic force scales as the voltage squared and
inversely diminishes as the instantaneous gap squared.
This is the force that acts on the movable plate; hence the
spring stretches (or is relaxed if the voltage is lowered).
The amount of stretch in the spring is:

z = F

K
. (35.46)

The instantaneous gap is

g = g0 − z = g0 − εAV 2

2Kg2
. (35.47)

Electromechanics –
Parallel Plate Capacitor with External Forcing

Nemirovsky et al. [35.66] examined the case of con-
stant applied force acting on the suspended capacitor
plate of a parallel-plate electrostatic actuator. This situ-
ation represents a force-balanced system, in which the

electrostatic force is used to balance a pressure load act-
ing on a membrane or an inertial load (e.g. acceleration
induced) on a suspended proof mass. With an applied
mechanical force, the mechanical energy is:

UM (z) = 1

2
Kz2 − Fextz , (35.48)

where Fext is the externally applied force. The solution
to the pull-in equation is

ςPI = z

zmax
= 1

3

(
1+2

Fext/K

zmax

)
, (35.49)

where ζPI is the ratio z/zmax. It can be seen when the
applied force is zero. Equation (35.49) reduces to the
familiar result of z = zmax/3. The pull-in voltage is

VPI =

⎛
⎜⎜⎜⎝

8K

(
zmax − Fext

K

)3

27ε0 A

⎞
⎟⎟⎟⎠

1/2

. (35.50)

Electromechanics –
Parallel Plate Stabilization

An important practical consideration is the stabiliza-
tion of the parallel plate electrostatic actuator. Seeger
et al. [35.69] and Nemirovsky et al. [35.66] showed that
the addition of a series capacitance (feedback capaci-
tance) stabilizes the actuator such that it does not pull-in
to the substrate. The series capacitance and the variable
actuator capacitance combine to form a voltage divider
that provides passive control of the voltage across the ac-
tuator. In this case, Nemirovsky et al. [35.66] identified
three regimes, defined in terms of δ, which is the ratio
of the initial actuator capacitance to the series capaci-
tance (Nemirovsky et al. [35.66] had defined the series
capacitance in terms of a dielectric layer on one capac-
itor plate). The first regime is defined for 0 < δ < 0.5,
when the series capacitance is less than half the nominal
actuator capacitance. In this case, the actuator is stable
so the pull-in effect is eliminated. The second regime is
defined by δ > 0.5 and the pull-in occurs between 1/3
of the gap and the full distance of the gap. In the third
regime δ � 1, which means the series capacitance is
much greater than the nominal capacitance. The pull-in
parameter is given by:

ζPI = 1

3

(
1+ 1

δ

)
, (35.51)
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which reduces to ζPI = ζmax/3 when the series capaci-
tance is eliminated. The pull-in voltage is:

VPI =
[

8Kz3
max

27ε0 A

(
1+ 1

δ

)3
]1/2

. (35.52)

Electromechanics –
Extending the Range of Motion

Electromechanical systems have two obvious character-
istics: nonlinearity and instability. If one desires digital
operation or fast switching times, the inherent elec-
tromechanical instability is a significant benefit. On the
other hand if analog control is desired, the control is
faced with both the nonlinearity and the instability. In
both cases, the range of motion of the electromech-
anical device is limited. The range of motion to the
instability was extended by the addition of a series cap-
acitor, but this did not address the linearity. Toshiyoshi
et al. [35.59] addressed the linearity of electrostat-
ically actuated mirrors in an optical scanner. Their’s
was a two degree-of-freedom scanner, so the increased
linearity was necessary to improve the crosstalk be-
tween the two different scanner modes. The scanner
in question is a square plate suspended by torsion
beams within a frame that is itself suspended by an-
other pair of torsion beams. The plate and frame are
suspended above the substrate, which has four station-
ary electrodes defined in the four quadrants of the
plate as shown in Fig. 35.25. To actuate the mirror
with increased linearity, a bias voltage Vbias was ap-

Torsion
suspension

Anchors

Control
elektrodes

Torsion suspension

Fig. 35.25 Two degree-of-freedom torsional electromech-
anical actuator with a rectangular plate and a stationary
electrode divided into four sections

plied between each electrode and the plate. Independent
differential control voltages are superimposed on the
bias voltage supplied between each electrode and the
plate. The driving voltages are described by two inde-
pendent differential voltages such that Vdiff1 = (Vx +
Vy)/2, Vdiff2 = (−Vx + Vy)/2, Vdiff3 = (−Vx +−Vy)/2
and Vdiff4 = (Vx +−Vy)/2. A second approach taken to
improve the linearity was to consider the shape of the
mirror, because of the geometric relationship that deter-
mines the net electrostatic torque. They considered such
simple geometries as square, diamond (square rotated
by 45), and a circular plate, as shown in Fig. 35.26, but
more complex shapes could be considered. The square
plate is presumed to have worse linearity because as
the plate rotates the corners deflect toward the control
electrodes, which increases the applied torque and fur-
ther distorts the shape of the mirror. This suggested the
removal of the corners could contribute to increased
linearity and reduced distortion of the mirror surface.
They found the circular plates reduced the distortion by
50% over the rectangular and diamond shaped plates,
which is significant for the optical performance. The
authors defined distortion as the normalized angle devi-
ation from the ideal value. It is normalized relative to
the maximum scan angle. Nadal-Guardia et al. [35.70]
have described extending the range of travel by using
current drive methods instead of voltage drive.

35.2.4 Electromechanics
of Beams and Plates

The basic understanding of electromechanics and pull-
in phenomena has been developed around the simple
parallel plate capacitor model developed above. Many
MEMS designers innately understand that the electro-
static force is proportional to the square of the voltage,
is inversely proportional to the square of the gap, and

Fig. 35.26 Alternate two degree-of-freedom torsional,
electromechanical actuators with diamond and circular
plates
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that the plate will pull in after displacing 1/3 of the gap.
While this is good to first order, it is not adequate for
the electromechanical design of other structures such
as cantilevered beams/plates, beams/plates with multi-
ple supports, plates with torsional supports, and other
structures.

O’Brien et al. [35.71] and Choi and Lovell [35.72]
have studied the electromechanics of cantilever beams
by presenting two improved models for the cantilever
beam electrostatic actuators. In both cases, the cantilever
beam is a homogeneous material anchored to the sub-
strate at one end and otherwise freely suspended along
its length, which is supported above a stationary elec-
trode. The new models are compared to the parallel plate
capacitance model and a simple extension of the parallel
plate model to a cantilever beam. The cantilever beam
model uses a simple cantilever of width, W , length, L ,
thickness, T , and initial air gap of Z0. The parallel plate
capacitance model is based on a capacitance determined
by the length and width of the beam. The beam deflection
was represented by the displacement function of a beam
with a force applied at the beam tip. The beam spring
constant was determined by the ratio of the force at the
beam tip to the displacement at the beam tip (maximum
displacement). The capacitance was determined by in-
tegrating the parallel plate capacitance for a differential
length element along the length of the beam, where the
beam gap is defined by the initial gap in the mechanical
displacement function. This showed the beam tip dis-
placed 45% of the initial gap before pull-in occurred. In
this case the pull-in voltage can be expressed as a func-
tion of the beam’s Young’s modulus E, cross-sectional
moment of inertia I , length L , and width W , the initial
gap Z0, and the dielectric constant in the air gap as

V1 =
√

18EIZ3
0

5ε0L4W
= 0.5477

√
ET 3 Z3

0

ε0L4 (Volts) .

(35.53)

In the first improved model, the cantilever beam is
defined by the same characteristics, but the electrostatic
force acting along the length of the beam is replaced
by an equivalent bending moment M applied at the
beam tip. The beam displacement was determined for
a uniform, homogeneous beam with a bending moment
applied at its end. The beam’s spring constant was de-
termined by the ratio of the force at the beam tip and
the displacement at the beam tip. The capacitance was
determined by integrating the parallel plate capacitance
for a differential length element along the length of the
beam, where the beam gap is defined by the initial gap

in the mechanical displacement function. This model
showed the beam tip displacement was approximately
46% of the initial gap before pull-in occurred. In this
case the pull-in voltage is

V2 = 43

50

√
18EIZ3

0

5ε0L4W
= 0.471

√
ET 3 Z3

0

ε0L4
(Volts) .

(35.54)

In the second improved model, the cantilever beam
was defined by a rigid beam, whose anchor was replaced
by a simple hinge and continuum elasticity replaced by
an equivalent spring at the beam’s free end. Three new
variables were introduced to describe the behavior in
terms of radial coordinates centered at the hinge. The
two radial coordinates describe the beginning of the elec-
trode at r0 and the end of the beam/electrode at r1. The
angle θ was introduced to describe the angular displace-
ment of the beam. In this model, the tip of the beam
displaced 44% of the initial gap before pulling into the
substrate. The pull-in voltage is estimated by (35.55) or
(35.56) where r0 and r1 have been replaced by 0 and L .

V3 = 11

25r2
1

√√√√√ 77ET 3 Z3
0

25ε0

[
11(r1−r0)

r1− 11
25 r0

−14 ln
(

25r1−11r0
14r1

)] ,

(35.55)

V3 = 11

25L2

√
77ET 3 Z3

0

25ε0
=0.4548

√
ET 3 Z3

0

ε0L4 (Volts) .

(35.56)

As expected, the dependence on parameters, such as
Young’s modulus, beam thickness, beam length, initial
air gap, and the air gap dielectric constant is the same for
all cases presented. The difference in the three models
is the coefficient of the pull-in voltage function and the
tip deflection at pull-in. The coefficients of the pull-in
voltage predictions are 0.5479, 0.471 and 0.4548, re-
spectively. The beam tip deflected 45%, 44%, and 46%
of the initial gap before pull-in occurred. This is in con-
trast to the parallel plate model that predicts the plate
deflection will be 33% of the initial gap before pull-in.
By comparison to experimental test results, the models
presented in (35.54) and (35.56) were more accurate at
predicting the pull-in voltage for cantilever beams. The
parallel plate electromechanics model had greater er-
ror and under-predicted the pull-in voltage. The model
represented by (35.53) over-predicted the pull-in volt-
age with greater error than either of (35.54) or (35.55).
The beam models predicted more accurately for wider
beams, which means they are better applied to beams
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with dimensions representative of a parallel plate model
used as a basis of the capacitance estimate. In all three
cases, the beam models presented in (35.53)–(35.55)
predicted poorly the pull-in voltage for narrow beams,
which are dominated by the effects of nonuniform fring-
ing fields and not the uniform parallel plate fields. The
typical application of the parallel plate capacitor model
is to geometries with a width W and length L that
are much greater than the capacitor gap Z0 (W � Z0,
L � Z0; where greater than a factor of 10 is a common
rule of thumb). In Fig. 35.27, two capacitors are shown
such that in one case the plate dimensions are much
greater than the gap, and in the second case the plate
dimensions are much smaller than the gap. When the
plate dimensions are much larger than the gap, the uni-
form fields in the gap dominate the capacitive coupling.
A small contribution to the capacitive coupling comes
from the fringing fields at the edge of the plate (or the
perimeter of the plate in three dimensions). As shown in
Fig. 35.6, the fringing fields could depend on the thick-
ness of the plate. When the plate dimensions are of the
same order as the gap, the fringing fields may dominate
or be of the same order as the contribution of the uni-
form field in the gap. This is the nature of the narrow
cantilever beams that were not predicted well by a paral-
lel plate capacitor model. A correction can be introduced
to the parallel plate model to approximate the contribu-
tion of the fringing fields. This approximation is often
referred to as the Love approximation.

Segmented Control
of Electromechanical Membrane Deformation

Wang and Hadaegh [35.62] describe the electrostatic
actuation of a deformable membrane mirror with seg-
mented electrodes on the substrate. The membrane
mirror, in this case silicon nitride with a conductive film,
was suspended above the substrate containing the seg-
mented electrode. The segmented electrodes are defined
along angular and radial pattern. A specified voltage can
be applied between the membrane and each electrode
segment to develop a specific deformation for the mir-

Uniform field dominated Fringing field
dominated

Fig. 35.27 Cross-sections of wide and narrow electrodes
showing uniform electric fields in the gap and fringing
fields at the edges (perimeter)

ror. This increases the complexity of the control system
but also the flexibility of controlling the shape of the mir-
ror surface. The optical properties could be optimized
by individual characterization of membranes or by feed-
back from the optical output. This basic concept was
also applied by Zhang and Dunn [35.73] who were able
to linearize the voltage–deflection relationship by tailor-
ing the shape of the electrodes and the beam structure
used to support them.

35.2.5 Electromechanics of Torsional Plates

The plate suspended by a torsional suspension instead
of bending is the final configuration to be consid-
ered in terms of electromechanics. The electrostatic
torsional plate has many applications, such as optical
mirrors [35.58,63] and accelerometers [35.55]. The plate
will define the optical surface of the mirror, the moveable
plate of a varactor, or the proof mass of an accelerom-
eter. It will be conductive or have a conductive film so
that it can couple electrostatically to a stationary plate
on the substrate. The moveable plate will be suspended
by a torsional suspension such that the bending modes
are suppressed and the primary kinematic mode is rota-
tion of the plate. The variable capacitive coupling is used
in two ways. First, it is used for actuation by applying
a voltage between the moveable plate and a stationary
plate. Second, it is used for sensing or use of the variable
capacitance. Both actuation function and the variable
capacitance function can be present in a device. The
key elements of interest are the voltage-displacement
function and the pull-in voltage.

Small Angular Deflection Approximation
Degani et al. [35.74], Xiao et al. [35.75], and Ne-
mirovsky et al. [35.66] have considered the torsional
electrostatic actuator from an analytical perspective with
comparison to experimental results and other model-
ing results. The effective torsional spring constant is
determined from the torque-twist angle relationship,
where the torque is the electrostatic torque. The elec-
trostatic torque is developed for both small and large
angle cases. The pull-in angle and pull-in voltage are de-
termined from the pull-in equations for voltage control
(35.42, 43) and charge control (35.39, 40). Their method
is an improved approach for modeling torsional electro-
static actuators over approximations involving parallel
plate models and effective spring constants as they have
shown by comparison to experimental measurements.
The torsional plate considered is suspended by a tor-
sional suspension, whose axis of rotation defines a gap
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of d. It is assumed the plates extend into the page (z-axis)
by a depth b and have a total length a. The torsional plate
electrostatic actuator is shown in Fig. 35.28. The solu-
tion assumes the tilted plates are semi-infinite, ignoring
the effects of fringing fields hence their corrections,
and are tilted by angles that satisfy the small angle
approximation (tan α ≈ sin α ≈ α and cos α ≈ 1). The
capacitance is:

C (Θ) = ε0b

αmax

1

Θ
ln

(
1

1−Θ

)
, (35.57)

where αmax = d/a and Θ = α/αmax.
The capacitance function and the linear relationship

for the elastic restoring force (FM = K a) are used to
develop the electrostatic and mechanical energy func-
tion to substitute in the pull-in equations. For voltage
controlled actuation, the pull-in parameter is developed
from (35.42) to yield:

4+ 5ΘPI −4

(1−ΘPI)
2

−3 ln(1−ΘPI) = 0 . (35.58)

Equation (35.58) is solved numerically to show the
voltage-controlled pull-in angle is ΘPI ≈ 0.44. The pull-
in angle is substituted in (35.43) to determine the voltage
controlled pull-in voltage:

VPI =
(

0.827Kα3
max

ε0b

)1/2

. (35.59)

The charge-controlled pull-in parameter relationship is
determined by substituting the electrostatic energy and
mechanical energy functions in the charge-controlled
pull-in parameter (35.39). This provides the nonlinear
relationship for the charge controlled pull-in angle:

ln (1−ΘPI)− ΘPI

(1−ΘPI)
2

− 2Θ2
PI

(1−ΘPI)
2 ln (1−ΘPI)

= 0 . (35.60)

The charge-controlled pull-in angle is given by ΘPI ≈
0.71. The pull-in angle is used in the charge-controlled

Torsion plate

a

d
α

Fig. 35.28 Cross-section of a torsional actuator with a uni-
form cross section into the page showing the angular
degree-of-freedom, α; plate length, a; and initial gap, d

pull-in equation (35.40) to determine the pull-in charge
relationship:

QPI = (1.798Kε0bαmax)
1/2 . (35.61)

Large Angular Deflection and Plate Geometry
Nemirovsky and Bochobza-Degani [35.66] have ex-
tended the work to the case of large angle deflections,
which included using the trigonometric relationship in
the capacitance function and a nonlinear relationship
for the mechanical spring constant. These nonlinear re-
lationships were used in the voltage-controlled pull-in
equation. In addition, their methodology was extended
to planar plates with different shapes (Fig. 35.29). They
specifically considered triangular plates (the apex of the
triangle is near the axis of rotation), a reversed triangular
plate (the triangle apex is at the distal end of the plate),
a square plate (with the rotational axis on the edge of
the plate), and a circular plate (with the axis of rota-
tion passing through a point on the perimeter and the
opposite point on the perimeter defining the most distal
point of the plate). Only simple geometries were con-
sidered, and their methodology can be applied to other
more general geometry. The rectangular plate torsional,
electrostatic actuator will provide the lowest actuation
voltage relative to a fixed plate length. The reversed tri-
angular plate has proved beneficial with regard to pixel
area in mirror application and has been able to provide
a higher torque for a specific plate length.

35.2.6 Leveraged Bending

As discussed, when the actuation electrode spans the en-
tire length of the actuator, the stable controllable travel
distance of the actuator plate is severely limited due to
the pull-in instability. One can get around the problem of

Rectangular Reserve
triangular

Triangular Circular

Fig. 35.29 Rectangular, triangular, reverse triangular, and
circular plates are shown suspended by torsion beams for
application to electromechanical mirrors or other actuators

Part
E

3
5
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1070 Part E Industrial Applications and Microdevice Reliability

pull-in by applying an electrostatic force to only part of
the structure and using the rest of the structure as a lever
to move the structure through a larger range of motion.
This concept, referred to as leveraged bending [35.76], is
shown schematically in Fig. 35.30 for a cantilever beam.
The key idea is that the portions of the beam above the
electrodes do not deflect far enough to violate the pull-in
limit. The concept can be applied to other microstruc-
ture shapes and support conditions, but for fixed-fixed
beams, the effect can be diminished by tensile residual
stresses [35.76].

35.2.7 Electromechanics of Zipper Actuators

The design requirements for electromechanical actua-
tors usually require minimizing the actuation voltage
but maximizing the largest displacement. With the par-
allel plate actuator, be it a plate, beam, or torsional plate,
the pull-in voltage is reduced by minimizing the air gap,
but this limits the maximum displacement. Actuators
with a zippering behavior have been implemented to
achieve greater deflections for a lower actuation voltage.
In one example (see [35.77, 78]), a plate is suspended
by a torsional suspension. A long slender electrode
extends from the plate and terminates with plate-like
area. This electrode is supported above the fixed sub-
strate electrode by a largely uniform gap. A voltage
is applied between the substrate electrode and the ex-
tended electrode, such that the plate-like area is first
pulled into the substrate. As the actuation voltage is in-
creased, the long-slender electrode continues to collapse
against the substrate electrode until a desired maxi-
mum deflection is achieved or until the drive voltage
becomes impractical. This is the so-called zippering
effect, which has been described for a motion perpen-
dicular to the substrate. This uniform gap scenario is
not the best suited for minimizing the pull-in voltage,
so other configurations such as the curved electrode
actuator have been proposed and applied to such de-
vices as a switch and optical shutters as described by Jin
et al. [35.79].

Extended range
of stable tip
deflactionV

Fig. 35.30 Illustration of the concept of leveraged bending
to increase the range of stable motion

Legtenberg et al. [35.80, 81] have described the ba-
sic operating features of the curved-electrode actuator.
These actuators will provide large deflections in the
plane of the substrate. The curved electrode actuator
is composed of a stationary electrode and a compliant,
moving electrode. The stationary electrode has a shape
described by the function s(x) shown in (35.62) and
Fig. 35.31, which is written in terms of the maximum
gap between electrodes δmax, the length of the elec-
trode L , the distance along the length of the electrode x,
and the polynomial order of the curve n.

s(x) = δmax

( x

L

)n
. (35.62)

A necessary feature of the curved electrode actu-
ators and zipper actuators, in general, is the contact
between the moving and stationary electrodes. With-
out due consideration, these electrodes will short upon
contact and damage the actuator. Two isolation solu-
tions are implemented to prevent the shorting scenario.
First, a continuous insulation film can be added be-
tween the electrodes to prevent them from shorting. In
this case, the simplest solution is to add the insulation
layer to the fixed, curved electrode. The alternative so-
lutions include adding the insulating film to only the
moving electrode or to both the moving and stationary
electrodes. If the insulation is added to the moving elec-
trode, it will become part of the stiffness of the beam.
A second solution would be to add discrete, isolated
contact bumpers that are made from the same conduct-
ing material as the moving electrode. As it closes the
gap, the moving electrode makes contact with the iso-
lated bumpers but not the actuation electrode. These have
their operational differences as described by Legtenberg
et al. [35.81]. Three other issues that must be consid-
ered during the design of a curved electrode actuator
or zipper actuators are dielectric charging, stiction, and
dielectric breakdown.

Legtenberg et al. [35.81] found that as the polyno-
mial order increased for the electrode curve, the pull-in
voltage will decrease for about the same maximum
displacement. This means larger displacements can be
achieved for lower voltages when compared to the par-
allel plate actuator. Once the moving electrode is pulled
in to the curved electrode, the moving electrode will
collapse to the maximum displacement. It was shown
for polynomial curves of order above n = 2 that the
maximum tip deflection becomes stable because of the
geometric constraints provided by the curved electrode.
This means to achieve the maximum displacement with
the lowest pull-in voltage, a polynomial curve of or-
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der n = 2 should be specified. For polynomial curves
with n > 2, stable continuous deflection along the curved
electrode can be implemented with the maximum deflec-
tion occurring at lower voltages for polynomial orders
just above two. If an approximate linear range of oper-
ation is desired (i. e. the tip deflection versus voltage is
approximately linear), the higher order curves (n > 2)
are desired. Legtenberg et al. [35.81] analyzed the curved
electrode problem by application of analytical energy
methods, specifically the Rayleigh–Ritz method and of
three-dimensional self-consistent electromechanical nu-
merical simulations using CoSolve-EM in MEMCAD
(now integrated into CoventorWare). From an energy
perspective, the total potential energy UT is determined
in terms of the mechanical energy associated with the
strain energy of bending and the electrostatic energy
stored in the electric field. For the curved electrode of
Fig. 35.31, the total potential energy is:

UT = UM +UE

= 1

2

L∫
0

EI

(
d2w(x)

dx2

)2

dx

− 1

2

L∫
0

ε 0hV 2

d
ε r

+ s(x)−w(x)
dx , (35.63)

where L is the beam length, E is the beam’s Young’s
modulus, I is the beam’s cross-sectional moment of in-
ertia, h is the thickness of the beam, V is the voltage
applied between the beam and electrode, d is the initial
gap at the start of the electrode, ε0 is the permittivity
of free space, and w(x) is the beam’s deflection curve.
The next step in the solution of this problem is to de-
termine an admissible trial function that satisfies the
beam boundary conditions and can adequately approx-
imate the solution. In this case the deflection curve for
a uniformly loaded cantilever beam is chosen as the trial
function:

ω(x) = cx2
(

6L2 −4Lx + x2
)

= c f(x) , (35.64)

where c is a constant to be determined for specific
cases.

The approach of Nemirovsky et al. [35.66] can be
taken by substituting the potential energy functions in
the voltage-controlled pull-in equations. The simultane-
ous solution of the pull-in equations will result in the
pull-in voltage and an implicit equation in terms of the
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Fig. 35.31 Curved electrode shape curve shown as a function of
order of the curve n

constant c at pull-in. The pull-in voltage relationship is

V 2
PI = EI

ε0h

L∫
0

(
d2 f(x)

dx2

)2

dx

L∫
0

f 2(x)

[d/εr + s(x)− cPI f(x)]3 dx

. (35.65)

The implicit equation to determine the coefficient of the
beam deformation function is

L∫
0

cPI f 2(x)dx

[d/εr + s(x)− cPI f(x)]3

=
L∫

0

f(x)dx

[d/εr + s(x)− cPI f(x)]2
. (35.66)

DeReus [35.82] designed the curved electrode actu-
ator to convert the curvilinear motion into a translational
motion at the tip of the moving electrode. The transfor-
mation is accomplished by a folded spring that connects
the electrode to the body that will be translating. A solid
model of this actuator design is shown in Fig. 35.32.
A pull-in analysis was performed with the results be-
fore pull-in and after pull-in presented in Fig. 35.33.
This shows that a 60 µm translation was accomplished
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Curved electrode

Moving electrode

L

z

y

x

δ

y x

Fig. 35.32 Solid model of a curved electrode actuator with
a folded suspension showing the curved electrode δ and the
actuator beam length L

y

Before pull-in After pull-in

Displacement magnitude
y

Displacement magnitude

0.00 15.00 30.00 45.0060.00 0.00 15.00 30.00 45.0060.00

Fig. 35.33 Results of electromechanical pull-in analysis
showing curved electrode actuator before and after pull-in
has occurred
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Fig. 35.34 Beam tip deformation as a function of electrode
potential and δ for a suspension with a single fold

with this particular design, which has a twofold flexure
and could have application as a optical shutter or VOA.
In Fig. 35.34, electrode tip displacement is shown as
a function of electrode voltage and electrode curve δ for
a onefold flexure design. The displacement as a function
of electrode potential and curve δ is shown for a twofold
flexure in Fig. 35.35.
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Fig. 35.35 Beam tip deformation as a function of elec-
trode potential and δ for a suspension with a doubly folded
suspension

35.2.8 Electromechanics for Test Structures

Electromechanics test structures are an important con-
tributor to the development of microsystems products
as they are used to extract information about material
properties of thin films for specific process parameters.
They are also used to monitor the material property
variation during the fabrication process. In this case,
they are distributed around the wafer on specific test
die or they may be included in the dicing streets of
more mature processes. These distributed test structures
enable the manufacturer to track the variation in mater-
ial properties with its associated within-wafer variation,
wafer-to-wafer variation, and lot-to-lot variation. An-
other application of test structures is to characterize the
impact of the first level packaging on the performance
of the product. With all the critical information being
extracted from the test structures, it is important for
the information to be easy to interpret. Test structures
have been developed that involve electrical, optical, and
mechanical interrogation of the structure, but these are
not easily instituted at all levels of characterization. The
purely electrical test structures offer simple evaluation at
the wafer, die, and package level so manufacturers often
prefer them. The most common electrical test structures
used for extracting information on mechanical proper-
ties involve electromechanics, of course. This section
has provided a basis for interpreting and modeling the
behavior of specific test structures, such as a homoge-
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neous cantilever beam, and can be extended to other
structures.

Osterberg and Senturia [35.83] describe in detail
the application of electromechanics to the extraction of
mechanical properties for microsystems design. They
labeled their test structures as M-TEST for mechanical
test structure. Their test structures comprised arrays of
cantilever beams, fixed-fixed beams, and clamped, circu-
lar plates of various lengths, widths, or diameters. With
these test structures, they demonstrated the extraction of
important mechanical properties such as Young’s mod-
ulus, plate modulus, and the residual film stress. Why
choose an electromechanics test structure unless for the
breadth and ease of application? An additional reason
is the inherent instability that has been described as the
pull-in of an electromechanical structure. The pull-in
voltage is very distinct and can be measured in terms of
a single parameter, the pull-in voltage. Given a control
range of pull-in voltages for different structural layers
in the manufacturing process, the pull-in parameter can
be used as a simple control parameter.

Osterberg and Senturia [35.83] describe the method-
ology for extracting the mechanical properties. Their
methodology includes the measurement of plan-view
dimensions (i. e., width and length), out-of-plane curva-
ture, pull-in voltage, film thickness, and air gap. With
these measured parameters, the mechanical properties
can be extracted. Their extraction methodology includes
general closed form expressions for pull-in voltage that
depend on the material properties and geometry of a ho-
mogeneous, isotropic material.

35.2.9 Electromechanical Dynamics:
Switching Time

Switching time is an important factor in the design of
such electromechanical devices as electrical or optical
switches. The switching time analysis requires consid-
eration of the dynamic equations representing the device
and the electrical source. Castaner et al. [35.84–86] have
considered the optimization of the speed-energy prod-
uct. In this case, a parallel plate electrostatic actuator is
described by an equivalent mechanical circuit that in-
cludes the mass m, the damping b, and the spring k, and
a variable gap g. The variable gap depends on the initial
gap g0 and the displacement of the moving electrode x,
such that g = g0 − x. In the parallel plate, variable gap
model the damping is described by squeeze film damp-
ing. (Other electrostatic actuators that move parallel to
the substrate with variable gaps defined by groups of
moving and stationary fingers.) In these cases, the damp-

ing model will need to include squeeze film damping and
shear flow damping (Couette or Stokes Flow models).
The electrical source is modeled as a voltage source and
a source series resistance. A schematic of the model is
shown in Fig. 35.36.

The equivalent electrical circuit of the parallel plate
electrostatic actuator is modeled by (35.67), where Vs is
the source voltage, V is the voltage across the variable
capacitance, R is the series source resistance, and Q is
the charge on the capacitor plates

Vs

R
= V

R
+ dQ

dT
. (35.67)

The equivalent mechanical circuit is described by:

m
d2 X

dT 2
+b

dX

dT
+ kX = Q2

2C0G0
. (35.68)

Equation (35.68) includes the sum of the inertial force,
the damping force, the spring force, and the electrostatic
force. Equation (35.68) is written in terms of the mass of
the moving capacitor plate, m; the damping coefficient
due to squeeze film damping, b; the elastic constant of
the spring by which the capacitor plate is suspended, k;
the charge on the capacitor plate, Q; the initial gap, G0;
and the initial capacitance, C0. The initial capacitance
is written in terms of the area of the capacitor A, the
dielectric constant of the capacitor air gap ε, and the
initial gap:

C0 = εA

G0
. (35.69)

The dynamics of the parallel plate electrostatic actu-
ation were divided into four events. The first occurrence
is a short charging time for the capacitor. The sec-
ond phase is the acceleration phase, which defines
the rapidly increasing velocity of the mass, but the

V g ε

K
Plate area A

Fixed plate

+

–

z
R

b

Mass m

Fig. 35.36 Lumped parameter model of the parallel plate
electromechanical actuator including damping and series
resistance for dynamic analysis
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position is still close to the initial equilibrium pos-
ition. The third phase is the damping phase, defined
by the velocity reaching a maximum, then decreasing
due to the increased damping, and then finally increas-
ing due to the increasing electrostatic forces as the
gap closes. The fourth and final phase is the pull-in
phase, characterized by a rapidly increasing velocity.
Hung and Senturia [35.76] have described generating
efficient dynamical models from a minimal set of fi-
nite element simulations. Pons-Nin et al. [35.87] have
described the behavior of pull-in voltage and pull-
in time for electromechanical actuators with current
drives.

35.2.10 Electromechanics Issues:
Dielectric Charging

Electrostatic actuators are operated in three different
regimes depending on the application. In the first regime,
the electrostatic actuator is operated over the voltage
range that does not include the pull-in voltage. In this
case, the actuated element does not contact the opposing
substrate. In the second regime, the electrostatic actua-
tor is operated through a voltage range that does include
the pull-in voltage (Vact ≥ VPI). In this case, the desired
response is to establish contact with or without some
overdrive to achieve greater contact force or other re-
sponse parameter. In the third regime, the electrostatic
actuator is operated through a voltage range beyond
the pull-in voltage. This is characteristic of electrostatic
zipper actuators. In this case, the operating voltage is
programmed to quickly establish pull-in, thereby con-
tact, then the actuator operates in a range above the
pull-in voltage (VPI < Vact). In all three regimes, dielec-
tric isolation layers are considered to prevent shorting
between actuation electrodes. For the first and second
case, the use of the insulating material is a preventative
measure to protect against electrode shorting during an
unintentional overdrive of the actuator. It is preventa-
tive because the actuation electrodes are not intended to
touch. In the third case, the gap separating the moving
and stationary actuation electrodes is reduced to zero so
that an insulating layer is required. The insulating layer
may be patterned or unpatterned.

The third regime defines the touch mode electro-
static actuators. Cabuz et al. [35.88] have described
many of the failure modes that can be observed with
the touch mode electrostatic actuators and that should
be addressed during the design of the actuator and
process. The observations and failure modes included:
1) a significant difference between the experimental

actuation voltage (DC) and the theoretical actuation volt-
age, 2) a closed state electrostatic pressure lower than
predicted, 3) an actuation voltage that increases with
each subsequent cycle until electrical breakdown oc-
curs, 4) actuator vibration observed between an open
and a closed state, 5) actual release voltage is higher than
theoretical, but the electrostatic forces should be much
higher in the closed state such that the release voltage
is always lower than the pull-in voltage, 6) the actuator
remains closed temporarily after shorting, 7) permanent
stiction will occur when in the closed state for a long
period of time, 8) permanent stiction occurs after many
actuation cycles.

Wibbeler et al. [35.89] have analyzed this problem
in terms of one of the contributing factors, the accu-
mulation and storage of localized charge in dielectrics.
The common dielectrics in microsystems devices are
SiO2 and Si3N4, which show low mobility for surface
charges and provide trap sites for positive or nega-
tive charge within their volume and at interfaces. Kubo
et al. [35.90] showed this charge can be produced by
the fabrication process by contact electrification, and
by gas discharge in the air gap (the case focused on
that by Wibbeler et al. [35.89]), and static electrifica-
tion during handling (ESD). The contact electrification
created electrical charge through the mechanical contact
of two materials with different work functions and the
separation of the two materials.

To understand the impact of the accumulated charge,
Wibbler et al. [35.89] considered the impact of stored
surface charge on the electrostatic force acting on a sim-
ple parallel plate capacitor. In Fig. 35.37, a simple
capacitor is considered with a dielectric (εd) filling part
of the air gap (ε). The dielectric has a surface charge
of σs(x, y). The capacitor plates carry charge shown
as σ1 and σ2, which are provided by the battery, of
voltage V , connected across the capacitor plates. The
thicknesses of the dielectric and air gap are dd and d,
respectively. The force was estimated from the applied
voltage and from the offset voltage due to the accumu-
lated surface charge. The force acting on the capacitor
plate as a function of the applied voltage, V ; the offset

Ed

Egdg

dd

εd

εg Vz F

Fig. 35.37 Parallel plate capacitor with dielectric and para-
sitic charges
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voltage, Vs; and the capacitance, C, is:

F = dC

dz

∫
A

[V − Vs (x, y)]2

2
dA . (35.70)

The offset voltage is shown in (35.71) as a function of
the surface charge; the thickness of the dielectric, dd;
the dielectric constant, εd; or the dielectric’s contri-
bution to the total capacitance, Cd. The capacitance
of the dielectric layer, per unit area, being defined as
Cd = εd/dd.

Vs = −σs (x, y)
dd

εd
= −σs (x, y)

Cd
. (35.71)

Electromechanical Pull-In
with Dielectric Charging

Nemirovsky et al. [35.66] and Chan et al. [35.91] studied
the effect of residual charge at the interface of a dielectric
and the air in the capacitor gap. With the dielectric in the
capacitor gap and the residual charge, the total energy
for the actuator is:

UT = 1

2
Kz2 + Q2

res

2 (C (z)+Cd)

− C(z)Cd

2 (C (z)+Cd)
V 2 . (35.72)

In (35.72), Qres is the residual charge, C(z) is the air
gap capacitance, and Cd is the dielectric capacitance.
From the total energy, the pull-in parameter and pull-
in equations (35.42) and (35.43) can be solved for the
pull-in parameter ζPI and pull-in voltage VPI:

ςPI = 1

3

(
1+ 1

δ

)
, (35.73)

VPI =
[

8Kz3
max

27ε0 A

(
1+ 1

δ

)3

− Q2
res

C2
d

]1/2

. (35.74)

In (35.73), ζPI is the ratio z/zmax and δ is the ratio
εdzmax/zd. Equation (35.74) shows that the dielectric
layer will increase the pull-in voltage and the residual
charge will lower the pull-in voltage. It can be seen
that the residual charge does not impact the normalized
pull-in coordinate shown in (35.73).

Test structures were fabricated to verify the shift pre-
dicted by (35.70) that would result with a dielectric in the
air gap. Test structures with a dielectric did show a shift
in the voltage–deflection curve, whereas a shift was not
observed when a dielectric was not present. A shift of
−25 V was observed. Following electrostatic discharge
events, the offset voltages of −210 V and 145 V were

observed during different phases of a charge-discharge
cycle. This demonstrates the significant bias the accu-
mulated surface charge can create. As a result, Wibbler
et al. [35.89] did not recommend trying the fix short-
ing by adding dielectric films over the electrodes. They
did recommend estimating the influence of accumulated
charge on the response of the device being designed.
Instead of complete dielectric film coverage of an elec-
trode, they recommended patterning the dielectric such
that it was limited to the edges of the electrodes or pat-
terned at locations that will touch first. By patterning
small areas of insulation, the surface area available to
store charge is smaller and the distance to the elec-
trode is shorter for more timely dissipation of stored
charge.

Cabuz et al. [35.88] identified the effects of humid-
ity, DC or AC driving voltage, and SAM coatings on
the performance of electromechanical actuators. With
a DC operating voltage, the devices operated as ex-
pected below 35% RH except in dry air or dry N2. In
the dry environment the actuator would temporarily re-
main closed, would remain closed after high fields are
applied, or would remain closed after a high number of
cycles. When operated above 35% RH, the DC voltage
was higher than expected, the closed state electrostatic
pressure was lower, the actuator did not release when ex-
pected, the actuator vibrated, and the voltage increased
with subsequent cycles. When an AC actuation voltage
is used the actuators operated up to 55% RH. At higher
RH, the actuation voltage increased. The dry condition
operation was improved with AC driving compared to
DC operation. AC voltage control is recommended for
eliminating RC effects but cannot overcome the effects
of humidity. To avoid the effects of humidity, two SAM
coatings (octadecyltrichlorosilane (OTS) and perfluoro-
decyltrichlorosilane (PFTS)) were tried to influence the
hydration of the surfaces. The OTS eliminated the effects
observed for uncoated samples up to a 95% RH level for
both DC and AC voltages. The PTFS improved oper-
ation up to 95% RH for AC voltages and 70% RH for
DC control voltages. The residual in-use stiction was de-
termined to be associated with accumulated and trapped
charge on the surfaces or at interfaces.

35.2.11 Electromechanics Issues:
Gas Discharge

As described in previous sections, the electromechanical
actuation of a microstructure is performed by applying
a voltage across two plates. The two plates can be defined
by two conductors (e.g. Al to Al), by semiconductors
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(e.g. polysilicon), or by a combination of a conductor
and a semiconductor (e.g. Al and polysilicon). When
these two plates (or other similarly described structures)
are fabricated in proximity with each other, they are
usually fabricated with an “air” gap less than 10 µm.
With the electrostatic actuators, a small gap is desirable
to minimize the voltage required for actuation.

The presence of small gaps in microsystems de-
vices has prompted the further investigation of electrical
breakdown in air and other ambient conditions at small
gaps (i. e. less than 50 µm). Slade and Taylor [35.92]
have demonstrated that breakdown in small gaps is de-
fined by three regimes: less than 4 µm, 4 to 6 µm, and
greater than 6 µm. In the first case, the breakdown event
follows the behavior for a vacuum breakdown process
at a larger gap. In the last case, the breakdown follows
the behavior of Paschen’s law for breakdown in air. The
middle case of gaps between 4 and 6 µm, the breakdown
process is in a transition from following the vacuum
breakdown process to following the Paschen curve. In
this case, the breakdown voltage is lower than predicted
in either case, which indicates significant contributions
from factors in both cases. The deviation from Paschen’s
curve was observed by Torres and Dhariwal [35.93] for
gaps less than 4 µm.

The goal of this section is to describe some basic
breakdown principles that can be used to determine
whether or not a particular design will break down
during an actuation event. Different processes will be
considered for different gap regimes so that breakdown
estimates can be made.

The vacuum breakdown region is characterized by
a breakdown voltage that is a function of the gap
separating the two electrodes. This contrasts with the
breakdown behavior that follows the Paschen curve,
which shows electrode gap-pressure product depen-
dence. The breakdown voltage in vacuum is

VB = KVtg . (35.75)

Equation (35.75) shows the breakdown voltage VB is
proportional to the gap tg where the proportionality con-
stant is Kv = 97 V/µm for data from many sources as
indicated by Slade and Taylor [35.92]. The breakdown
data for vacuum was determined for electrode gaps
between 35 and 200 µm. For electrode gaps between
0.2 and 40 µm in air, the proportionality constant was
between 65 and 110 V/µm.

The electric field at the surface of the electrode
is a critical parameter for determining breakdown
in vacuum. This is estimated by the ratio of the
voltage between the electrodes V and the gap be-

tween the electrodes tg with a modification factors βg.
βg is a geometrical enhancement factor that cap-
tures the field enhancement due to the macroscopic
geometry:

Eg = βgV/tg . (35.76)

The geometrical enhancement factor can be determined
by performing finite element analysis to determine the
macroscopic electric field as a function of the electrode
gap for the electrode geometry under consideration.
The geometric enhancement factor is determined from
the ratio of the macroscopic electric field Eg, from fi-
nite element simulations, to the electric field estimated
by V/tg [35.92, 94]. The estimated electric field, V/tg,
can be used as a reasonable approximation when the
electrode gap is much smaller than that radius of cur-
vature of the cathode electrode. If this is not the case,
the geometric enhancement factor needs to be estimated
from numerical analysis such as finite element or bound-
ary element methods. The geometric enhancement factor
is shown, by Slade and Taylor [35.92], to be between
1.01 and 1.57 for gaps ranging from 0.2 to 40 µm, re-
spectively, for the geometry of a needle cathode and
a plate anode.

A second enhancement factor is attributed to the
microscopic field enhancement due to the surface rough-
ness of the electrodes. The electric field containing the
effects of the geometric enhancement and the micro-
scopic enhancement is:

E = βmβgV/tg . (35.77)

In (35.77) βm is the microscopic enhancement factor.
The total enhancement factor is βgβm, which can have
a range of 100 to 250 for polished electrodes [35.95].

Following the estimate of the electric field at the sur-
face of the electrodes, the current density for the field
emission of electrons is calculated. This current den-
sity jFE is described by the Fowler–Nordheim equation,
which depends on the electric field E, the work func-
tion of the electrode material φ, and the dimensionless
parameters of t(y) and ν(y), where y is a parameter de-
fined as 3.79 × 10−5

√
E/φ. Typically, t(y) is one. ν(y) is

given by 0.956−1.06y2. The Fowler–Nordheim equa-
tion is presented in (35.78) with jFE in A/m2, E in V/m,
and φ in eV.

jFE = 1.54 × 10−6 E2

φt(y)2

exp

(−6.83 × 109φ3/2ν(y)

E

)
. (35.78)
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Equation (35.78) can be rewritten with E substituted
from (35.77) and the current density replaced by an
emission current Ie and the area Ae of a micropro-
jection where the emission occurs. Equation (35.78) is
shown rewritten in (35.79), such that the slope from
the Fowler–Nordheim plot will provide the field en-
hancement factor as shown in (35.80) where m is
the slope. The Fowler–Nordheim plot is the plot of
Ie/V 2 versus 1/V , which is constructed by measuring
the voltage across the electrode gap and measur-
ing Ie.

Log10

(
Ie

V 2

)
= Log10

(
1.54 × 10−6 Aeβ

2

φ t(y)2t2
g

)

− 1

2.303

(
6.83 × 109φ3/2tgν(y)

β

)
1

V
,

(35.79)

β = − 2.303m

6.83 × 109φ3/2tgν(y)
. (35.80)

For gaps larger than 6 µm, the electrical breakdown
as a function of gap does follow the Paschen curve for
air and does not follow the vacuum breakdown curve
for these larger gaps. The electrode gap is now larger
than the mean free path of the air molecules so it is
expected that emitted electrons will collide with the
air molecules in the gap. For these larger electrode
gaps, it is assumed the electrical breakdown will fol-
low the Townsend electron avalanche theory. A similar
process is followed to estimate the breakdown. First,
the electric field at the surface of the cathode elec-
trode is estimated including the enhancement factors for
geometry and surface microstructure. An estimate of the
total field enhancement factor is required for this. The
electric field is substituted into the Fowler–Nordheim
equation (35.78) to estimate the field emission current.
In this case, the emitted electrons will interact with
the background gas molecules causing an avalanche
in the current. The current avalanche process is de-
scribed by (35.79) and (35.80), where tg is the electrode
gap, α is the first Townsend coefficient, and γ is the
second Townsend coefficient. The first Townsend coef-
ficient represents the number of electrons produced per
unit distance along the direction of the electric field.
The second Townsend coefficient is the number of elec-
trons generated by secondary processes per each primary
avalanche. Breakdown will occur when the denominator
of the expression for current approaches zero: γ exp(αtg)
approaches unity.

In the transition region, the breakdown voltage can
be lower than predicted by the Paschen curve or vac-
uum breakdown. It is suggested that in this regime,
the partial electron avalanche process enhances the vac-
uum breakdown process to lead to a lower breakdown
voltage [35.92].

The choice of materials is another consideration
for the design of an electrostatic microactuator. As
mentioned, the electrode pairs could comprise the fol-
lowing combinations: conductor-conductor, conductor-
semiconductor, or semiconductor-semiconductor. In
Torres and Dhariwal [35.93], the breakdown voltage
was measured for electrode pairs comprised of nickel,
brass, or aluminum. A significant difference was not
observed between the breakdown voltages of the dif-
ferent conductors or for the size of the electrode. At
larger gaps, the breakdown voltage was different for
different electrode shapes (cylindrical versus spherical)
but this can be explained by the relative difference
in the geometric enhancement factor for the electric
field for the different electrodes. Ono et al. [35.96]
made a comparison between electrode combinations
where both a semiconductor (silicon) and a silicon–
metal combination were used. In the case of a silicon
electrode with a metal electrode, the breakdown volt-
age deviated from the Paschen curve at approximately
6 µm. It was lower than the breakdown voltage pre-
dicted by the Paschen curve and trailed off with an
approximate linear dependence on the electrode gap.
With the silicon as one electrode, Au/Cr or Pt/Cr
was used as the second electrode but little difference
was found for the different metals. With the silicon-
silicon electrode combination, the breakdown voltage
followed the Paschen curve for air. For similar gaps,
the breakdown voltage was significantly higher for
the silicon-silicon electrodes than for the silicon-metal
electrode. This was true for a thin silicon film over
a Cr/Pt/Cr electrode.

Another option for reducing the electric breakdown
in the air gap is to introduce an insulating material over
the electrode. But Wibbeler et al. [35.89] have demon-
strated this does not solve the problem of breakdown by
itself and can lead to parasitic charging of the insulator.
An electric breakdown will produce a large current, as
described previously, that is destructive to the electrodes
without insulation. The dielectric limits the current so
that the electrical breakdown event is not so destruc-
tive. Wibbeler et al. [35.89] demonstrated through highly
chaotic behavior in the voltage–displacement response
of an electrostatic actuator. It is reasoned that the lo-
cal field strength at the electrode reached a magnitude
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to cause an avalanche of free electrons and ions, as de-
scribed here. These free charges travel the length of
the air gap, but they are stopped and neutralized at
the dielectric surface. This reduces the local electric
field at the location of the surface charge so that the

force on the cantilever is reduced and the process re-
peats itself. Throughout this process, a large amount
of charge can be introduced onto the dielectric surface,
which will typically have a very long dissipation time
constant.

35.3 Summary and Mention of Topics not Covered

This chapter has focused on the thermomechanics and
electromechanics of thin-film microstructures. Empha-
sis has been placed on the basic physical phenomena,
approaches to analyze the phenomena, and the presen-
tation of accessible results for special cases of practical
importance in a variety of applications. We have not dis-
cussed many other energy domain couplings that play

major roles in microsystems technology such as elec-
trothermomechanics and magnetomechanics. We have
also not discussed the role and behavior of materials such
as piezoelectrics or shape memory alloys, which play im-
portant roles in electromechanics and thermomechanics,
respectively. We refer the interested reader to Sen-
turia [35.49] for an introduction and further references.
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1083

High Volume36. High Volume Manufacturing and Field Stability
of MEMS Products

Low volume MEMS/NEMS production is practical
when an attractive concept is implemented with
business, manufacturing, packaging, and test
support. Moving beyond this to high volume
production adds requirements on design, process
control, quality, product stability, market size,
market maturity, capital investment, and business
systems. In a broad sense, this chapter uses
a case study approach: It describes and compares
the silicon-based MEMS accelerometers, pressure
sensors, image projection systems, and gyroscopes
that are in high volume production. Although
they serve several markets, these businesses
have common characteristics. For example, the
manufacturing lines use automated semiconductor
equipment and standard material sets to make
consistent products in large quantities. Standard,
well controlled processes are sometimes modified
for a MEMS product. However, novel processes
that cannot run with standard equipment and
material sets are avoided when possible. This
reliance on semiconductor tools, as well as the
organizational practices required to manufacture
clean, particle-free products partially explains
why the MEMS market leaders are integrated circuit
manufacturers. There are other factors. MEMS and
NEMS are enabling technologies, so it can take
several years for high volume applications to
develop. Indeed, market size is usually a strong
function of price. This becomes a vicious circle,
because low price requires low cost – a result that
is normally achieved only after a product is in
high volume production. During the early years, IC
companies reduced cost and financial risk by using
existing facilities for low volume MEMS production.
As a result, product architectures are partially
determined by capabilities developed for previous
products. This chapter includes a discussion
of MEMS product architecture with particular
attention to the impact of electronic integration,
packaging, and surfaces. Packaging and testing
are critical, because they are significant factors in
MEMS product cost. These devices have extremely
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high surface/volume ratios, so performance
and stability may depend on the control of
surface characteristics after packaging. Looking
into the future, the competitive advantage of
IC suppliers will decrease as small companies
learn to integrate MEMS/NEMS devices on CMOS
foundry wafers. Packaging challenges still
remain, because most MEMS/NEMS products must
interact with the environment without degrading
stability or reliability. Generic packaging solutions
are unlikely. However, packaging subcontractors
recognize that MEMS/NEMS is a growth opportunity.
They will spread the overhead burden of high-
capital-cost-facilities by developing flexible
processes in order to package several types of
moderate volume integrated MEMS/NEMS products
on the same equipment.
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1084 Part E Industrial Applications and Microdevice Reliability

Solid-state pressure sensors were first reported in the
1960s and commercialized by a number of start-up com-
panies in the 1970s. By 1983, a Scientific American cover
story [36.1] described pressure sensors, accelerometers,
and ink-jet print heads and featured a gas chromato-
graph that combined an injection valve, a detector, and
a chromatographic column on a silicon wafer. The future
of the budding micromechanical device industry looked
bright, but commercial reality has seriously lagged the
rosy market projections. The reason was simple: Market
forecasters failed to recognize the difference between
lab prototypes and high volume production of stable
products. Many companies have demonstrated that small
quantities can be produced for niche markets. However,
routine high volume production of reliable packaged
devices is much more challenging. It requires the
production prototype skills plus the manufacturing dis-
ciplines that are critical to long-term stable production.

Successful companies understand and apply these
lessons. Indeed, over a hundred million MEMS pressure
sensor, accelerometer, gyro, gas flow, and optical pro-
jection devices are shipped to customers annually. There
is no universally accepted definition of MEMS. This
chapter focuses on silicon-based products with movable
micromechanical elements. It excludes disk drive heads,
ink-jet print heads, hearing aids, microscale plastic, cer-

Glass or silicon
substrate

Silicon

Piezoresistors

Bond pads

Diaphragm

Back side port for barometric
or differential pressure

Etched cavity
in silicon
forms thin
diaphragm

Fig. 36.1 Cross section of a piezoresistive silicon sensor after it is
bonded to a silicon or glass substrate. When pressure is applied,
the thin silicon diaphragm deforms. This causes changes in four
implanted resistors that form a Wheatstone bridge. The resistors are
located and oriented to cause resistance to increase in two resistors
and decrease in the other two

amic, quartz and metal components, and test strips for
in vitro diagnostics that are sometimes included within
the definition of MEMS. Many MEMS products do
not integrate support electronics with the MEMS elem-
ent on the chip even though they are produced with
IC equipment, materials, and processes. However, in-
tegrated MEMS products are becoming ubiquitous. By
2002 Analog Devices had shipped over a hundred mil-
lion surface micromachined MEMS accelerometers with
integrated electronics to customers.

The literature related to high volume production
of MEMS products is quite uneven. Some suppliers
have published detailed process and design descriptions,
while others limit disclosures to market-focused publi-
cations. The two major suppliers of integrated MEMS
products have discussed their designs and processes in
detail. Core et al. [36.2], Kuehnel et al. [36.3], Chau
et al. [36.4], and Sulouff [36.5] describe the Analog
Devices iMEMS accelerometers and gyros. Mignardi
et al. [36.6] give an in-depth review of the Texas Instru-
ments DLP (Digital Light Processing) products.

MEMS devices are components in larger systems,
so every MEMS product must define its system in-
terface in a way that adds value from the perspective
of the system designer. Some MEMS pressure sen-
sor products are simply Wheatstone bridge elements
in a circuit (Fig. 36.1). The image projection systems
that use the Texas Instruments Digital Light Processing
TechnologyTM could never be designed in this manner,
because up to 1.3 million mirrors are driven on each chip
(Fig. 36.2). Such a system would be impractical unless
electronics are integrated with the MEMS mirrors on
the chip. Air bag sensors also illustrate how integration
adds value. Non-MEMS ball-and-spring air bag sensors
were often used in the early 1990s. Upon impact, a ball
would be released and detected as it passed through the
sensor tube. Unfortunately, these binary sensors could
not always distinguish a frontal collision from the jolt
of a pothole or a side collision. Therefore, multiple ball-
and-spring sensors were placed at different locations in
a vehicle and wired together in order to reliably identify
accidents that should result in air bag deployment. High
cost limited the use of these distributed systems. Analog
Devices changed the air bag market when it introduced
the ADXL50 in 1993 (Fig. 36.3). The ADXL50 inte-
grated electronics and an accelerometer on one chip to
provide an analog output of deceleration versus time
when an impact event occurred. This allowed auto-
mobile manufacturers to design air bag modules that
compared the ADXL50 output to the known signature
of a frontal collision. The result was greater reliability
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High Volume Manufacturing and Field Stability of MEMS Products 1085

Fig. 36.2 Digital Light Processing technologyTM is based on Digital Micromirror Device (DMD) chips that address and
drive a “sea of mirrors.” The DMD is the key element in small computer-based projection systems. Each of the 14 or
17 µm mirrors represents one pixel. The diagram on the left represents light reflecting from a mirror to the system lens.
The illustration on the right is an exploded view of a small region of mirrors in a packaged DMD. (Courtesy of Digital
Light ProcessingTM, Texas Instruments, Inc.)

and lower cost, which led to the installation of air bags
in almost every new automobile.

This chapter will not recite detailed descriptions
of particular commercial products. Instead, brief de-
scriptions will be used to illustrate basic principles and
concepts. Part of the chapter is organized according to
MEMS-specific issues like wafer singulation. This is
useful because some designs and unit processes are

a) b)

Fig. 36.3a,b Three generations of integrated accelerometers designed for single-axis air bag applications. (a) Die size is
reduced by a factor of two about every four years. (b) Package technology also evolved to meet size, cost, and automated
handling requirements. The ADXL50 was packaged in TO-100 seam-sealed metal headers. ADXL76 cerpacs (bottom
left) are being replaced by the ADXL78 in 5 mm × 5 mm LCC packages (bottom right). (Courtesy of Micromachined
Products Division, Analog Devices, Inc.)

well suited for lab scale or low volume production,
but impractical in a high volume manufacturing envi-
ronment. Complete reliance on such an organization
would be artificial, because partitioning omits the great-
est challenge – combining these individual topics into
a manufacturing flow that routinely produces products
that meet cost, performance, and reliability expecta-
tions. The importance of process integration cannot be
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1086 Part E Industrial Applications and Microdevice Reliability

overemphasized, because changes in one step almost
always affect other steps. Solutions may involve de-
sign modifications, so design-for-manufacturability is an

important topic. Manufacturing and business skills are
included to the extent that they apply to stable production
of reliable MEMS products.

36.1 Manufacturing Strategy

MEMS manufacturing is based on existing IC technol-
ogy. However, there are only a few examples of routine
MEMS and IC production intermixed on the same equip-
ment (or of MEMS devices with electronics integrated
on the chip). Even when a MEMS process step is nom-
inally the same as a standard IC process, the specific
conditions or end point or some quality such as film
stress will differ. Technologists from Analog Devices
and Motorola have discussed these thin film issues in
depth [36.7–10].

Manufacturers prefer to use dry etch processes
when possible in order to achieve better control of fea-
tures, minimize waste disposal, and utilize automated
equipment developed for the IC industry. However,
anisotropic wet etching provides unique value in the
production of some MEMS products like pressure, mass
flow, and yaw rate sensors [36.11].

Although MEMS production economics is closely
tied to the semiconductor model, useful lessons can be
drawn from many industries. Some of the key character-
istics that affect success are as follows:

36.1.1 Volume

Semiconductor economics is rooted in the principle that
expensive processes are cost-effective when many de-
vices are made simultaneously. Obviously, a MEMS
product that is sold in low quantities loses this critical
advantage. MEMS components are “disruptive tech-
nologies” – they are the key element in higher-level
products that were previously impractical. It can take
several years to develop a higher-level product and build
its customer base. Therefore, it is prudent to include an
incubation phase in the business plan for a novel MEMS
device. Low sales volume during this phase causes high
unit costs – batch process cost benefits are achieved only
after the market develops.

Start-up companies often do not understand the im-
plications of design-for-volume. It is a major challenge
to transfer products made on lab tools to manufactur-
ing equipment. The challenge is sufficient to justify the
use of manufacturing people and equipment for product
development.

Realistic price-volume estimates are also essential to
a good business plan. The highest volume MEMS prod-
ucts (accelerometers and pressure sensors) all represent
a small part of the total system cost, even though the
functions they provide are absolutely critical to system
performance.

Market-pull business models that respond to the
needs of a specific large application in a particular indus-
try are usually more successful than technology-driven
models that seek applications for new devices. Given
this reality, it is prudent to thoroughly understand the
target industry and its quirks. Biotech, wireless, im-
age projection, optical communications, and consumer
markets offer tremendous growth potential. However,
the past and present growth in high volume MEMS
products have been driven primarily by the automo-
tive industry, with pressure sensors also benefiting from
medical applications. Sulouff [36.12], Weinberg [36.13],
Marek et al. [36.14], Eddy et al. [36.15], and Verma
et al. [36.16] discuss automotive applications and the
challenges a successful supplier must master.

36.1.2 Standardization

Mature industries develop standards in response to
equipment vendors, material suppliers, and customer
interface requirements. The MEMS industry is frag-
mented, so even after 30 years it is not mature.
Deviations from semiconductor industry standards are
inevitable because MEMS products impose unique re-
quirements on wafer processing, packaging, handling,
and testing. For example, KOH wet etching raises mo-
bile ion concerns. Gold used in some optical products is
incompatible with CMOS. Any deviation from standard
process and material sets is serious, because the price-
volume relationship is a steep curve in high volume
applications.

36.1.3 Production Facilities

The semiconductor industry is divided into front-end
(wafer fabrication) and back-end (product assembly
and test) operations. IC design rules are based on pre-
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High Volume Manufacturing and Field Stability of MEMS Products 36.2 Robust Manufacturing 1087

qualified fab, assembly, and test capabilities at specific
sites. Consider how each of these functions matches the
needs of MEMS production:

1. An IC product might be produced at an internal wafer
fab, or designed to run on a standard foundry process.
In contrast, production challenges and “know-how”
have caused MEMS suppliers to retain wafer fab
production within their internal facilities. High vol-
ume production in MEMS foundries was limited to
pressure sensors. However, Motorola is now out-
sourcing accelerometer production. This suggests
that the MEMS industry will follow the IC model,
with foundry services becoming more substantial in
the future.

2. IC suppliers have shifted assembly operations to sub-
contractor facilities located in Southeast Asia. Some
MEMS suppliers have followed this model. It is
common to assemble low volume products in North
America, Europe, or Japan. However, semiconduc-
tor assembly and package technology are evolving
rapidly and are driven by subcontractors based in
Southeast Asia. MEMS companies that do not uti-
lize these resources pay a significant cost penalty.
Obviously, the break point at which offshore assem-
bly is attractive differs from one product to the next.
Products that have unique assembly requirements
and support high market prices may never reach this
point.

3. IC testing is often carried out at the assembly sub-
contractor site. MEMS package and testing comprise
a substantial portion of the total product cost, so
a high volume manufacturing strategy should con-
sider Southeast Asia packaging and testing. This

is complicated by the fact that MEMS testing re-
quires unique stimuli that are not in the standard IC
portfolio.

36.1.4 Quality

The goal in lab and low volume production environments
is to make functioning devices. As quantities increase,
other factors become more important: lot-to-lot repeata-
bility, yield, device performance that meets well-defined
specifications, process stability to ensure predictable on-
time delivery, documentation and procedures that enable
traceability and corrective actions when problems arise,
etc. Methodologies that promote stable, high-quality
manufacturing practices have been established in several
industries. These standard procedures such as ISO9000,
QS9000, and cGMP overlap to a large extent. QS9000
was developed to help automotive suppliers implement
effective, well controlled processes to produce reliable
products. It has several unique features, so it is used as
the model in this chapter.

36.1.5 Environmental Shield

IC wafers are completely passivated before packaging
in order to meet product stability and reliability require-
ments. Aside from ink-jet print heads, the active regions
of all MEMS devices currently in high volume produc-
tion replicate this hermetic barrier in some manner. This
passivation requirement is noteworthy because it has
been a primary limitation on the growth of the MEMS
industry. For example, it limits electrochemical sensors
to benign or “throw-away” applications.

36.2 Robust Manufacturing

Stable production requires a manufacturing flow that is
well controlled when measured against the product per-
formance specifications. This has several implications.

36.2.1 Design for Manufacturability

Low maintenance products and processes must be de-
signed to run on standard equipment. The semiconductor
industry has invested billions of dollars to develop
equipment that is automated, maintainable, reliable,
and capable of supporting well controlled processes.
Processes that are implemented on custom-designed

equipment put this experience base aside and invariably
have a long learning curve.

Equipment
Microstructure release illustrates this issue and how
it changes over time. Virtually all semiconductor
processes operate in vacuum or at atmospheric pres-
sure. In a brief, unpublished 1992 study related to
ADXL50 development, the author demonstrated the use
of supercritical CO2 mixtures for microstructure re-
lease and particle cleaning. Unfortunately, supercritical
processes were incompatible with the industry infra-
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1088 Part E Industrial Applications and Microdevice Reliability

structure, because they require pressures in excess of
7.38 MPa (72.8 atm; 1,070 psi). Implementation would
have required process and equipment development, so
a release process that ran on existing equipment was
selected.

Supercritical equipment designed for MEMS release
was introduced a few years later. However, maintenance
and cycle time concerns, as well as single wafer capabil-
ities limited its adoption to university and low volume
manufacturing.

The intrinsic limitations of non-standard equipment
have caused high volume MEMS suppliers to avoid su-
percritical processes. However supercritical equipment
will continue to evolve and become competitive, par-
ticularly in applications where the design requirements
make alternative processes unusable.

Materials
Process control can be no better than the materials used
in the process. SAM (self-assembled monolayer) coat-
ings illustrate this limitation. These materials suppress
stiction following aqueous release of microstructures
by treating the wafers in a SAM solution before dry-
ing. Although straightforward in principle, high volume
manufacturers have not (yet) adopted SAM processes
(Sect. 36.2.3 reviews the processes that are used com-
mercially). There are several reasons for this reticence.
Classical SAM materials are chlorosilanes that have at
least one organic substituent. Organosilanes have been
used to treat the surface of inorganic materials for many
years. Applications include coupling agents on the sur-
face of fillers and reinforcing agents in polymers, as
well as agglomeration control of particles. The chlorine
sites hydrolyze when dissolved in solutions that con-
tain a small amount of water. The resulting hydroxyl
groups react with the microstructure surface oxide to
produce a chemically bonded layer that reduces stic-
tion due to the low surface energy and hydrophobic
nature of the organic-rich surface. The concerns that
cause manufacturers to use alternative stiction solutions
include:

1. High variability due to the SAM chemical reactivity
2. Particles are common by-products of the reactivity
3. Many SAM process flows require organic baths. This

raises health, safety, and waste disposal concerns
4. Possibility of chloride corrosion on aluminum inter-

connects

Maboudian et al. [36.17], Srinivasan et al. [36.18],
Kim et al. [36.19], and Pamidighantam et al. [36.20]
describe the use of SAM solutions to suppress stiction.

There is also ongoing research focused on solving the
manufacturing concerns [36.21–25].

Note that stiction also arises in packaged MEMS
products. This yield and reliability problem is discussed
in Sect. 36.3.1.

36.2.2 Process Flow and Its Interaction
with Product Architecture

MEMS products have structures and functions that do
not exist in standard IC devices, so it is unrealistic to
expect that every fab, assembly, and test step will re-
apply a previously qualified IC process. The challenge
is to maximize utilization of available IC technology
within the constraints of the product function and cost
requirements. This leads to fundamental choices in prod-
uct architecture, product design, and process flow, as
discussed below.

Integration of MEMS and Circuits
The integration of MEMS and electronics onto one chip
has proven difficult. It adds little value in some MEMS
products. However, as noted earlier, integration is essen-
tial to products based on the Texas Instruments (TI) DLP
(Digital Light ProcessingTM). The third (and largest)
category consists of applications where integrated and
non-integrated products compete for market share. Pres-
sure sensors and accelerometers are examples of this
group.

Image Projection. The first projectors based on the DLP
technology were shipped in 1996. DLP chips are pro-
duced on CMOS wafers in a mature TI process. The
circuitry addresses and drives aluminum mirror arrays
that function as on-off pixels – 1.3 million mirrors in the
latest SXGA products (Fig. 36.2). Mignardi et al. [36.6]
describe the DMD (Digital Mirror Device) fabrication
process and illustrate some of the factors that must be
considered when manufacturing flows are changed. The
manufacturing flow patterns three aluminum depositions
over SRAM cells that are positioned with 14 or 17 µm
center-to-center spacing (Figs. 36.4 and 36.5). The first
of these metal films form electrostatic drive electrodes
and landing pads. The yoke and hinge layer has spring
tips that land on the first metal layer when mirrors are ro-
tated (Fig. 36.6). Mirrors are mechanically connected to
the yokes through center pedestals. Sacrificial organic
films separate the metal layers. These organics, along
with a protective organic cover film, remain on the device
until after the wafer is sawn and the chips are mounted
in a ceramic package. They are removed by dry etching.
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High Volume Manufacturing and Field Stability of MEMS Products 36.2 Robust Manufacturing 1089

Fig. 36.4 DMD pixel array with tilted and non-tilted
mirrors. (Courtesy of Digital Light ProcessingTM, Texas
Instruments, Inc.)

5 µmE Beam Spot Magn Det WD
10.0kV 3.0 4527× CDM 17.0  MIRROR1.IMG

Fig. 36.5 Ion milled section of DMD pixel showing one
mirror on its center support and its relation to the underlying
layers. Note the close mirror spacing. (Courtesy of Digital
Light ProcessingTM, Texas Instruments, Inc.)

Following surface passivation, inspection, and testing,
an optical glass sub-assembly is hermetically sealed to
the ceramic package (Fig. 36.7). At this point, the device
is ready for burn-in and final test – a significant task be-
cause each mirror is actuated on chips with as many as
1.3 million mirrors.

In operation, a (nominal) 26 V electrode bias gener-
ates an electrostatic force that causes the mirror/yoke
assembly to rotate either plus or minus 10 degrees
around the hinge. Over one million DMD devices had
been shipped by 2002 [36.26].

Spring
tip

5µmE Beam Spot Magn Det WD
10.0kV 2.0 5000× CDM 17.0

Fig. 36.6 DMD yoke and hinge layer. The spring tip touches landing
pads when the drive electrode tilts the mirror. Elastic energy stored
in the deformed spring is part of the restoring force that overcomes
stiction when the drive electrode voltage is removed. (Courtesy of
Digital Light ProcessingTM, Texas Instruments, Inc.)

Unlike the pressure sensors and accelerometers dis-
cussed below, TI had no choice but to integrate. It would
be difficult, if not impossible, to devise a cost-effective
multi-chip solution to control and drive a matrix of over
a million mirrors. Successful integration of circuits and
mirrors was only one step in the commercialization pro-
cess. To remain competitive against lower cost LCD
products, TI continues to develop their package and test
technologies, because package and test comprise a ma-
jor part of the total product cost. This is discussed further
in Sect. 36.2.8.

Pressure Sensors. Early (1970s-era) bulk microma-
chined piezoresistive pressure sensors from Honeywell,
ICT (later Foxboro-ICT), and Kulite were not integrated.
However, in the 1980s, Motorola commercialized the

840 × 600
SVGA

1024 × 768
XGA

1280 × 1024
SXGA

Fig. 36.7 DMD products in hermetic packages. (Courtesy of Digital
Light ProcessingTM, Texas Instruments, Inc.)
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SOP SSOP MPak

Fig. 36.8 Pressure sensor surface mount packages. (Cour-
tesy of Semiconductor Products Sector, Motorola, Inc.)

first of its MPX5100 series piezoresistive pressure
sensor products. These products had bipolar signal con-
ditioning electronics and temperature compensation on
the sensor chip. Current MPX products are offered in
various plastic packages (Figs. 36.8 and 36.9) with
maximum pressure ranges between 10 and 300 kPa
(1.45–44 psi). Medical and tire pressure products are
also available.

Integrated Motorola piezoresistive pressure sensor
products are cited here for illustrative purposes, but ca-
pacitive and piezoresistive silicon pressure sensors are
available from many companies. Capacitive designs are
less temperature sensitive and require less power than
piezoresistive designs. However, die size tends to be
larger. The fabrication process and interface electronics
are also more involved. Piezoresistive products (sensor

RTV die bond

Stainless steel
cap

Thermoplastic
case

Lead
frame Die

Silicone gel
die coat

Wire
bond

P1

P2

Fig. 36.9 Cross section of a typical gauge or differential pressure
sensor. The silicon pressure sensor chip is bonded to a silicon
substrate. This bonded unit is mounted in a pre-molded plastic
package and protected from the ambient environment by silicone
gel. (Courtesy of Semiconductor Products Sector, Motorola, Inc.)

plus signal processing) are less expensive, smaller, easier
to manufacture and suitable for most applications. They
rely on the fact that the resistance of silicon changes
in response to strain. This effect is very temperature
sensitive. However, configuring four piezoresistors as
a Wheatstone bridge, judicious selection of the doping
level and junction depth and the use of a temperature
compensating resistor network minimizes temperature
error.

Piezoresistive pressure sensors (Fig. 36.1) require
double-sided polished wafers and front-to-back align-
ment. The piezoresistors are implanted into the front side
of (100) wafers and precisely located with respect to the
edges of thin diaphragms. The diaphragms are produced
by anisotropically wet etching cavities into the back sur-
face of the wafers. KOH etch solutions are usually used
to avoid the safety, toxicity, and waste disposal concerns
that arise when large quantities of organic etchants like
EDP (Ethylenediamine-pyrocatechol-water) are used.
Front-to-back side wafer alignment is critical in order
to achieve precise resistor location with respect to the
cavity edges. Alignment to the wafer crystal axis is
also important, because the slow-etching (111) planes
determine the cavity wall, and thus the location of the di-
aphragm edges. The piezoresistors are commonly placed
near these edges to maximize the signal (the effect of
pressure on diaphragm stress is greatest at the edges).
An etch stop is sometimes used at additional cost be-
cause diaphragm thickness variations also have a large
effect on sensitivity.

Control of mount stress is critical to achieving pre-
dictable performance. After wafer fab, some suppliers
hermetically bond pressure-sensor wafers to a backup
silicon wafer using glass frit. Others anodically bond
them to a borosilicate glass wafer that has a thermal
expansion coefficient close to silicon (Pyrex 7740 and
Schott 8330 are two glasses used for this purpose).
Absolute pressure sensors are produced when this bond-
ing step is done in vacuum. As shown in Fig. 36.1
and Fig. 36.9, differential pressure and gauge pressure
products incorporate through holes in the backup wafers.
These ports allow fluid pressure to be applied through
the cavities to the back side of the diaphragms.

After wafer singulation, the chips are mounted and
sealed in cavity packages. Soft die attach materials,
often silicone-based, are used to decouple the sensor
from package and substrate stresses. In some products,
the sensor chip is directly mounted to a substrate with
a soft die attach without the intermediate backup wafer.
Many package variations of MEMS pressure sensors are
available, as summarized in Sect. 36.2.8.
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The MEMS pressure sensor market is believed
to exceed a hundred million pressure sensors annu-
ally [36.27]. Automotive applications like manifold
absolute pressure (MAP) sensors and a wide range of
gas and liquid pressure sensors form the largest market
segment. Health care and medical uses such as dispos-
able blood pressure transducers and sensors to measure
pressure in angioplasty catheters, infusion pumps, and
intrauterine products are the second largest market. In-
dustrial products such as process control pressure and
differential pressure transmitters, household appliance,
and aeronautical products are also significant. Maudie
et al. [36.28] review the performance and reliability is-
sues related to appliance applications like household
washing machines.

Accelerometers. Most MEMS accelerometer designs
apply some variant of Newton’s Law, F = ma, to sense
the response of a proof mass. Many sensing principles,
including piezoresistive, capacitive, piezoelectric, and
resonant, have been examined [36.29]. Figure 36.10
has a conceptual view of the capacitive design used in
Analog Devices ADXL accelerometers.

SensorNor was an early pioneer in silicon ac-
celerometer manufacturing. Their product had a mass
bonded to the end of a silicon piezoresistive element
in an oil-filled package. However, the first MEMS
accelerometer product to achieve large-scale market ac-
ceptance was the integrated ADXL50 air bag sensor
from Analog Devices. When it was fully qualified in
1993, the ADXL50 was the first integrated surface-
micromachined MEMS device of any type in production.
The MEMS element in the ADXL50 was part of a closed
loop differential capacitance circuit, but was designed
to allow routine self-testing after the air bag mod-
ule was installed in vehicles. This self-test capability
eased concerns related to the adoption of a new tech-
nology in a critical safety application. The analog
output feature also allowed the industry to design sin-
gle point sensors – a significant system cost savings.
Core et al. [36.2] and Sulouff [36.5] describe the ADXL
wafer fabrication process. In essence, circuits are fab-
ricated with a well-established BiCMOS process. The
sensor polysilicon is deposited after these high temper-
ature steps, followed by the lower temperature metal
and passivation processes. The in situ doped polysilicon
is connected to the circuit through N+ doped runners.
Following wafer fabrication, thin film resistors are laser
trimmed in an automated trim system to meet the spe-
cific end user’s requirements. After wafer singulation
(Sect. 36.2.5), the chips are assembled in hermetic cav-

1.3 µm gaps

One of many
sense finger sets

One of many
self-test finger sets

Proof mass motionCompliant
spring mount

Anchors

Over-range stop

Fig. 36.10 Block diagram of the MEMS element in an ADXL78
single-axis accelerometer. The detailed design applies design-for-
manufacturability principles to ensure close control of critical
dimensions and residue-free removal of the sacrificial layer. (Cour-
tesy of Micromachined Products Division, Analog Devices, Inc.)

ity packages and screened in an automated test system
to ensure compliance to the performance specification
(Sect. 36.2.8).

Front air bag sensors have an output of 2 V at a full
scale acceleration that is specified by the user (typically
35–50 g). Satellite air bag sensors are located in door
pillars and near the front of the automobile and typi-
cally have higher ranges (250 g). Regardless of range,
all air bag sensors must meet stringent cross-axis spec-
ifications, i. e., a front air bag sensor must not react to
a side collision or to potholes in the road. This cross-axis
requirement also applies to products that are designed
to sense in two axes (Fig. 36.11).

Progressive reductions in chip and package sizes
(Fig. 36.3) led to cost reductions and penetration
into new markets. One example is the ADXL202
(Fig. 36.11). This two-axis, low-g accelerometer has
a full scale of 2 g in each axis. It is widely used
in industrial, consumer, and automotive applications.
Production of integrated MEMS accelerometers at
Analog Devices has grown rapidly in recent years
(several million devices per month by 2001). It is
worth noting that these products are developed using
an organizational philosophy that emphasizes design-
for-manufacturability. For example, development is
conducted on production equipment and directly in-
volves production personnel. This may appear to be
expensive and unwieldy, however, it ensures that product
designs remain within the bounds of practical man-
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1092 Part E Industrial Applications and Microdevice Reliability

Fig. 36.11 Three two-axis accelerometers. Top left: ADXL276 was
the first two-axis air bag accelerometer. The ADXL278 family (bot-
tom right) is replacing it. Top right: 2-g ADXL202. The ADXL202
and ADXL278 are packaged in the LCC shown in Fig. 36.3. (Cour-
tesy of Micromachined Products Division, Analog Devices, Inc.)

ufacturing. It also minimizes the difficulties that are
normally encountered when new products are trans-
ferred to production.

Prior to the introduction of the ADXL50, most of
the MEMS air bag candidates were nonintegrated, bulk-
micromachined piezoresistive sensors [36.3]. However,
Motorola and Bosch soon followed with an integrate-in-
the-package strategy. Denso, Delphi, and VTI Hamlin
are also active in some market sectors. The Motorola
and Bosch products are nonintegrated capacitive MEMS
products that are hermetically sealed at the wafer level
(Sect. 36.2.4). By interconnecting a separate circuit chip
and a sealed accelerometer chip in one package, they
are able to use low cost CMOS for signal processing
and near-standard plastic packaging (Sect. 36.2.8).

In contrast to the ADXL sensors, Motorola’s MMA
air bag products measure acceleration normal to the
plane of the chip (z-axis). These differential capacitance
sensors are formed from three layers of polysilicon. The
middle layer is a “proof mass” that is suspended with
ligaments and is free to move in response to an accelerat-
ing force. Ranges and outputs are similar to the ADXL
products. Recent Motorola expansions add x-axis air

Switched
capacitor
amplifier

Coarse trim
gain stage

Fine trim
gain stage

Trimmed
SC filter

Trimmed
temp. comp.
output stage

Vdd filter

Capacitive
sense element

CMOS
control ASIC

Fig. 36.12 Two-chip accelerometer in 16 lead plastic SOIC
package. (Courtesy of Semiconductor Products Sector, Mo-
torola, Inc.)

bag products and a new line of low-g z-axis products
(Fig. 36.12).

The Bosch x-axis sensor has interdigitated fingers
that are patterned in a thick (11 µm) polysilicon film
that is deposited in an epi reactor. Tight control of stress
and stress gradients in these films is essential in order
to meet sensor performance requirements [36.30, 31].
After patterning, the polysilicon is dry etched using
fluorine-based chemistry [36.32] to form the differen-
tial capacitance sensor. An HF vapor process is used to
remove the sacrificial oxide and release the microstruc-
tures. These thick structures have working capacitances
near 1 pF [36.33]. Laermer et al. [36.34] explain how
Bosch applies deep silicon etch processing to several
production and experimental inertial sensors. Better
known as the “Bosch etch,” this deep reactive ion etch-
ing technique has pioneered the field of high-aspect-ratio
silicon-based MEMS.

The Future of Integration. The high growth rate of
integrated MEMS products demonstrates the value of
integration in MEMS applications. To date, integration
has been limited to large semiconductor companies that
have in-house signal processing expertise and the will-
ingness to invest substantial resources over a number
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of years. Each company identified a large volume mar-
ket that could support a profitable integrated product.
This “large semiconductor company” barrier-to-entry
for integrated MEMS products will diminish in the fu-
ture due to new SOI wafer technology (Sect. 36.2.4),
new flip-chip equipment, and the development of low
temperature MEMS processes. With these capabilities,
MEMS-only companies will be able to integrate micro-
structures on circuit wafers that are preprocessed in
CMOS foundries. To be successful, they will also have
to develop cost-effective manufacturing and quality ex-
pertise (Sect. 36.2.9).

Risk
High risk is normal in research programs. However,
the tremendous financial investments required to man-
ufacture new products make the risk of failure a key
consideration. This section discusses how the percep-
tion of manufacturing risk changes with time and is
influenced by available knowledge and expertise.

Every development program makes fundamental
product architecture decisions. These decisions can lead
competing companies down different paths. For ex-
ample, Analog Devices pursued chip-level integration,
while Bosch and Motorola chose package-level inte-
gration. Why did these companies choose different
paths? The answer is related to available resources,
cost, time-to-market, and technical maturity. Analog
Devices chose to integrate because of its expertise in
process innovation and signal processing. This path did
have risks. When the ADXL50 was designed, the fa-
tigue life of polysilicon MEMS devices was unknown.
Therefore, a closed loop circuit architecture was cho-
sen in order to keep the proof mass motion under
100 Å. Polysilicon actually has excellent fatigue life.
Once this was established, Analog changed their ADXL
products to an open loop architecture that can detect
capacitance changes as low as 20 zF (10−21 F). Most
companies do not have the expertise to work in this
regime, but the decision to integrate on one chip al-
lowed Analog to make full use of its signal processing
knowledge.

The two-chip Motorola and Bosch designs allow
the circuit chip to be fabricated on any IC process.
This product concept also removed the concern that
integrating MEMS and circuits onto one chip might
reduce overall product yield. However, it does require
higher output signals from the MEMS chip in order
to overcome parasitics that arise in the bond wires
between the circuit and sensor chips. This require-
ment led Motorola toward large-area z-axis designs,

while Bosch utilized its deep-etch process capability.
To minimize cost and ensure reliability, both compa-
nies seal the sensors with glass at the wafer level.
Sensor and circuit chips are then molded together in
one plastic package. Each company built on exper-
tise that it already had in order to minimize risk and
cost. Motorola had in-house manufacturing expertise in
wafer-level glass frit sealing of pressure sensors that
are subsequently molded in plastic packages. Bosch
had deep-etch process capability and the world’s largest
hybrid manufacturing plant, so screen printing and
glass sealing were well-established. These considera-
tions plus the concern that MEMS yield loss would
undermine product yield contributed to their two-chip
decision.

Semiconductor companies continually drive down
cost and serve evolving markets by shrinking prod-
uct size. Analog Devices believes that this long-term
roadmap requires an integrated product. They chose to
deal with one-chip risks, rather than package uncer-
tainties. ADXL50 chips had been capped and molded
in plastic long before the first qualified products were
shipped in 1993 [36.35]. However, production-worthy
capping equipment did not exist at that time. The ef-
fects of plastic package stress on yield and long-term
device parametrics were also uncertain. By introducing
the initial product in TO-100 hermetic metal packages,
the risks associated with custom equipment and package
stress were removed.

Reusable Engineering and Facilities
to Achieve Economies of Scale

The IC industry produces many products on each process
flow. Foundries and packaging subcontractors routinely
apply this “economy-of-scale” principle. Only basic
items like mask sets and bond pad diagrams are changed.
The MEMS industry has been less successful in this
area, although techniques like wafer-level laser trim and
blowing poly fuses allow accelerometer suppliers to of-
fer “specialty” products without losing the advantages
of high volume production.

If only a few devices are produced in a capital-
intensive facility, unit costs are high. This issue is
particularly critical during the first years of product life
when sales volume is normally low. One solution is
to build the market by manufacturing the new product
in an existing facility. The two-axis low-g ADXL202
(Fig. 36.11) was built using a new mask set with an
existing air bag sensor process. Many ADXL202 con-
sumer, industrial, and automotive applications are too
small to justify the capital investment risk required to
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1094 Part E Industrial Applications and Microdevice Reliability

develop and produce a two-axis accelerometer, but use
of an existing design and manufacturing base removed
this constraint.

Market Dynamics Drive New Product
Opportunities

In the 1980s, low cost and high reliability allowed
MEMS pressure sensors to penetrate automotive appli-
cations like the measurement of manifold vacuum (MAP
sensors). Once a technology is accepted, new opportuni-
ties usually develop. For example, tire pressure monitors
with RF communication capability are now available in
some car models. In the future, this type of monitor
will be a safety feature expected by all consumers. In-
deed, wireless communication capabilities will also be
a common MEMS product requirement.

This example illustrates the fact that MEMS prod-
ucts are merely system components. They must support
seamless integration into the larger system. MEMS op-
portunities in automobile safety systems will be affected
by both communication protocols and interconnect tech-
nology (copper, fiber optic, and wireless). The growth
spurt of the 1990s started with front-air-bag crash sen-
sors located in the center module of automobiles. It
has evolved to include satellite crash sensors behind
bumpers, side-impact sensors in the B pillar (the ver-
tical post between doors), impact sensors inside doors,
rollover sensors, and vehicle dynamic control sensors to
improve ride and handling. Each of these applications
has unique characteristics that can favor one technology
over another. For example, side-impact sensing systems
must activate the air bags faster than front-impact sys-
tems. This response time characteristic can favor the
use of pressure sensors that monitor air pressure inside
door cavities – a good solution as long as the cavity
remains sealed. An alternative is to place an accelerom-

a) b) c)

Fig. 36.13 (a) ADXRS150 gyro with integrated electronics in 7 mm×7 mm BGA package. (b) ADXRS150 chip. (c) MEMS portion
of the ADXRS150 chip. (Courtesy of Micromachined Products Division, Analog Devices, Inc.)

eter in the B pillar. These thin structural members have
very little space, so z-axis accelerometers are sometimes
easier to implement. Delphi and Motorola products have
this characteristic. Analog’s small x-axis accelerometers
also meet this space requirement.

Gyros – New Products Produced
with Preexisting Manufacturing Capabilities

Gyroscopes are transducers for rotational motion. They
have a wide range of uses in platform stabilization and
robotics, as well as automotive applications (dead reck-
oning backup for GPS navigation systems when satellite
communication links are lost, skid control systems, and
rollover detection). Unfortunately, the non-MEMS and
resonant quartz gyros used in military and aerospace
applications are rather expensive for many high volume
applications. BEI Systron Donner tailored their high per-
formance quartz gyro to meet automotive needs and has
shipped several million gyros. Other lower cost gyro
and angular rate products, like the Murata vibrating ce-
ramic bimorph products, are used in cameras. However,
as a group, these low cost products do not meet the
performance required for many applications.

Analog Devices and Bosch reapplied their ac-
celerometer capabilities to develop and manufacture
low cost gyroscopes. Geen et al. [36.36] describe the
Analog Devices product. Funk et al. [36.37] and Lutz
et al. [36.38] describe the Bosch product. These three
publications reference previous work and discuss the
challenges of producing gyros that meet performance,
reliability, and cost targets.

The Analog Devices ADXRS150 gyro (Fig. 36.13)
illustrates the technology. It has a resonant microstruc-
ture that is integrated with two electronic systems on one
chip. One of the electronic systems drives the MEMS
resonator. When the ADXRS150 is rotated, Coriolis ac-
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celeration is generated in a direction that is perpendicular
to the vibration axis of the resonator. This motion is de-
tected by the second accelerometer system. Full scale is
rated at 150 deg/s, although it can sustain overloads up
to 10,000 deg/s. Integration of electronics on the chip,
microstructure modeling, and predictable manufactur-
ing were essential to success, because the full-scale
Coriolis motion is only about 1 Å. The combination of
differential capacitance detection, area averaging, and
correlation techniques allow this motion to be resolved
from thermal noise down to about 0.00016 Å [36.36].

Resonant gyros are not new. However, as noted
above, their high cost restricts them to specialty applica-
tions. Many are non-MEMS, or utilize the piezoelectric
properties of quartz, so chip-level integration is not
an option. Most require expensive vacuum packaging
to achieve high mechanical Q at resonance. Unfortu-
nately, vacuum packaging also makes them susceptible
to mechanical damage. Viscous damping in gas-filled
devices like the ADXRS150 suppresses the destructive
impact events that occur in vacuum-packaged MEMS
products during shipping and handling and in-use condi-
tions. Equally important are ADXRS150 design features
that allow the measurement to reject mechanical shock,
vibration, and other environmental noise sources. As
a result, under-the-hood location is practical in auto-
motive applications, an unmatched characteristic that
significantly reduces system cost.

Analog Devices and Bosch both needed several years
to develop their gyro products. Use of existing ac-
celerometer infrastructure during the prototype and early
production phases significantly reduced development
costs and manufacturing risks. Early ADXRS150 gyros
were sold as engineering grade products in socketable
side braze packages. This allowed the development
team and customers to understand the design and pro-
cess parametrics that affect performance, reliability, and
yield. Side braze packages are unacceptable in high
volume applications, so the ADXRS150 is sold in a her-
metic, ceramic, surface mount package.

36.2.3 Microstructure Release

Release stiction occurs when microstructures stick to-
gether after the sacrificial material is removed in a wet
etch. It can cause considerable yield loss and must be
considered in devices like capacitive pressure sensors
and accelerometers that have closely spaced, mechani-
cally compliant microstructures. Piezoresistive pressure
sensors are not susceptible to release stiction, because
these sensing diaphragms are not near other surfaces.

Release stiction is most frequently observed in sil-
icon MEMS devices that use a sacrificial oxide. The
oxide is removed by etching in wet HF, rinsed in deion-
ized water, and then dried. Water promotes growth of
a hydrophilic surface oxide. It also has a high surface
tension. To minimize energy, the high surface tension
in the shrinking water droplets causes the microstruc-
tures to be pulled together. When they touch, clean
oxide surfaces stick, thus destroying device function-
ality. Maboudian et al. [36.17] review release stiction
mechanisms, as well as the solutions that have been
reported in the literature.

Some manufacturers do not publicly discuss their fab
process. Those that do avoid release stiction by using gas
phase processes to remove the sacrificial material. Texas
Instruments uses photoresist, rather than silicon dioxide
as the sacrificial material in their DMD manufacturing
process. Two photoresist layers are under the aluminum
mirrors. The wafer is also covered with a third organic
layer to provide mechanical damage protection and al-
low for particle cleaning after the wafer is singulated into
individual devices. By removing these organics in a dry
etch process, the stiction problems that characterize wet
etch processes are avoided.

Analog Devices avoids release stiction by dividing
its accelerometer process flow into several steps, each
of which is well controlled with standard manufacturing
equipment. After the microstructure is formed, a few
small channels are etched in the sacrificial oxide and
filled with photoresist. These photoresist pedestals hold
the microstructures in place when the remaining sacrifi-
cial oxide is etched, rinsed, and dried. The pedestals
are then removed in a dry etch process. Core et al.
[36.39] and Sulouff [36.5] describe this technique in
more detail.

Bosch avoids release stiction by holding accelerom-
eter wafers above an HF solution. HF vapors from the
solution react with the sacrificial oxide, converting it to
gaseous SiF4 and water. The wafers are heated to pre-
vent water from condensing. This process is noted in
Offenberg et al. [36.40]. Anguita et al. [36.41] describe
a similar process.

36.2.4 Wafer Bonding

To date, the growth of MEMS wafer bonding has been
driven by three factors:

• Sealing microstructures by bonding wafers together
addresses two sources of yield loss in MEMS man-
ufacturing: wafer singulation and particles.
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• Wafer-level mounting can be a cost-effective way
to control stress in products that are sensitive to
variations in mount stress.• Fabrication of 3-D microstructures from elements
that are formed on multiple wafers.

Piezoresistive pressure sensor wafers have been anod-
ically bonded to borosilicate glass wafers for about
25 years. The earliest products were manufactured us-
ing little more than a hot plate and a high-voltage
power supply. The era of custom built manual equip-
ment has passed, because both Electronic Visions and
Karl Suss now offer automated production-worthy tools
for anodic, glass frit, organic, and silicon-silicon wafer
bonding. Schmidt [36.42] reviews wafer-wafer bond-
ing processes, while Mirza [36.43,44] addresses MEMS
wafer-level bonding applications and equipment.

Anodic Bonding
Anodic bonding is commonly used to seal glass wafers
to the back side of bulk micromachined pressure sen-
sor wafers. The process requires that a silicon wafer be
placed in intimate contact with a glass wafer that con-
tains a mobile ion at elevated temperature. An applied
electric field causes mobile ions (usually sodium) in the
glass to move away from the silicon interface toward the
cathode at the other side of the glass. Bound negative
charges remain in the glass near the silicon interface.
These charges produce an electric field that pulls the
wafers together and drives oxygen across the interface to
anodically oxidize the silicon surface. Hermetic seals are
routinely produced between flat wafers when particles
are rigorously excluded. Process conditions depend on
the glass composition and thickness, but 500–1,000 V
at 400 ◦C with 10 min cycle times is typical. Borosili-
cate glasses with thermal expansion coefficients close to
silicon are used to minimize stress. Anodic bonding pro-
motes surface conformation so hermetic glass-silicon
seals can be formed with surface grooves as deep as
50 nm [36.45]. This process has been demonstrated to
work with many material combinations [36.46].

Glass Frit Bonding
Glass frit bonding reapplies techniques and materials
developed for hybrid processes and cerdip sealing. It
is often used to seal pressure sensor wafers to silicon
substrate wafers. A second common application is to
glass-frit seal bulk-micromachined silicon cap wafers
over the microstructures in accelerometer wafers. In this
process, fine glass powder is dispersed in an organic
binder to form a paste. This paste is screen printed or

stenciled in the desired pattern on a wafer. The wafer is
then passed through a furnace (typically 430–500 ◦C).
This causes the organics to burn off and the individual
glass particles to coalesce into the desired pattern.

The wafer bonding process starts with a wafer pre-
pared as described in the preceding paragraph. This
wafer is aligned to a second wafer, where they are held
in intimate contact and heated until the glass softens. Li-
quid glass readily wets the surface of the adjacent wafer
when at least trace amounts of oxygen are present. The
liquid-wetting mechanism produces hermetic seals even
when the wafer surfaces are relatively rough. However,
seal widths less than 100 µm are difficult to achieve. Fix-
tures that maintain wafer alignment through the bonding
process are also required. Low-melting lead oxide and
boron oxide glasses are commonly used in processes that
typically run at 450 ◦C. Glass wet-out occurs quickly, but
process cycle times are limited by the cooling rate (rapid
cooling can cause stress gradients and cracking in the
glass if proper design practices are not followed). Glass
frit bonding to semiconductor wafers requires a good
understanding of glass composition effects and process
conditions [36.47].

Silicon-Silicon Wafer Bonding
Silicon-silicon bonding has been demonstrated in many
IC and MEMS applications over the last 30 years. These
processes bring highly polished wafers into intimate
contact and are often promoted by a thin hydrophilic
oxide that is left on the surfaces by the aqueous clean-
ing process. Clean, well polished wafers will bond at
room temperature. However, heating (800–1,200 ◦C)
increases bond strength by an order of magnitude. A fun-
damental difference between MEMS silicon–silicon
bonding and either anodic or glass frit bonding is that
it is used to produce complex microstructures that can-
not be made in one wafer. In contrast, most anodic and
glass frit bonding applications address assembly and
packaging issues.

Recent silicon-silicon advances have solved techni-
cal factors like stress control that had limited MEMS
applications. For example, Analog Devices balances the
stresses at oxide interfaces and the handle wafer to pro-
duce flat, three- and four-layer SOI wafers [36.48, 49].
The thickness of each layer is precisely controlled us-
ing grinding and CMP (chemical-mechanical polishing).
Intermediate layers can be patterned, electrically iso-
lated, electrically interconnected and locally etched to
produce single-crystal silicon microstructures that are
hundreds of microns thick on CMOS compatible wafers.
With this new capability, several organizations are fab-
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1mm

Fig. 36.14 Array of steerable mirrors designed for fiber op-
tic network switching applications. The gimbal-mounted
mirrors in this experimental product are electrostatically
driven. Closed loop control based on capacitive sense elec-
trodes ensures that the proper angle is maintained. High and
low voltage circuits are integrated with mirrors on one chip.
(Courtesy of Micromachined Products Division, Analog
Devices, Inc.)

ricating MEMS devices for biotech, automotive, and
communications applications. One example is the ar-
ray of gimbal-mounted mirrors shown in Figs. 36.14
and 36.15. These mirrors can be tilted in any axis to
steer light between fibers in optical fiber bundles. The

1µm

Fig. 36.15 View of the deep etched trenches, interlayer con-
nections, and electrodes under a mirror of the SOI MEMS
device illustrated in Fig. 36.14. (Courtesy of Microma-
chined Products Division, Analog Devices, Inc.)

mirrors are driven by electrostatic force applied from
electrodes that are patterned under the mirrors. Capaci-
tance measurements based on a second set of electrodes
are also part of a closed loop control system that main-
tains position control. Integration of high voltage drive
electronics, low voltage control electronics, and MEMS
mirrors would be impractical without this SOI capability
and related MEMS processes.

36.2.5 Wafer Singulation

The cooling water and the particles generated in a stan-
dard IC diamond saw will destroy MEMS wafers unless
some form of protection is used. Manufacturers solve
this problem in several ways. Bosch and Motorola bulk
micromachine cap wafers that are glass frit bonded to
surface micromachined wafers. The caps protect the
microstructures from water, particles, and mechanic-
al damage so the wafers can be sawn with standard
equipment.

The optical function of DMD chips required Texas
Instruments to find a different solution for DMD wafers.
Originally, they used a partial saw process on wafers
that were protected with an organic film. This allowed
wafer-level testing, but caused particle contamination
and die loss when wafers were broken along the partial
saw cuts. They now use a standard saw process, but
do it before the mirrors are released. The wafers have
the protective organic film over the mirrors, so normal
cleaning processes are used. The singulated chips are

a)

b)

c)

Saw
tape

MEMS
wafer

Hole in saw tape,
aligned with MEMS

Saw
frame

Saw streets

Fig. 36.16a–c Analog Devices “upside-down” saw process
flow. (a) Saw tape is mounted on a saw frame. Holes are
punched in the tape to match the microstructures on the
wafer. The wafer is mounted-upside down on the saw tape
and aligned so that the microstructures are in the holes.
(b) A second layer of tape is placed over the first layer
to form watertight pockets. (c) Wafer is aligned and sawn
using standard equipment (adapted from [36.50])
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mounted in ceramic packages before the organic layers
are dry etched. This flow eliminates a primary source
of particle contamination and problems associated with
handling partially sawn wafers [36.6].

Analog Devices singulates uncapped MEMS wafers
using an upside-down saw process and standard equip-
ment and fixtures that are slightly modified (Fig. 36.16)
(Roberts et al. [36.50]). A major attraction is that it al-
lows wafer-level test and trim, so only chips that meet
the product specification are assembled. It also avoids
the added cost and yield loss associated with wafer cap-
ping. Although originally developed for accelerometers,
this technology was extended to gyro wafers and to
wafers that contain optical mirror arrays (see Figs. 36.13
and 36.14).

36.2.6 Particles

Particles cause yield loss in every product that has
closely spaced movable microstructures. They also
cause large area defects in anodic and silicon-silicon
wafer bonded processes. Commercial MEMS suppliers
use several solutions:

1. Cap the MEMS wafers before they leave the wafer
fab clean area. Bosch and Motorola use this approach
to produce accelerometer products (Fig. 36.12). It
solves the wafer saw dilemma faced by most MEMS
suppliers and allows the use of plastic packaging.
Disadvantages include yield loss due to cap mis-
alignment and stress, as well as the cost of the added
capping steps. Hermeticity testing is also difficult
because capped devices require sensitivity levels
beyond the capabilities of standard analytical test
equipment.
Capping protects MEMS from particle contamina-
tion during assembly, but does not prevent wafer fab
contamination. A greater concern is that glass-frit
seal processes and equipment do not usually meet
fab cleanliness standards. Once capped, inspection
is essentially impossible.

2. Analog Devices and Texas Instruments assemble
their MEMS products in clean rooms. This option
increases capital costs. TI invested in environmen-
tal and process control, rather than develop optical
quality capping for the DMD. Analog Devices had
solved the wafer saw dilemma, so environmental and
process control was the low risk path for particle
control.

Particle control is central to high yield and reliability.
The first control level is to minimize particle contami-

nation through proper handling procedures, equipment
maintenance, environment controls, and process design.
The DMD protective organic film illustrates how pro-
cess design can be used to control particles. This film
allows the wafer to be cleaned after wafer saw and die
attach.

Even with the best of controls, some particle con-
tamination occurs in every clean room. Electrical tests
in the automated wafer- and package-level test pro-
grams are designed to detect particles in Analog Devices
products. Texas Instruments also finds particles in
DMD products by driving each mirror in an array
to ensure proper operation. Such screens are good
but imperfect. Attempts have been made to replace
visual inspection with automated particle inspection
based on pattern recognition software. To date, how-
ever, machine vision systems have not been able to
match the human eye and mind aided by a high quality
microscope.

36.2.7 Electrostatic Discharge
and Static Charges

Susceptibility to electrostatic discharges (ESD) led
semiconductor manufacturers to make ESD avoid-
ance a central criterion in equipment and fixture
design, as well as handling procedures. Control of
ESD events on the manufacturing floor is only the
first step. Analog Devices and Texas Instruments in-
corporate ESD protective circuitry into their MEMS
products as a standard practice to avoid failures in
their customer assembly lines, as well as in the final
system.

Most MEMS products use electrostatic force to
actuate or control suspended microstructures. This de-
sign characteristic introduces performance parasitics
and failure mechanisms that are not encountered in nor-
mal IC devices. For example, charges that build up on
a dielectric surface can deflect unshielded microstruc-
tures, even when they are several millimeters apart.
Such effects are insidious, because closed loop control
systems do not always correct for electrostatic-induced
errors.

Section 36.3.1 discusses surface treatments designed
to suppress stiction caused by surface forces. These treat-
ments often produce a dielectric surface. If the dielectric
properties of the treatment and the device design cause
the surface to hold a charge, that anti-stiction coat-
ing may actually promote electrostatic stiction! Thus,
any “solution” must be critically evaluated in order to
identify and remove undesirable side effects.
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36.2.8 Package and Test

IC packages are environmental (mechanical, chemical,
electromagnetic, optical) barriers that protect the chips
from surrounding media. Only power and electrical
signals and inertial forces pass unimpeded, so most
MEMS sensors and actuators require that this barrier
be selectively penetrated. Package and test functions
are unique to each company’s design and MEMS prod-
uct type. Standard semiconductor packaging equipment
and processes are modified when possible. However,
even the line of demarcation that separates wafer fab
from packaging is unique to each product.

High volume MEMS testing is even more challeng-
ing than MEMS packaging. In essence, the task is to
measure and trim the response of products mounted in
non-standard packages to calibrated stimuli over a range
of temperatures. Automated IC test equipment does not
have the calibrated pressure, acceleration, or optical test
functionality required for this task. Maudie et al. [36.51]
detail the test system elements that are required to
support volume production of MEMS products.

Pressure Sensors
Pressure sensors are extremely susceptible to stress,
so die-attach stress variations broaden performance
distributions. The uniformity produced by wafer-level
bonding is a primary reason why these processes are
used to make the first-level package in many pressure
sensor products. Soft silicone and fluorosilicone rubber
products are often used to attach the sensor chip to the
package to maximize isolation from mechanical stresses
transmitted through the mount.

Most semiconductor products are assembled in plas-
tic packages. The automated plastic presses transfer
viscous epoxy compounds into multi-cavity molds at
175 ◦C and pressures near 6,900 kPa (1,000 psi). The hot
liquid plastic creates high shear stress as it flows around
devices in the mold cavities. Further stresses develop as
the plastic hardens and cools. Even if this technology
were adapted to create pressure ports in packages, the
mold stresses would substantially affect pressure sensor
performance.

Pre-molded plastic packages avoid the stress prob-
lem and incorporate pressure ports (Figs. 36.8 and 36.9).
Polyphenylene sulfide (a high temperature thermoplas-
tic) and medical-grade polysulfone are commonly used
to make pre-molded pressure sensor packages.

The liquid or gas that is being measured can cause
corrosion of interconnects and chip metallurgy, as well
as parasitic leakage paths in the sensor. For that reason,

a barrier such as silicone or fluorosilicone gel is often
applied over the sensor. The soft gel transmits pres-
sure with high fidelity over a wide temperature range
and passivates the chip against many types of chem-
ical attack. Parylene is also used for this purpose. This
vapor-deposited organic coating is much stiffer than the
gels, so thickness is typically controlled near 1 µm.

Petrovic et al. [36.52] tested the ability of fluorosili-
cone gels and several Parylene C thicknesses to protect
powered pressure sensors against automotive and white
goods benchmark liquids. One purpose of their study
was to propose and demonstrate a formal media com-
patibility test protocol for pressure sensors similar to the
IC industry standard tests. They found that the lifetime
of sensors coated with both gel and parylene was con-
siderably longer than sensors coated with either gel or
parylene alone. Petrovic [36.53] later summarized the
advantages and limitations of gels, parylene, and other
techniques.

Figure 36.8 has examples of commercial plastic
packaged pressure sensors. Pressure calibration equip-
ment and software must be custom designed and built
for these products. However, most pressure products are
dimensioned to match IC packages in order to maximize
compatibility with standard IC test handlers.

The harsh environment of some under-the-hood ap-
plications has been used to justify the high cost of
metal cavity packages. For example, Bosch introduced
a piezoresistive MAP sensor with signal condition-
ing that was hermetically sealed in an evacuated T08
header [36.54]. In-package trim was based on planar
thyristors that were zapped as needed to bring the sensor
within spec. The design avoided chip metallurgy corro-
sion and surface electrical parasitics by using the back
surface of the silicon diaphragm as the fluid interface.

Much more expensive packaging is used in the
pressure and differential pressure transmitters that are
designed for industrial process control. These prod-
ucts seal the sensor in silicone oil behind thin metal
diaphragms. Such products can measure pressure dif-
ferences of 20 kPa superimposed on a pressure of
20,000 kPa (3,000 psi) over wide temperature ranges
with high accuracy and stability. Soft die attach mater-
ials decouple the sensor from thermal stresses that arise
when they are mounted in metal housings. Note, how-
ever, that silicone die attach materials cannot be used if
the transmitter is filled with silicone oil. Fluorosilicones
are one alternative. Piezoresistive sensors have been
used in pressure and differential pressure transmitters
since the 1980s. Fung et al. [36.55] describe a relatively
new version. This product uses a piezoresistive polysil-
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icon sensor to measure both absolute and differential
pressure on the same chip. See Chau et al. [36.56] for
early work on a multirange version of this technology.

Image Projection
The Texas Instruments DMD poses unusual challenges
because the package lid must be an optical quality glass
with anti-reflection coatings to improve optical perfor-
mance and reduce heat load. The glass lid has opaque
borders around the image area to minimize stray light
effects and create a sharp edge on the projected image. It
is fused to Kovar frames to produce lid sub-assemblies.
The package base is a multilayer alumina substrate with
co-fired tungsten to provide the electrical interconnects.
The package sidewalls are formed by brazing a Kovar
seal ring to the substrate. Heat dissipation through this
substrate is a significant consideration because the ser-
vice life of DMD mirror hinges (Fig. 36.6) is largely
determined by operating temperature [36.57]. Exces-
sive high temperature creep results in “hinge memory”
and would cause a gradual drift in mirror orientation.

The DMD chips are die attached in the package cav-
ity before the mirrors are released. A dry etch process
is used to remove the organic sacrificial layers. The die
are then passivated and tested. Getter strips are attached
on the inside surface of the glass at the sides to con-
trol vapor composition in the package cavity before the
lid is aligned and seam sealed to the package seal ring.
Image quality requirements place stringent requirements
on handling, alignment, and spacing tolerances. Thermal
stresses also arise when dissimilar materials are joined in
high temperature processes to produce the final hermetic
package. The DMD packages (Fig. 36.7) and the related
processes are discussed further in O’Connor [36.58],
Mignardi et al. [36.6], Bang et al. [36.59], and Poradish
et al. [36.60].

DMD mirror release does not occur until after die
attach. This has advantages with respect to wafer saw
and particle suppression, but it sacrifices the economic
attraction of wafer-level testing. There is no commer-
cial test system capable of combining CMOS electrical
testing with 100% testing of optical mirrors. Therefore,
a custom electro-optic test system was built around an
x-y-θ translation stage with a CCD camera, light source,
control hardware and software, and test programs [36.6].
A characteristic of the papers published by the DMD
group is their effective use of this test system to examine
problems and statistically validate the solutions.

Assembly of the DMD on the projector electron-
ics board requires alignment with the system optics, in
addition to electrical connections. Initially, the DMD

was held with a plastic clamp and electrically connected
through elastomer pads that had alternating layers of
conductive and nonconductive material. This allowed
easy replacement if a DMD was damaged during assem-
bly. However, the impedance of this connector system
was too high for new, higher speed products. Electrical
intermittents were also observed. Therefore, it was re-
placed [36.61] by a grid of c-shaped springs (cLGATM,
Intercon Systems, Inc., Harrisburg, PA).

The DMD has about 40% of the business and en-
tertainment image projection market [36.62]. Products
based on liquid crystal technology serve the balance
of the market. Market share is largely driven by price,
so considerable effort has been placed on reducing
the cost of DMD package and board-level assembly.
Migl [36.61] reports on the assembly benefits achieved
by replacing the epoxied heat sink with a mechanic-
ally attached heat sink. Jacobs et al. [36.62] describes
the effort to replace the seam sealed window mount
with a lower cost epoxy-bonded design. In theory, such
a bond is not hermetic. However, the team realized that
proper material selection, design, analysis, and use of
moisture getters would produce a low humidity package
through the product life. This change was not released
to production. If it is implemented, success will require
that adhesive bond integrity also be maintained, because
the adhesive joint sustains thermal expansion and mech-
anical clamp stress cycling each time the projector is
used.

Accelerometers and Gyros
The Bosch and Motorola capping processes are a first-
level package that is applied at the end of wafer fab.
After capping, the wafers can be sawn using standard
equipment and do not require clean room assembly con-
ditions. In principle, capped devices are compatible with
standard plastic packaging. However, molding stresses
can be a serious problem. To minimize stress, capped
sensor chips are mounted on lead frames with a soft
elastomer and often coated with a silicone gel to isolate
the sensors from the package stress. Motorola products
are calibrated by burning EPROMS after molding. Their
early air bag accelerometers were molded in DIP and SIP
packages for assembly on through-hole circuit boards.
The shift to smaller surface mount SOIC packages re-
duces the quantity of plastic, so package stresses are
reduced. To maintain compatibility with standard tool-
ing in small thin plastic packages, either the cap or the
MEMS wafers must be backlapped.

Analog Devices uses a near-standard saw process
(Sect. 36.2.5 and Fig. 36.16), so capping is not required
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if hermetic cavity packages are used. Such packages
are standard, but more expensive than molded plastic.
A major attraction of cavity packages is that they elim-
inate plastic package stress (see page 1099), because
the only mechanical connection between the chip and
the package is through the die attach and bond wires.
As a result, ADXL accelerometers and ADXRS gyro
products are fully tested and trimmed on automated
systems before the wafers are sawn. A lot-tracking sys-
tem transfers this data to automated die attach systems.
These systems are programmed to pick only chips that
meet performance specifications from the wafer saw film
frames. Thus, reject die are not assembled into packages.
After packaging, devices are tested to ensure confor-
mance to specification. However, package-level trim is
not required, because the assembly process and cavity
packages do not appreciably shift device parametrics.

The evolution of ADXL cavity packages is illus-
trated in Fig. 36.3. Initial products were packaged in
TO-100 metal packages. This seam-sealed package is
useful for development purposes. However, it is expen-
sive and incompatible with the automated equipment
used to assemble electronic circuit boards. Therefore,
the early air bag sensors were soon switched to cerdips.
Cerdips are made from low cost, molded, ceramic bases
that have glass seal surfaces. The high process tempera-
ture requires use of a silver-glass die attach product. The
full assembly flow includes two or three furnace passes
near 450 ◦C to produce hermetic cavity packages.

IC products have been packaged in cerdips for
decades, but through-hole circuit boards are seldom used
today. A simple change in lead forming allows cerdips to
be fully compatible with standard surface mount boards
(“cerpacs”), so cerdips and cerpacs are assembled on the
same equipment. Most of the ADXL products shipped
in the late 1990s were packaged in cerpacs. However,
small LCCs have become the package of choice for one-
and two-axis accelerometers. The LCC (Leadless Chip
Carrier) uses solder-sealed ceramic bases and metal lids.
Organic die attach materials are practical, because the
furnace gas is nitrogen, rather than air, and temperatures
are about a hundred degrees lower than cerpac furnace
temperatures. ADXRS gyros are assembled in a solder-
sealed 7 mm × 7 mm ceramic ball grid array package
(Fig. 36.13).

The fundamental message of this section is that IC
package technology – both plastic and hermetic – is
evolving very rapidly. Cost-competitive suppliers must
remain cognizant of these trends in order to use them
to best advantage. MEMS products that are packaged
in a way that is not compatible with standard IC equip-

ment and interfacing standards bear a significant cost
premium. High package cost seriously limits market size
because the price-volume curve is steep for most prod-
ucts. The package size trend is also critical to new market
penetration. In summary, customer interface and new ap-
plication requirements will continue to drive down both
the cost and the size of most MEMS products.

The ADXL and ADXRS automated testers and
handlers measure multiaxial linear and rotational ac-
celeration. Analog Devices has a division that designs
and manufactures automated test systems (many of
the corporation’s IC products have unique test require-
ments), so it avoided some of the problems associated
with the procurement of custom-automated test equip-
ment. MEMS suppliers have relied on custom-designed
test equipment, but this situation is gradually chang-
ing. For example, Multitest GmbH now makes handlers
with integrated shakers that are specifically designed for
accelerometer testing.

36.2.9 Quality Systems

Quality systems are an intrinsic part of stable MEMS
production. Management must drive a systemic ap-
proach to quality and set continuous improvement as
a high priority goal.

Several quality systems define continuous improve-
ment methodologies. In general, they formalize the
process used to minimize defects and variations in
products and in the processes used to manufacture
them. Automotive supply companies must implement
quality systems that meet QS-9000 [36.63] before prod-
uct volume ramps up and continue them through the
product life cycle. Four elements that are worthy of
note:

1. Failure Mode Effect Analysis (FMEA). Early in the
development phase, a team with representatives from
several disciplines reviews the design (or process)
in order to identify possible causes of failure. Each
potential failure mode is given three numerical rank-
ings. One ranking represents the likelihood of an
occurrence, while the others rank the severity of that
result and detectivity. These numerical scores are
combined for each potential failure mode in order
to identify the issues that merit the most attention
before they become problems. FMEA spreadsheets
are periodically updated as the product or process
moves into production. More targeted versions are
used in products or processes that are in stable
production.
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2. Process Control. Every significant process must
have a “short loop” monitor to ensure stability.
This measurement is tracked and statistically an-
alyzed with respect to the control limits to identify
changes before the process strays beyond the control
limits.

3. Review Boards. Every change, unusual occurrence,
and proposed solution is assessed by boards that
meet on a regular basis to ensure that it does not put
product quality at risk. Affected production mater-
ial is put aside until the appropriate board approves
its release. This may appear to be expensive and bu-
reaucratic. However, the cost of a scraped wafer lot
is insignificant when compared to the cost of a field
replacement program.

4. Procedures and Specifications. Each step must be
fully specified and identified in the process flow,
along with the appropriate metrics for each lot. The
compilation of this data in a retrievable form is
an essential part of every continuous improvement
program. By combining these product and process
databases with lot tracking software, Pareto charts
linking yield loss and test failures to process vari-
ations can be identified and eliminated. Experience
has shown that unexpected second-order effects are
present in every production line – but data-driven de-
cisions on indirect effects cannot be made on small
test populations.

Implementation of a continuous improvement pro-
gram requires well-informed failure analysis teams,
methodologies, and programs. Such analyses start with
gathering facts and making relatively simple tests. Often
this is sufficient. However, MEMS products are sus-
ceptible to uncommon failure modes, so Walraven
et al. [36.64] gathered examples of more powerful ana-
lytical techniques and showed how they are applied to
MEMS devices.

Each supplier uses the information and insights
gathered from product performance, as well as con-

trol and yield data at different points in the process
flow to refine their operations. Douglass [36.65], for
example, outlined the yield loss and failure mechanisms
observed in early Texas Instruments DMD products.
Concerns like hinge memory, hinge fatigue, particles,
stiction, and environmental robustness were each ad-
dressed and mitigated by focused teams. For example,
Mignardi et al. [36.6] describe the partial wafer saw
process used in the original DMD manufacturing flow
process. Breaking these delicate wafers into individ-
ual product chips generated particles that caused yield
loss and were potential sources of field failures. A new
flow based on a standard full saw process eliminates
this particle source. The result was an increase in
both yield and reliability. Hinge fatigue characteriza-
tion showed that bulk metal fatigue models do not
properly describe thin film behavior. The hinge mem-
ory effort required an understanding of how thin film
metal creep is affected by alloy composition and the
environment [36.57]. Stiction control involves surface
passivation, spring design, mirror dynamics, and mois-
ture level [36.26,65]. These publications give an insight
into the quantities of data and the time required to bring
robust products to market. They also illustrate how data-
based evaluations can uncover unexpected effects like
the acceleration of hinge creep by adsorbed moisture
[36.26].

The second continuous improvement example ap-
plies to MEMS integration. High yield loss is perceived
to be a serious risk when electronics and MEMS are in-
tegrated on one chip. Indeed, the initial yields on the
Analog Devices integrated MEMS accelerometers were
not impressive. However, it increased each year due to
the work of many mission-oriented teams. Yield has
reached defect density limited levels because the teams
eliminated all significant failure mechanisms.

Coincident with the annual yield increases were
reductions in customer failure rates. Failure rates in
Analog’s accelerometer products are in the low single
digit ppm range. Quality does pay.

36.3 Stable Field Performance

Some topics discussed in Sect. 36.2 like particles and
ESD are equally relevant to long-term stability. Most
microstructure products have elements that are in close
proximity, so stability is also affected by surface char-
acteristics and mechanical shock.

36.3.1 Surface Passivation

Early, 1970s-era piezoresistive pressure sensors were
not passivated. Like early ICs, these wafers only
had oxide over the piezoresistors. Performance was
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inconsistent and drifted over time, because surface in-
teractions with moisture and other atmospheric gases
created a variety of shunts, parasitics, and charging
issues.

Electrical Surface Passivation
The introduction of silicon nitride passivation and con-
ductive field plates led to stable products that were
hitherto unobtainable. The ability to achieve measure-
ment stability was absolutely critical to growth of the
MEMS pressure sensor industry.

Aside from pressure sensors, few MEMS products
are passivated. Indeed, standard plasma nitride processes
are usually impractical, because they produce dielectric
coatings that support static charges. Such charges can
cause electrical drift, or be the source of electrostatic
forces that cause stiction.

There have been published reports attributing insta-
bility to the lack of passivation on microstructures. For
example, Analog Devices implemented a special pro-
cess in ADXL50 accelerometers before the product was
released in order to suppress high temperature electrical
drift [36.66]. This was not a moisture effect, because it
occurred in dry nitrogen packages. Later ADXL designs
eliminated the root cause.

Scientists at Lucent Technologies [36.67] observed
anodic oxidation in polysilicon electrodes used to
electrostatically drive mirrors in optical cross-connect
products. If allowed to occur, this corrosion mechanism
would cause the mirror position to drift and the prod-
uct to eventually fail. The study concluded that, within
the limits of the test, maintaining low moisture in these
optical packages eliminates anodic oxidation.

The preceding paragraphs suggest that lack of
MEMS passivation can affect long-term product stabil-
ity. This issue is very design-related and can be driven
by factors other than humidity. Even when low package
humidity is determined to be adequate, design reviews
should consider how normal manufacturing variations,
outgassing and diffusion over the product life affect the
moisture level in the gas adjacent to the microstructures.

Mechanical – Stiction and Wear
In-use stiction is difficult to predict and may not be-
come an issue until manufacturing volumes increase, or
when endusers handle the part in ways that are not antic-
ipated [36.68]. The resulting product liability and field
replacement programs carry substantial financial costs
and have caused MEMS suppliers to withdraw from the
market. End users have little tolerance for failure. Since
in-use stiction is a failure mechanism in MEMS devices,

a company that solves this problem creates an effective
market barrier against competitors.

The scale of this problem varies between product
areas. For example, the Texas Instruments DMD has
moving mirrors that are designed to touch down on a sub-
strate and later release. This product must address both
stiction and wear. In contrast, the accelerometer prod-
ucts from Analog Devices, Bosch, and Motorola have
proof masses that are suspended on compliant springs.
By design, an automobile collision only displaces the
proof mass by a few percent of the gap that separates it
from adjacent surfaces. It is difficult to generate a shock
wave in an air bag module that is sufficient to cause
these proof masses to contact adjacent surfaces (ac-
celeration levels of several thousand g are required).
However, handling of the discrete packaged parts during
test, shipment, and module assembly frequently cause
shock events that bring MEMS surfaces into contact.
For example, Li et al. [36.69] used both math model-
ing and tests to show that dropping a packaged MEMS
accelerometer from the height of a table top generates
several tens of thousands of g in the device when it
lands on the floor. Thus, noncontacting MEMS prod-
ucts must be designed to withstand at least transient
stiction.

Design. When shock, vibration, or functional opera-
tion causes MEMS elements to touch, the mounting
springs are designed to pull them apart (Fig. 36.10). High
stiffness springs are desirable to suppress stiction, but
low stiffness springs increase measurement sensitivity
and signal-to-noise ratio. Thus stiction is a fundamen-
tal MEMS design constraint that often limits product
performance. Each manufacturer has proprietary design
practices to address this performance versus reliabil-
ity trade-off. In general, designers suppress stiction by
minimizing the sources and applying supplementary
techniques to ensure recovery when contact occurs:

1. Thorough analysis and testing to move harmful
resonances beyond the range where they might be ex-
cited. Note that MEMS component-level analysis is
insufficient – this is a system issue based on the pack-
aged part as it is handled through manufacturing,
system assembly, and end use.

2. Surface modification (discussed in the next section).
3. Minimizing contact area by integrating bumps and

“stoppers” into the design [36.70].
4. Elimination of dielectric surfaces that may accu-

mulate surface charges and result in electrostatic
attraction.

Part
E

3
6
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1104 Part E Industrial Applications and Microdevice Reliability

5. Release of DMD mirrors from the touchdown posi-
tion is assisted by pulsing the reset voltage to excite
a mirror resonant frequency [36.65, 71].

6. Use of gas-filled packages to reduce contact velocity,
as discussed later in this chapter.

7. ESD-protected designs that prevent voltage tran-
sients that may cause electrostatic attraction.

The only product in significant production that con-
tains MEMS elements that are designed to touch is the
Texas Instruments DMD. The proprietary aluminum al-
loy springs used in the mirror contact points touch and
release millions of times during the product life. Con-
siderable development was required to overcome metal
creep that occurred in early designs.

Surface Modification. In addition to the touchdown
springs, early DMD die were treated with perfluorode-
canoic acid vapor before the glass lid was sealed onto
the package. This treatment [36.72] created a low en-
ergy monolayer coating that suppressed initial stiction.
However, improvements were required to achieve longer
wear life, higher production rates, and lower contamina-
tion levels. A new process [36.73] places capsules inside
DMD packages. After cleaning, the packages are imme-
diately sealed. An oven bake releases anti-stiction vapor
from the capsules to create a monolayer organic coat-
ing on surfaces inside these sealed packages. Excess
anti-stiction material in the capsules maintains a low
vapor pressure in the package cavities throughout the
product life. Therefore, wear damage at the mirror con-
tact springs is continuously repaired to prevent stiction
failures before they occur.

Maintaining a low level of organic vapor inside
the DMD reapplies a concept used with other organics
to prevent corrosion of electronic metallurgy and con-
tact fretting of separable connectors (see, for example,
[36.74, 75]). These treatments have been shown to add
years to the useful life of electronic systems that are in
enclosures but also exposed to aggressive environments.

Stiction can be minimized by design and process
spin-offs – stiff springs, control of contact area, etch
residues, etc. Some suppliers design within these lim-
its; others seek to modify the MEMS surfaces. The
requirements of any surface modification technology are
quite substantial. In addition to normal manufacturing
requirements (stable, scalable process and materials),
the process must be conformal and must uniformly treat
all areas, including microstructure bottom and side sur-
faces. If a conductive material is used, it must somehow
be patterned in order to avoid electrical shorting. If a di-

electric surface is formed, it must be extremely thin
because thick dielectrics support surface charges. Such
charges cause performance shifts and induce electro-
static stiction.

Since devices with movable microstructures are par-
ticularly susceptible to stiction, most suppliers who
develop production-worthy surface modification pro-
cesses consider this information a trade secret. Analog
Devices chose to patent portions of its technology. The
following paragraphs give an overview of the published
Analog Devices surface treatment technologies. Mar-
tin [36.66] describes the evolution of these technologies
from 1992 to 1999. Further information is contained in
Martin et al. [36.76] and Martin [36.77].

The earliest of the published Analog surface treat-
ment technologies was implemented after stiction was
observed during automated testing and module assem-
bly of air bag sensors that were packaged in cerdips.
Cerdip assembly typically includes at least two furnace
processes in air at 440–500 ◦C, so they seldom con-
tain organic materials. The high temperature furnace air
thermo-oxidizes adsorbed materials and removes them
from the MEMS surface. The resulting surfaces are
extremely clean. Unfortunately, clean inorganics have
high surface energies. Therefore, adjacent microstruc-
tures readily stick together if shock and vibration during
handling cause them to touch. Cerdips (and the sur-
face mount cerpacs) have very low moisture levels (Mil
specs allow up to 5,000 ppm moisture, but < 100 ppm
moisture is common in a well controlled manufacturing
line). Deliberately raising the moisture level was found
to be a potential solution because, within limits, mois-
ture adsorption reduces surface energy. However, the
solution adopted by Analog Devices in the mid-1990s
was the anti-stiction agent (ASA) process. This process
involved dispensing a controlled amount of a pure silox-
ane liquid (ASA) into each package immediately before
sealing. ASA selection was based on thermo-oxidative
stability, low volatility, purity, and the requirement that
it be a liquid at the dispensing temperature. As packages
heat in the furnace, adsorbed material on the microstruc-
tures is removed, leaving chemically active, high energy
surfaces. Further heating volatilizes the ASA. Before
escaping into the furnace, the ASA vapor surrounds
the reactive MEMS surfaces and chemically bonds to
them. The result is infusion of organic groups into the
native oxide surface. Organic-rich surfaces are unreac-
tive and have low surface energy. Thus the treatment is
self-limiting after the first vapor molecules react. Ob-
viously, ASA volatilization must be complete before
the glass softens and seals the package cavity. Some
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ASA degrades in this process. However, silicone thermo-
oxidation simply adds a few angstroms of silicon oxide
to the native oxide, so the ASA process, by design, is
non-contaminating.

Although variations and refinements of the ASA
process were developed, this technology required that
each individual package be treated. Automated dis-
pense equipment made ASA acceptable when product
volumes were moderate. However, as production ap-
proached several million per month, it became evident
that a wafer-level anti-stiction process was desirable.

Assessment of candidate processes and materials led
to a vapor treatment based on a custom-synthesized solid
polymeric siloxane. This polymer is volatilized in a stan-
dard CVD furnace that treats up to a hundred wafers at
a time. Repeatability is extraordinary because thickness
variation within a furnace run, or from run to run, is only
about one angstrom.

Package Environment Effects. The viscosity and den-
sity of the gas that contacts MEMS resonators limit
the device Q, so resonant devices are often designed
to operate in vacuum. Unfortunately, this makes them
susceptible to handling damage. Viscous fill gases re-
duce destructive excursions of high-Q microstructures
when they are mechanically shocked. They also provide
squeeze film damping to cushion the contact event as
surfaces approach each other. None of the high volume
MEMS products on the market are evacuated. Presum-
ably, this is due to the high cost of vacuum packaging
and the susceptibility to handling damage.

Many investigators believe that suppression of in-
use stiction requires low humidity in the package. This
view is not surprising because most MEMS research
groups have observed stiction caused by aqueous surface
tension during microstructure release. However, in-use
stiction and wear test results published by several inves-
tigators lead to a different conclusion [36.76,78–83]. In
general, they find high stiction in both dry and moist
environments. However, stiction is substantially sup-
pressed at intermediate humidity levels (approximately
15–40 % relative humidity at room temperature). This
is equivalent to a moisture level of 3,000–10,000 ppm.
Note that the limits cited by different authors vary con-

siderably due to the use of different materials and test
conditions. Stiction at low humidity is probably caused
by high surface energy on inorganic oxides that do not
have adsorbed surface films. The low stiction and wear
rates observed at intermediate humidity are attributed to
the passivating and lubricating effects of adsorbed wa-
ter. Capillary forces caused by the high surface tension
of water become dominant at high humidity.

36.3.2 System Interface

MEMS products are mounted in systems that have much
greater mass than the device itself. For this reason, it is
difficult to transmit a mechanical shock wave to a MEMS
sensor that is sufficient to cause failure after it is in-
stalled in a module. However, failures are possible when
the devices are handled during module assembly. Im-
proper functional response is also possible if the module
mount system has a mechanical resonance that ampli-
fies or reduces mechanical transmission under different
conditions. This is a particular concern in automotive
safety applications because every automobile platform
has a different mechanical signature. Proper module
mount design is required to ensure that the impact sig-
nal from an automobile crash is properly transmitted to
air bag modules.

Suppliers of large IC die closely examine board-level
stresses in order to minimize solder joint fatigue. Such
stresses are more serious in MEMS products because the
device, as well as the package are susceptible to mount-
ing conditions. Furthermore, customer processes impose
these stresses, so a supplier may have little information
with respect to their origin or existence. One solution
is to define and qualify a product-specific mount sys-
tem, as Texas Instruments has done with the DMD. The
ideal, however, is to devise products that are compatible
with standard board footprint and assembly processes.
This challenge became more difficult with the shift from
through-hole to surface mount technology, because the
mechanical isolation provided by the package pins is
no longer present. Small package size, in-package, and
within-chip isolation techniques, as well as thorough
package-board stress analysis are used to address this
concern.
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MEMS Packag37. MEMS Packaging and Thermal Issues in Reliability

The potential of MEMS/NEMS technologies has been
viewed as a comparable or even bigger revolution
than that of microelectronics. These scientific
and engineering advancements in MEMS/NEMS
could bring applications to reality previously
unthinkable, from space systems, environmental
instruments, to daily life appliances. As presented
in previous chapters, the development of core
MEMS/NEMS processes has already demonstrated
a lot of commercial applications as well as
future potentials with elaborated functionalities.
However, a low cost and reliable package for
the protection of these MEMS/NEMS products is
still a very difficult task. Without addressing the
packaging and reliability issues, no commercial
products can be sold on the market. Packaging
design and modeling, packaging material
selection, packaging process integration, and
packaging cost are main issues to be considered
when developing a new MEMS packaging process.
In this chapter, we will present the fundamentals
of MEMS/NEMS packaging technology, including
packaging processes, hermetic and vacuum
encapsulations, thermal issues, packaging
reliability, and future packaging trends. The future
development of MEMS packaging will rely on the
success of the implementation of several unique
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echniques, such as packaging design kits for
system and circuit designer, low cost and high
yield wafer level, chip-scale packaging techniques,
effective testing techniques at the wafer-level
to reduce overall testing costs; and reliable
fabrication of an interposer [37.1] with vertical
through-interconnects for device integrations.

37.1 MEMS Packaging

MEMS are miniaturized systems in a size of micro-
meter to millimeter that may have mechanical, chemical,
or biomedical features integrated with IC circuitry
for sensor or actuator applications [37.2]. For ex-
ample, pressure [37.3], temperature, flow [37.4],
accelerometers [37.5], gyroscopes [37.6], and chemical
sensors [37.7] can be fabricated by MEMS technolo-
gies for sensing applications. Fluidic valves [37.8],
pumps [37.9], and inkjet printer heads are examples
of actuation devices for medical, environmental, of-
fice, and industrial applications. Silicon is typically used
as the primary substrate material for MEMS fabrica-

tion because it can provide unique electrical, thermal,
and mechanical properties however also can be easily
micromachined in a form of batch-processing and be
incorporated with a microelectronic circuits by using
most of the conventional semiconductor manufacturing
processes and tools. As a result, smaller size, lighter
weight, lesser power consumption and cheaper fabrica-
tion cost become the advantages of MEMS devices as
compared with the existing macroscale systems with
similar functionalities. With the advances of MEMS
fabrication technology in the past decades, the MEMS
market at the component-level is currently in excess of
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$ 5 billion and is driving the end-product markets of
large than $ 100 billion [37.10].

Nevertheless, the road to the commercialization of
MEMS doesn’t look as promising as expected. Many
industrial companies took the advantages of MEMS
technology of high production volumes and high added
value created by product integrations. Therefore, cost-
efficiency becomes the major factor driving MEMS
toward commercialization. Several MEMS devices have
been developed for and applied in automotive indus-
try and information technology, and they dominate
the MEMS market due to high production volumes.
Most of custom-designed MEMS products are still very
diverse, aiming for different applications, and their
initial costs in small-to-medium-scale production are
still much higher than market-acceptable levels. Con-
sequently, high packaging and testing costs have slowed
the commercialization of MEMS. Furthermore, based on
the past experience of IC industry, the cost of packaging
processes is about 30%, and sometimes can be more than
70%, of the total production expenses. MEMS packag-
ing process is expected to be even more costly because
of the challenging and stringent packaging issues with
regard to the additional MEMS components, in addi-
tion to the microelectronic circuitry, in a typical MEMS
product [37.11].

37.1.1 MEMS Packaging Fundamentals

The functions of conventional IC packaging are to
protect, power, and cool the microelectronic chips
or components and provide electrical and mechanical
connection between the microelectronic part and the
outside world. With the increase of the needs of high
performance and multifunctional consumer electronic
products, IC packaging processes have incorporated
more complex designs and advanced fabrication tech-
nologies, such as Cu interconnects [37.12], flip-chip
bonding [37.13], ball grid array [37.14], wafer-level chip
scale packaging [37.15], and 3-D packaging [37.16],
etc., in order to satisfy the need for high I/O density,
large die area, and high clock frequency. In addition
to the requirements of electrical interconnects, MEMS
components may need to interface outside environment
(for example, fluidic interconnectors [37.17]), some
other components may need to be hermetically sealed
in vacuum (for example, accelerometers [37.5]). There-
fore, MEMS packaging processes have to provide more
functionalities including better mechanical protection,
thermal management, hermetic sealing, and complex
electricity and signal distribution.

It has been suggested that MEMS packaging should
be incorporated in the device fabrication stage as part
of the micromachining process. Although this approach
solves the need for some specific devices, it does not
solve the packaging need for general microsystems.
Many MEMS devices are now fabricated by various
foundry services [37.18, 19], and there is a tremen-
dous need for a uniform packaging process. Figure 37.1
shows a typical MEMS device being encapsulated by
a packaging cap. The most fragile part of this de-
vice is the suspended mechanical sensor, which is
a freestanding mechanical, mass-spring microstructure.
This mechanical part must be protected during the
packaging and handling process. Moreover, vacuum en-
capsulation may be required for these microstructures in
applications such as resonant accelerometers [37.5] or
gyroscopes [37.6,20]. A “packaging cap” with properly
designed micro cavity is to be fabricated to encap-
sulate and protect the fragile MEMS structure as the
first-level MEMS post-packaging process. The wafer
can be diced afterward, and the well-established pack-
aging technology in IC industry can follow and finish
the final packaging step. Unlike the packaging require-
ments for ICs, however, the common MEMS packaging
requirement is hermetic seal and sometimes vacuum
encapsulations. Hermetic seal is important to ensure
that no moisture or contaminant can enter the package

Silicon or glass substrate

MEMS device

Bonding Area

Silicon substrate

Cross-sectional view

3-D view

–
+

AC V

DC V
–

+
AC V

DC V

–
+

AC V

DC V
–

+
AC V

DC V

Fig. 37.1 A typical MEMS packaging illustration in which
a MEMS structure is encapsulated and protected by the
packaging cap
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and affect the functionality of microstructures. This in-
creases the difficulty of common IC packaging processes
tremendously. Although most single function MEMS
chips can employ typical IC packaging techniques, such
as die-attached processes, wiring interconnects, molded
plastic, ceramic, and metal for packaging [37.21], with
the increase of complexity MEMS devices, more ad-
vanced packaging techniques, especially wafer-level
packaging, are required for the integration of multi-chips
for multifunctional applications.

Before the state-of-the-art MEMS packaging pro-
cesses are discussed, several primary micro-fabrication
processes for packaging applications are described.
These processes may include Flip-Chip (FC) technique,
Ball Grid Arrays (BGA), through-wafer etching, and
plating. Other silicon-based processes, such as thin-film
deposition, wet and dry chemical etching, lithography,
lift-off, and wiring bonding processes can be found in
many textbooks [37.22].

Flip-Chip Technique (FC)
This technique is commonly used in the assembly pro-
cess between a chip with microelectronics and a package
substrate [37.13]. The microelectronic chip is “flipped
joined” with the packaging substrate, and metal solder
bumps are used as both the bonding agents and electrical
paths between bond pads on the microelectronic chip and
metal pads on the package substrate. Because the ver-
tical bonding space can be very small as controlled by
the heights of the solder bumps, and the lateral distribu-
tions of bond pads can be on the whole chip instead of
being only on the edge, this technique can provide high
density Input/Output (I/O) connections. In the FC tech-
nique, solder bumps are generally fabricated by means
of electroplating. Before the bumping process, multiple
metal layers, such as TiW-Cu, Cr-Cu, Cr-Ni, TaN/Ta/Ni,
have to be deposited as a seed layer for electroplating
and as a barrier to prevent the diffusion of solder into its
underneath electrical interconnect.

Ball Grid Arrays (BGA)
This technology is very similar to the FC technique.
An area array of solder balls on a single chip module
or multi-chip module are used in the packaging pro-
cess as electrical, thermal, and mechanical connects to
join the module with the next level package, usually
a printed circuit board [37.14]. The major difference be-
tween a typical BGA and FC is the size of solder bump.
In BGA chip, the bumps are in the order of 750 µm in
diameter which is ten times larger than those commonly
used in FC.

Through-Wafer Etching
This is a chemical etching process to make through-
wafer channels on a silicon substrate for the fabrication
of vertical through-wafer interconnects. The chemical
etching process can be either wet or dry. Anisotropic or
isotropic etching solutions can be used in the wet etch-
ing process. The dry etch process is based on plasma
and ion-assisted chemical reactions that can be either
isotropic or anisotropic. In order to create high density
and high aspect ratio through-wafer vias, Deep Reac-
tive Ion Etching (DRIE) is typically used. Two popular
DRIE approaches, Bosch and Cyro, are well described
in literature [37.23].

Electroplating
Electroplating is another common micro-fabrication
process. It can be conducted for the deposition of an
adherent metallic layer onto a conductive or nonconduc-
tive substrate. The process on a conductive substrate is
called electrolytic plating, which utilizes a seed layer as
the anode to transfer metal ions onto the cathode surface
when a DC current is passed through the plating solution.
The plating process without applying electrical current
is called electroless plating, which can happen in both
conducive and nonconductive surfaces. Electroless plat-
ing process requires a layer of noble metal such as Pd,
Pt, or Ru on the substrate as the catalysis to trigger the
self-decomposition reaction in the plating solution. The
electroplating processes are very important for electrical
interconnect and solder bump fabrications for packag-
ing applications because of low process temperature and
cost.

These processes are generally developed for provid-
ing electrical and thermal paths for various IC/MEMS
packaging approaches.

37.1.2 Contemporary MEMS Packaging
Approaches

Several MEMS packaging issues and approaches be-
fore 1985 were discussed in [37.24], and researchers
have been working on MEMS packaging approaches
continuously. For example, Senturia and Smith [37.25]
discussed the packaging and partitioning issues for
microsystems. Smith and Collins [37.26] used epoxy
to bond glass and silicon for chemical sensors. Several
MCM methods have been proposed. Butler et al. [37.27]
proposed adapting multi-chip module foundries using
chip-on-flex (COF) process. Schuenemann et al. [37.28]
introduced a 3-D stackable packaging concept for the
Top-Bottom Ball Grid Array (TB-BGA) that includes

Part
E

3
7
.1

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1114 Part E Industrial Applications and Microdevice Reliability

electric, fluidic, optic, and communication interfaces.
Lee et al. [37.29] and Ok et al. [37.10] presented
a direct-chip-attach MEMS packaging using through-
wafer electrical interconnects. Laskar and Blythe [37.30]
developed a multi-chip modules (MCM) type packag-
ing process by using epoxy. Reichl [37.31] discussed
different materials for bonding and interconnection.
Grisel et al. [37.32] designed a special process to
package micro-chemical sensors. Special processes
have also been developed for MEMS packaging, such
as packaging for microelectrodes [37.33], packag-
ing for biomedical systems [37.34], and packaging
for space systems [37.35]. These specially designed,
device-oriented packaging methods are meant for indi-
vidual systems. There is no reliable method yet that
would qualify as a versatile post-packaging process
for MEMS with the rigorous process requirements
of low temperature, hermetic sealing and long-term
stability.

An integrated process by using surface-micro-
machined microshells has previously been devel-
oped [37.36]. This process applies the concepts of
sacrificial layer and LPCVD sealing to achieve wafer-
level post-packaging. Similar processes have been
demonstrated. For example, Guckel et al. [37.37] and
Sniegowski et al. [37.38] developed a reactive seal-
ing method to seal vibratory micromachined beams.
Ikeda et al. [37.39] adopted epitaxial silicon to seal
microstructures. Mastrangelo et al. [37.40] used silicon
nitride to seal mechanical beams as light sources. Smith
et al. [37.41] accomplished a new fabrication technol-
ogy by embedding microstructures and CMOS circuitry.
All of these methods have integrated the MEMS pro-
cess together with the post-packaging such that no extra
bonding is required. These schemes are highly process
dependent, however, and not suitable for prefabricated
circuitry.

Recently several new efforts for MEMS post-
packaging processes have been reported. Butler
et al. [37.27] demonstrated an advanced MCM pack-
aging scheme. It adopts the high density interconnect
(HDI) process consisting of embedding bare die into pre-
milled substrates. Because the MEMS structures have to
be released after the packaging process, it is undesirable
for general microsystems. Van der Groen et al. [37.42]
reported a transfer technique for CMOS circuits based
on epoxy bonding. This process overcomes the surface
roughness problem, but epoxy is not a good material for
hermetic sealing. In 1996, Cohn et al. [37.43] demon-
strated a wafer-to-wafer to-wafer vacuum packaging
process by using Silicon–Gold eutectic bonding with

a 2-µm-thick polysilicon microcap. But experimental re-
sults show substantial leakage after a period of 50 days.
Cheng et al. [37.44] developed a vacuum packaging
technology using localized aluminum/silicon-to-glass
bonding. In 2002, Chiao and Lin [37.45] demonstrated
vacuum packaging of microresonators by rapid thermal
processing. These recent and ongoing research efforts
indicate the strong need for a versatile MEMS post-
packaging process.

Bonding Processes
for MEMS Packaging Applications

Previously, silicon-bonding technologies have been used
in many MEMS fabrication and packaging applica-
tions, including epoxy bonding, eutectic bonding, anodic
bonding, fusion bonding, and solder bonding. For ex-
ample, such devices as pressure sensors, micro-pumps,
biomedical sensors or chemical sensors require me-
chanical interconnectors to be bonded on the substrate
(see for example [37.7, 17, 46]). Glass has been com-
monly used as the bonding material by anodic bonding
at a temperature of about 300 ∼ 450 ◦C (see for ex-
ample [37.47, 48]). Klaassen et al. [37.49] and Hsu
et al. [37.50] have demonstrated different types of silicon
fusion bonding and Si–SiO2 bonding processes at very
high temperatures of over 1,000 ◦C. Ko et al. [37.24],
Tiensuu et al. [37.51], Lee et al. [37.52] and Cohn
et al. [37.43] have used eutectic bonding for dif-
ferent applications. All of these bonding techniques
have different mechanisms that determine the individ-
ual bonding characteristics and process parameters. This
section discusses the details of these processes.

Fusion Bonding for MEMS Packaging
Silicon fusion bonding is an important fabrication tech-
nique of the SOI (Silicon On Insulator). The bonding
is based on Si−O, Si−N, or Si−Si strong covalent
bond. But very high bonding temperature (higher than
1,000 ◦C) and flat bonding surfaces (less than 6 nm)
are the two basic requirements for strong, uniform, and
hermetic bonding. Although hydrophilic surface treat-
ment can lower the bonding temperature, an annealing
step higher than 800 ◦C is still needed to remove pos-
sible bubble formation at the bonding interface. Bower
et al. [37.53] proposed that low temperature Si3N4 fu-
sion bonding could be achieved at the temperature under
300 ◦C. Takagi et al. [37.54] proposed that silicon fu-
sion bonding could be made at room temperature by
using Ar+ beam treatment on the wafer surface, and
the bond strength is comparable to the conventional fu-
sion bonding. In summary, fusion bonding has been
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a popular fabrication technique in MEMS fabrication
and packaging.

Anodic Bonding for MEMS Packaging
Applications

The invention of anodic bonding dates back to 1969
when Wallis and Pomerantz [37.55] found that glass and
metal can be bonded together at about 200 ∼ 400 ◦C be-
low the melting point of glass with the aid of a high
electrical field. This technology has been widely used
for protecting on-board electronics in biosensors (see
for example [37.56–58]) and sealing cavities in pres-
sure sensors (see for example [37.59]). Many reports
have also discussed the possibility of lowering the bond-
ing temperature by different mechanisms [37.60, 61].
Anodic bonding forms Si−O or Si−Si covalent bond
and is one of the strongest chemical bonds available for
silicon-based systems. The bonding process can be ac-
complished on a hot plate with a temperature between
180 ◦C and 500 ◦C in atmosphere or vacuum environ-
ment. When a static electrical field is built within the
Pyrex glass (7740 from Dow Corning) and silicon, the
electrostatic force can pull two surfaces close for a strong
bond. In order to create high electrical field, a flat bond-
ing surface with less than 50 nm roughness is required. In
addition, the electrical field required for bonding is larger
than 3 × 106 V/cm [37.24]. Such a high electrical field is
generated by a power supply of 200 to 1,000 V, which
may cause damages on integrated circuits. Hanneborg
et al. [37.62] have successfully bonded silicon with other
thin solid films, such as silicon dioxide, nitride, and
polysilicon, together with an intermediate glass layer
using anodic bonding technique. In practice, electro-
static bonding has become widely accepted in MEMS
fabrications and packaging applications. Unfortunately,
the possible contamination due to excessive alkali metal
in the glass; possible damage to microelectronics due to
the high electrical field; and the requirement of flat sur-
face for bonding limit the application of anodic bonding
to MEMS post-packaging applications [37.63].

Epoxy Bonding (Adhesive Bonding)
Four major components comprise epoxy : epoxy resin,
filler – like silver slake, solvent or reactive epoxy dilu-
ent, and additives like hardener and catalyst [37.64,65].
The bonding mechanism of epoxy is very complicated
and depends on the type of epoxy. In general, the main
source of bonding strength is the van der Waals force.
Because epoxy is a soft polymer material and its cur-
ing temperature for bonding is only around 150 ◦C,
low residual stress and process temperature are the ma-

jor advantages of epoxy bonding. But the properties of
epoxy can be easily changed with environmental humid-
ity and temperature so the bonding strength decays over
time. In addition, epoxy bonding has low moisture resis-
tance and, due to its additives, is a dirty process. These
disadvantages have made epoxy unfavorable for the spe-
cial MEMS packaging need for hermetic or vacuum
sealing.

Eutectic Bonding
In many binary systems, a eutectic point corresponds to
the alloy composition with the lowest melting temper-
ature. If the environmental temperature is kept higher
than the eutectic point, two contacted surfaces contain-
ing two elements with the eutectic composition can
form liquid phase alloy. The solidification of the eu-
tectic alloy forms “eutectic bonding” at a temperature
lower than the melting temperature of either element in
the alloy. Eutectic bonding can be a strong bond. For
example, in the case of Au/Si alloy system, eutectic
temperature is only 363 ◦C when the composition is at
the atomic ratio of 81.4% Au to 18.6% Si and bonding
strength is higher than 5.5 GPa [37.66]. Because other al-
loy systems may have lower eutectic temperatures than
Al/Si system, they present great potential for MEMS
packaging applications. In addition to Au/Si, Al/Ge/Si,
Au/SnSi, and Au/Ge/Si systems have been applied for
MEMS packaging.

Solder Bonding
Solder bonding has been widely applied in microelec-
tronic packaging [37.67]. Both low bonding temperature
and high bonding strength are good characteristics for
packaging. Furthermore, there are a variety of choices
of solder material for specific applications. Singh
et al. [37.68] have successfully applied solder bump
bonding in the integration of electronic components and
mechanical devices for MEMS fabrication [37.69]. In
this case, indium metal was used for bonding two sep-
arated silicon surfaces together by applying 350 MPa
pressure and the bonding strength was as strong as
10 MPa. Glass frits can also be treated as a solder
material and have been extensively used for vacuum en-
capsulation in MEMS industry. Glass frits are ceramic
materials that can provide strong bonding strength with
silicon with good hermeticity. Its bonding temperature
is lower than 400 ◦C and is suitable for electronic com-
ponents. But a bonding area more than 200 µm wide
is required to achieve good results, which may become
a drawback because area is the measure of manufac-
turing cost in IC industry. Nevertheless, glass frit is the
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Table 37.1 Summary of bonding mechanisms

Bonding methods Temperature Roughness Hermeticity Post-packaging Reliability

Fusion bonding very high highly sensitive yes yes by LH good

Anodic bonding medium highly sensitive yes difficult good

Epoxy bonding low low no yes ???

Integrated process high medium yes no good

Low Temp. bonding low highly sensitive ??? no ???

Eutectic bonding medium low yes yes by LH ???

Brazing very high low yes yes by LH good

???: no conlusive data LH: Localized Heating

most popular bonding process used in the current MEMS
products.

Localized Heating and Bonding
Low bonding temperature and short process time are
desirable process parameters in MEMS packaging
fabrication to provide less thermal budget and high
throughput. Most chemical bonding reactions, however,
require a minimum and sufficient thermal energy to
overcome the reaction energy barrier, or activation en-
ergy, to start the reaction and to form a strong bond.
As a result, high bonding temperature generally results
in shorter processing time to reach the same bond-
ing quality at a lower bonding temperature [37.70].
The common limitations for the above techniques are
their individual bonding characteristics and temperature
requirements. In general, MEMS packaging requires
a good bonding for hermetic sealing while the process-
ing temperature must be kept low at the wafer-level
to have less thermal effects on the existing devices.
For example, a MEMS device may have prefabricated
circuitry, biomaterial, or other temperature-sensitive ma-
terials such as organic polymer, magnetic metal alloy,
or pizeo-ceramic. Since the packaging step comes af-
ter the MEMS device fabrication processes, bonding
temperature should be kept low to avoid high tem-
perature effects on the system. Possible temperature
effects include residual stress due to the mismatch

of thermal expansion coefficient of bonding mater-
ials and substrates, electrical contact failure due to
atom inter-diffusion at the interface, and contamina-
tion due to the outgas or evaporation of materials. In
addition to the control of bonding temperature, Other
factors to consider are the magnitude of applied force
to create intimate contact for bonding and atmospherics
environment control. Based on the heat transfer sim-
ulation study [37.71], it is possible to confine high
temperature area in a small region by localized heating
without heating the whole substrate. Assembly steps can
therefore always be processed after device fabrication
without having detrimental effects. As such, localized
heating and bonding technique is introduced and im-
plemented for the fabrication of MEMS packaging for
post-processing approaches [37.70, 72].

Table 37.1 summarizes these MEMS packaging
technologies and their limitations, including the lo-
calized heating and bonding approach. The localized
heating approach introduces several new opportuni-
ties. First, better and faster temperature control can be
achieved. Second, higher temperature can be applied
to improve the bonding quality. Third, new bonding
mechanisms that require high temperature such as braz-
ing [37.73] may now be explored in MEMS applications.
As such, it has potential applications for a widerange of
MEMS devices and is expected to advance the field of
MEMS packaging.

37.2 Hermetic and Vacuum Packaging and Applications

Hermetic packaging is desirable for MEMS packag-
ing requirements in most cases because it provides
a moisture free environment to avoid charge separation
in capacitive devices, corrosion in metallization, or elec-

trolytic conduction in order to prolong the lifetime of
the electronic circuitry. In several device applications,
vacuum encapsulation is necessary but can be costly.
Many surface micromachined resonant devices need
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vacuum to improve the performance including comb-
shape µ-resonators and ring-type µ-gyroscopes that have
very large surface-to-volume ratios and vibrate in a very
tight space [37.20,39]. Two major approaches of MEMS
hermetic and vacuum packaging have been demon-
strated: (1) the integrated encapsulation approach and
(2) the post-process packaging approach. Both are dis-
cussed in this section. Vacuum encapsulation by means
of localized heating and bonding is discussed separately
as another example for issues related to hermetic and
vacuum packaging.

37.2.1 Integrated Micromachining Processes

Several MEMS hermetic and vacuum packaging pro-
cesses have been demonstrated before based on the
integrated micromachining processes. An integrated
vacuum sealing process by LPCVD is presented here
as the illustration example. This integrated process
can encapsulate comb-shape microresonators [37.74]
in vacuum at the wafer level. Figure 37.2 illustrates
the cross-sectional view of the manufacturing process.
First, standard surface-micromachining process [37.75]
is conducted by using four masks to define the first
polysilicon layer, anchors to the substrate, dimples and,
the second polysilicon layer as shown in Fig. 37.2a.
The process so far is similar to the MCNC MUMPs
process [37.19], and comb-shape microstructures are
fabricated at the end of these steps. In the standard
surface micromachining process, the sacrificial layer
(oxide) is etched away to release the microstructures.
In the MEMS post-packaging process, a thick PSG
(phosphorus-doped glass) of 7 µm is deposited to cover
the microstructure and patterned by using 5:1 BHF
(buffered HF) to define the microshell area as shown
in Fig. 37.2b. A thin PSG layer of 1 µm is then de-
posited and defined to form etch channels as illustrated
in Fig. 37.2c. The microshell material, low-stress sil-
icon nitride, is now deposited with a thickness of
1 µm. Etch holes are defined and opened on the sil-
icon nitride layer by using a plasma etcher. Silicon
dioxide inside the packaging shell is now etched away
by concentrated HF, and the wafer is dried using the
supercritical CO2 drying process [37.76]. After these
steps, Fig. 37.2d applies. A 2-µm-thick LPCVD low-
stress nitride is now deposited at a deposition pressure
of 300 mtorr to seal the shell in the vacuum condi-
tion. Finally, the contact pads are opened as shown
in Fig. 37.2e. Figure 37.3 is the SEM (Scanning Elec-
tron Microscope) microphoto of a finished device with
protected microshell on top. The total packaging area

Dimple

Comb-shape resonatorResonator anchor
First

polysilicon

Si substrate
Thermal oxide

Silicon nitride

a)

b)

c)

d)

e)

Thick PSG

Thin PSG

Silicon nitride
Etch holes

Vacuum
Contact pad

Si substrate

Si substrate

Si substrate

Si substrate

Fig. 37.2 An integrated vacuum encapsulation process us-
ing LPCVD nitride sealing to package micro-mechanical
resonators [37.71]

(microshell) is about 400 × 400 µm2. A contact pad is
shown with the covering nitride layer removed. The
shape of the microresonator, with beams of 150-µm-
long and 2-µm-wide is reflected on the surface of the
microshell due to the integrated packaging process.
The total height of the nitride shell is 12 µm, as seen
standing above the substrate. Spectrum measurement of
the comb resonator inside the packaging reveals that
a vacuum level of about 200 mtorr has been accom-
plished [37.77].

Although the above vacuum sealing process success-
fully achieves MEMS hermetic and vacuum packaging,
it has several drawbacks. First, several high temperature
steps were used after the standard surface-micro-
machining process. As such, no circuitry (such as those
shown in Fig. 37.1) or temperature-sensitive materials
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Contact pad

Nitride shell

20KV  X480    0004    10.0U   MSME

Fig. 37.3 SEM microphoto showing a vacuum pack-
aged MEMS mechanical comb-shape resonator by an
the integrated LPCVD sealing process as depicted in
Fig. 37.2 [37.71]

will survive due to the global heating effect. Sec-
ond, this post-packaging process is very specific and
process dependent. MEMS companies or researchers
have to adopt this post-packaging process with their
own device manufacturing process. It can’t be con-
ducted in the multiuser MEMS process such as the
MCNC MUMPs. Third, the thickness of the microshell
is limited by the thin film deposition step that gener-
ally is in the range of a few micrometers. Wether the
thin microshell can survive the high-pressure plastic
molding process afterward in some device packaging
design is a big concern. Finally, although integrated
encapsulation can achieve low pressure by wafer-
level fabrication and provide lower manufacturing cost,
it does not provide the controllability of the cavity
pressure.

Sealing
lead

Fabricated
MEMS chip

Bond wires

Vacuum sealed

Fig. 37.4 The schematic diagram of industrial post-packaging
(DIPS) using a ceramic holder to be covered by a sealing lid

37.2.2 Post-Packaging Processes

The second approach is defined as post-packaging pro-
cess. The packaging process starts when the device
fabrication processes are completed, so this approach
has high flexibility for various microsystems. For exam-
ple, Fig. 37.4 shows a common industrial post-hermetic
packaging called Dual-in-line packaging (DIP) [37.78,
79]. A die is placed inside a ceramic holder covered
by a sealing lid. Solder or ceramic joining is generally
used for assembling lid and holder under a pressure-
controlled environment. High cost is the major drawback
of this method because of expensive ceramic holder and
low fabrication throughput. Another example of post-
packaging method is based on wafer bonding techniques
combined with a microshell encapsulation. Devices are
sealed by stacking another micromachined silicon or
glass substrate as illustrated in Fig. 37.1. Integrated
microsystems and protection shells are fabricated on dif-
ferent wafers, either silicon or glass, at the same time.
After the two substrates are assembled together using
silicon fusion, anodic, or low temperature solder bond-
ing to achieve the final encapsulation, these micro-shells
will provide mechanical support, thermal path, or elec-
trical contact for the MEMS devices. Low packaging
cost can be expected due to wafer-level processing.

The related packaging issues are discussed by
using a specific example of hermetic and vacuum
post-packaging by rapid thermal processing (RTP)
that provides the advantages of wafer-level process-
ing and low thermal budget. Figure 37.5 shows the

Pyrex glass

Al (4µm)

Anchor

Comb-
resonator

Nitride Interconnection
Line

Bonding Ring

Nitride, 0.5µm

Poly2, 2µm
PSG2, 1.75 µm

Poly1, 2 µm
PSG1, 2 µm
Poly0, 0.5 µm

Bump

Si

Fig. 37.5 The schematic diagram of the RTP (Rapid
Thermal Processing) aluminum-to-nitride bonding set-
up [37.45]
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schematic illustration of the RTP MEMS vacuum pack-
aging process. Comb-shape microresonators are chosen
as the vacuum packaging examples in this chapter,
and a standard surface-micromachining process is used
to fabricate these microresonators [37.19]. One major
addition to a regular microstructure is that an inte-
grated sealing ring using silicon nitride as the topmost
layer is incorporated in the manufacturing process for
the purpose of aluminum-to-nitride bonding [37.45].
A glass cap wafer is deposited and patterned with
4-µm-thick aluminum sealing-rings with width rang-
ing from 100 to 250 µm and bonding area ranging
from 450 × 450 to 1,000 × 1,000 µm2. Before the vac-
uum packaging process, both the device and cap wafers
are baked in vacuum at 300 ◦C for over four hours
to dry water and gas species adhere at the surface.
Afterward, the device and cap wafers are flip-chip as-
sembled immediately and loaded into a quartz chamber
and put into a RTP chamber. The base vacuum esti-
mated at 10 mtorr inside the quartz chamber is achieved
by using a mechanical pump. After heating for 10
seconds at 750 ◦C, the aluminum-to-nitride bond is
formed. Figure 37.6 shows the measured spectrum of
a vacuum-packaged, double-folded beam comb-drive
resonator by using a micro-stroboscope [37.80]. The
central resonant frequency is about 18,625 Hz and the
quality factor is extracted as 1,800±200 correspond-
ing to a pressure level about 200 mtorr inside the
package [37.81].

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

Frequency (kHz)

Normalized amplitude
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Fig. 37.6 Spectrum measurement results of a vacuum
encapsulated comb-shape resonator by using the RTP
aluminum-to-nitride bonding method [37.45]

This type of post-packaging process at wafer level
has become the favorite approach to fabricate a her-
metic encapsulation because it can provide lower cost
and more process flexibility. But the packaging process
relies on “good” bonding techniques. A strong and reli-
able bonding between two substrates should be provided,
and this procedure should be compatible with the other
microsystem fabrication processes.

37.2.3 Localized Heating and Bonding

The approach of MEMS post-packaging by localized
heating and bonding is proposed to address the prob-
lems of global heating effects. In this chapter, resistive
micro-heaters are used as the examples to provide local-
ized heating, although several other means of localized
heating have been demonstrated recently, including laser
welding [37.82], inductive heating [37.83], and ultra-
sonic bonding [37.84]. The principle of localized heating
is to achieve high temperature for bonding while main-
taining low temperature globally at the wafer level.
Resistive heating by using micro-heaters on top of de-
vice substrate is applied to form strong bond with silicon
or glass cap. According to the results of a 2-D heat con-
duction finite element analysis as shown in Fig. 37.7,
the steady-state heating region of a 5-µm-wide polysil-
icon micro-heater capped with a Pyrex glass substrate

Pyrex glass

Aluminum/
Polysilicon
(810 °C)

Oxide/Nitride
/oxide

Thermal oxide

Air

25 °C

Polysilikon
Inter-
connection

Polysilicon
micro-heater
(900 °C)

Silicon
dioxide

5µm
Silicon
substrate

Fig. 37.7 The schematic diagram of 2-D heat transfer
model, geometry and boundary conditions
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can be confined locally as long as the bottom of the sil-
icon substrate is constrained to the ambient temperature.
The physics of localized heating behind this design can
be understood by solving the governing heat conduction
equations of the device structure without a cap [37.81].
As long as the width of micro-heater and the thickness
of silicon substrate are much smaller than the die size
and a good heat sink is placed underneath the silicon
substrate, the heating can be confined locally. The tem-
perature of silicon substrate can be kept low or close to
room temperature. Several localized resistive heating
and bonding techniques have been successfully de-
veloped for packaging applications including localized
silicon-to-glass fusion bonding, gold-to-silicon eutectic
bonding, and localized solder bonding. Several solder
materials have been successfully tested, including PSG,
indium, and aluminum alloy [37.85].

a)

b)

c)

d)

e)

f)

g)

h)

Silicon substrate

Interconnection
polysilicon

Si3N4

SiO2

PSG

Comb driven
µ-resonator Polysilicon

micro-heater

Si3N4/SiO2/Si3N4

Polysilicon
adhesion layer

AZ 9245
Aluminum

Pyrex glass

Fig. 37.8a–h The schematic process flow of vacuum encapsulation using localized aluminum/silicon-to-glass bond-
ing, (a) electrical ground plane and device interconnects fabrication (b) a 2 µm LPCVD SiO2 sacrificial layer
deposition for the fabrication of polysilicon µ-resonator (c) a 2 µm-thick phosphorus doped polysilicon deposi-
tion and patterning for both the structural layer of micro resonators and the on-chip microheaters (d) a LPCVD
Si3N4 (750 Å)/SiO2 (1,000 Å)/Si3N4 (750 Å) sandwich layer deposition and patterning on top of the microheater for
the electrical isolation (e) an aluminum (2.5 µm) and polysilicon (5,000 Å) bonding materials are deposition and pattern-
ing. (f) a thick AZ 9245 photoresist deposition and patterning for the protection of aluminum/silicon-to-glass bonding
layers (g) 20 minutes sacrificial release in concentrated HF (h) vacuum encapsulation with 0.2 MPa contact pressure and
3.4 W input power under a 25 mtorr vacuum environment

The vacuum packaging example presented in this
chapter is based on localized aluminum/silicon-to-glass
solder bonding technique. Built-in folded-beam comb
drive µ-resonators are used to monitor the pressure of
the package. Figure 37.8 shows the fabrication process
of the package and resonators. Thermal oxide (2 µm)
and LPCVD Si3N4 (3,000 Å) are first deposited on a sil-
icon substrate for electrical insulation followed by the
deposition of 3,000 Å LPCVD polysilicon. This polysil-
icon is used as both the ground plane and the electrical
interconnect to the µ-resonators as shown in Fig. 37.8a.
Figure 37.8b shows a 2 µm LPCVD SiO2 layer that is
deposited and patterned as a sacrificial layer for the fab-
rication of polysilicon µ-resonators using a standard sur-
face micromachining process. A 2-µm-thick phosphorus
doped polysilicon is used for both the structural layer
of microresonators and the on-chip micro-heaters. This
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layer is formed over the sacrificial oxide in two steps to
achieve a uniform doping profile. Lower input power and
better process compatibility are two major advantages
in using the on-chip micro-heater in the glass package.
The resonators are separated from the heater by a short
distance, 30 µm, to effectively prevent their exposure to
the high heater temperature as shown in Fig. 37.8c. This
concludes the fabrication of µ-resonators.

In order to prevent the current supplied to the
micro-heater from leaking into the aluminum sol-
der during bonding, a LPCVD Si3N4 (750 Å)/SiO2
(1,000 Å)/Si3N4 (750 Å) sandwich layer is grown and
patterned on top of the micro-heater as shown in
Fig. 37.8d. Figure 37.8e and f show that aluminum

Glass cap

Microcavity

100 µm

Fig. 37.9 The SEM microphoto of encapsulated micro-
resonators after the glass cap is forcefully broken

Magnitude (dB)
–20

–35

–50

–65

–80
57.68 57.73 57.78 57.83 57.88

Frequency (kHz)

Fig. 37.10 The transmission spectrum of a glass-
encapsulated µ-resonator after 120 minute pump down time
in vacuum environment (Q = 9,600)

(2.5 µm) and polysilicon (5,000 Å) bonding materials
are deposited and patterned. The sacrificial release is the
final step to form freestanding µ-resonators. Figure 37.8f
shows a thick AZ 9245 photoresist is applied to cover
aluminum/silicon-to-glass bonding system to ensure that
the system withstands the attack from concentrated hy-
drofluoric acid. After 20 minutes sacrificial release in
concentrated HF, the system as shown in Fig. 37.8g is
ready for vacuum packaging. A Pyrex glass cap with
a 10-µm deep recess is then placed on top with an applied
pressure of ∼ 0.2 MPa under a 25 mtorr vacuum, and
the heater is warmed using 3.4 watt input power (exact
amount depends on the design of the micro-heaters) for
10 minutes to complete the vacuum packaging process
as shown in Fig. 37.8h.

To evaluate the integrity of the resonators packaged
using localized aluminum/silicon-to-glass solder bond-
ing, the glass cap is forcefully broken and removed from
the substrate. No damage is found on the µ-resonator
and a part of the micro-heater is stripped away as shown
in Fig. 37.9, demonstrating that a strong and uniform
bond can be achieved without detrimental effects on
the encapsulated device. Figure 37.10 shows a vacuum
encapsulated unannealed µ-resonator (∼ 57 kHz) after

Q factor

Torr
0.0001 0.01 1 100 10,000

12,000

10,000

8,000

6,000

4,000
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Low Q resonator
before annealing

Low Q resonator
after annealing

High Q resonator
before annealing

Fig. 37.11 Measured Q factor vs. pressure of unpackaged µ-reson-
ators
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120 minutes of wait time. The measured Q-factor af-
ter packaging is 9,600. Based on the measurement of
Q vs. pressure of a high Q unpackaged µ-resonator as
shown in Fig. 37.11, it is demonstrated that the pressure
inside the packaging is comparable to the vacuum level
of packaging chamber.

The post-process packaging using localized heating
and bonding technique includes four basic components:
(1) an electrical and thermal insulation layer such as sili-
con dioxide or silicon nitride should be used for localized
heating, (2) resistive micro-heaters will be fabricated
to provide the heating source for localized bonding,
(3) materials, including metal and polysilicon that can
provide good bonding and hermeticity with silicon or
glass substrates are considered as the bonding materials,
and (4) a good heat sink under the device substrate for
localized heating is provided during the bonding exper-
iments. MEMS devices will be fabricated on the device
chip and hermetically sealed in the cavity formed by
the device chip, resistive micro-heaters, and protection
cap. The process can be either die level or wafer level.
The schematic design of wafer-level packaging process
is shown in Fig. 37.12. The resistive micro-heaters are
parallel to each other and connected in order to ensure
that identical current density is applied for individual
packages at the same time. These heaters can be fabri-

Silicon or
glass cap

Micro-
machined
cavity

Devices

Microheater

i
i

i
i

I

Fig. 37.12 Illustration of wafer-level vacuum packaging in
the wafer level using localized heating and bonding tech-
nique

cated either on the chip or protection cap and can be built
in a larger wafer for current inputs. The interconnections
for these packaging cavities can be built in the dicing
area, so no extra space is required for the packaging
process.

37.3 Thermal Issues and Packaging Reliability

37.3.1 Thermal Issues in Packaging

The two key thermal issues related to MEMS packaging
are: 1) heat dissipation from actuators and integrated
circuitry components and 2) thermal stress generated
during the packaging process. These two topics are
discussed separately.

Heat Dissipation Issues
In IC, heat dissipation is a serious problem when the
size of transistor continues to shrink and the density of
transistor on a chip continue to increase with the ad-
vance of IC fabrication technology. The trend of power
packing into smaller packages has created increasing
thermal management challenges [37.86]. Since the elec-
trical characteristics of transistors change with working
temperature, inefficient power dissipation could raise
the working temperature and affect device performance.
Present MEMS devices don’t need high power, high per-
formance microprocessors so power dissipation is not
a problem. Nevertheless, some functional components

in packaged MEMS are very sensitive to temperature
variation, such as biomaterials or laser diodes. Several
MEMS chemical sensors and other applications such
as micro PCR chamber for DNA replication actually
require elevated temperature for operation and micro-
thermal platforms are built for these devices. Thermal
management to maintain working temperature on these
chips for stable operation is still an essential issue for
packaging considerations. The geometrical complexity
of MEMS resulting from packing various functional
components in the tight space increases the difficulty
of the thermal management. As the MEMS packaging
integration process becomes more complex, the fabri-
cation constraint in the packaging process will have
great impact on the heterogeneous integration process
in the front-end MEMS and IC processes. For example,
low temperature requirement at the packaging process
generally limits the possible choices of materials in the
back-end process. In general, conventional IC packag-
ing employs a heat sink attached to the chip to remove
heat. The heat sink is generally made of a copper or
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MEMS Packaging and Thermal Issues in Reliability 37.3 Thermal Issues and Packaging Reliability 1123

stainless steel bar with an array of fin structures on one
side for better natural or forced heat convection to dissi-
pate heat into the environment. In addition to heat sinks,
thermal vias, heat pipe cooling, immersion cooling, and
thermoelectric cooling can also be used for effective heat
removal. Because most MEMS packages still follow the
typical IC packaging architecture, one promising ther-
mal management method, heat pipe, is discussed for
possible MEMS packaging applications.

A heat pipe is a sealed slender tube containing a wick
structure and a working fluid, typically water in elec-
tronics cooling. It is composed of three sections, the
evaporator section at one end, condenser section at the
other end, and adiabatic section in the middle. In the
evaporator section, heat is absorbed by the working fluid
via phase transformation from liquid to vapor. In the
section of condenser, heat dissipates into the outside en-
vironment. Thus the fluid goes back to liquid phase.
Vapor phase is at a high pressure and temperature state
that forces the vapor to flow into the condenser section at
a lower temperature. Once the vapor condenses and gives
up its latent heat, the condensed fluid is pumped back to
the evaporator section by the capillary force developed
in the wick structure. Therefore the middle adiabatic
section contains two phases, the vapor phase in the core
region and the liquid phase in the wick, flowing opposite
to each other with no significant heat transfer between
the fluid and the surrounding medium. Silicon has good
thermal conductivity (1.41 W/cm/◦C) and is easily
micro-machined to fabricate the heat pipe. The imple-
mentation of the silicon micro heat pipe in IC and MEM
packaging has therefore great potential and several ap-
proaches have been proposed on this topic [37.87–89].

Packaging Induced Thermal Stresses
Thermal based bonding processes have been used in
MEMS packaging applications for many years, as intro-
duced previously in this chapter. Thermal management is
extremely important during the bonding process in order
to avoid fracture in the substrate or MEMS device itself.
Extremely high temperatures or rapid cooling conditions
can cause damage and should be carefully evaluated both
analytically and experimentally. There are many ways
to provide heating energy including electrical resis-
tive heating, oven heating or induction heating [37.83].
These bonding processes may be put into two categories.
The first is localized bonding in which the heat is directly
applied only to the adhesive material used to bond the
package to the MEMS device. The second category is
global heating where the entire system (MEMS device,
adhesive, and packaging material) is heated to produce

bonding of the materials. The latter is the common ap-
proach for all MEMS packaging processes. This section
focuses therefore on the thermal stress effects during the
heating and cooling procedures in MEMS packaging.
The RTP aluminum-to-glass bonding process is used
as the specific example for the discussion of thermal
stresses [37.90]. The bonding process heats the pack-
aging system to 750 ◦C for 10 seconds, and then cools
it back to room temperature. To simulate this process,
an ANSYS program [37.91] is established to examine
the shear stress due to CTE (Coefficient of Thermal Ex-
pansion) variations in the bonding system as the result
of temperature changes. The shear stress was recorded
from the ANSYS analysis on the aluminum/Pyrex glass
interface and the aluminum/silicon interface.

Two different models were analyzed. The first was
the quartz-aluminum-silicon bonding system, and the
second was the Pyrex glass-aluminum-silicon bonding
system [37.92]. The results of the ANSYS analysis were
then analyzed and compared with experimental observa-
tions. Figure 37.13 shows the ANSYS results for a Pyrex
glass bonding system: the width of the aluminum solder
is 100 µm and the maximum residual stress is be 60 MPa
in glass, slightly lower than the fracture strength of Pyrex
glass at 70 MPa. It was discovered that increasing the
aluminum width leads to lower residual stresses. This
likely occurred because the length of the Pyrex glass,
quartz, and silicon remains constant. As a result, it will
always want to contract the same amount with a con-
stant temperature change independent of the aluminum
width. When increasing the aluminum width, however,
the stress is not in such a concentrated area and therefore
decreases. For example, the maximum residual stress an-
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Fig. 37.13 Residual Stress (GPa) for an aluminum solder width of
100 µm under the RTP silicon-aluminum-glass bonding system
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alyzed from ANSYS in the Pyrex glass bonding systems
is 74.5 Gpa, 58 Gpa, and 60 GPa for aluminum widths of
30, 50, and 100 µm, respectively [37.92]. Pyrex glass has
a documented strength of around 69 GPa [37.93]. Frac-
ture should always occur with an aluminum width of
30 µm or less, according to the ANSYS analysis. Frac-
ture may occur sporadically at widths of 50 or 100 µm,
depending on the amount and magnitude of the flaws
in the Pyrex glass. Experiments were done on the Pyrex
glass bonding systems with a width of 100 µm. The sam-
ples were heated to 750 ◦C and then cooled by taking
them out of the oven. In all four experimental cases,
small cracks were observed in Pyrex glass as shown in
Fig. 37.14. These cracks may have occurred consistently
for several reasons. First, it may be a result of handling
of the Pyrex glass before bonding. The Pyrex glass sam-
ples were kept in containers with each other, which may
have resulted in abrasive contact and possibly caused
flaws in the materials. These flaws can cause a reduced
strength from the 69 GPa and therefore the predictions
from the ANSYS analysis could be correct. Second, the
observation is made that the cracks are small, only oc-
curring tens of microns away from the aluminum and not
propagating completely through the Pyrex glass. These
cracks could be caused by the high stress applied, but the
crack has not reached a critical size and therefore has not
propagated completely through the Pyrex glass. There-
fore, the strength remains at the theoretical strength of
69 GPa, and the Pyrex glass is only partially cracked.
Experimental analysis done by Chaio and Lin [37.90]
shows that fracture was not observed when using alu-
minum widths greater than 150 µm. This is consistent
with the results of the ANSYS analysis which show that
as the width of the aluminum is increased, the residual
stress decreases.

The quartz bonding system ANSYS stress predic-
tions are conducted, and the maximum stress predicted

Pyrex glass

Small crack

Fig. 37.14
Microphoto of
the experimen-
tal result on
Pyrex Glass-
Aluminum-
Silicon system.
Small cracks can
be observed

Fig. 37.15 Bonding result of Quartz-Aluminum-Silicon
system, fracture can be observed

in the analysis is 207 GPa, 117 GPa, and 100 GPa, for
aluminum widths of 30 µm, 50 µm, and 100 µm, re-
spectively. All three of these stresses are much larger
than the theoretical strength of Quartz at 48 GPa, and
therefore fracture should always occur. Quartz has
a much larger coefficient of thermal expansion (CTE)
than silicon, which is why this was predicted. Ex-
perimentally, a quartz substrate was tested for the
silicon-aluminum-quartz bonding test and the result is
shown in Fig. 37.15.Cracks happen all over the place
and cause serious damages on the quartz wafer. These
cracks could be the failure mechanism of the hermetic
package. Pyrex glass is therefore identified as a better
bonding substrate than quartz.

The thermal stresses generated in the packaging pro-
cess in quartz are much larger than the stresses in Pyrex
glass because of the difference between the CTE in the
two systems. Quartz has a low CTE (0.54 × 10−6 K−1)
compared to the aluminum CTE (23 × 10−6 K−1) and
silicon CTE (3.5 × 10−6 K−1). On the other hand Pyrex
glass has a much closer CTE (3.2 × 10−6 K−1) to silicon
and aluminum, resulting in smaller stresses. The practi-
cal implications of the ANSYS results and the preceding
information are that materials must be chosen carefully
when carrying out bonding. Material should not be used
with a much higher or lower CTE than silicon to ensure
fracture will not occur. This finding is a valuable com-
ponent of this particular packaging system and should
benefit the other packaging processes involving bonding
MEMS packaging because it supports the prediction that
Pyrex glass is an excellent material to use when bonding
with silicon in MEMS packaging, as long as sufficiently
wide adhesive material is used.

Part
E

3
7
.3

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



MEMS Packaging and Thermal Issues in Reliability 37.3 Thermal Issues and Packaging Reliability 1125

37.3.2 Packaging Reliability

The thermal stress induced by the CTE mismatch is one
of the main factors that affect the packaging reliability.
As a matter of fact, the formation of the stress can happen
not only during packaging process but also during the op-
eration of devices. In particular, during device operation,
the package will go through various temperature cycles
because of environment change. Such temperature vari-
ation causes the expansion of packaging materials when
they are constrained by the packaged assembly. As a re-
sult of such thermal mismatch, significant stresses are
induced in the package and finally cause the device to
fail. In addition to thermal mismatch, corrosion creep,
fracture fatigue, crack initiation and propagation, and
delamination of thin films are all possible factors to
cause failure of packaged devices [37.94]. These failure
mechanisms could be prevented or deferred under proper
packaging designs. For instance, the thermally induced
strain inside the packaging material is generally below
the tolerance of the material and can’t cause immediate
catastrophic damage. But cyclic loading can generate
and accumulate stresses, eventually causing failure. Sev-
eral common designs in IC packaging have been used to
prolong the lifetime of devices. For example, the strain in
solder interconnects of BGA or flip-chip packaging can
be effectively reduced by introducing a polymer underfill
material between the chip and the substrate to distribute
thermal stress induced by CTE mismatch [37.95]. The
strain can further be reduced if excellent thermal paths
are built around interconnects to diminish the thermal
stress originated from the temperature gradient between
ambient and operation temperatures. Delamination phe-
nomenon is another source to cause reliability problems,
and it happens in the interface of adjacent material lay-
ers. In MEMS, components made of dissimilar materials
are commonly bonded together to provide specific func-
tions. Delamination can result in electrical or mechanical
failures of devices in the package such as mechanical-
ly cracking through the electrical via wall to make an
electrical open because of the propagation of the delam-
ination of metal line from the dielectric layer or over
heating of the die because of the delamination of die
from its underneath to make an opening on the heat dis-
sipation path. Because the stress and thermal loading,
the geometry, and the material properties are complex
in MEMS, the development of the packaging designs
to increase the reliability is very important and requires
more extensive investigations.

Reliability testing is required before a new device
can be delivered to the market. The test results can pro-

vide the information for the following improvement of
packaging design and fabrication. How to analyze the
failure data, called the “reliability metrology”, is thus
very important in the packaging industry. The analysis
method is to use the mathematical tools of probability
and statistical distributions to evaluate data to under-
stand the patterns and identify the sources of failure. For
example, a failure density function is defined as the time
derivative of the cumulative failure function

f(t) = dF(t)

dt
, (37.1)

F(t) =
t∫

0

f(s)ds . (37.2)

The cumulative failure function, F(t), is the fraction of
a group of original devices that has failed at time t.
The Weibull distribution function is one of the analytic
mathematic models commonly used in the packaging
reliability evaluation to represent the failure density
function [37.21].

f(t) = β

λ

(
t

λ

)β−1

exp

[
−
(

t

λ

)β
]

, (37.3)

where β and λ are the Weibull parameters. The param-
eters β, called a shape factor, measures how the failure
frequency is distributed around the average lifetime. The
parameter λ is called the lifetime parameter and in-
dicates the time at which 63.2% of the devices faile.
By integrating both sides of the equation (37.3). F(t)
becomes:

F(t) = 1− exp

[
−
(

t

λ

)β
]

. (37.4)

Using the Weibull distribution function with the two
parameters extrapolated by experimental data, one can
estimate the number of failures at any time during the
test. Moreover, by knowing the meaning and values of
the parameters, one can compare two sets of test data.
For example, the λ with greater number means this set
of samples has longer lifetime. Because all of the math-
ematical models are statistical approximations based on
the real experimental data, more testing samples can
provide more accurate estimation.

37.3.3 Long-Term and Accelerated MEMS
Packaging Tests

The reliability of MEMS packages is best characterized
by means of long-term tests with statistical data analy-
ses. But it is very difficult and time-consuming to obtain
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these experimental data so accelerated tests that put
samples in extreme environment for accelerated failure
are commonly used to predict the lifetime of the de-
vices. Unfortunately, few research publications deal with
these two issues. In this section, two MEMS packaging
examples that aim to address these two tests we discuss.

Figure 37.16 shows long-term measurements of the
Q factor of a vacuum packaged µ-resonators using local-
ized aluminum/silicon-to-glass bonding [37.81] vacuum
encapsulation process is described in details as shown in
Fig. 37.8. It is found that the vacuum package by means
of localized heating and bonding provides stable vacuum
environments for the µ-resonator and a quality factor of
9,600 has been achieved with no degradation for at least
one year. Since the performance of high Q µ-resonator
is very sensitive to environmental pressure as shown in
Fig. 37.11, any leakage can be easily detected. The fact
that this high Q value can hold for one year indicates the
packaging process is well performed and both aluminum
and Pyrex glass are suitable materials for vacuum pack-
aging applications. According to a previous study of
hermeticity in different materials, metal has lower per-
meability to moisture than other materials such as glass,
epoxy, and silicon. With a width of 1 µm, metal can ef-
fectively block moisture for more than ten years [37.21].
In this vacuum package system, the bonding width is
30 µm so it can sufficiently block the diffusion process
of moisture. On the other hand, the diffusion effects of
air molecules into these tiny cavities have not been stud-
ied extensively, and the design guidelines for vacuum
encapsulations are not clearly defined. Further investi-
gations will be needed in this area, and the example
presented here serves as a good starting point.

On the other hand, accelerated testing puts a large
amount of samples in harsh environments, such as
elevated temperature, elevated pressure, and 100%
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Fig. 37.16 Long-term measurement of encapsulated µ-resonators.
No degradation of Q factors is found after 56 weeks

humidity, to accelerate the corrosion process. The statis-
tical failure data are gathered and analyzed to predict the
lifetime of packages under normal usage environment.
As a result, the long-term reliability of the package can
be predicted without going through the true long-term
tests. Unfortunately, accelerated tests have not been ad-
dressed in MEMS research papers. Although the MEMS
industry must have done some extensive reliability tests,
they do not publish their results, probably due to liability
concerns. Among the very limited publications, this sec-
tion uses as the illustration example a specific MEMS
packaging system that has gone through accelerated
tests [37.45].

The MEMS package is accomplished by means of
RTP (Rapid Thermal Processing) bonding as described
previously in this chapter. The goal of the accelerated
test is to examine the failure rate at the bonding inter-
face. The accelerated tests start by putting the packaged
samples into the autoclave chamber filled with high tem-
perature and pressurized steam at 130 ◦C, 2.7 atm, and
100% relative humidity for accelerated testing. The pres-
surized steam can penetrate small cracks if any defect
exists at the bonding interface [37.96]. Elevated tem-
perature and humid environment speed up the corrosion
process. A package is considered a failure if water is con-
densed or diffused into the package. Statistical failure
data are gathered every 24 h under optical examination
for a period of 864 h, during which time new failure is
seldom observed. Because of the robustness of the sam-
ples, it is difficult to conduct the tests to the point at
which all the packages may fail. The cumulative failure
function is recorded, and it is found that most failures
occur in the first 96 h and such high early failure rate re-
flects the yielding issue of the bonding process. Weibull
and Lognormal models are compared to predict the life-
time of the packages, and it is found that Lognormal
model better describes the statistical data. Figure 37.17
shows the inverse standard normal distribution function
vs. ln(time) and the Maximum Likelihood Estimator
(MLE) is then used to predict the mean, standard devi-
ation, and the MTTF (mean time to failure). Table 37.2
shows the MLE calculation results of MTTF. The wide
interval of confidence level comes from the fact that
only a small number of samples failed at the end of
the test. It is also observed that packages with larger
bonding width and smaller bonding areas have larger
MTTF values. The lower bound of the MTTF provides
the worst-case scenario. For example, only 4 our of 31
samples failed when tests stopped in the case of ring
width of 200 µm and sealing area of 450 ×450 µm2. The
MTTF predicts, in the worst-case scenario, that there
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Fig. 37.17 Life data fitted by Lognor-
mal distribution. R2 is the coefficient
of determination

Table 37.2 The Maximum Likelihood Estimation for Mean Time To Failure (MTTF)

MLE calculation resuls of MMTFa

Bonding width, Area, A (µm2) MTTF Worst cases in

W (µm) UB (years) LB (years) jungle condition (years)

200 450 × 450 1.8 × 107 0.57 1,700

100 450 × 450 5.3 0.10 300

200 1,000 × 1,000 6.5 × 103 0.09 270

150 1,000 × 1,000 0.50 0.017 50
a UB is the upper bound, and LB is the lower bound of the 90% confidence interval, respectively. The MTTF LB times AF is the worst case

MTTF used in jungle condition.

is 90% chance a package will fail in 0.57 years in the
autoclave environment.

It is widely accepted that the acceleration factor
(AF) for autoclave tests follows the Arrhenius equa-
tion [37.21] and can be modeled as:

AF = (RH−n e∆Ea/kT )normal

(RH−n e∆Ea/kT )accelerated
, (37.5)

where RH is relative humidity (85%, RH = 85), k the
Boltzmann constant and T the absolute temperature.
The recommended value for n, an empirical constant, is
3.0 [37.97], and ∆Ea, the activation energy, is 0.9 eV for

plastic dip package and 0.997 eV for anodically bonded
glass-to-silicon package [37.58]. If ∆Ea = 0.9 is used
to estimate the AF for the accelerated testing condition
as compared with the jungle condition (35 ◦C, 1 atm and
95% RH), AF is about 3,000, and the worst-case lifetime
values in jungle condition are also listed in Table 37.2.
The high values of estimated MTTF in jungle condition
could be a result of overestimation of AF because plastic
dip package may have smaller AFs than those of glass
packages. Nevertheless, these data and analyses provide
important guidelines in the area of accelerated tests for
MEMS packages.
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37.4 Future Trends and Summary

In the past, the development of MEMS packaging is
mainly originated from IC packaging advancement be-
cause existing packaging techniques can significantly
reduce the development cost of MEMS. It is expected
that the situation will be changed very soon, hoew-
ever, in a way the MEMS packaging approaches will
assist the IC packaging development. Recent advances
in IC packaging aim to provide high I/O density and
more chip integration capability for the needs of high
speed and high data communication rate. In order to
satisfy those requirements, several packaging concepts
and techniques are developed, including 3-D packaging,
wafer-level packaging, BGA, and flip-chip technique.
Although all of the concepts and methods can provide
a package with more I/O density, flexibility in chip inte-
gration, and lower manufacturing cost for IC fabrication,
they are still insufficient for providing solutions for the
future applications because of the increase of complexity
and requirements of MEMS packaging. On the contrary,
with the progress of MEMS fabrication technologies,
several key processes such as DRIE (Deep Reactive
Ion Etching), wafer bonding, and thick photoresist pro-
cesses [37.98] have been utilized for IC packaging
fabrication. Technologies developed in MEMS fabrica-
tion can therefore also assist the development of new IC
packaging approaches.

In order to address the future needs of process inte-
gration, adaptive multi-chip module (MCM) [37.28] or
3-D packaging combined with vertical through substrate
interconnects [37.10, 99] are promising approaches for
the development of future MEMS packaging processes.
Based on low temperature flip-chip solder bonding
technique, these packaging methods can provide more
flexibility in device fabrication and packaging. Devices
can be fabricated before they are integrated to form mi-
crosystems to dramatically reduce the packaging cost.
Vertical through substrate interconnects can have higher
I/O density, smaller resistance, parasitic capacitance,
and mutual inductance. Although this approach pro-
vides many possible advantages, technical challenges
exist. For instance, metal is commonly used as the fill
material inside the vertical vias as electrical intercon-

nects, and it may introduce large thermal mismatch with
respect to silicon substrate and generate huge thermal
stress to cause packaging reliability problems. More-
over, it will be an interesting engineering challenge to
fill the materials into those high aspect ratio vias.

The future development of MEMS packaging de-
pends on the successful implementation of unique
techniques as described in the following:

1. Development of mechanical, thermal, and electri-
cal models for packaging designs and fabrication
processes;

2. Wafer-level, chip-scale packaging with low packag-
ing cost and high yield;

3. Effective testing techniques at the wafer level to
reduce the testing costs;

4. Device integrations by vertical through-intercon-
nects as an interposer [37.1] to avoid thermal
mismatch problems.

In addition to these approaches and challenges, many
other possibilities have not been listed but also re-
quire dedicated investigations. For example, several key
nanotechnologies have been introduced in the previous
chapters, but the packaging solutions for the NEMS de-
vices have not been addressed. Because it is feasible
to use MEMS as the platform for NEMS fabrication,
all of the packaging issues discussed in the chapter
can be directly applied to NEMS devices. On the other
hand, nanotechnology may introduce new opportunities
for MEMS/NEMS packaging applications by providing
superior electrical, mechanical, and thermal proper-
ties [37.100–103]. For example, carbon nanotubes have
very high thermal conductivity [37.102] and may be
suitable to increase the thermal cooling effects for better
IC/MEMS/NEMS packaging applications.

In summary, MEMS packaging issues have been
introduced in the areas of fabrication, application, re-
liability, and future development. Packaging design and
modeling, packaging material selection, packaging pro-
cess integration, and packaging cost are the main issues
to be considered when developing a new MEMS pack-
aging process.
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Social and Eth38. Social and Ethical Implications
of Nanotechnology

Nanotechnology will have very broad applications
across all fields of engineering, so it will be
an amplifier of the social effects of other
technologies. There is an especially great potential
for it to combine with three other powerful trends
– biotechnology, information technology, and
cognitive science – based on the material unity
of nature at the nanoscale and on technology
integration from that scale. Technological
convergence highlights such existing issues as
the treatment of the disabled, communication
breakdowns, economic stagnation, and threats
to national security. Nanotechnology itself may
possibly raise distinctive ethical and social issues
in the future, but much of the public discussion to
this point has been misdirected and misinformed,
lacking a firm social scientific basis. Thus it will be
important to integrate social and ethical studies
into nanotechnology developments from their very
beginning.

Social scientific and economic research can
help manufacturers and governments make the
right decisions when deploying a new technology,
maximizing its benefit for human beings. In
addition, technically competent research on the
societal implications of nanotechnology will help
give policymakers and the general public a realistic
picture free of unreasonable hopes or fears. The
costs of premature or excessive regulation would
be extremely high, harming the very people it
was intended to protect, and failure to develop
beneficial nanotechnology applications would be
unethical.

The significance of nanotechnology depends
largely on how its development relates to
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wider trends going on in the world such as the
impending population declines of most advanced
industrial nations, the apparent diminishing
returns to increased medical research and health
care investment, and the threatened deceleration
of progress in microelectronics. Well established
social-scientific explanations for unethical
behavior – such as learning, strain, control, and
subculture theories – could help us understand
possible future cases in nanotechnology industries.
Ethics and social implications are largely matters
of social perception, and the public conception
of nanotechnology is still in the early stages
of developing. Social science can now begin to
examine its unfolding impacts in all sectors of
the economy, in most spheres of life, and both
short-term and long-term time scales.

Science and engineering have only begun to explore the
potential for discovery and creativity at the nanoscale,
but already some intemperate voices call for government
regulation or outright banning of nanotechnology [38.1–
4]. Such action would be extremely premature, because
we have just started on a very long road of research that

we must traverse before we will know what is technically
practical, what real-world applications nanotechnology
might actually have, and what the appropriate societal
responses would be to any hazards that might be directly
or indirectly related to these applications. Some writers
in the popular press seem to treat nanotechnology as
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a new kind of Frankenstein’s Monster, but it is worth
remembering that biological science is still not able to
create such a monster, nearly two centuries after Mary
Shelly imagined one.

A good starting point for consideration of social and
ethical issues is a formal definition of the topic, but un-
fortunately a somewhat different definition has lodged
in the public mind from that employed by professionals
working in the field. For example, Merriam-Webster’s
Collegiate Dictionary defines nanotechnology as: “the
art of manipulating materials on an atomic or molecu-
lar scale especially to build microscopic devices (as
robots).” Similarly, the online reference About.com de-
fines it thus: “The development and use of devices that
have a size of only a few nanometres.” Later, we will
examine public conceptions more closely, but it is worth
noting here that these definitions focus on robot-like de-
vices constructed at the nanoscale and ignore the topics
of most chapters in this volume.

A more authoritative if long-winded definition of
nanotechnology has been provided by the U.S. Govern-
ment’s National Nanotechnology Initiative: “Research
and technology development at the atomic, molecu-
lar or macromolecular levels, in the length scale of
approximately 1–100 nm range, to provide a fundamen-
tal understanding of phenomena and materials at the
nanoscale and to create and use structures, devices and
systems that have novel properties and functions because
of their small and/or intermediate size. The novel and
differentiating properties and functions are developed at
a critical length scale of matter typically under 100 nm.
Nanotechnology research and development includes ma-
nipulation under control of the nanoscale structures
and their integration into larger material components,
systems and architectures.”

While this definition includes the word “devices,” it
also covers materials, structures, and systems. Signifi-

cantly, it envisions that many nanotechnology advances
will be integrated into “larger material components, sys-
tems and architectures,” which means that we would
need to understand the social and ethical implications of
the larger-scale systems of which nanoscale structures
are only components.

There is good reason to believe that engineering at
the nanoscale will have very broad applications across all
fields of technology and most fields of science [38.5–7].
Therefore, it will be an enabler or amplifier of the effects
of other technologies. This means that it is foolish to
ask, “Is nanotechnology harmful?” Nanotechnology is
not one thing, either ethical or unethical. Rather, it is
a myriad of different things – many nanotechnologies –
each of which has a range of potential uses and misuses
in conjunction with other technologies and applied to
different goals.

This line of reasoning could lead some people to
conclude that we did not need to worry at all about the
social and ethical implications of nanotechnology, be-
cause they will be subsumed by the implications of larger
systems. Others might conclude that it is far too early
in the history of nanoscale engineering to consider so-
cietal implications, because we cannot study the impact
of a technology that does not yet exist.

However, the very fact that some writers are urg-
ing regulation or banning of nanotechnology suggests
that the debate about its value to humanity has begun,
and we need to bring the best possible thinking and in-
formation to that debate [38.8–10]. In addition, a few
relatively simple but significant applications have begun
to appear, so in those cases at least an impact can be
observed. Social scientists, natural scientists, philoso-
phers, and engineers have indeed begun considering the
future of nanotechnology, so we can draw upon the
very first serious intellectual efforts in this important
field.

38.1 Applications and Societal Impacts

In the year 2000, the National Science and Tech-
nology Council sponsored a major workshop at the
National Science Foundation, which led to a pub-
lished report, Societal Implications of Nanoscience
and Nanotechnology [38.11]. Sixty-four representa-
tives of academic science, government laboratories,
and corporate research listed a large number of po-
tential nanotechnology applications, a few of which
had already entered production, but many of which

could be expected only after decades of research.
Following are diverse examples of possible applica-
tions suggested by workshop participants concerning
a variety of sectors of the economy and spheres of
life:

• More efficient components for the semiconductor
industry such as integrated circuits containing tran-
sistors constructed from carbon nanotubes.
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• Nanostructured catalysts for the chemical industry
and for more effective converters to handle pollution
from automobile exhausts and other combustion.• Lighter and stronger nanomaterials in bulk quanti-
ties to enable safer and more efficient transportation
vehicles, including automobiles, aircraft, and train
systems.• Improved pharmaceuticals with features such as pro-
grammed delivery to desired targets like tumors and
the ability to employ substances that are not soluble
in water as medications.• Cost-effective and reliable filters for water decon-
tamination, desalination, containment of industrial
pollutants, and air purification.• More efficient solar energy conversion, thereby
reducing current reliance on oil and offering an
alternative to nuclear power for future electricity
needs.• Efficient fuel cells and hydrogen storage systems,
leading to nonpolluting automobiles, trucks, and
buses.• More durable composite materials, such as
nanoparticle-reinforced polymers, designed for opti-
mal performance in specific uses with reduced waste
and greatly increased lifetime.• Molecularly engineered biodegradable fertilizers
and insecticides designed for precision agriculture
with efficient delivery to where they are needed and
prevention of unwanted side effects.• Revolutionary launch vehicles with high mass-
ratios, nonpolluting but powerful engines, and low
electric power needs in order to finally realize the
promise of space exploration.• Nanoscale components in sensor systems that can
quickly detect and identify pollutants and disease
organisms, as well as chemical or biological war-
fare agents to allow quick and appropriate medical
treatment or security responses.• Coatings that would give ordinary materials extraor-
dinary properties like self-cleaning window glass
and heat-reflecting exterior architectural surfaces.

Knowledgeable scientists and engineers reported
that these and many other similar applications were
plausible benefits of nanotechnology research, but they
recognized that progress has costs. For example, the
creation of a new industry often results in the de-
cline or complete destruction of an older industry, as in
the proverbial case of buggy-whip manufacturers who
were rendered obsolete by the automobile. The poten-
tial benefit from a new technology must be calculated

in a sophisticated manner, taking into account the full
life-cycle costs [38.12]. For example, an electric car
may reduce some forms of pollution while increasing
others such as the release of lead or other dangerous
substances into the environment during the manufacture
of the electric battery and the disposal of it when the car
is eventually junked.

Many ethical issues of fairness will arise within
nanotechnology industries themselves. For example, it
will be important to invest in appropriate safeguards
for workers engaged in hazardous production processes.
In general, scientific discoveries cannot be patented,
whereas new products and production methods can, so
there will be serious issues of intellectual property pro-
tection in nanoscience, a nontraditional field where the
legal line between discovery and invention has not yet
been clearly drawn. Often, it will be necessary to bring
together information and expertise from several different
sources in order to create an economically profitable ap-
plication, drawing upon government-funded university
research projects, as well as several specialized indus-
trial corporations, which will require improved models
of collaboration across organizations.

As the Societal Implications report observed, the
general public has a significant stake in the National
Nanotechnology Initiative (NNI) that must be managed
both directly through public participation and indirectly
through the involvement of social scientists:

It is important to include a wide range of inter-
ests, values, and perspectives in the overall decision
process that charts the future development of nano-
technology. Involvement of members of the public
or their representatives has the added benefit of re-
specting their interests and enlisting their support.
. . . The inclusion of social scientists and humanis-
tic scholars, such as philosophers of ethics, in the
social process of setting visions for nanotechnol-
ogy is an important step for the NNI. As scientists
or dedicated scholars in their own right, they can
respect the professional integrity of nanoscientists
and nanotechnologists, while contributing a fresh
perspective. Given appropriate support, they could
inform themselves deeply enough about a particular
nanotechnology to have a well-grounded evaluation.
At the same time, they are professionally trained
representatives of the public interest and capable of
functioning as communicators between nanotech-
nologists and the public or government officials.
Their input may help maximize the societal bene-
fits of the technology while reducing the possibility
of debilitating public controversies [38.11].
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Social scientific and economic research can help
manufacturers and the government make the right de-
cisions when deploying a new technology, maximizing
its benefit for human beings. In addition, technically
competent research on the societal implications of nano-
technology will help give policymakers and the general
public a realistic picture free from unreasonable hopes or
fears. As the report notes, the National Nanotechnology
Initiative is just now commencing, so “there is a rare op-
portunity to integrate the societal studies and dialogues
from the very beginning and to include societal studies
as a core part of the NNI investment strategy” [38.11].

The workshop developed a number of recommenda-
tions for government, academia, and industry suggesting
how the social and ethical implications of nanotechnol-
ogy could best be addressed [38.11]. Here are some
of the most important principles in education, social
science, and ethics:

• Nanoscale concepts should be introduced into sci-
ence and engineering education at all levels, thereby
giving the widest possible range of students a funda-
mental understanding of the field while intellectually
linking nanotechnology to many other fields.• The training of nanotechnologists should include so-
cietal implications and ethical sensitivity, so their
future work will be guided by principles that will
maximize human benefit.• A sufficient number and variety of social and
economic scientists should receive effective multi-
disciplinary training, so they will be well prepared
to work in the nanotechnology area.• Formal measurement methods, such as social and
economic indicators, should be developed and con-
sistently employed to chart the actual widespread
changes in industry, education, and public welfare
as they occur.• Government agencies, private foundations, and
industry should support a wide range of high-
quality, theory-based social and economic research
studies on nanotechnology, examining both the
decision processes that shape the emerging tech-
nology and itsspecific societal impacts once it is
deployed.

• A knowledge base and institutional infrastructure
must be created to evaluate the probable future in-
tellectual and societal impacts of nanoscience and
nanotechnology over the short, medium, and long
term.• Government and the private sector should establish
effective channels for informing the public promptly
about new concepts, projects, potential applications,
and ethical issues as they emerge.• There should be formal organizations and mech-
anisms to ensure participation by diverse societal
institutions and the general public in setting priori-
ties for research and development and in providing
timely input to decision makers.• Government and industry should develop man-
agement plans and policies that can effectively
incorporate all relevant information and legitimate
stakeholder interests to ensure that we can respond
flexibly to social, ethical, legal, and economic impli-
cations as they appear.

It will take time and effort to implement these recom-
mendations, but some progress has already been made.
The National Science Foundation has recently funded
Rosalyn Berne at the University of Virginia to study the
developing ethics of nanotechnology through a narra-
tive analysis of discourse from engineers and scientists
in the field, and a team headed by Michael Gorman at
the same institution was funded to explore the poten-
tial for multidisciplinary research on social and ethical
dimensions of nanotechnology. The Environmental Pro-
tection Agency, which has supported several research
projects on how nanotechnology might remedy conven-
tional forms of pollution, has funded Darrell Velegol
and Kristen Fichthorn at Pennsylvania State University
to study “Green Engineering of Dispersed Nanoparti-
cles,” exploring how valuable nanoparticles might be
produced without the use of polluting additives. In its
review of the National Nanotechnology Initiative, the
National Research Council has recommended the de-
velopment of “a new funding strategy to ensure that
the societal implications of nanoscale science and tech-
nology become an integral and vital component of the
NNI” [38.13].
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38.2 Technological Convergence

In the year following the Societal Implications work-
shop, NSF and the U.S. Department of Commerce staged
an even larger meeting to examine the potential for
nanotechnology to combine with three other powerful
scientific and engineering trends: biotechnology, infor-
mation technology, and cognitive science – four “NBIC”
fields. The resulting report, Converging Technologies
for Improving Human Performance [38.14], examined
benefits of technological convergence that would specif-
ically enhance the ability of humans to satisfy their needs
and achieve their legitimate goals.

Convergence of diverse NBIC technologies will be
based on the material unity of nature at the nanoscale
and on technology integration from that scale. This
is the scale at which much future biotechnology and
the hardware for information technology will operate,
and it is the scale from which fundamental research
on the human nervous system will take place. Key
transforming tools, including research instruments and
production methods, will arise in the conjunction of
previously separated fields of science. Drawing upon
advances in mathematics and computation, it will be
possible to model phenomena from the nanoscale to
the cosmic scale as complex, coupled, hierarchical sys-
tems.

The Converging Technologies scientists, engineers,
and policymakers sketched six general areas in which
the human benefits and social issues are likely to result:

• Overall potential of converging technologies• Expanding human cognition and communication• Improving human health and physical capabilities• Enhancing group and societal outcomes• National security• Unifying science and education

Numerous valuable applications were sketched in
greater or lesser detail that could reasonably be expected
to result from a decade or two of vigorous research
and development, including the following ideas that de-
pend on partnerships between nanotechnology and one
or more of the other NBIC fields:

• Comfortable, wearable sensors and computers will
enhance every person’s awareness of his or her health
condition, the environment, chemical pollutants, po-
tential hazards, and information of interest about
local businesses, natural resources, and the like.• The human body will be more durable, healthier,
more energetic, easier to repair, and more resistant

to many kinds of stress, biological threats, and aging
processes.• Machines and structures of all kinds, from homes
to aircraft, will be constructed of materials that have
exactly the desired properties, including the ability to
adapt to changing situations, high energy efficiency,
and environmental friendliness.• A combination of technologies and treatments will
compensate for many physical and mental disabil-
ities and will eradicate altogether some handicaps
that have plagued the lives of millions of people.• National security will be greatly strengthened by
lightweight, information-rich war fighting systems,
capable uninhabited combat vehicles, adaptable
smart materials, invulnerable data networks, supe-
rior intelligence-gathering systems, and effective
measures against biological, chemical, radiological,
and nuclear attacks.• The ability to control the genetics of humans, an-
imals, and agricultural plants will greatly benefit
human welfare; widespread consensus about ethical,
legal, and moral issues will be built in the process.• Agriculture and the food industry will greatly in-
crease yields and reduce spoilage through networks
of cheap, smart sensors that constantly monitor the
condition and needs of plants, animals, and farm
products.• Transportation will be safe, cheap, and fast due to
ubiquitous real-time information systems, extremely
high-efficiency vehicle designs, and the use of syn-
thetic materials and machines fabricated from the
nanoscale for optimum performance.• The work of scientists will be revolutionized by
importing approaches pioneered in other sciences,
for example, genetic research employing principles
from natural language processing and cultural re-
search employing principles from genetics.• Formal education will be transformed by a unified
but diverse curriculum based on a comprehensive,
hierarchical intellectual paradigm for understand-
ing the architecture of the physical world from the
nanoscale through the cosmic scale.

Several of these application areas depend upon the
development of nanoscale components for sensor, com-
putation, and communication networks. Others involve
a synergy between inorganic nanoscale engineering and
organic chemistry or biology. Others extrapolate that
it will be possible to build large-scale structures that
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are engineered at the nanoscale to enhance the quali-
ties of architecture, transportation vehicles, or even the
human body. Fundamental to all of the application ar-
eas is a conceptual revolution that unifies science and
provides humanity with a comprehensive view of nature
and technology.

Contributors to the report showed how nanoscale
science and engineering were essential for progress in
biology, information science, and cognitive science. The
result of NBIC convergence will be the strengthen-
ing of science and the empowerment of humanity, as
we will find solutions to many of humanity’s problems
in health, natural resources, environment, security, and
even communication with fellow human beings. Often,
the technologies based in the sister sciences will raise
ethical issues. In such cases, nanotechnology may be-
come implicated in controversies without being central
to them. The correct policy response would then be to
ignore the superficial nanotechnology aspects and focus
directly on the core problem that lies in a different field.
Converging Technologies contributors examined how
technological convergence highlighted such existing is-
sues as the treatment of the disabled, communication
breakdowns, economic stagnation, and threats to na-
tional security.

For greater clarity, we can consider here the very spe-
cific example of the proliferation of nuclear weapons.
Nuclear physics and atomic technology were specif-
ically not included in the constellation of NBIC
converging technologies considered by the workshop,
so the following discussion supplements its findings. As
scientists already understood in the early 1940s, there
are fundamentally two ways that a rogue nation can
build up its own supply of weapons-grade nuclear ma-
terials. One is breeding plutonium in a nuclear reactor
fueled by uranium, transmuting the common uranium
isotope of atomic weight 238. But this is hard to con-
ceal from other nations, especially if reactors are open
to international inspection. The other way is separa-
tion of the relatively rare uranium isotope 235U, which,
like plutonium, is suitable for use in weapons. The
original separation method was gas diffusion, but then
the centrifuge method was developed, and other ap-
proaches are possible such as laser or electromagnetic
separation.

In the gas diffusion method, a chemical contain-
ing uranium (uranium hexaflouride) is passed through
a porous barrier such as a ceramic wall that has tiny
holes in it. Molecules containing 235U travel through
the barrier slightly faster than molecules containing
238U. This is a very inefficient process, because the iso-

topes are very similar to each other, so many passes
through a barrier are required to enrich the proportion
of 235U sufficiently for use in a nuclear weapon. The
other approach uses centrifuges, rapidly spinning ro-
tors containing the uranium hexaflouride to separate the
two isotopes on the basis of their slight difference in
mass. Both approaches are very difficult and costly, how-
ever. Conceivably, nanotechnology could slightly reduce
the difficulty, by producing porous barriers with exactly
the optimum sized holes and by providing lighter and
stronger centrifuge rotors that could operate at higher
speeds.

Therefore, without a more careful analysis some-
one might leap to the conclusion that nanotechnology
is a danger because it facilitates proliferation of nu-
clear weapons. This ignores several crucial facts. First,
the world already faces a very severe crisis of nu-
clear proliferation without nanotechnology. Second,
the fundamental requirement for production of nuclear
weapons is the availability of uranium, so the most log-
ical preventive would be international monitoring and
control over its mining and distribution. Third, there are
many other technical requirements for production and
delivery of nuclear weapons, and it is the whole collec-
tion of them that presents a threat, not any one alone.
Fourth, nanotechnology is inherently nonnuclear, be-
cause nuclear reactions occur at a smaller scale than the
nanoscale, so its connections to proliferation of nuclear
weapons will always be highly indirect if they exist at
all. Finally, the fundamental problem is not nuclear pro-
liferation, but weapons of mass destruction in general,
and nanotechnology has a major role to play in the de-
fense against chemical and biological warfare agents in
sensor systems that can detect them before they have
caused harm.

Perhaps a very few nano products will need to be
“controlled substances,” analogous to narcotics, insecti-
cides, asbestos, and antibiotics [38.15]. Conceivably,
porous barriers with exactly the right pore size for ura-
nium isotope separation would be controlled in some
way. Some products could be produced and used under
strict regulations, whereas a few others might be banned
altogether. Most would not require restrictions of any
kind.

Such decisions would need to be based on the careful
analysis of facts related to the specific issue at hand. For
example, it may be that no improvements in gas diffu-
sion separation are possible through nanotechnology, or
they are so slight as to be negligible. Perhaps technologi-
cal developments in laser or electromagnetic separation,
completely unrelated to nanotechnology, may render

Part
F

3
8
.2

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Social and Ethical Implications of Nanotechnology 38.3 Major Socio-technical Trends 1141

both the gas diffusion and centrifuge methods obso-
lete. Therefore, the mere fact that we can imagine a way
in which nanotechnology might possibly encourage the
proliferation of nuclear weapons is far too weak a jus-
tification for international regulation. We would need
to go beyond vague fears to precise analysis based on
rigorous scientific research to distinguish real dangers
from imaginary ones and design appropriate safeguards
in those rare cases when they are necessary.

The costs of excessive regulation would be ex-
tremely high, harming the very human beings it was
intended to protect. Porous barriers precisely designed
at the nanoscale are among the high benefit applications
we can anticipate early in the history of nanotechnol-
ogy. They would have a wide range of applications, from
water purification and desalination to separation of valu-
able substances in biotechnology production processes.

Similarly, new high-performance materials with great
strength but low weight will have a myriad of appli-
cations throughout the civilian sectors of the economy.
Among the products that would benefit millions of ordi-
nary people are light but indestructible eyeglass frames,
safety helmets, and hand tools.

Nanotechnology has the potential to increase the ef-
fectiveness of biotechnology, information technology,
and technologies based on cognitive science through
NBIC convergence. Therefore, it could become entan-
gled in ethical issues that already involve those other
technologies such as the conflict over genetically modi-
fied foods, the dispute over information privacy, and the
debate over treatment of mental illness. These are not
fundamentally nanotechnology issues, however, and it
will be important to keep a proper perspective on their
real nature.

38.3 Major Socio-technical Trends
The significance of nanotechnology depends not only
on its own accomplishments and on convergence with
other technologies, but also on how these purely tech-
nical developments relate to wider trends going on
in the world [38.16, 17]. At present, many of these
trends are confused and are the subject of great
controversy in the social science and public policy
arenas. It is always hazardous to extrapolate trends
from any particular moment in history, but the present
time appears so chaotic that the events of a sin-
gle day might send humanity down a very different
road.

A few years ago, there was a broad consensus that
the rapid growth in the number of people on the planet,
the so-called population explosion, was the dominant
quantitative trend that needed to be factored into any
projections [38.18]. But by the mid-1980s, it became
obvious that population growth had been replaced by
the threat of population decline in most advanced indus-
trial nations, with the possible exception of the United
States [38.19, 20]. Even before collapsing fertility be-
gins to reduce the number of people in the affected
nations, their average age and pension costs increase,
social dynamism and creativity decrease, and govern-
ments become gridlocked trying to deal with ultimately
insoluble problems of funding demanded services. This
is one of the explicit reasons why the United States has
begun to discount the influence of its European allies
and Japan [38.21, 22].

Although nanotechnology has little obvious direct
connection with fertility, there are two potentially coun-
terbalancing, indirect connections. Rapid progress in
nanotechnology could revitalize economic expansion
and technical creativity, thereby to some extent off-
setting the negative consequences of fertility collapse.
However, the aversion to change that marks soci-
eties having a high proportion of elderly citizens may
dampen the intellectual inquisitiveness and investment
risk-taking required to develop nanotechnology and
technological convergence.

A related trend is the constant improvement in health
resulting from progress in medical science and the eco-
nomic growth needed to fund increasingly costly health
care. Continued progress in health is by no means
assured, however. During the nineteenth century, Amer-
ican health may actually have declined significantly for
a number of decades, despite economic growth [38.23].
We tend to attribute the undeniable improvement in
health over the twentieth century to medical progress,
but health education and public sanitation may have been
more important [38.24]. The U.S. Centers for Disease
Control argue that substantial improvements in health
and longevity could be achieved by lifestyle changes, no-
tably, exercising more, reducing the fats in our diet, and
avoiding smoking [38.25,26]. The introduction of antibi-
otics helped increase longevity, and modern cardiology
saves the lives of many people who might otherwise die
prematurely of heart attacks, but the progress against
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cancer, AIDS, and most aging-related illnesses has been
agonizingly slow. On balance, economists find that the
increasing investments in heath care are paying off, but
not necessarily in all areas, or with very great bene-
fit [38.27–29].

There are several reasons to be pessimistic about the
future benefits of medicine, unless there are very major
scientific breakthroughs. We have yet to find a cure for
any chronic viral infections, of which AIDS is merely the
most publicized example. Bacteria are rapidly evolving
resistance to antibiotics, yet the rate of development of
new prescription medicines is declining.

The average white American male born in 1900
could expect to live 48 years, but in 2000 this life ex-
pectancy had increased to 74 years. For white females,
the average life expectancy increased from 51 to 80.
Projecting these figures forward at the same rate of in-
crease suggests that life expectancy in 2100 might be
114 for males and 125 for females. However, using more
realistic assumptions, the U.S. Census Bureau has pro-
jected that life expectancy for Americans born in the
year 2100 might be only around 88 for males and 92
for females [38.30]. This does represent progress, but at
a steeply declining rate, and it depends upon continued
economic growth.

Perhaps the most economically significant technical
trend of recent years has been Moore’s Law, Gor-
don Moore’s observation that the density of transistors
on the most advanced microchip doubles about every
18 months. The rapid improvement of computer and
communications hardware has been fundamental to the
implementation of new software applications, network-
ing, and information technology in general. These, in
turn, have been responsible for much economic growth.
However, the semiconductor industry is approaching
physical limits in the traditional methods of making in-
tegrated circuits, including computer chips, so Moore’s
Law will stall without breakthroughs in nanoscale tech-
nologies such as molecular logic gates and carbon
nanotube transistors [38.31–33].

Arguably, several of the great thrusts of twentieth-
century technology have already stalled. Except for the
improved capacity of scientific instruments to collect
and process astronomical data, the space program has
hardly advanced since the mid-1970s. Civilian aviation
and ground transportation have improved only in rel-
atively minor design details since the 1950s. Despite

great efforts, little progress has been made in control-
ling nuclear fusion for power generation. Nuclear fission
power generation has largely been halted by public con-
troversies, and no technological breakthroughs in safe
operation of reactors or disposal of radioactive wastes
have assuaged the public’s concerns. The social sciences
seem no better able to define good public policies than
they were decades ago. Outside of nanotechnology it-
self, the two main areas where rapid progress obviously
continues are information technology and genetic engi-
neering. Convergence with nanotechnology is essential
for further progress in both of these areas.

What would happen to the world economy if tech-
nological progress slowed or even halted? First, the
advanced industrial nations would lose the advantage
they currently hold over developing countries. For ex-
ample, the American semiconductor industry would
probably collapse if it lost its technological superiority,
because nations with lower wage rates could produce
the same things more cheaply. Technological products,
from computer chips to pharmaceuticals, would become
commodities, manufactured wherever it was cheapest to
do so. With their heavy pension burdens and costly so-
cial services, governments of advanced nations would
face fiscal crises of unprecedented magnitude. Indeed,
the economies of these nations could fall rapidly down to
the average of all nations, unleashing social discontent
that could lead to unpredictable violence.

At the same time, some developing nations would
advance economically, which would mean increased net
world industrial production with concomitant increase in
environmental pollution and resource depletion. Without
technological progress to solve these problems, the aver-
age human welfare could decline, rather than remaining
stable. In order to improve human welfare, technolog-
ical progress must continue. Perhaps the best way to
achieve that is through nanoscience and nanotechnol-
ogy in convergence with the other NBIC fields, gaining
understanding and control at the physical scale that is
the basis for most science and technology.

It is impossible to predict how rapidly the conditions
in the richest nations would deteriorate, or whether hu-
manity could navigate through these crises to achieve
a stable world. But clearly a halt in technological
progress would be a shock to the world economy, global
political institutions, and human welfare – which it
would be wise to avoid.
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38.4 Sources of Ethical Behavior

Ethical questions related to nanotechnology are not lim-
ited to the ways people might use it to harm others
intentionally, but also include obligations to avoid po-
tentially harmful unintended consequences [38.34]. An
example of the former might be a weapon and of the
latter, a kind of environmental pollution. In either case,
the harm might be morally justified, as when a nation
employs a weapon to defend against attack, or when lim-
ited pollution of the environment is offset by substantial
benefits to humanity. Other ethical questions concern
harm to the owners of nanotechnology, for example, if
a competing company violates a nanotech patent, or if
a government bans a nano-related product without care-
ful examination of scientific evidence about its value.
News reporters or popular writers who spread false
information about nanotechnology may also be acting
unethically, whether they are willfully lying or merely
failing to be professionally diligent in checking their
facts.

It is important to recognize that there are sins of
omission as well as commission. To fail to develop
a beneficial nanotechnology application could also be
unethical. Imagine, for instance, that a laboratory had
discovered how nanotechnology could enable a much
more effective form of chemotherapy to cure cancer re-
liably and cheaply, but the company owning the patents
prevented it from being developed, because its less ef-
fective traditional chemotherapy products were more
profitable. This could be considered just as unethical
as doing aggressive harm.

For over a century, social scientists have been study-
ing the origins of ethical behavior – or its opposite,
unethical behavior – in fields like the social psychology
of groups, the sociology of deviance, and criminology.
Although it is impossible to predict when a particular
person will commit a specific ethical or unethical act,
we can identify with good confidence the general factors
that steer human behavior in one direction or another.
An individual’s behavior is determined by a complex of
factors, few of which can be measured accurately, and
chance seems to play a significant role in human affairs.
Thus, the findings of social science tend to be statistical
or conditional in nature. This does not render them use-
less, because one can develop rational laws, government
policies, and investment strategies based on probabilities
rather than certainties.

The theoretical and empirical scientific literature on
the topic is vast, including literally thousands of publi-
cations dating back to the 1840s, expressing the views of

countless schools of thought, often employing idiosyn-
cratic terminology. For present purposes, we must distill
that huge and incoherent intellectual heritage down to its
most meaningful essentials. A good start is the follow-
ing set of four themes, each of which can be expressed
as a theory about why people might violate an ethical
rule:

1. Learning – A person violates a rule because the
person has learned it is rewarding to do so.

2. Strain – A person violates a rule because the per-
son is frustrated in the attempt to fulfill one of the
expectations of society.

3. Control – A person violates a rule because the person
lacks stable social bonds that might prevent it.

4. Subculture – A person violates a rule because the
person belongs to a group or network of other people
who encourage violation.

When each of these ideas first appeared in the social-
scientific literature, the theory’s proponents tended to
present it as the complete explanation for deviant be-
havior, but now we understand that each of these four
has merit and the correct explanation is usually a mixture
of two or more. We will illustrate each of the theories
with hypothetical illustrations, because actual examples
may not exist yet.

Learning Theory is sometimes interpreted in eco-
nomic or “rational choice” terms, as meaning that
a person will do whatever he or she perceives it is
profitable to do. But human life is not spent entirely in
a marketplace where one can compare prices and shop
for a good deal. Rather, there are many quite different
contexts in which people make decisions. Regardless
of whether options can be quantified in dollars, people
tend to rely upon their own past experiences in selecting
between familiar courses of action [38.35–37].

If the managers of an industrial corporation have
learned they can achieve higher profits by ignoring regu-
lations against polluting the environment, and they have
not suffered heavy fines from the government for do-
ing so, they will be more likely to pollute in the future.
Therefore, a corporation guilty of polluting with conven-
tional technologies is apt to continue with this history
of pollution when it adopts new nanotechnologies. This
suggests that one way to reduce the likelihood that in-
dustrial companies will pollute when they adopt new
nanotechnologies is to enact and enforce strong regula-
tions against pollution in general, to make them learn to
avoid polluting.
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In Strain Theory, a person violates a norm because
he or she is frustrated in the attempt to achieve one of
the values endorsed by society [38.38, 39]. This idea
has been used to explain why many members of poor
communities or groups that have been subject to dis-
crimination turn to crime to gain wealth and status, but
it can also explain why a major corporation might be-
gin to engage in dubious accounting practices when its
growth in real business stalls. The central idea is that
an individual or group becomes committed to a partic-
ular kind of success that society encourages – whether
it is wealth, political power, widespread fame, or honor
within a particular sector of society – then experiences
frustration in attaining success, which motivates ethical
violations.

Conceivably, a nanotechnology corporation could be
affected by strain if it has committed itself to a new and
untested line of products that turns out to be less ef-
fective, more harmful, or more costly than originally
estimated. The corporation has committed not only its
money and effort, but also its public prestige to success,
but success may elude it. It may then unethically adver-
tise its products as more effective than they really are,
conceal knowledge of their danger to human health or
the environment, and cook its financial records to de-
ceive investors. Of course, many ordinary companies
have done this in the past, and, ironically, they some-
times solve their problems before the public becomes
aware of them, thereby becoming ethical and successful
again (e.g., [38.40]).

When Merton proposed the most influential version
of Strain Theory in 1938, he identified three modes
of adaptation to three increasing levels of strain. If
a person was unable to achieve society’s values by
following conventional norms, frustration might drive
him or her to violate the norms in pursuit of the value,
what Merton called innovation. If this did not work,
he or she might substitute both new values and new
norms for those of society, in what he called rebellion.
But if this failed as well, the person might abandon
values, as well as norms and fall into a demoral-
ized state of inaction called retreatism. Retreatism is
inconsequential, and successful rebellion tends to radi-
calize society, but innovation (in Merton’s sense of the
term) can promote scientific and technical progress.
In other work, Merton [38.41, 42] was one of the
founders of the sociology of science and technology,
but he never followed through on the implications of
Strain Theory for science, and his distinctive concept
of innovation was chiefly used to explain criminal be-
havior by poor people who violated the law in order to

the get the values (i. e., money) endorsed by capitalist
society.

There are many examples in the history of science
in which Strain Theory can be used to explain scientific
and technological innovations that turned out to be ben-
eficial, rather than unethical, and others where the result
was a mixture of benefit and harm that presumably could
have been managed to emphasize the benefit. In the sev-
enteenth century, England led the world in scientific
progress, perhaps in a nationalistic reaction to its inferi-
ority in population and other resources relative to France
and Spain [38.43]. In the late nineteenth and early twen-
tieth centuries, Germany lacked access to as abundant
a supply of natural resources as had the great colonial
powers, Britain and France. This inferiority may have
stimulated many advances in German chemistry such
as Adolf Bayer’s synthesis of indigo dye and the nitro-
gen fixation method developed by Fritz Haber and Karl
Bosch, which allowed Germany to continue producing
explosives for World War I after it had lost access to for-
eign sources of nitrates. When the Treaty of Versailles
concluding World War I limited German long-range ar-
tillery, the Germans developed the V-2 rocket largely to
get around this restriction, thereby ushering in the age
of space flight [38.44, 45].

In Control Theory, a person violates norms because
he or she lacks stable social bonds that might prevent
it [38.46–48]. This is a very successful scientific expla-
nation of many common crimes, such as ordinary theft,
and many kinds of criminals tend to lack stable friend-
ships or family relationships that might restrain their
deviant behavior. Control Theory might seem irrelevant
to nanotechnology ethics because no isolated individ-
ual is in a position to make major decisions about new
applications. The theory perfectly fits the Hollywood
image of Dr. Frankenstein living like a hermit in a re-
mote castle, where he is free to conduct any ghastly
experiment he wishes, but no real scientist lives like
this.

However, a variant of Control Theory explains that
a community or organization can suffer from a partial
but pervasive form of isolation, called social disorgani-
zation, in which communication channels are poor and
many people deviate to a moderate degree because they
are somewhat detached from each other. In a socially
disorganized research laboratory studying the proper-
ties of a new nanostructured material, the quality of the
science could suffer, pieces of information could fail to
get to scientists who need them, and management would
get incorrect impressions about the material’s properties.
This could lead to a chain reaction of unethical behav-
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ior in which no one individual was primarily to blame.
For instance, the result could be a corporate decision
to put into production a new kind of aircraft com-
ponent that was subject to unpredictable catastrophic
failure, causing crashes and loss of life. In a case such
as this, the unethical behavior is scattered in many small
pieces, committed by many individuals, any time one
of them presents a dubious observation as a scientific
fact. The best way to reassert the truth-oriented pro-
fessional norms of science would be to rebuild good
channels of communication and cooperation, reattach-
ing the researchers to each other and to the scientific
community.

Subculture Theory is similar to Control Theory, but
operates on the level of groups rather than individuals.
A person violates a rule because he or she belongs to
a subculture that rejects the rule and even encourages
violation of it [38.49, 50]. A subculture is a group or
network having a set of norms, roles, and values that
differ from those of the surrounding culture. At the
extreme, it can have a radical ideology or dogma, but
practically every social group is a subculture to at least
a very mild extent. Social psychologist Janis [38.51] has
shown that even very powerful groups can become de-
viant subcultures, if they isolate themselves from the
wider community, as the Nixon White House did during
the Watergate episode.

Even if a research laboratory is functioning prop-
erly, the organization of which it is a part can make
harmful decisions if the top management is a subculture
practicing what Janis calls “groupthink,” the refusal to
accept information that conflicts with the group’s beliefs
and commitments. Sometimes this may result in harm
to others, for instance, if a new nanotechnology-enabled
treatment for cancer were put into production before
safe methods for administering it to patients in hospital
settings were worked out. Or the harm could fall on the
organization itself, for example, if a semiconductor com-
pany decided to invest its future in molecular logic gates
without fully assessing the potential of carbon nano-

tube transistors instead. In that case, we might say the
company deserves what it gets, but there is the ethical
issue of its responsibility to stockholders and employ-
ees, including to the scientists in the research laboratory
who were ready to do the studies needed for a correct
decision.

As the example of Strain Theory illustrates, some-
times strain has positive consequences, rather than
negative ones. Similarly, Learning Theory explains why
an individual or organization might develop habits of
ethical innovation, and both Control Theory and Sub-
culture Theory could show that a person or group may
innovate best when somewhat detached from conven-
tional thinking. Thus, the issue is not one of avoiding
these four factors, but of finding the right levels of
them to encourage healthy innovation without unleash-
ing serious unethical behavior. This is the fundamental
trade-off in any free society: How to liberate human
creativity while restraining greed, immorality, and inhu-
manity.

Strain Theory has been used to explain the
emergence of collective behavior and social move-
ments [38.52], including reform movements such as the
environmental movement or crusades to establish pro-
fessional codes of ethics. Concern about the social and
ethical implications of nanotechnology can, therefore,
energize the development of appropriate institutions to
manage it wisely. Learning Theory suggests that a re-
warding market for beneficial nanotechnology products
could teach scientists, engineers, and managers to invest
their energy in projects that would serve the needs of
humanity. Both Control Theory and Subculture Theory
stress the importance of strong networks of communi-
cation in restraining unethical behavior. Convergence
of nanotechnology with the other NBIC fields would
support healthy communication by unifying science,
providing a universal technical language for interaction
across fields, and creating a network of collaborative re-
lationships across sciences, institutions, and sectors of
society.

38.5 Public Opinion

Ethics and social implications are largely matters of
social perception, and the public conception of nano-
technology is still in the early stages of developing.
Nanoscale science and engineering are evolving from
conventional work in materials science, physics, chem-
istry, and related fields, as the gradual emergence of new

methodologies permits many kinds of observation and
experimentation with inorganic structures having at least
one dimension less than about 100 nm. This progress in
real nanotechnology is solidly based in existing scien-
tific knowledge, even as it achieves new discoveries and
inventions.
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At the same time, something quite different has been
emerging that also calls itself nanotechnology: a so-
cial movement based on metaphors, approximations, and
hopes. Tolles [38.53] calls it an “irrational vision.” In so-
cial science, popular enthusiasm for a loosely defined set
of unreasonable hopes is often called a mania [38.54],
so I will call this movement nanomania.

The key moment in the emergence of nanomania, but
not of nanoscience and nanotechnology themselves, was
the 1986 publication of Engines of Creation by Drexler.
This is a popular book, inspirational rather than tech-
nical, filled with verbal metaphors about what might
possibly be accomplished if nanoscale assemblers could
be created, rather like industrial robot arms and assembly
lines. The plausibility of Drexler’s argument, such as it
is, comes from his constant reminder that biological sys-
tems include “machines” that assemble themselves and
manufacture or manipulate other nanoscale structures:
proteins, RNA, and DNA.

In a rambling discourse that reminds us that
Leonardo da Vinci could not have predicted the de-
tails of late twentieth century technology, Drexler asserts
that some time in the future it will be possible to build
nanoscale assemblers that are able to make anything
that can be designed. At this point he has outstripped
his biological analogy, because the “nanomachines” of
biology cannot do this; they can make only those spe-
cific things that evolution has programmed them to
make [38.55]. Drexler says that suitably programmed
assemblers will be able to make copies of themselves,
as living organisms do.

The specific image he offers is of tiny robot arms
grabbing atoms from the surrounding raw material
and putting them together in the correct configura-
tions. These imaginary assemblers can make anything,
he suggests, so they can quickly replace all the fac-
tories and construction companies on Earth, giving
humankind perfect abundance of anything we might
want. The book then scans quickly through other dreams
of science fiction, including artificial intelligence, cheap
space flight, near immortality, and the danger to hu-
man life of uncontrolled self-replicating intelligent
machines.

In some ways the book is laudable, inspiring non-
technical readers with many conceivable applications
of nanotechnology, some of which might actually turn
out to be practical in the long run, discussing their
social implications, and offering potential solutions
to problems that might arise. The problem is that
many people have come to the unfounded conclusion
that Drexler’s self-replicating universal assemblers are

not only theoretically possible, but likely to be cre-
ated in the near future. This is the fundamental error
of nanomania, and it has called forth a reaction in
the form of a nanophobia – the fear that all kinds
of horrible evils will soon emerge from nanotech-
nology.

At the 2000 Societal Implications workshop,
Drexler’s assemblers were debunked by several partici-
pants, including Nobel prize-winner Smalley, discoverer
of fullerenes and a pioneer of carbon nanotubes. Smalley
observes that technical details of chemistry and a correct
understanding of the properties of atoms and molecules
are largely absent from nanomania [38.56]. In partic-
ular, the universal nanoscale assemblers envisioned by
Drexler are physically impossible: “Because the fingers
of a manipulator arm must themselves be made out of
atoms, they have a certain irreducible size. There just is-
n’t enough room in the nanometer-size reaction region
to accommodate all the fingers of all the manipulators
necessary to have complete control of the chemistry. . . .
Manipulator fingers on the hypothetical self-replicating
nanobot are not only too fat; they are also too sticky: the
atoms of the manipulator hands will adhere to the atom
that is being moved. So it will often be impossible to re-
lease this miniscule building block in precisely the right
spot” [38.57].

The difficulty of developing reasonable public poli-
cies about nanotechnology when popular thinking is
dominated by fanciful notions is illustrated by Chen’s
paper, “The Ethics of Nanotechnology”, distributed on-
line both by the Markkula Center for Applied Ethics
at Santa Clara University and by BioScience Produc-
tions, Inc., which describes itself as “a non-partisan
organization whose goal is the promotion of public liter-
acy in the biosciences”. Following Drexler’s approach,
Chen takes assumes that nanotechnology means the cre-
ation of molecular machines, “which could be used
as molecular assemblers and disassemblers to build,
repair, or tear down any physical or biological object-
s” [38.58]. Recognizing that such “nanites” may not
be practical in the near future, Chen nonetheless sug-
gests that we consider taking three possible actions
soon:

1. Nanotechnology R&D should be banned
2. A nongovernmental regulatory or advisory commis-

sion should be set up
3. Adopt design guidelines

– Nanomachines should only be specialized, not
general purpose

– Nanomachines should not be self-replicating
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– Nanomachines should not be made to use an
abundant natural compound as fuel

– Nanomachines should be tagged so they can be
tracked

Chen notes that the first choice would undesirably
prevent beneficial applications of molecular machines,
but might not prevent “rogue researchers” from devel-
oping nanites anyway. However, readers of his article
who are unfamiliar with real nanotechnology may not
realize that most research in the field has nothing to do
with these hypothetical nanites. It would take consider-
able wisdom to figure out how a regulatory commission
might be set up, empowered, and managed effectively
in such a way that it could ensure nanotechnology will
be used for human benefit without stifling worthwhile
innovations. The design guidelines flow from Chen’s as-
sumptions about what nanotechnology is, but any formal
regulations embodying them could have serious nega-
tive unintended consequences, given that they start with
a flawed definition of nanomachines.

Chen’s rule that nanomachines be “specialized, not
general purpose” may mean little, because a fully
“general purpose” machine is as mythical as a “univer-
sal solvent” or “perpetual motion machine.” However,
a regulatory commission could do great harm by adopt-
ing poorly conceived definitions of nanomachine and
general purpose. Suppose a very useful new abrasive
were developed consisting of nanoparticles that changed
shape, perhaps in response to temperature or force fluc-
tuations, in some complex way that helped them do their
intended job. Webster’s II New Riverside University Dic-
tionary defines machine thus: “a system, usually of rigid
bodies, constructed and connected to change, transmit,
and direct applied forces in a predetermined way to ac-
complish a particular objective, as performance.” By this
definition, the nanoscale abrasive particles would be ma-
chines. If they could be used to shape a wide range of
industrial materials, they could be called general pur-
pose. Yet this abrasive could be no more dangerous to
humanity than ordinary sandpaper.

Strictly speaking, no entities on Earth are “self-
replicating.” Living organisms cannot replicate them-
selves without the help afforded them by the particular
environment in which they dwell. All life is part of
an ecology. Any regulation prohibiting self-replication
would have to define very clearly what self-replication
meant in the context of particular environments. Today,

factory robots build parts of robots, but nobody worries
about the ethical implications, perhaps because anybody
can see that the manufacture process is entirely under
the control of human beings. Because nanites are imagi-
nary, and only vaguely defined, there are no facts to give
nontechnical people comparable confidence.

Chen’s rule against nanomachines that use “an abun-
dant natural compound as fuel” presumably would
prevent a nanite from rampaging uncontrolled in the nat-
ural environment. But this could outlaw the development
of non-replicating nanoscale devices that can function
only in very restricted laboratory or industrial systems,
because most chemicals used in motors or batteries are
abundant natural compounds.

Requiring that all nanoscale machines be “tagged so
that they can be tracked” is reminiscent of the British
Red Flag Act of 1865, which required that each horseless
carriage be preceded by someone on foot waving a red
flag. In the context of Chen’s recommendations, tracked
would seem to mean located, not merely identified once
found. This could add an extremely heavy technical bur-
den such as radioactive tagging, addition of a distinctive
adulterating chemical, or even complex design features
above the nanoscale to allow the nanomachine to be de-
tected by microwave radio locators. If the machines are
incapable of escaping into the natural environment, this
burden would be not only ill-advised but ludicrous.

Has nanomania distorted the reception real nano-
technology is receiving? A survey done in 1999 found
that the American business community was rather un-
aware of nanotechnology, only 2% saying they knew
what it was and a further 2% reporting they had heard of
it, but did not know what it was [38.59]. Two years later,
a Web-based survey sponsored by the National Geo-
graphic Society found that science-attentive members
of the general public are very enthusiastic about nano-
technology, and a rather large number of ideas about its
benefits have already entered popular culture [38.60].
Statistical analysis of responses from 3,909 people re-
vealed that they associate nanotechnology with other
science-based technology, but do not connect it with
pseudoscience. Significantly, when 598 people wrote
paragraphs about nanotechnology, not a single respon-
dent expressed concern about hypothetical dangers from
self-reproducing nanites. Future surveys can examine
the deepening popular awareness of nanotechnology, as
the field itself progresses, and assess any public concerns
that develop.
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38.6 A Research Agenda

Sociologist Etzkowitz [38.61] has noted that the social
sciences can play three different but mutually supportive
roles in the development of nanotechnology:

1. Analyzing and contributing to the improvement of
the processes of scientific discoveries that increas-
ingly involve organizational issues where the social
sciences have a long-term research and knowledge
base.

2. Analyzing the effects of nanotechnology, whether
positive or negative, expected or unintended, hy-
pothetically and proactively and as they occur in
real-time.

3. Evaluation of public and private programs to pro-
mote nanoscience and nanotechnology.

There are several ways social scientists can study the
nanotechnology innovation process as it occurs [38.11,
62]. Cultural anthropologists and participant observa-
tion sociologists can enter nanoscience research teams,
ethnographically documenting the behavior of the re-
searchers over time as they frame their scientific
problems, seek solutions, and labor collectively to un-
derstand the meaning of research results [38.63]. Fruitful
sites for research on the innovation process include
academe, industry, government laboratories, federal
agencies, and professional societies.

Historical methods for collecting and analyzing writ-
ten documents are also useful, even in cases where
the documents are only days or weeks old, rather than
the decades-old materials employed by most profes-
sional historians. Formal interviews, content analysis
of communications such as e-mail messages, and ques-
tionnaires can provide more systematic kinds of data.

Application of a scientific idea to a technical prob-
lem, a technology transfer, and the introduction of
products into the marketplace can be tracked through
economic statistics on research and development invest-
ments, patent applications, and advertisements for new
products and services. Some geographic areas, strata of
society, and kinds of individuals and institutions expe-
rience technological change earlier than others, notably,
the first adopters who try out an innovation before in-
fluencing other people to try it as well [38.64, 65].
Start-up companies are in a sense early adopters, even
though they are also innovators, and thus they may be
an especially fruitful if logistically difficult field for
research.

There is a long tradition of systematic research
on scientific publication, tracking the introduction of

new concepts, charting the changing patterns of cita-
tion in scientific literature, and measuring the bulk of
publications in different areas [38.66]. The progress of
nanotechnology in modern culture could also be studied
by tracking the introduction of new topics and courses in
school and university curricula, mentions of nanoscale
phenomena in the popular press, and the proliferation
of both commercial and noncommercial Websites ded-
icated to nanotechnology. Professional societies and
entrepreneurs are already creating series of new fo-
rums, symposia, journals, and job fairs oriented toward
nanoscience and nanotechnology.

Nanotechnology may have significant impacts in all
sectors of the economy, in most spheres of life, and on
both short-term and long-term time scales. The intended
consequences of any particular innovation can be deter-
mined simply by interviewing its investors or promoters
and by inspecting their publications about it. Unintended
consequences are much harder to study, because they
require not only extensive research on the impacts on
diverse areas of society, but also good scientific intu-
ition about where to look for them. Consequences have
consequences, in a continuing cascade, so the second-
order consequences will also have to be studied [38.67].
Ultimately, this would require an extensive, vigorous in-
terdisciplinary scientific community that is dedicated to
research on social and technological change in general.

Technology is an elaborate system, embedded in
the even more elaborate system that is global society.
Through feedback among complex social subsystems,
major phenomena can produce chaotic and unpre-
dictable effects. Nanotechnology will have substantial
impacts on many aspects of society in often different
ways, so predictions of its influence will be difficult
to make and evaluate scientifically. This means that re-
searchers will have to invest considerable sophistication
and effort in their work.

The social and ethical implications of nanotechnol-
ogy are the results not merely of what the technology
itself does, but also of how people react to it. Therefore,
it will be important to understand the social acceptance,
resistance, or rejection of nanotechnology at different
times and in different places and human contexts. In-
terviews, focus groups, and questionnaire surveys can
measure emotional, cognitive, and psychosocial param-
eters [38.68]. The combined methodologies of political
science, sociology, and socio-legal studies will be re-
quired to chart the process of regulatory review and
approval, court decisions that actively permit or prohibit
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the use of the technology, mobilization of political sup-
port and opposition, and the activities of relevant social
movements.

Ultimately, the test of the various nanotechnologies
will be their benefit for human beings, as measured
by economic growth, improved health and longevity,
environmental protection, strengthened security, social
vitality, and enhanced human capabilities. Convergence

with other NBIC technologies will complicate the chal-
lenge for researchers and policymakers who wish to
understand the social and ethical implications of nano-
technology, but it will also magnify the potential benefits
to humanity many times over. Success will be most com-
plete and most probable if scientific research on these
implications is an integral part of the effort from the very
beginning.

References

38.1 B. Joy: Why the future doesn’t need us, Wired 8(4)
(April 2000) 238–262

38.2 B. J. Feder: Opposition to nanotechnology, New
York Times (August 19 2002)
(http://www.nytimes.com/)

38.3 G. H. Reynolds: Forward to the Future: Nanotech-
nology and Regulatory Policy (Pacific Research
Institute, San Francisco 2002)

38.4 J. S. Brown, P. Duguid: Don’t count society out:
A response to Bill Joy. In: Societal Implications of
Nanoscience and Nanotechnology, ed. by M. Roco,
W. S. Bainbridge (Kluwer, Dordrecht 2001) pp. 37–45

38.5 R. W. Siegel, E. Hu, M. C. Roco (Eds.): Nanostructure
Science and Technology (Kluwer, Dordrecht 1999)

38.6 M. C. Roco, R. S. Williams, P. Alivisatos (Eds.): Nano-
technology Research Directions (Kluwer, Dordrecht
2000)

38.7 M. Roco, R. Tomellini: Nanotechnology: Revolu-
tionary Opportunities and Societal Implications
(Office for Official Publications of the European
Communities, Luxembourg 2002)

38.8 M. S. Meyer: Socio-economic research on nano-
scale science and technology: A european overview
and illustration. In: Societal Implications of
Nanoscience and Nanotechnology, ed. by M. Roco,
W. S. Bainbridge (Kluwer, Dordrecht 2001) pp. 278–
311

38.9 R. H. Smith: Social, ethical, and legal implica-
tions of nanotechnology. In: Societal Implications
of Nanoscience and Nanotechnology, ed. by
M. C. Roco, W. S. Bainbridge (Kluwer, Dordrecht
2001) pp. 257–271

38.10 V. Weil: Ethical issues in nanotechnology. In:
Societal Implications of Nanoscience and Nano-
technology, ed. by M. C. Roco, W. S. Bainbridge
(Kluwer, Dordrecht 2001) pp. 244–251

38.11 M. C. Roco, W. S. Bainbridge (Eds.): Societal Im-
plications of Nanoscience and Nanotechnology
(Kluwer, Dordrecht 2001)

38.12 L. B. Lave: Lifecycle/sustainability implications
of nanotechnology. In: Societal Implications of
Nanoscience and Nanotechnology, ed. by M. Roco,

W. S. Bainbridge (Kluwer, Dordrecht 2001) pp. 205–
212

38.13 National Research Council: Small Wonders, Endless
Frontiers: A Review of the National Nanotechnology
Initiative (National Academy Press, Washington
D.C. 2002)

38.14 M. C. Roco, W. S. Bainbridge (Eds.): Converging
Technologies to Improve Human Performance
(Kluwer, Dordrecht 2003)

38.15 M. C. Suchman: Envisioning life on the nano-
frontier. In: Societal Implications of Nanoscience
and Nanotechnology, ed. by M. C. Roco, W. S. Bain-
bridge (Kluwer, Dordrecht 2001) pp. 271–276

38.16 N. Gingrich: The age of transition. In: Societal
Implications of Nanoscience and Nanotechnology,
ed. by M. Roco, W. S. Bainbridge (Kluwer, Dordrecht
2001) pp. 29–35

38.17 G. Yonas, S. T. Picraux: National needs drivers
for nanotechnology. In: Societal Implications
of Nanoscience and Nanotechnology, ed. by
M. C. Roco, W. S. Bainbridge (Kluwer, Dordrecht
2001) pp. 46–55

38.18 P. R. Ehrlich: The Population Bomb (Ballantine,
New York 1968)

38.19 K. Davis, M. S. Bernstam, R. Ricardo-Campbell
(Eds.): Below-Replacement Fertility in Industrial
Societies: Causes, Consequences, Policies (A sup-
plement to Population and Development Review)
1986)

38.20 B. J. Wattenberg: The Birth Dearth (Ballantine, New
York 1987)

38.21 Central Intelligence Agency: Long-Term Global
Demographic Trends: Reshaping the Geopolitical
Landscape (Central Intelligence Agency, Washing-
ton D.C. 2001)

38.22 Demography and the west, Economist 364(8287)
(August 2002) 20–22

38.23 D. L. Costa, R. H. Steckel: Long-term trends in
health, welfare, and economic growth in the
United States. In: Health and Welfare During In-
dustrialization, ed. by R. H. Steckel, R. Floud (Univ.
Chicago Press, Chicago 1997) pp. 47–89

Part
F

3
8

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1150 Part F Social and Ethical Implication

38.24 S. H. Preston: American Longevity: Past, Present,
and Future (Center for Policy Research, Syracuse
University, Syracuse 1996)

38.25 HHS (U.S. Department of Health and Human Ser-
vices): Chronic Diseases and Their Risk Factors: The
Nation’s Leading Causes of Death (Centers for Dis-
ease Control, Atlanta 1999)

38.26 HHS (U.S. Department of Health and Human Ser-
vices): Reducing Tobacco Use: A Report of the
Surgeon General (Centers for Disease Control, At-
lanta 2000)

38.27 D. M. Cutler, M. McClellan, J. P. Newhouse, D. Rem-
ler: Are medical prices declining, Quarterly J. Eco-
nomics 113 (1998) 991–1024

38.28 D. M. Cutler, E. Richardson: Your money and your
life: The value of health care and what affects
it. In: Frontiers in Health Policy Research, ed.
by A. M. Garber (MIT, Cambridge 1999) pp. 99–
132

38.29 V. R. Fuchs: The future of health economics,
J. Health Economics 19 (2000) 141–157

38.30 F. W. Hollmann, T. J. Mulder, J. E. Kallan: Method-
ology and Assumptions for the Population Projec-
tions of the United States: 1999 to 2100 (United
States Census Bureau, Washington D.C. 2000)

38.31 R. Doering: Social implications of scaling to nano-
electronics. In: Social Implications of Nanoscience
and Nanotechnology, ed. by M. C. Roco, W. S. Bain-
bridge (Kluwer, Dordrecht 2001) pp. 84–93

38.32 R. S. Williams, P. J. Kuekes: W’ve only just began.
In: Social Implications of Nanoscience and Nano-
technology, ed. by M. C. Roco, W. S. Bainbridge
(Kluwer, Dordrecht 2001) pp. 103–108

38.33 Central Intelligence Agency: Experts See Risks to US
IT Superiority Beyond Moore’s Law, report OTI IA
2002-151 (Central Intelligence Agency, Directorate
of Intelligence, Washington D.C. 2002) pp. 2002–151

38.34 E. Tenner: Nanotechnology and unintended con-
sequences. In: Societal Implications of Nanoscience
and Nanotechnology, ed. by M. C. Roco, W. S. Bain-
bridge (Kluwer, Dordrecht 2001) pp. 311–318

38.35 G. C. Homans: Social Behavior: Its Elementary
Forms (Harcourt Brace Jovanovich, New York 1974)

38.36 R. L. Akers: Deviant Behavior: A Social Learning
Approach (Wadsworth, Belmont 1985)

38.37 R. Stark, W. S. Bainbridge: A Theory of Religion
(Rutgers University Press, New Brunswick 1987)

38.38 R. K. Merton: Social structure and anomie (Free
Press, New York 1968) pp. 185–214, first published
1938

38.39 R. A. Cloward, L. E. Ohlin: Delinquency and Oppor-
tunity (Free Press, New York 1960)

38.40 A. P. Sloan: My Years with General Motors (Double-
day, Garden City 1964)

38.41 R. K. Merton: Science, Technology and Society in
Seventeenth Century England (H. Fertig, New York
1970)

38.42 R. K. Merton: The Sociology of Science: Theoretical
and Empirical Investigations (University of Chicago
Press, Chicago 1973)

38.43 L. Greenfeld: Nationalism: Five Roads to Modernity
(Harvard Univ. Press, Cambridge 1992)

38.44 W. S. Bainbridge: The Spaceflight Revolution (Wi-
ley, New York 1976)

38.45 W. S. Bainbridge: Goals in Space: American Values
and the Future of Technology (State Univ. New York
Press, Albany 1991)

38.46 T. Hirschi: Causes of Delinquency (University of Cal-
ifornia Press, Berkeley 1969)

38.47 C. Shaw, H. D. McKay: Delinquency Areas (University
of Chicago Press, Chicago 1929)

38.48 M. R. Gottfredson, T. Hirschi: A General Theory of
Crime (Stanford Univ. Press, Stanford 1990)

38.49 E. H. Sutherland: Principles of Criminology (Lippin-
cott, Philadelphia 1947)

38.50 G. Sykes, D. Matza: Techniques of neutralization:
A theory of delinquency, Am. Sociol. Rev. 22 (1957)
664–670

38.51 I. L. Janis: Groupthink: Psychological Studies of
Policy Decisions and Fiascoes (Houghton Mifflin,
Boston 1982)

38.52 N. J. Smelser: Theory of Collective Behavior (Free
Press, New York 1962)

38.53 W. M. Tolles: National security aspects of nanotech-
nology. In: Societal Implications of Nanoscience
and Nanotechnology, ed. by M. C. Roco, W. S. Bain-
bridge (Kluwer, Dordrecht 2001) pp. 218–
237

38.54 W. S. Bainbridge: Collective behavior and so-
cial movements. In: Sociology, ed. by R. Stark
(Wadsworth, Belmont 1985) pp. 493–523

38.55 V. Vogel: Societal impacts of nanotechnology in
education and medicine. In: Societal Implica-
tions of Nanoscience and Nanotechnology, ed. by
M. C. Roco, W. S. Bainbridge (Kluwer, Dordrecht
2001) pp. 180–186

38.56 R. F. Service: Is nanotechnology dangerous?, Sci-
ence 290 (2000) 1526–1527

38.57 R. E. Smalley: Of chemistry, love and nanobots, Sci.
Am. 285 (2001) 76–77

38.58 A. Chen: The Ethics of Nanotechnology (Bio-
Science Productions and Markkula Center for
Applied Ethics, Santa Clara University, 2002)
www.actionbioscience.org/newfrontiers/
chen.html and www.scu.edu/ethics/publications/
submitted/chen/nanotechnology.html

38.59 J. Canton: The strategic impact of nanotechnol-
ogy on the future of business and economics. In:
Societal Implications of Nanoscience and Nano-
technology, ed. by M. Roco, W. S. Bainbridge
(Kluwer, Dordrecht 2001) pp. 114–121

38.60 W. S. Bainbridge: Public attitudes toward nano-
technology, J. Nanopart. Res. 4 (2002) 561–
570

Part
F

3
8

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Social and Ethical Implications of Nanotechnology References 1151

38.61 H. Etzkowitz: Nano-science and society: Finding
a social basis for science policy. In: Societal Impli-
cations of Nanoscience and Nanotechnology, ed.
by M. C. Roco, W. S. Bainbridge (Kluwer, Dordrecht
2001) pp. 121–128

38.62 J. S. Carroll: Social science research methods for
assessing societal implications of nanotechnology.
In: Societal Implications of Nanoscience and Nano-
technology, ed. by M. C. Roco, W. S. Bainbridge
(Kluwer, Dordrecht 2001) pp. 238–244

38.63 B. A. Nardi: A cultural ecology of nanotechnology.
In: Societal Implications of Nanoscience and Nano-
technology, ed. by M. C. Roco, W. S. Bainbridge
(Kluwer, Dordrecht 2001) pp. 318–324

38.64 E. Katz, P. F. Lazarsfeld: Personal Influence (Free
Press, Glencoe 1955)

38.65 E. M. Rogers: Social Change in Rural Society
(Appleton-Century-Crofts, New York 1960)

38.66 D. Crane: Invisible Colleges: Diffusion of Knowledge
in Scientific Communities (University of Chicago
Press, Chicago 1972)

38.67 R. A. Bauer: Second-Order Consequences: A Method-
ological Essay on the Impact of Technology (MIT,
Cambridge 1969)

38.68 P. B. Thompson: Social acceptance of nanotech-
nology. In: Societal Implications of Nanoscience
and Nanotechnology, ed. by M. C. Roco, W. S. Bain-
bridge (Kluwer, Dordrecht 2001) pp. 251–256

Part
F

3
8

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1152

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



1153

Acknowledgements

4 Nanowires
by Mildred S. Dresselhaus, Yu-Ming Lin, Oded Rabin,
Marcie R. Black, Gene Dresselhaus

The authors gratefully acknowledge the stimulating dis-
cussions with Professors Charles Lieber, Gang Chen,
S. T. Lee, Arun Majumdar, Peidong Yang, and Jean-
Paul Issi, Dr. Joseph Heremans, and Ted Harman. The
authors are grateful for support for this work by the
ONR Grant #000140-21-0865, the MURI program sub-
contract PO #0205-G-7A114-01 through UCLA, and
DARPA contract #N66001-00-1-8603.

6 Stamping Techniques for Micro
and Nanofabrication:
Methods and Applications
by John A. Rogers

The author extends his deepest thanks to all of
the collaborators who contributed the work described
here.

8 MEMS/NEMS Devices and Applications
by Darrin J. Young, Christian A. Zorman,
Mehran Mehregany

The authors wish to thank Wen H. Ko for the helpful dis-
cussions and suggestions and Michael Suster and Joseph
Seeger for preparing the figures.

10 Therapeutic Nanodevices
by Stephen C. Lee, Mark Ruegsegger,
Philip D. Barnes, Bryan R. Smith, Mauro Ferrari

The authors gratefully acknowledge many friends and
colleagues whose input helped shape this article. Par-
ticularly, we acknowledge Beth S. Lee for many, many
helpful discussions and for unflagging support. We also
acknowledge Phil Streeter for many of the same ser-
vices, performed in the office of friend rather than
spouse. We acknowledge the support services of Anita
Bratcher in manuscript preparation and the artistic
stylings of Vladimir Marukhlenko for the figures in-
corporated in the manuscript. We also acknowledge
Carol Bozarth for her kind and spontaneous sup-
port of the physical process of manuscript editing.
This work is dedicated to the memories of Mil-
dred A. Lee, Antonio Ferrari and Marialuisa Ferrari
and the multitude of others whose lives have been
tragically shortened by cancer, with the determina-

tion that therapeutic nanotechnology be used to help
abolish the terrible power of the disease over human
life.

13 Noncontact Atomic Force Microscopy
and Its Related Topics
by Seizo Morita, Franz J. Giessibl,
Yasuhiro Sugawara, Hirotaka Hosoi, Koichi Mukasa,
Akira Sasahara, Hiroshi Onishi

Thanks to Tom Albrecht, Alexis Baratoff, Hartmut
Bielefeldt, Gerd Binnig, Dominik Brändlin, Peter
van Dongen, Urs Dürig, Christoph Gerber, Stefan
Hembacher, Markus Herz, Lukas Howald, Christian
Laschinger, Ulrich Mair, Jochen Mannhart, Thomas Ot-
tenthal, Calvin Quate, Marco Tortonese, and the BMBF
for funding under project no. 13N6918.

18 Surface Forces and Nanorheology
of Molecularly Thin Films
by Marina Ruths, Alan D. Berman,
Jacob N. Israelachvili

This work was supported by ONR grant N00014-00-1–
0214. M. R. Luths thanks the Academy of Finland for
financial support.

19 Scanning Probe Studies of Nano-scale
Adhesion Between Solids in the Presence
of Liquids and Monolayer Films
by Robert W. Carpick, James D. Batteas

We gratefully acknowledge the help of Ms. Erin Flater,
who provided valuable assistance and insights into the
literature on capillary formation. RWC acknowledges
support of a career award from the National Science
Foundation, grant #CMS-0134571.

24 Mechanics of Biological Nanotechnology
by Rob Phillips, Prashant K. Purohit, Jané Kondev

We happily acknowledge useful discussions with Kai
Zinn, Jon Widom, Bill Gelbart, Andy Spakowitz,
Zhen-Gang Wang, Ken Dill, Carlos Bustamante, Tom
Powers, Larry Friedman, Jack Johnson, Pamela Bjork-
man, Paul Wiggins, Steve Williams, Wayne Falk, Adrian
Parsegian, Alasdair Steven and Steve Quake. RP and PP
acknowledge support of the NSF through grant num-
ber 9971922, the NSF supported CIMMS center, and
the support of the Keck Foundation. JK is supported

Ackn
ow

l.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1154 Acknowledgements

by the NSF under grant number DMR-9984471 and is
a Cottrell Scholar of Research Corporation.

30 Nanotechnology for Data Storage Applications
by Dror Sarid, Brendan McCarthy, Ghassan E. Jabbour

The authors would like to thank Digital Instru-
ments (Veeco) for contributing their Multi-Mode
Nanoscope III, the Department of Energy (DE-
FG-3-02ER46013/A001) for a generous grant, EMC
for their generous gift, and the Vice President
for Research, University of Arizona, for equipment
support.

31 The “Millipede” – A Nanotechnology-Based
AFM Data-Storage System
by Gerd K. Binnig, G. Cherubini, M. Despont,
Urs T. Duerig, Evangelos Eleftheriou, H. Pozidis,
Peter Vettiger

It is our pleasure to acknowledge our colleagues T. Al-
brecht, T. Antonakopoulos, P. Bächtold, A. Dholakia,
U. Drechsler, B. Gotsmann, W. Häberle, D. Jubin,
M. A. Lantz, T. Loeliger, H. E. Rothuizen, R. Stutz, and
D. Wiesmann for their invaluable contributions to the
millipede project.

In addition, thanks and appreciation go to H. Rohrer
for his contribution to the initial millipede vision and
concept and to our former collaborators, J. Brugger,
now at the Swiss Federal Institute of Technology, Lau-

sanne (Switzerland), M. I. Lutwyche, now at Seagate,
Pittsburg, IL, and W. P. King, now at Georgia Tech, At-
lanta, GA, as well as to K. Goodson, T. W. Kenny, and
C. F. Quate of Stanford University, CA.

We are also pleased to acknowledge stimulating
discussions with and encouraging support from our col-
leagues W. Bux and P. F. Seidler of the IBM Zurich
Research Laboratory, J. Mamin, D. Rugar, and B. D. Ter-
ris of the IBM Almaden Research Center, San Jose, CA,
and G. Hefferon of IBM, East Fishkill, NY.

Special thanks go to J. Frommer, C. Hawker,
J. Mamin, and R. Miller of the IBM Almaden Research
Center for their enthusiastic support in identifying and
synthesizing alternative polymer media materials, and
to H. Dang, A. Sharma, and S. Sri-Jayantha of the IBM
T. J. Watson Research Center, Yorktown Heights, NY,
for their contributions to the work on servo control.

35 Thermo- and Electromechanics
of Thin-Film Microstructures
by Martin L. Dunn, Shawn J. Cunningham

We are most grateful for the assistance of Ms. Yanhang
Zhang, a Ph.D. student at the University of Colorado,
for her help with the preparation of figures. Many of
the calculations and measurements also draw from her
work. MLD acknowledges support from DARPA, San-
dia National Laboratories, and the AFOSR for support
of aspects of his research that appear in this work.

Ackn
ow

l.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



1155

About the Authors

Chong H. Ahn

University of Cincinnati
Department of Electrical
and Computer Engineering
and Computer Science
Cincinnati, OH, USA
chong.ahn@uc.edu
http://www.BioMEMS.uc.edu/

Dr. Chong Ahn is a Professor of Electrical and Computer Engineering at the
University of Cincinnati. He obtained his Ph.D. degree in Electrical Engineering from
the Georgia Institute of Technology in 1993 and then worked as a postdoctoral fellow
at IBM T.J. Watson Research Center. His research interests include all aspects of
design, fabrication, and characterization of magnetic MEMS devices, microfluidic
devices, protein chips, lab-on-a-chips, nano biosensors, point-of-care testing and
BioMEMS systems. He is an associate editor of the IEEE Sensors Journal.

Boris Anczykowski

nanoAnalytics GmbH
Münster, Germany
anczykowski@nanoanalytics.com
http://www.nanoanalytics.com

Dr. Boris Anczykowski is a physicist with an extensive research background in the
field of dynamic Scanning Force Microscopy. He co-invented the Q-Control technique
and received the Innovation Award Münsterland for Science and Economy in 2001 for
this achievement. He is a managing director and co-founder of nanoAnalytics GmbH,
a company specialized in the characterization of surfaces and interfaces on the micro-
and nanometer scale.

Massood Z. Atashbar

Western Michigan University
Department of Electrical
and Computer Engineering
Kalamazoo, MI, USA
massood.atashbar@wmich.edu
http://homepages.wmich.edu/~zandim

Professor Atashbar’s main area of research is nanotechnology and
wireless sensors. He has been working in the field of micro/nanosensors
for chemical and physical sensing specifically integrated smart wireless
surface acoustic wave sensors and systems. He is a senior member of
IEEE and an associate editor of the International Journal of Modelling
and Simulation

Wolfgang Bacsa

Université Paul Sabatier
Laboratoire de Physique des Solides (LPST)
Toulouse, France
bacsa@lpst.ups-tlse.fr
http://www.lpst.ups-tlse.fr/users/
wolfgang/

Wolfgang Bacsa is an expert in the emerging field of Nano-Optics and
Carbon Nanotubes. He has a Ph.D. from the Swiss Federal Institute of
Technology (ETH) Zurich in Physics and has extensive experience in
condensed matter physics, optics, microscopy, synthesis of ultra-thin
films and nanostructured carbon. Professor Bacsa worked at the ETH
Zürich, PennState Universiy and EPFL Lausanne.

William Sims Bainbridge

National Science Foundation
Division of Information
and Intelligent Systems
Arlington, VA, USA
wbainbri@nsf.gov
http://mysite.verizon.net/william.
bainbridge

William Sims Bainbridge earned his Ph.D. in Sociology from Harvard University in
1975 and is the author of 10 books, 4 textbook-software packages, and about 150
shorter publications in information science, social science of technology, and the
sociology of culture. He has represented the social and behavioral sciences on five US
government advanced technology initiatives: High Performance Computing and
Communications, Knowledge and Distributed Intelligence, Digital Libraries,
Information Technology Research, and Nanotechnology.

Antonio Baldi

Institut de Microelectronica
de Barcelona (IMB)
Centro National Microelectrónica
(CNM-CSIC)
Barcelona, Spain
Antoni.baldi@cnm.es

Antonio Baldi received his PhD from the Universitat Autonoma de Barcelona, Spain,
in 2001. He is a postdoctoral fellow at the University of Minnesota. His current
research is focused on the fabrication and testing of bioMEMS, on the development of
new sensors and microfluidic devices incorporating stimuli-sensitive hydrogels and on
the development of inductively coupled wireless MEMS.

Con
trib

u
tors



1156 About the Authors

Philip D. Barnes

Ohio State University
Biomedical Engineering Center
Columbus, OH, USA
d_skill@yahoo.com

Phillip D. Barnes is a graduate student at the Biomedical Engineering
Center at the Ohio State University. His background is in electrical
engineering and his current interests are in sensors and imaging devices.

James D. Batteas

National Institute
of Standards and Technology
Surface and Microanalysis Science
Division
Gaithersburg, MD, USA
james.batteas@nist.gov
http://www.cstl.nist.gov/div837/837.03/

Dr. James D. Batteas is a research chemist in the Surface and Interface
Research Group of the National Institute of Standards and Technology.
The group’s current research involves developing and charcterizing the
organization and properties of nanoscale materials and devices on
surfaces, this includes nanoparticles for use in optoelectric and
optomagnetic gating, molecular electronics, and sensors. His group is
also investigating friction, adhesion and wear mechanisms on the
nanoscale.

Roland Bennewitz

McGill University
Physics Department
Montreal, QC, Canada
roland@physics.mcgill.ca

Roland Bennewitz studied physics in Freiburg and Berlin where he received his PhD
for work on defects at surfaces of insulators. He is now assistant at the University of
Basel where his research activities focus on high-resolution force microscopy as a tool
in nanotribology and surface science.

Alan D. Berman

Monitor Venture Enterprises
Los Angeles, CA, USA
alan.berman.2001@anderson.ucla.edu

Alan Berman received his Ph.D. from the Chemical Engineering Department at the
University of California, Santa Barbara. He is involved in technology
commercialisation, assisting large technology companies to maximize return on R&D
investments by finding and developing applications for their intellectual property
outside of their core business. Value is realized through technology licensing, joint
ventures and venture capital funded new entities. Technical interests are in fields of
tribology, MEMS, and nanotechnology.

Bharat Bhushan

The Ohio State University
Nanotribology Laboratory
for Information Storage
and MEMS/NEMS
Columbus, OH, USA
bhushan.2@osu.edu

Dr. Bharat Bhushan is an Ohio Eminent Scholar and The Howard D.
Winbigler Professor in the Department of Mechanical Engineering, a
Graduate Research Faculty Advisor in the Department of Materials
Science & Engineering, and the Director of the Nanotribology
Laboratory for Information Storage & MEMS/NEMS (NLIM) at the
Ohio State University, Columbus, Ohio. He holds two M.S., a Ph.D. in
mechanical engineering/mechanics, an MBA, and three semi-honorary
and honorary doctorates. His research interests are in micro/
nanotribology and its applications to magnetic storage devices and
MEMS/NEMS (Nanotechnology). He has authored 5 technical books,
45 handbook chapters, more than 450 technical papers in referred
journals, and more than 60 technical reports, edited more than 25 books,
and holds 14 U.S. patents.

Gerd K. Binnig

IBM Zurich Research Laboratory
Micro-/Nanomechanics
Rüschlikon, Switzerland
gbi@zurich.ibm.com

Gerd Binnig obtained his Ph.D. from the Johann Wolfgang Goethe
University, Frankfurt, Germany, and joined IBM Research in 1978. He
was corecipient of the 1986 Nobel Prize in Physics for the invention of
the scanning tunnelling microscope, and he also invented the atomic
force microscope. His current research interests are micro- and
nanosystem techniques and “Fractal Darwinism”, a theory he developed
to describe complex systems.

Con
trib

u
tors



About the Authors 1157

Marcie R. Black

Massachusetts Institute
of Technology
Department of Electrical Engineering and
Computer Science
Cambridge, MA, USA
marcie@alum.mit.edu
http://web.mit.edu/mrb/www/prof.html

Marcie Black recently received her Ph.D. from Prof. Dresselhaus’s research group at
MIT studying the optical properties of nanowires. In particular, she identified the
dominant optical absorption mechanism in the IR of bismuth nanowires as an indirect
interband transition that is enhanced over bulk bismuth. Currently she is studying
organic opto-electronics with an emphasis on photovoltaics.

Jean-Marc Broto

University Toulouse III
Laboratoire National des Champs
Magnétiques Pulsés (LNCMP)
Toulouse, France
broto@insa-tlse.fr
http://www.insa-tlse.fr/

Jean-Marc Broto is Professor at the Universite Toulouse III, France. He is a specialist
in electronic transport and magnetization properties under high magnetic fields and
contributed to the discovery of the Giant Magnetoresistance in 1988.

Robert W. Carpick

University of Wisconsin-Madison
Department of Engineering Physics
Madison, WI, USA
carpick@engr.wisc.edu
http://www.engr.wisc.edu/ep/faculty/
carpick_robert.html

Robert Carpick has a Ph.D. in Physics (1997) from the University of
California at Berkeley. He has been an Assistant Professor at the
University of Wisconsin-Madison since 2000. He carries out research
and publishes in the areas of nanotribology, nanomechanics,
nanostructured materials, and scanning probe development. He serves
on the editorial board of Review of Scientific Instruments. In 2002 he
received a Faculty Early Career Development award from the U.S.
National Science Foundation.

Tsung-Lin Chen

National Chiao Tung University
Department
of Mechanical Engineering
Shin Chu, Taiwan
tsunglin@mail.nctu.edu.tw

Tsung-Lin Chen received his B.S. and M.A. degrees in mechanical
engineering from the National Tsing-Hua University, Taiwan in 1990
and 1992, respectively. He received Ph.D. degree in mechanical
engineering from University of California at Berkeley, USA in 2001. He
is currently an assistant professor in National Chiao Tung University in
Taiwan. His research interests include MEMS devices design and
MEMS fabrication process development.

Yu-Ting Cheng

National Chiao Tung University
Department
of Electronics Engineering
& Institute of Electronics
HsinChu, Taiwan
ytcheng@faculty.nctu.edu.tw

Yu-Ting Cheng received his Ph.D. degree in Electrical Engineering at the University
of Michigan, Ann Arbor, in 2000. After his graduation, he worked for IBM Watson
Research Center, Yorktown Heights, as a research staff member. He is a member of
IEEE, IOP, and Phi Tau Phi. Currently he is Assistant Professor at the National Chiao
Tung University, Taiwan. His research interests include the development of novel
materials and fabrication technologies for MEMS/NEMS applications and
microsystems integration.

Giovanni Cherubini

IBM Zurich Research Laboratory
Storage Technologies
Rüschlikon, Switzerland
cbi@zurich.ibm.com

Dr. Giovanni Cherubini received a Ph.D. degree in electrical engineering from the
University of California, San Diego, in 1986, and joined IBM Research in 1987. His
interests include high-speed data transmission and data storage systems. He is Editor
for CDMA systems, for IEEE Transactions on Communications, and served as Guest
Editor for the IEEE Journal on Selected Areas in Communications issues on access
technologies (1995) and on multiuser detection techniques (2001–2002). He is
co-author of the book Algorithms for Communications Systems and their
Applications.

Con
trib

u
tors



1158 About the Authors

Jin-Woo Choi

Louisiana State University
Department of Electrical
and Computer Engineering
Baton Rouge, LA, USA
choi@ece.lsu.edu

Jin-Woo Choi received his B.S. and M.S. degree in Electrical
Engineering from Seoul National University in Korea in 1994 and 1996,
respectively. He received his Ph.D. degree in Electrical Engineering
from the University of Cincinnati in 2000. Now he is an Assistant
Professor at Louisiana State University, Baton Rouge, Louisiana. His
current research activities include magnetic particle separators,
microfluidic systems for biochemical detection, micro total analysis
systems (µ-TAS), bioelectronics, and BioMEMS components and
systems.

Shawn J. Cunningham

WiSpry, Inc.
Colorado Springs Design Center
Colorado Springs, CO, USA
shawn.cunningham@wispry.com

Shawn Cunningham is working on the development of RF MEMS
switch and associated processes with wiSpry, Inc. His interests include
materials characterization, reliability, and Design for MEMS
Manufacturability. Prior to joining wiSpry, Shawn pursued MEMS
research and product development at Coventor, Ford Microelectronics,
and the University of Utah’s Center for Engineering Design and in
collaboration with the Univerisity of Colorado.

Michel Despont

IBM Zurich Research Laboratory
Micro-/Nanomechanics
Rüschlikon, Switzerland
dpt@zurich.ibm.com

Michel Despont received his Ph.D. in physics from the University of Neuchâtel,
Switzerland, in 1996. After a postdoctoral fellowship at IBM’s Zurich Research
Laboratory, he was visiting scientist at the Seiko Instrument Research Laboratory in
Japan in 1997. His current research at IBM focuses on the development of micro- and
nanomechanical devices and of processes to fabricate so-called system-on-chip.

Gene Dresselhaus

Massachusetts Institute
of Technology
Francis Bitter Magnet Laboratory
Cambridge, MA, USA
gene@mgm.mit.edu
http://web.mit.edu/fbml/cmr/

Gene Dresselhaus received his Ph.D. in physics from the University of California in
1955. He was a faculty member at the University of Chicago, and assistant professor
at Cornell before joining MIT Lincoln Laboratory in 1960 as a staff member. In 1976
he assumed his current position at the MIT Francis Bitter Magnet Laboratory. His area
of interest is the electronic structure of nanomaterials and he has co-authored with
M.S. Dresselhaus several books on fullerenes, nanowires, and nanotubes.

Mildred S. Dresselhaus

Massachusetts Institute
of Technology
Department
of Electrical Engineering
and Computer Science
and Department of Physics
Cambridge, MA, USA
millie@mgm.mit.edu
http://www.eecs.mit.edu/faculty/index.
html

Mildred Dresselhaus received her Ph.D. in physics from the University
of Chicago in 1958. She joined the MIT faculty in 1967. She has been
active in research across broad areas of solid state physics, especially in
carbon science. Her present research activities focus on carbon
nanotubes, bismuth nanowires, low dimensional thermoelectricity, and
novel forms of carbon. She is the recipient of the National Medal of
Science and 17 honorary degrees.

Martin L. Dunn

University of Colorado at Boulder
Department of Mechanical Engineering
Boulder, CO, USA
martin.dunn@colorado.edu

Martin L. Dunn received the Ph.D. in Mechanical Engineering from the
University of Washington and was a postdoctoral appointee at Sandia
National Laboratories. His research focuses on the micromechanical
behavior of materials and structures. He has published over 75 articles
in archival journals, and his research has been sponsored by NSF, DOE,
NIST, DARPA, AFOSR, and Sandia National Laboratories.

Con
trib

u
tors



About the Authors 1159

Urs T. Dürig

IBM Zurich Research Laboratory
Micro-/Nanomechanics
Rüschlikon, Switzerland
drg@zurich.ibm.com

Urs Dürig received a Ph.D. degree from the Swiss Federal Institute of Technology,
Zurich, in 1984. He joined IBM as a post-doc working on near-field optical
microscopy. He is Research Staff Member since 1986: He worked in the field of
scanning tunnelling and dynamic force microscopy. In 1997, he joined the Micro/
Nanomechanics group focusing on polymer material issues and thermal modelling.

Evangelos Eleftheriou

IBM Zurich Research Laboratory
Storage Technologies
Rüschlikon, Switzerland
ele@zurich.ibm.com

He received a Ph.D. in Electrical Engineering from Carleton University, Ottawa,
Canada, in 1985, and joined IBM Research in 1986. His research focuses on signal
processing and coding for recording and transmission systems. His current research
interests include nanotechnology, in particular probe-storage techniques.
Dr. Eleftheriou was elected IEEE Fellow in 2002.

Mauro Ferrari

Ohio State University
Biomedical Engineering Center
Columbus, OH, USA
Ferrari.5@osu.edu
http://bmew.bme.ohio- state.edu/
bmeweb3/bme_faculty.htm

Mauro Ferrari is the Edgar Hendrickson Professor of Biomedical
Engineering of the Ohio State University. A mechanical engineer by
training, he also holds appointments in Internal Medicine, Mechanical
Engineering and Materials Science. Professor Ferrari is a globally
recognized figure in biomedical nanotechnology and micro and
nanofabrication. His current interests are application of novel
fabrication technologies to innovative drug delivery devices for
treatment of cardiovascular disease, palliative care and oncology.

Emmanuel Flahaut

Université Paul Sabatier
CIRIMAT (Centre Interuniversitaire
de Recherche et d’Ingénierie
des Matériaux)
Toulouse, France
flahaut@chimie.ups-tlse.fr
http://eflahaut.nano.free.fr

Emmanuel Flahaut obtained his Ph.D in Materials Science in Toulouse
working on CCVD synthesis of carbon nanotubes (CNTs) and dense
ceramic-based composites including CNTs. He spent then more than
one year as a post-doctoral researcher in Malcolm Green’s Group in
Oxford to work mainly on the filling of CNTs. He is now a permanent
CNRS researcher at the University of Toulouse.

Lásló Forró

Swiss Federal Institute
of Technology (EPFL)
Institute of Physics
of Complex Matter
Lausanne, Switzerland
laszlo.forro@epfl.ch
http://nanotubes.epfl.ch

Professor László Forró is working on the synthesis, physical properties and
manipulation of carbon nanostuctures and nanostuctured arrays, as well as,
mechanical properties of carbon nanotubes, carbon onions, biological tubular systems.
Transport and electron spin resonance studies of molecular materials,
quasi-one-dimensional organic metals, organic superconductors, cuprates, manganates
and fullerenes – up to high pressures. Tunneling spectroscopy in cuprate and fullerene
superconductors. Optical properties of strongly correlated systems and biomaterials.

Jane Frommer

IBM Almaden Research Center
Department of Science
and Technology
San Jose, CA, USA
frommer@Almaden.ibm.com

Following a Ph.D. in Organometallic Chemistry from Caltech, Dr. Jane Frommer has
been involved in a diverse set of research areas, including electronically conducting
polymers and scanning probe microscopy. Her present AFM lab at IBM collaborates
with a wide variety of laboratories involved in materials research, including
lithography, chromatography, and storage. Common to all these studies is Frommer’s
interest in the properties and structure of molecules in confined geometries.

Con
trib

u
tors



1160 About the Authors

Harald Fuchs

Universität Münster
Physikalisches Institut
Münster, Germany
fuchsh@uni-muenster.de
http://www.uni-muenster.de/Physik/
PI/Fuchs

1984 Ph.D. Universität des Saarlandes with Prof. H. Prof Gleiter (nano
crystalline Systems), 1984–1985, Post doc with IBM Research Lab.
Zurich in the group of G. Binnig and H. Rohrer, 1985–1993 Project
manager ‘Ultrathin Organic Films’ with BASF AG, Ludwigshafen,
Germany. Since 1993 he is full Professor and Director at the Physical
Institute of the University of Münster, 2000: Cofounder and Scientific
Director of the Center for Nanotechnology (CeNTech).

Franz J. Giessibl

Universität Augsburg
Lehrstuhl für Experimentalphysik VI
Augsburg, Germany
franz.giessibl@physik.uni-augsburg.de
http://www.physik.uni-augsburg.de/
exp6/

Dr. Giessibl is working in atomic force microscopy and scanning
tunnelling microscopy in ultrahigh vacuum at room temperature and
low temperatures. He is a Steering Committee Member of the
International Conference on Noncontact Atomic Force Microscopy. He
received the R&D 100 Award Chicago 1994, the German Nanoscience
Award 2000, and the Rudolf Kaiser Price in 2001.

Enrico Gnecco

University of Basel
Department of Physics
Basel, Switzerland
Enrico.Gnecco@unibas.ch
http://monet.physik.unibas.ch/~gnecco/

Enrico Gnecco studied physics in Genoa, where he received his PhD for work on the
mechanism of growth of nanostructured carbon films. He is now assistant at the
University of Basel, where his research activities focus on friction force microscopy
and molecular machinery.

Gérard Gremaud

Swiss Federal Institute
of Technology (EPFL)
Institute of Physics
of Complex Matter
Lausanne, Switzerland
gremaud@epfl.ch

Dr. Gérard Gremaud is a physicist and senior lecturer at the Ecole Polytechnique
Fédérale de Lausanne (EPFL). He is active in the research fields of dislocation
dynamic, acoustic and atomic force microscopy and granular physics. He is also
responsible for the teaching of metrology and practical works to the physics students.

Jason H. Hafner

Rice University
Department of Physics
& Astronomy
Houston, TX, USA
hafner@rice.edu
http://www.ruf.rice.edu/~hafner

Jason Hafner earned his Ph.D. in physics from Rice University in 1998.
He then held an NIH postdoctoral fellowship at Harvard University
working on nanotube probes for high resolution biological atomic force
microscopy. In 2001 he returned to Rice as an assistant professor where
his group is pursuing various biophysical applications of scanned probe
microscopy and nanomaterials. Dr. Hafner received a Beckman Young
Investigator award in 2002.

Stefan Hengsberger

University of Applied Science
of Fribourg
Fribourg, Switzerland
stefan.hengsberger@eif.ch
http://www.anwalt-homburg.de/
Stefan-index.htm

Stefan Hengsberger received his diploma in physics from the University
of Saarbrücken in 1997. He started as a research scientist at Fraunhofer/
Miami (Florida) where he worked until mai 1998. In July 1998 he
joined the swiss federal institute of Technology (EPFL) where he earned
his PhD in biomechanics in spring 2002. He stayed for another year at
EPFL as a postdoc in biomechanics and physics until summer 2003.
Since October 2003 he is Professor of Physics at the University of
Applied Science in Fribourg, Switzerland.

Con
trib

u
tors



About the Authors 1161

Peter Hinterdorfer

Johannes Kepler University of Linz
Institute for Biophysics
Linz, Austria
peter.hinterdorfer@jku.at
http://at22.bphys.uni-linz.ac.at/bioph/
staf/hipe/hipe.htm

Peter Hinterdorfer earned a Dr. tech. from the University of Linz, Austria, Institute for
Biophysics in 1992. He was a postdoctoral fellow at the University of Virginia,
Department of Molecular Physiology and Biological Physics (1992/1993). Since then
he is at the University of Linz, Institute for Biophysics, where he holds a position as
Associate Professor. His current and ongoing research includes single molecule force
spectroscopy and high resolution topography and recognition imaging of biological
samples.

Roberto Horowitz

University of California at Berkeley
Department
of Mechanical Engineering
Berkeley, CA, USA
horowitz@me.berkeley.edu
http://www.me.berkeley.edu/~horowitz

Roberto Horowitz joined the Department of Mechanical Engineering at the University
of California at Berkeley in 1982, where he is currently a Professor. Dr. Horowitz
teaches and conducts research in the areas of adaptive, learning, nonlinear and optimal
control, with applications to Micro-Electromechanical Systems (MEMS), computer
disk file systems, robotics, mechatronics and intelligent vehicle and highway systems
(IVHS).

Hirotaka Hosoi

Japan Science and Technology
Corporation
Sapporo, Japan
hosoi@sapporo.jst-plaza.jp

Hirotaka Hosoi received the D.E. degree in electronic enginnering from
Hokkaido University in 1999. Since 2002 he is at Innovation Plaza
Hokkaido, Japan Science and Technology Corporation (JST). His main
research focus is in high-resolution magnetic imaging of magnetic
materials surfaces using a scanning force microscope. His current
research interests includes magnetism on metal-oxide surfaces.

Jacob N. Israelachvili

University of California
Department of Chemical Engineering and
Materials Department
Santa Barbara, CA, USA
Jacob@engineering.ucsb.edu
http://www.chemengr.ucsb.edu/people/
faculty/israelachvili

Jacob Israelachvili earned his Ph.D. 1971 at the Cavendish Laboratory,
University of Cambridge, UK. He held various positions at the
Department of Applied Mathematics at the Australian National
University (1974–1986), including those of Professional Fellow and
Head of Department. In 1986 he joined the faculty at University of
California, Santa Barbara as Professor in the Department of Chemical
Engineering and Materials Department. In 1988 he was elected a Fellow
of the Royal Society of London, and in 1991 he was awarded the Alpha
Chi Sigma Award for Chemical Engineering Research by the AIChE.
He was elected as a foreign associate of the US National Academy of
Engineering in 1996.

Ghassan E. Jabbour

University of Arizona
Optical Sciences Center
Tucson, AZ, USA
gej@optics.arizona.edu

Ghassan E. Jabbour is the head of the research group Organic Optoelectronic
Materials and Devices at the Optical Sciences Center working on organic and hybrid
materials and their applications to light emitting dvices, solar cells, memory storage,
solid state lighting, and other areas. Professor Jabbour is a SPIE Fellow, Track Chair
of the Nanotechnology Program for SPIE, and Associate Editor of the Journal of the
Society for Information Display (JSID). He has over 200 publications, invited talks,
and conference proceedings.

Harold Kahn

Case Western Reserve University
Department of Materials Science
and Engineering
Cleveland, OH, USA
kahn@cwru.edu

Harold Kahn is Researcher Associate Professor of Materials Science and Engineering
at Case Western Reserve University, Cleveland, Ohio. His research is focused on
MEMS device processing and testing, particularly wafer-level mechanical testing and
shape-memory actuated microfluidics. He received a B.S. in metallurgical engineering
from Lafayette College and a Ph.D. in electronic materials from the Massachusetts
Institute of Technology.

Con
trib

u
tors



1162 About the Authors

András Kis

Swiss Federal Institute
of Technology (EPFL)
Institute of Physics
of Complex Matter
Lausanne, Switzerland
andras@igahpse.epfl.ch
http://www.andras.kis.name

András Kis is a Ph.D. student of Prof. László Forró at the Swiss Federal
Institute of Technology (EPFL) where he works together with Andrzej
Kulik. His main subject is the measurement of the mechanical
properties of nanoscale objects, including carbon nanotubes and
microtubules with the aim of understanding the interplay between their
nanoscale structure and mechanical properties.

Jané Kondev

Brandeis University
Physics Department
Waltham, MA, USA
kondev@brandeis.edu
http://mattter.cc.brandeis.edu

Professor Kondev graduated with a PhD from Cornell University and
did postdoctoral work at Brown University and Princeton University
before joining the faculty at Brandeis University. He is a recipient of the
CAREER award from the National Science Foundation and is a Cotrell
Scholar of the Research Corporation.

Andrzej J. Kulik

Swiss Federal Institute
of Technology (EPFL)
Institute of Physics
of Complex Matter
Lausanne, Switzerland
andrzej.kulik@epfl.ch

Andrzej Kulik is the Head of the Biostructures and Nanomechanics Laboratory of the
Swiss Federal Institute of Technology (EPFL) in Lausanne, Switzerland. His research
concentrates on quantitative nanoscale materials properties, nanotribology. scanning
probe microscopy, contact mechanics, nanoindentation, near-field ultrasonics, optical
tweezers, nanolithography, and nanomanipulation.

Christophe Laurent

Université Paul Sabatier
CIRIMAT (Centre Interuniversitaire
de Recherche et d’Ingénierie
des Matériaux)
Toulouse, France
laurent@chimie.ups-tlse.fr
http://ncn.f2g.net/

Dr. Ch. Laurent is Professor of Materials Chemistry at University Paul Sabatier and is
the head of the Nanocomposites and Carbon Nanotubes group of CIRIMAT. His
research include in the synthesis, characterization and mechanical properties of
ceramic-matrix nanocomposites, and since 1994, carbon nanotubes (synthesis of
single- and double-walled CNTs, formation mechanisms, characterization, localized
growth, hydrogen storage, ceramic-matrix composites).

Stephen C. Lee

Ohio State University
Biomedical Engineering Center
Columbus, OH, USA
Lee@bme.ohio-state.edu
http://medicine.osu.edu/mcbiochem/

Stephen C. Lee is a pioneer in the field of semi-biological nanodevices
(nanobiological devices), having published the first monograph devoted
to the topic in 1998. His interests are in enabling technologies for the
incorporation of functional proteins and nucleic acids into nanodevices,
particularly for application in oncology and cardiovascular disease. He
is currently Associate Professor of Cellular and Molecular
Biochemistry, Chemical Engineering and Biomedical Engineering at
the Ohio State University.

Yunfeng Li

University of California at Berkeley
Department
of Mechanical Engineering
Berkeley, CA, USA
yunfeng@me.Berkeley.edu

Yunfeng Li received the B.S. and M.S. degrees from Beijing University
of Aeronautics and Astronautics, Beijing, China, in 1992 and 1995,
respectively. He is currently working towards the Ph.D. degree in the
Department of Mechanical Engineering, University of California,
Berkeley, CA, USA. His research interests include motion control,
vibration control, control of MEMS devices, and mechatronics.

Con
trib

u
tors



About the Authors 1163

Liwei Lin

University of California at Berkeley
Mechanical Engineering Department
Berkeley, CA, USA
lwlin@me.berkeley.edu
http:// me.berkeley.edu/faculty/lin/index.
html

Liwei Lin received his Ph.D. from the University of California, Berkeley, in 1993. He
was an Associate Professor in the Institute of Applied Mechanics, National Taiwan
University, Taiwan (1994–1996) and an Assistant Professor in Mechanical
Engineering Department, University of Michigan (1996–1999). He joined
UC-Berkeley in 1999 and is now an Associate Professor at Mechanical Engineering
Department and Co-Director at Berkeley Sensor and Actuator Center.

Yu-Ming Lin

Massachusetts Institute
of Technology
Department of Electrical Engineering and
Computer Science
Cambridge, MA, USA
yming@mgm.mit.edu

Lin Yu-Ming performed experimental and theoretical studies on Bi-based nanowires
for next-generation thermoelectric materials. The electronic transport properties of
these systems are studied to investigate quantum size effects. He received the
Masterworks Award of the Department of EECS, MIT (2000) and the Gold Medal,
MRS Graduate Student Award (2002)

Huiwen Liu

Ohio State University
Nanotribology Laboratory
for Information Storage
and MEMS/NEMS
Columbus, OH, USA
liu.403@osu.edu

Dr. Huiwen Liu is the associate director of the Nanotribology
Laboratory for Information Storage and MEMS/NEMS at The Ohio
State University. His research interests are study of mechanical,
tribological, and physical properties of advanced materials and MEMS/
NEMS devices on micro/nano scale. He obtained an Alexander von
Humboldt fellowship and the Japanese Science and Technology Agency
Fellowship in 1997 and 1998, respectively

Adrian B. Mann

Rutgers University
Department of Ceramics
and Materials Engineering
Piscataway, NJ, USA
abmann@rci.rutgers.edu

Dr. Mann’s research focuses on the nanomechanics of materials and the
fabrication of nanostructured materials. His research is predominantly
on biomedical materials, but also includes ceramics, polymers and
metals. He is currently an Assistant Professor at Rutgers University,
New Jersey. Prior to this he was a lecturer at the University of
Manchester, England and a Fulbright scholar at The Johns Hopkins
University, Maryland.

Othmar Marti

University of Ulm
Department of Experimental Physics
Ulm, Germany
Othmar.Marti@physik.uni-ulm.de
http://servex.physik.uni-ulm.de/marti

Profesor Othmar Marti is Head of the Department of Experimental Physics at the
University of Ulm. His main research topics are polymers, scanning force microscopy,
friction, near-field optics, and the optics of nanoparticles. Studies: diploma from ETH
Zürich, Dr. sc. nat. ETH Zürich, Habilitation University Konstanz. He worked at IBM
Research Zurich, Switzerland, University of California, USA, ETH Zurich,
Switzerland and University of Konstanz, Germany.

Jack Martin

Analog Devices, Inc.
Micromachined Products Division
Cambridge, MA, USA
jack.martin@analog.com

Jack Martin has been a technologist and manager in the design, development and
manufacture of industrial MEMS products for 25 years. His accomplishments include
development of wafer fab and packaging processes that are used by Analog Devices to
produce iMEMS integrated accelerometers and gyroscopes. He has a Ph.D. in
Materials Science, a BS and MS in Chemical Engineering, and is a Licensed
Professional Engineer.

Con
trib

u
tors



1164 About the Authors

Brendan McCarthy

University of Arizona
Optical Sciences Center
Tucson, AZ, USA
bmccarthy@optics.arizona.edu

Brendan Mc Carthy is a postdoctoral researcher in the Optical Sciences
Center, University of Arizona. He received his PhD in 2001, from
Trinity College, University of Dublin, Ireland. His thesis topic was the
characterisation of composite materials based on carbon nanotubes and
conjugated polymers, using optical and vibrational spectroscopy,
scanning tunnelling microscopy, and transmission electron microscopy.

Mehran Mehregany

Case Western Reserve University
Department of Electrical Engineering and
Computer Science
Cleveland, OH, USA
mxm31@cwru.edu
http://mems.cwru.edu/

Mehran Mehregany is currently the Chairman of the Electrical
Engineering and Computer Science Department at Case and the
Goodrich Professor of Engineering Innovation. His research interests
include: silicon and silicon carbide micro/nano systems technology
(including MEMS/NEMS); micromachining and microfabrication
technologies; materials and modeling issues related to MEMS/NEMS
and (in some cases) integrated circuits technologies; and MEMS
packaging.

Ernst Meyer

University of Basel
Institute of Physics
Basel, Switzerland
Ernst.Meyer@unibas.ch
http://monet.unibas.ch/cgi-bin/people/
meyer/

Ernst Meyer is professor of physics at the University of Basel. He is interested in
friction force and dynamic force microscopy with true atomic resolution. He is also
active in the field of sensors based upon micromechanics and magnetic spin resonance
detection with force microscopy. Awarded from the Swiss Physical Society, he is
member of the Swiss and American Physical Society, of the Editorial Board of
Tribology Letters, and co-editor of books on atomic force microscopy.

Marc Monthioux

UPR A-8011 CNRS
Centre d’Elaboration des Matériaux et
d’Etudes Structurales (CEMES)
Toulouse, France
monthiou@cemes.fr

Marc Monthioux has been working on carbon materials for more than 20 years. He is
involved in research on carbon nanotubes since 1998, discovered the ability of
single-wall nanotubes in being filled by foreign molecules the same year, associated
with B. Smith and Prof. D.E. Luzzi from University of Pennsylvania. He is currently
Director of Research at the French National Center for Scientific Research and
European Associate Editor of CARBON Journal.

Markus Morgenstern

University of Hamburg
Institute of Applied Physics
Hamburg, Germany
mmorgens@physnet.uni-hamburg.de
http://www.nanoscience.de/group_r/
stm-sts/

Markus Morgenstern earned his Ph.D. from the Institute of Interface
Research and Vacuum Physics of the Forschungszentrum Jülich,
Germany in 1996. After one year of research at the University of Paris
VII he joined the Group of Prof. Dr. R. Wiesendanger in 1997 as a
Senior Scientist. In 2002 he completed his Habilitation at the University
of Hamburg with the subject Scanning tunnelling spectroscopy on
semiconductor systems and nanostructures

Seizo Morita

Osaka University
Department of Electronic Engineering
Suita-Citiy, Osaka, Japan
smorita@ele.eng.osaka-u.ac.jp
http://www-e2.ele.eng.osaka-u.ac.jp/

Prof. Seizo Morita works in the atomic force microscopy (AFM). He
has discovered two-dimensional friction with a lattice periodicity, and
two-dimensional solid phase of densely contact-electrified electrons on
SiO2 thin films under ambient conditions. He has achieved mapping,
discrimination and control of atomic force and atom with atomic
resolution, and also atom manipulation based on a mechanical method
using the noncontact AFM apparatus.

Con
trib

u
tors



About the Authors 1165

Koichi Mukasa

Hokkaido University
Nanoelectronics Laboratory
Sapporo, Japan
mukasa@nano.eng.hokudai.ac.jp
http://www.nano.eng.hokudai.ac.jp/
nano/

K. Mukasa is a Professor of electronics at Hokkaido University, Sapporo, Japan. In
1980 he joined Alps Electric Co.Ltd, where he worked on the magnetic thin film heads
and materials. In 1987 he moved to the university. His research interests include
spin-polarized STM, exchange force microscopy, magnetic force microscopy, Mott
spin detectors, nanostructure concerning electron spin and molecular/biological
materials and devices.

Martin H. Müser

University of Western Ontario
Department of Applied Mathematics
London, Ontario, Canada
mmuser@uwo.ca
http://publish.uwo.ca/~mmuser/

Prof. Martin Müser received his Ph.D. (1995) and habilitation (2002) from the
University of Mainz, Germany. He was a post doctoral researcher at Columbia
University (1996/97) as Feodor Lynen fellow and at Johns Hopkins University (1998).
He joined the faculty of the University of Western Ontario (U.W.O.) in 2002. His
research interests are statistical physics with emphasis on computational materials
science, tribology, and quantum solids.

Kenn Oldham

University of California at Berkeley
Department
of Mechanical Engineering
Berkeley, CA, USA
oldham@newton.berkeley.edu

Kenn Oldham is a graduate student in Mechanical Engineering at the
University of California at Berkeley, pursuing M.S. and Ph.D. through
National Science Foundation Graduate Fellowship. He received his B.S.
from Carnegie Mellon University, Pittsburgh, PA. He is currently
researching microdevices for hard disk drives. Research interests
include MEMS design for control and reliability, optimal and robust
control, and materials for microdevices.

Hiroshi Onishi

Kanagawa Academy
of Science and Technology
Surface Chemistry Laboratory
Kanagawa, Japan
oni@net.ksp.or.jp
http://home.ksp.or.jp/onishipro/home.
eng/

Dr. Onishi Hiroshi is an experimental chemist at the Kanagawa
Academy of Science and Technology interested in molecule-scale
reaction kinetics at interfaces. He likes to observe molecules moving
and reacting over metal oxide surfaces by time-lapse imaging with
scanning probe microscopes. Domestic societies encouraged him with
awards to further develop his research towards nano-scale chemistry.

René M. Overney

University of Washington
Department of Chemical Engineering
Seattle, WA, USA
roverney@u.Washington.edu
http://depts.washington.edu/nanolab/

René Overney received his Ph.D. in Physics at the University of Basel in 1992. After
his postdoctoral years in Japan and at Exxon, CR, Annandale (NJ) he joined the
University of Washington in 1996. His research interests are in mesoscale sciences
involving nanorheological interpretations of processes that are as diverse as
lubrication, membrane transport, or quantum yield in optoelectronic devices.

Alain Peigney

Université Paul Sabatier
CIRIMAT (Centre Inter-universitaire de
Recherches et d’Ingénierie
des Matériaux) – UMR CNRS 5085
Toulouse, France
peigney@chimie.ups-tlse.fr
http://ncn.f2g.net/

Ceramic Engineer and Doctor in Physical-Chemistry – Associate Professor of
Materials Chemistry at the Paul Sabatier University – Researches in the synthesis,
sintering and microstructural characterization of ceramics and ceramic matrix
nanocomposites, and from 1994 on the synthesis on single- and double-walled carbon
nanotubes and preparation of nanocomposites containing carbon nanotubes.

Oliver Pfeiffer

University of Basel
Institute of Physics
Basel, Switzerland
Oliver.Pfeiffer@stud.unibas.ch

Oliver Pfeiffer is PhD student at the University of Basel. The main topic
of his work is the energy dissipation of oscillating cantilevers in
non-contact AFM. Related to this research field is the examination of
damping of torsional oscillations of cantilevers when approaching the
sample.

Con
trib

u
tors



1166 About the Authors

Rob Phillips

California Institute of Technology
Mechanical Engineering
and Applied Physics
Pasadena, CA, USA
phillips@aero.caltech.edu
http://www.rpgroup.caltech.edu/people/
phillips.html

Rob Phillips is Professor of Mechanical Engineering and Applied
Physics at CALTECH, Pasadena. Phillips’ work aims to examine
nanomechanics of both crystalline solids and biological molecules and
their assemblies. Recent efforts have been aimed at investigating
mechanics of DNA packing in viruses, the tension-induced gating of ion
channels and the mechanical response of bio-functionalized cantilevers.

Haralampos Pozidis

IBM Zurich Research Laboratory
Storage Technologies
Rüschlikon, Switzerland
hap@zurich.ibm.com

He received the Ph.D. in electrical engineering from Drexel University, Philadelphia,
PA, in 1998. After working with Philips Research, Eindhoven, the Netherlands, on
signal processing and coding for optical storage technologies, with focus on DVD and
Blue-Ray-Disc, Dr. Pozidis joined IBM Research in 2001. His research focuses on
receiver design for alternative storage technologies, particularly scanning probe
microscopy-based techniques.

Prashant K. Purohit

California Institute of Technology
Mechanical Engineering
Pasadena, CA, USA
prashant@caltech.edu
http://www.rpgroup.caltech.edu/
~prashant/

Purohit Prashant is currently a Postdoctoral Scholar in Applied Mechanics in the
Mechanical Engineering department at Caltech. The overall theme of his research is to
develop systematic methods to understand the physics operative at the nanometer
scales. His research falls broadly into two categories. The first concerns the subject of
coarse-graining methods for crystalline solids and the second mechanics problems in
biology. His group hopes to extend the coarse-graining methods in solids to the arena
of biological macromolecules.

Oded Rabin

Massachusetts Institute
of Technology
Department of Chemistry
Cambridge, MA, USA
oded@mgm.mit.edu

Oded Rabin is a Ph.D. candidate in Prof. Mildred S. Dresselhaus’ group
working on the thermoelectric properties of bismuth-antimony nanowire
systems, and on electrochemistry-based nanowire synthesis methods.
He earned a B.A. degree in Chemistry from the Technion – Israel
Institute of Technology, Haifa, Israel and an M.A. degree in Chemistry
from the Weizmann Institute of Science, Rehovot, Israel.

Françisco M. Raymo

University of Miami
Department of Chemistry
Coral Gables, FL, USA
fraymo@miami.edu
http://www.as.miami.edu/chemistry/
FMRaymo.html

Françisco M. Raymo is Assistant Professor in the Department of
Chemistry at the University of Miami. His research interests lie at the
interface of chemistry and materials science. In particular, he is
exploring innovative strategies to process optical signals with molecular
switches, design fluorescent probes for chemical sensing and assemble
nanostructured films from electroactive building blocks.

Manitra Razafinimanana

Université Paul Sabatier
Centre de Physique des Plasmas
et leurs Applications (CPPAT)
Toulouse, France
razafinimanana@cpat.ups-tlse.fr
http://cpat.ups-tlse.fr

Manitra Razafinimanana was born in Analalava, Madagascar, on June 28, 1951. He
received the 3rd cycle degree, and Doctorat d’Etat ès Sciences Physiques degree from
the Université Paul Sabatier, Toulouse, France, in 1982 and 1986 respectively. Since
2000, he was held the position of Professor. He has worked on plasma diagnostics,
arc-electrode interaction, transport coefficients and thermodynamical properties
calculation.

Con
trib

u
tors



About the Authors 1167

Mark O. Robbins

Johns Hopkins University
Department of Physics
and Astronomy
Baltimore, MD, USA
mr@jhu.edu
http://www.pha.jhu.edu/~mr

Mark Robbins is a Professor in the Department of Physics and Astronomy of the
Johns Hopkins University. His research focuses on non-equilibrium processes like
friction, adhesion, spreading, fluid invasion, and shear-induced phase transitions. A
common goal is to understand the atomic origins of macroscopic behaviour. He is a
fellow of the American Physical Society and was a Sloan Fellow and Presidential
Young Investigator.

John A. Rogers

University of Illinois
Department of Materials Science and
Engineering
Urbana, IL, USA
jrogers@uiuc.edu
http://www.mse.uiuc.edu/faculty/
Rogers.html

John A. Rogers earned the Ph.D. degree in physical chemistry from M.I.
T. in 1995. Until 2002, he was at Bell Labs serving first as a Member of
Technical Staff and subsequently as research Director. John is currently
Founder Professor of Engineering at University of Illinois at Urbana/
Champaign. His research interests include methods for micro/
nanofabrication, plastic and molecular electronics, photonics

Mark Ruegsegger

Ohio State University
Biomedical Engineering Center
Columbus, OH, USA
mark@bme.ohio-state.edu

Mark Ruegsegger received his PhD in biomedical engineering at Case
Western Reserve Unviersity and is currently an Assistant Professor of
Biomedical Engineering at The Ohio State University. His research
focus is the development of superparamagnetic particles that can target
specific cell or tissue types, in particular atherosclerotic plaque. Other
projects include biomimetic surface coatings on biomaterials and
characterization of biomolecular flow in nanochannels.

Marina Ruths

Åbo Akademi University
Department of Physical Chemistry
Åbo, Finland
mruths@abo.fi

Marina Ruths received her Ph.D. from the University of California, Santa Barbara in
1996 followed by postdoctoral research at the University of Illinois at
Urbana-Champaign, at the Max-Planck-Institute for Polymer Research, an at Åbo
Akademi University. Her current research includes adhesion, friction and
nanorheology of surfactant, polymer, and liquid crystal systems. She received an
ASLA-Fulbright grant in 1991 and an Alexander von Humboldt fellowship in 1998.

Dror Sarid

University of Arizona
Optical Sciences Center
Tucson, AZ, USA
sarid@optics.arizona.edu
http://www.optics.arizona.edu/spm

Dror Sarid is Professor of Optical Sciences and Director of the Optical Data Storage
Center. He is conducting research in scanning tunneling microcopy, atomic force
microscopy and related systems and in particular probe storage, nano-optics and
nano-technology. He published three books and more than 150 papers, mostly on
optics and nanotechnology related topics.

Akira Sasahara

Kanagawa Academy
of Science and Technology
Surface Chemistry Laboratory
Kanagawa, Japan
ryo@net.ksp.or.jp
http://home.ksp.or.jp/onishipro/home.
eng/

Dr. Sasahara Akira is interested in local structures formed on solid
surfaces. His current research focuses on elucidation of chemical and
physical properties of nano-scale structures on metal oxide surfaces and
their effect on chemical reaction.

Con
trib

u
tors



1168 About the Authors

André Schirmeisen

University of Münster
Institute of Physics
Münster, Germany
schira@uni-muenster.de
http://www.andre-schirmeisen.de

Dr. André Schirmeisen is currently working with his research group on
nanoscale mechanical phenomena at Münster University. First to
combine field ion microscopy with force microscopy to investigate
atomically defined nanocontacts. He spent several years in Canada at
McGill University to earn his PhD degree in physics. Before he worked
as a strategic business consultant and is always interested in connecting
nanoscience research with business applications.

Alexander Schwarz

University of Hamburg
Institute of Applied Physics
Hamburg, Germany
aschwarz@physnet.uni-hamburg.de
http://www.nanoscience.de/group_r/

Dr. Alexander Schwarz belongs to the scientific staff of the Center of Microstructure
Research at the Institute of Applied Physics at the University of Hamburg, Germany.
The group has 10 years (since 1993) experience in scientific research in the field of
force microscopy and spectroscopy at cryogenic temperatures in ultrahigh vacuum and
high magnetic fields. He is a Senior Scientist and works on Magnetic Force
Microscopy (MFM) at low temperatures

Udo D. Schwarz

Yale University
Department
of Mechanical Engineering
New Haven, CT, USA
udo.schwarz@yale.edu
http://www.eng.yale.edu/
nanomechanics/

Udo D. Schwarz received his Ph.D. from the University of Basel in 1993 already using
scanning force microscopy. Subsequently he moved to the University of Hamburg
where he specialised on low-temperature scanning force microscopy and
nanotribology. After spending a year at the Lawrence Berkeley National Laboratory
he accepted a position as Associate Professor of Mechanical Engineering at Yale
University in 2002.

Philippe Serp

Ecole Nationale Supèrieure d’Ingénieurs
en Arts Chimiques
et Technologiques
Laboratoire de Catalyse,
Chimie Fine et Polymères
Toulouse, France
Philippe.Serp@ensiacet.fr
http://www.ensiacet.fr/

Philippe Serp is associate professor in the LCCFP at ENSIACET. After
receiving is PhD from Paul Sabatier University, Toulouse, in 1994
where he worked on the preparation of supported catalyst, he moved to
Universidade do Porto to carry out post-doctoral research on catalytic
CVD to prepare carbon fibers. His current research interests include
CVD preparation of nanostructured materials and catalysis.

Bryan R. Smith

Ohio State University
Biomedical Engineering Center
Columbus, OH, USA
bryan@bme.ohio-state.edu

Bryan Smith is a Ph.D. candidate in biomedical engineering at The
Ohio State University, specializing in the microfabrication and
bioconjugation of micro- and nanoparticles for proteomics as well as
imaging and drug delivery in breast cancer and atherosclerosis.

Anisoara Socoliuc

University of Basel
Institute of Physics
Basel, Switzerland
A.Socoliuc@unibas.ch
http://monet.physik.unibas.ch/gue/
uhvafm/

Anisoara Socoliuc studied physics in Iasi, Romania. She is now PhD student at the
University of Basel. The main topic of her work is the study of wear processes on the
nanometer scale by friction force microscopy.

Con
trib

u
tors



About the Authors 1169

Yasuhiro Sugawara

Osaka University
Department of Applied Physics
Suita, Japan
sugawara@ap.eng.osaka-u.ac.jp

Yasuhiro Sugawara received his Ph.D. in 1988 from Tohoku University and is
Professor in the Department of Applied Physics of the Graduate School of
Engineering at Osaka University since 2002. His research focuses on the further
development of scanning probe microscopes and their applications, especially the
noncontact atomic force microscope for the observation of solid surfaces at the atomic
and molecular level. His aim is also to develop new nanomaterials and nanodevices by
manipulation of single atoms and molecules using the atomic force microscope.

George W. Tyndall

IBM Almaden Research Center
Science and Technology
San Jose, CA, USA
tyndallgw@netscape.net

Dr. George Tyndall’s current research focuses on the friction and
adhesion in boundary lubricants especially as it pertains to the tribology
of the magnetic recording head-disk interface in hard-disk drive
applications.

Peter Vettiger

IBM Zurich Research Laboratory
Manager Micro-/Nanomechanics
Rüschlikon, Switzerland
pv@zurich.ibm.com

In 1963 Peter Vettiger joined IBM Research (Rüschlikon). He
established and headed micro/nanoscale fabrication activities for
superconducting, electronic and opto-electronic devices. Together with
G.K. Binnig, he initiated Millipede probe-storage activities in 1995. His
research interests are micro/nanomechanical devices and systems for
probe-storage and biological applications. He is an IEEE Fellow and
received a Doctor honoris causa from the University of Basel,
Switzerland.

Darrin J. Young

Case Western Reserve University
Electrical Engineering
and Computer Science
Cleveland, OH, USA
djy@po.cwru.edu
http://home.cwru.edu/~djy

Darrin J. Young received his BS, MS, and PhD degrees from the EECS Department at
University of California at Berkeley in 1991, 1993, and 1999, respectively. He
pioneered RF MEMS high-Q tunable passive devices for wireless communications.
He joined the EECS Department at Case Western Reserve University as an assistant
professor in 1999. His main research interests include MEMS device design and
fabrication.

Babak Ziaie

University of Minnesota
Department of Electrical
and Computer Engineering
Minneapolis, MN, USA
ziaie@ece.umn.edu

Dr. Babak Ziaie is an assistant professor in the Electrical and Computer Engineering
Department of the University of Minnesota. His research interests are located at the
boundaries between engineering and biology. He collaborates with physicians and
biologists of all kinds and his lab is actively involved in the design and fabrication of
biomedical micro and nanoelectromechanical systems.

Christian A. Zorman

Case Western Reserve University
Department of Electrical Engineering
and Computer Science
Cleveland, OH, USA
caz@po.cwru.edu
http://mems.cwru.edu/

Christian A. Zorman received a B.S. cum laude in physics and a B.A.
cum laude in economics from The Ohio State University in 1988. He
received M.S. and Ph.D. degrees in physics from Case Western Reserve
University (CWRU) in 1991 and 1994, respectively. Dr. Zorman served
in several research capacities at CWRU between 1994 and 2002, before
being appointed an Associate Professor in 2002. His research interests
involve materials and processes for MEMS.

Con
trib

u
tors



1170 About the Authors

Philippe K. Zysset

Technische Universität Wien
Institut für Leichtbau
und Flugzeugbau (ILFB)
Wien, Austria
philippe.zysset@epfl.ch
http://ilfb.tuwien.ac.at/

Philippe Zysset graduated in physics in 1987 and obtained a Ph.D. in
biomechanics in 1994 at Ecole Polytechnique Fédérale de Lausanne
(EPFL) in Lausanne, Switzerland. He completed his postdoctoral
training at the Orthopaedic Research Laboratories of the University of
Michigan and returned to EPFL as an assistant professor in 1997. His
current research interests are in bone biomechanics.

Con
trib

u
tors



1171

Detailed Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXIX
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXIII

1 Introduction to Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background and Definition of Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Why Nano? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Lessons from Nature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Applications in Different Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Reliability Issues of MEMS/NEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Organization of the Handbook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Part A Nanostructures, Micro/Nanofabrication,
and Micro/Nanodevices

2 Nanomaterials Synthesis and Applications:
Molecule-Based Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Chemical Approaches to Nanostructured Materials . . . . . . . . . . . . . . . . . . . . 10

2.1.1 From Molecular Building Blocks to Nanostructures . . . . . . . . . . . . 10
2.1.2 Nanoscaled Biomolecules: Nucleic Acids and Proteins . . . . . . . . . 10
2.1.3 Chemical Synthesis of Artificial Nanostructures . . . . . . . . . . . . . . . . 12
2.1.4 From Structural Control to Designed Properties

and Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Molecular Switches and Logic Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 From Macroscopic to Molecular Switches . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Digital Processing and Molecular Logic Gates . . . . . . . . . . . . . . . . . . . 15
2.2.3 Molecular AND, NOT, and OR Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Combinational Logic at the Molecular Level . . . . . . . . . . . . . . . . . . . . 17
2.2.5 Intermolecular Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Solid State Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 From Functional Solutions to Electroactive

and Photoactive Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Langmuir–Blodgett Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Self-Assembled Monolayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.4 Nanogaps and Nanowires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 Introduction to Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Structure of Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.1.1 Single-Wall Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.2 Multiwall Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1172 Detailed Contents

3.2 Synthesis of Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Solid Carbon Source-Based Production Techniques

for Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Gaseous Carbon Source-Based Production Techniques

for Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.3 Miscellaneous Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2.4 Synthesis of Aligned Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3 Growth Mechanisms of Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.1 Catalyst-Free Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 Catalytically Activated Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.4 Properties of Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Variability of Carbon Nanotube Properties . . . . . . . . . . . . . . . . . . . . . . 63
3.4.2 General Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.3 SWNT Adsorption Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.4 Transport Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4.5 Mechanical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.4.6 Reactivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Carbon Nanotube-Based Nano-Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.1 Hetero-Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.2 Hybrid Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.3 Functionalized Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.6 Applications of Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6.1 Current Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6.2 Expected Applications Related to Adsorption . . . . . . . . . . . . . . . . . . . 76

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4 Nanowires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.1.1 Template-Assisted Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.1.2 VLS Method for Nanowire Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.1.3 Other Synthesis Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.1.4 Hierarchical Arrangement and Superstructures

of Nanowires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2 Characterization and Physical Properties of Nanowires . . . . . . . . . . . . . . . 110

4.2.1 Structural Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.2 Transport Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2.3 Optical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.3.1 Electrical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.3.2 Thermoelectric Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.3.3 Optical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.3.4 Chemical and Biochemical Sensing Devices . . . . . . . . . . . . . . . . . . . . . 137
4.3.5 Magnetic Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1173

5 Introduction to Micro/Nanofabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.1 Basic Microfabrication Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.1.1 Lithography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.1.2 Thin Film Deposition and Doping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.1.3 Etching and Substrate Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.1.4 Substrate Bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.2 MEMS Fabrication Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.2.1 Bulk Micromachining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.2.2 Surface Micromachining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.2.3 High-Aspect-Ratio Micromachining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

5.3 Nanofabrication Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
5.3.1 E-Beam and Nano-Imprint Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.3.2 Epitaxy and Strain Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
5.3.3 Scanned Probe Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.3.4 Self-Assembly and Template Manufacturing . . . . . . . . . . . . . . . . . . . 176

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

6 Stamping Techniques for Micro and Nanofabrication:
Methods and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.1 High Resolution Stamps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.2 Microcontact Printing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.3 Nanotransfer Printing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6.4.1 Unconventional Electronic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.4.2 Lasers and Waveguide Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

7 Materials Aspects of Micro- and Nanoelectromechanical Systems . 203
7.1 Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

7.1.1 Single Crystal Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
7.1.2 Polysilicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
7.1.3 Porous Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
7.1.4 Silicon Dioxide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
7.1.5 Silicon Nitride . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

7.2 Germanium-Based Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7.2.1 Polycrystalline Ge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7.2.2 Polycrystalline SiGe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

7.3 Metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
7.4 Harsh Environment Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

7.4.1 Silicon Carbide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
7.4.2 Diamond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

7.5 GaAs, InP, and Related III-V Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7.6 Ferroelectric Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
7.7 Polymer Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

7.7.1 Polyimide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
7.7.2 SU-8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1174 Detailed Contents

7.7.3 Parylene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
7.8 Future Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

8 MEMS/NEMS Devices and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
8.1 MEMS Devices and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

8.1.1 Pressure Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
8.1.2 Inertial Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
8.1.3 Optical MEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
8.1.4 RF MEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

8.2 NEMS Devices and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
8.3 Current Challenges and Future Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

9 Microfluidics and Their Applications to Lab-on-a-Chip . . . . . . . . . . . . . . 253
9.1 Materials for Microfluidic Devices

and Micro/Nano Fabrication Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
9.1.1 Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
9.1.2 Glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
9.1.3 Polymer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

9.2 Active Microfluidic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
9.2.1 Microvalves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
9.2.2 Micropumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

9.3 Smart Passive Microfluidic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
9.3.1 Passive Microvalves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
9.3.2 Passive Micromixers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
9.3.3 Passive Microdispensers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
9.3.4 Microfluidic Multiplexer Integrated

with Passive Microdispenser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
9.3.5 Passive Micropumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
9.3.6 Advantages and Disadvantages

of the Passive Microfluidic Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
9.4 Lab-on-a-Chip for Biochemical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

9.4.1 Magnetic Micro/Nano Bead-Based Biochemical Detection
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

9.4.2 Disposable Smart Lab-on-a-Chip for Blood Analysis . . . . . . . . . . 273
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

10 Therapeutic Nanodevices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
10.1 Definitions and Scope of Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

10.1.1 Design Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
10.1.2 Utility and Scope of Therapeutic Nanodevices . . . . . . . . . . . . . . . . 285

10.2 Synthetic Approaches: “top-down” versus “bottom-up”
Approaches for Nanotherapeutic Device Components . . . . . . . . . . . . . . . . . 285
10.2.1 Production of Nanoporous Membranes

by Microfabrication Methods: A top-down Approach . . . . . . . . 285

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1175

10.2.2 Synthesis of Poly(amido) Amine (PAMAM) Dendrimers:
A bottom-up Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

10.2.3 The Limits of top-down and bottom-up Distinctions
with Respect to Nanomaterials and Nanodevices . . . . . . . . . . . . 287

10.3 Technological and Biological Opportunities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
10.3.1 Assembly Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
10.3.2 Targeting: Delimiting Nanotherapeutic Action

in Three-Dimensional Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
10.3.3 Triggering: Delimiting Nanotherapeutic Action

in Space and Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
10.3.4 Sensing Modalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302
10.3.5 Imaging Using Nanotherapeutic Contrast Agents . . . . . . . . . . . . . 304

10.4 Applications for Nanotherapeutic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
10.4.1 Nanotherapeutic Devices in Oncology . . . . . . . . . . . . . . . . . . . . . . . . . 307
10.4.2 Cardiovascular Applications of Nanotherapeutics . . . . . . . . . . . . . 310
10.4.3 Nanotherapeutics and Specific Host Immune Responses . . . . 311

10.5 Concluding Remarks: Barriers to Practice and Prospects . . . . . . . . . . . . . . 315
10.5.1 Complexity in Biology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315
10.5.2 Dissemination of Biological Information . . . . . . . . . . . . . . . . . . . . . . 315
10.5.3 Cultural Differences Between Technologists and Biologists . . 316

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317

Part B Scanning Probe Microscopy

11 Scanning Probe Microscopy – Principle of Operation,
Instrumentation, and Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325
11.1 Scanning Tunneling Microscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

11.1.1 Binnig et al.’s Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
11.1.2 Commercial STMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
11.1.3 STM Probe Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

11.2 Atomic Force Microscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
11.2.1 Binnig et al.’s Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
11.2.2 Commercial AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
11.2.3 AFM Probe Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
11.2.4 Friction Measurement Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 342
11.2.5 Normal Force and Friction Force Calibrations

of Cantilever Beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
11.3 AFM Instrumentation and Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347

11.3.1 The Mechanics of Cantilevers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
11.3.2 Instrumentation and Analyses of Detection Systems

for Cantilever Deflections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350
11.3.3 Combinations for 3-D-Force Measurements . . . . . . . . . . . . . . . . . . 358
11.3.4 Scanning and Control Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 364

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1176 Detailed Contents

12 Probes in Scanning Microscopies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
12.1 Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

12.1.1 Principles of Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372
12.1.2 Standard Probe Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
12.1.3 Probe Tip Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374
12.1.4 Oxide-Sharpened Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
12.1.5 FIB tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
12.1.6 EBD tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
12.1.7 Carbon Nanotube Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376

12.2 Scanning Tunneling Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
12.2.1 Mechanically Cut STM Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
12.2.2 Electrochemically Etched STM Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

13 Noncontact Atomic Force Microscopy and Its Related Topics . . . . . . . . 385
13.1 Principles of Noncontact Atomic Force Microscope (NC-AFM) . . . . . . . . . . 386

13.1.1 Imaging Signal in AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
13.1.2 Experimental Measurement and Noise . . . . . . . . . . . . . . . . . . . . . . . . 387
13.1.3 Static AFM Operating Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
13.1.4 Dynamic AFM Operating Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388
13.1.5 The Four Additional Challenges Faced by AFM . . . . . . . . . . . . . . . . 388
13.1.6 Frequency-Modulation AFM (FM-AFM) . . . . . . . . . . . . . . . . . . . . . . . . . 389
13.1.7 Relation Between Frequency Shift and Forces . . . . . . . . . . . . . . . . 390
13.1.8 Noise in Frequency-Modulation AFM – Generic Calculation . 391
13.1.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391

13.2 Applications to Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
13.2.1 Si(111)7×7 Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392
13.2.2 Si(100)2×1 and Si(100)2×1:H Monohydride Surfaces . . . . . . . . . . . . 393
13.2.3 Metal-Deposited Si Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

13.3 Applications to Insulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397
13.3.1 Alkali Halides, Fluorides, and Metal Oxides . . . . . . . . . . . . . . . . . . . 397
13.3.2 Atomically Resolved Imaging of a NiO(001) Surface . . . . . . . . . . . 402
13.3.3 Atomically Resolved Imaging Using Noncoated

and Fe-Coated Si Tips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402
13.4 Applications to Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

13.4.1 Why Molecules and What Molecules? . . . . . . . . . . . . . . . . . . . . . . . . . . 404
13.4.2 Mechanism of Molecular Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404
13.4.3 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

14 Low Temperature Scanning Probe Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 413
14.1 Microscope Operation at Low Temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

14.1.1 Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414
14.1.2 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
14.1.3 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
14.1.4 Piezo Relaxation and Hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

14.2 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1177

14.2.1 A Simple Design for a Variable Temperature STM . . . . . . . . . . . . . 416
14.2.2 A Low Temperature SFM Based on a Bath Cryostat . . . . . . . . . . . . 417

14.3 Scanning Tunneling Microscopy and Spectroscopy . . . . . . . . . . . . . . . . . . . . . 419
14.3.1 Atomic Manipulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419
14.3.2 Imaging Atomic Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420
14.3.3 Detecting Light from Single Atoms and Molecules . . . . . . . . . . . . 421
14.3.4 High Resolution Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422
14.3.5 Imaging Electronic Wave Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427
14.3.6 Imaging Spin Polarization: Nanomagnetism . . . . . . . . . . . . . . . . . . 431

14.4 Scanning Force Microscopy and Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 433
14.4.1 Atomic-Scale Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 434
14.4.2 Force Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436
14.4.3 Electrostatic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438
14.4.4 Magnetic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

15 Dynamic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449
15.1 Motivation: Measurement of a Single Atomic Bond . . . . . . . . . . . . . . . . . . . 450
15.2 Harmonic Oscillator: A Model System for Dynamic AFM . . . . . . . . . . . . . . . . 454
15.3 Dynamic AFM Operational Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 455

15.3.1 Amplitude-Modulation/ Tapping-Mode AFMs . . . . . . . . . . . . . . . . . 456
15.3.2 Self-Excitation Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 461

15.4 Q-Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464
15.5 Dissipation Processes Measured with Dynamic AFM . . . . . . . . . . . . . . . . . . . 468
15.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471

16 Molecular Recognition Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475
16.1 Ligand Tip Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476
16.2 Fixation of Receptors to Probe Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478
16.3 Single-Molecule Recognition Force Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 479
16.4 Principles of Molecular Recognition Force Spectroscopy . . . . . . . . . . . . . . . 482
16.5 Recognition Force Spectroscopy: From Isolated Molecules

to Biological Membranes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484
16.5.1 Forces, Energies, and Kinetic Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484
16.5.2 Complex Bonds and Energy Landscapes . . . . . . . . . . . . . . . . . . . . . . . 486
16.5.3 Live Cells and Membranes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489

16.6 Recognition Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489
16.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 492

Part C Nanotribology and Nanomechanics

17 Micro/Nanotribology and Materials Characterization Studies
Using Scanning Probe Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497
17.1 Description of AFM/FFM and Various Measurement Techniques . . . . . . . 499

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1178 Detailed Contents

17.1.1 Surface Roughness and Friction Force Measurements . . . . . . . . 500
17.1.2 Adhesion Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502
17.1.3 Scratching, Wear and Fabrication/Machining . . . . . . . . . . . . . . . . . 503
17.1.4 Surface Potential Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503
17.1.5 In Situ Characterization of Local Deformation Studies . . . . . . . . 504
17.1.6 Nanoindentation Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504
17.1.7 Localized Surface Elasticity and Viscoelasticity Mapping . . . . . 505
17.1.8 Boundary Lubrication Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 507

17.2 Friction and Adhesion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
17.2.1 Atomic-Scale Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
17.2.2 Microscale Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
17.2.3 Directionality Effect on Microfriction . . . . . . . . . . . . . . . . . . . . . . . . . . . 511
17.2.4 Velocity Dependence on Microfriction . . . . . . . . . . . . . . . . . . . . . . . . . 513
17.2.5 Effect of Tip Radii and Humidity on Adhesion and Friction . . 515
17.2.6 Scale Dependence on Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518

17.3 Scratching, Wear, Local Deformation, and Fabrication/Machining . . . 518
17.3.1 Nanoscale Wear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518
17.3.2 Microscale Scratching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 519
17.3.3 Microscale Wear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 520
17.3.4 In Situ Characterization of Local Deformation . . . . . . . . . . . . . . . . . 524
17.3.5 Nanofabrication/Nanomachining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526

17.4 Indentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526
17.4.1 Picoindentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526
17.4.2 Nanoscale Indentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 527
17.4.3 Localized Surface Elasticity and Viscoelasticity Mapping . . . . . 528

17.5 Boundary Lubrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530
17.5.1 Perfluoropolyether Lubricants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530
17.5.2 Self-Assembled Monolayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 536
17.5.3 Liquid Film Thickness Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 537

17.6 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 538
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 539

18 Surface Forces and Nanorheology of Molecularly Thin Films . . . . . . . . 543
18.1 Introduction: Types of Surface Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 544
18.2 Methods Used to Study Surface Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 546

18.2.1 Force Laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 546
18.2.2 Adhesion Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547
18.2.3 The SFA and AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547
18.2.4 Some Other Force-Measuring Techniques . . . . . . . . . . . . . . . . . . . . . 549

18.3 Normal Forces Between Dry (Unlubricated) Surfaces . . . . . . . . . . . . . . . . . . . 550
18.3.1 Van der Waals Forces in Vacuum and Inert Vapors . . . . . . . . . . . 550
18.3.2 Charge Exchange Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 552
18.3.3 Sintering and Cold Welding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 553

18.4 Normal Forces Between Surfaces in Liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 554
18.4.1 Van der Waals Forces in Liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 554
18.4.2 Electrostatic and Ion Correlation Forces . . . . . . . . . . . . . . . . . . . . . . . 554
18.4.3 Solvation and Structural Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1179

18.4.4 Hydration and Hydrophobic Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559
18.4.5 Polymer-Mediated Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
18.4.6 Thermal Fluctuation Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 563

18.5 Adhesion and Capillary Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564
18.5.1 Capillary Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564
18.5.2 Adhesion Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566
18.5.3 Effects of Surface Structure, Roughness,

and Lattice Mismatch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566
18.5.4 Nonequilibrium and Rate-Dependent Interactions:

Adhesion Hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 567
18.6 Introduction: Different Modes of Friction and the Limits

of Continuum Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569
18.7 Relationship Between Adhesion and Friction Between Dry

(Unlubricated and Solid Boundary Lubricated) Surfaces . . . . . . . . . . . . . . . 571
18.7.1 Amontons’ Law and Deviations from It Due to Adhesion:

The Cobblestone Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 571
18.7.2 Adhesion Force and Load Contribution to Interfacial Friction 572
18.7.3 Examples of Experimentally Observed Friction

of Dry Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 576
18.7.4 Transition from Interfacial to Normal Friction with Wear . . . . 579

18.8 Liquid Lubricated Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580
18.8.1 Viscous Forces and Friction of Thick Films:

Continuum Regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580
18.8.2 Friction of Intermediate Thickness Films . . . . . . . . . . . . . . . . . . . . . . 582
18.8.3 Boundary Lubrication of Molecularly Thin Films:

Nanorheology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 584
18.9 Role of Molecular Shape and Surface Structure in Friction . . . . . . . . . . . . 591
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 594

19 Scanning Probe Studies of Nanoscale Adhesion Between Solids
in the Presence of Liquids and Monolayer Films . . . . . . . . . . . . . . . . . . . . . . . 605
19.1 The Importance of Adhesion at the Nanoscale . . . . . . . . . . . . . . . . . . . . . . . . . 605
19.2 Techniques for Measuring Adhesion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 606
19.3 Calibration of Forces, Displacements, and Tips . . . . . . . . . . . . . . . . . . . . . . . . . 610

19.3.1 Force Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 610
19.3.2 Probe Tip Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 611
19.3.3 Displacement Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 612

19.4 The Effect of Liquid Capillaries on Adhesion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 612
19.4.1 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 612
19.4.2 Experimental and Theoretical Studies of Capillary Formation

with Scanning Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 614
19.4.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618

19.5 Self-Assembled Monolayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618
19.5.1 Adhesion at SAM Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618
19.5.2 Chemical Force Microscopy: General Methodology . . . . . . . . . . . 619
19.5.3 Adhesion at SAM-Modified Surfaces in Liquids . . . . . . . . . . . . . . . 620
19.5.4 Impact of Intra- and Inter-Chain Interactions on Adhesion 621

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1180 Detailed Contents

19.5.5 Adhesion at the Single-Bond Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . 622
19.5.6 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 623

19.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624

20 Friction and Wear on the Atomic Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 631
20.1 Friction Force Microscopy in Ultra-High Vacuum . . . . . . . . . . . . . . . . . . . . . . . 632

20.1.1 Friction Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 632
20.1.2 Force Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 632
20.1.3 The Ultra-high Vacuum Environment . . . . . . . . . . . . . . . . . . . . . . . . . . 635
20.1.4 A Typical Microscope in UHV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 635

20.2 The Tomlinson Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 636
20.2.1 One-dimensional Tomlinson Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 636
20.2.2 Two-dimensional Tomlinson Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 637
20.2.3 Friction Between Atomically Flat Surfaces . . . . . . . . . . . . . . . . . . . . . 637

20.3 Friction Experiments on Atomic Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 638
20.3.1 Anisotropy of Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 642

20.4 Thermal Effects on Atomic Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 642
20.4.1 The Tomlinson Model at Finite Temperature . . . . . . . . . . . . . . . . . . 642
20.4.2 Velocity Dependence of Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 644
20.4.3 Temperature Dependence of Friction . . . . . . . . . . . . . . . . . . . . . . . . . . 645

20.5 Geometry Effects in Nanocontacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 646
20.5.1 Continuum Mechanics of Single Asperities . . . . . . . . . . . . . . . . . . . . 646
20.5.2 Load Dependence of Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 647
20.5.3 Estimation of the Contact Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 647

20.6 Wear on the Atomic Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 649
20.6.1 Abrasive Wear on the Atomic Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 649
20.6.2 Wear Contribution to Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 650

20.7 Molecular Dynamics Simulations of Atomic Friction and Wear . . . . . . . . 651
20.7.1 Molecular Dynamics Simulation of Friction Processes . . . . . . . . 651
20.7.2 Molecular Dynamics Simulations of Abrasive Wear . . . . . . . . . . . 652

20.8 Energy Dissipation in Noncontact Atomic Force Microscopy . . . . . . . . . . . 654
20.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 656
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 657

21 Nanoscale Mechanical Properties –
Measuring Techniques and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 661
21.1 Local Mechanical Spectroscopy by Contact AFM . . . . . . . . . . . . . . . . . . . . . . . . 662

21.1.1 The Variable-Temperature SLAM (T-SLAM) . . . . . . . . . . . . . . . . . . . . . 663
21.1.2 Example One: Local Mechanical Spectroscopy of Polymers . . . 664
21.1.3 Example Two: Local Mechanical Spectroscopy of NiTi . . . . . . . . . 665

21.2 Static Methods – Mesoscopic Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 667
21.2.1 Carbon Nanotubes – Introduction to Basic Morphologies

and Production Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 667
21.2.2 Measurements of the Mechanical Properties

of Carbon Nanotubes by SPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 668
21.2.3 Microtubules and Their Elastic Properties . . . . . . . . . . . . . . . . . . . . . 673

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1181

21.3 Scanning Nanoindentation: An Application to Bone Tissue . . . . . . . . . . . 674
21.3.1 Scanning Nanoindentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 674
21.3.2 Application of Scanning Nanoindentation . . . . . . . . . . . . . . . . . . . . 674
21.3.3 Example: Study of Mechanical Properties of Bone Lamellae

Using SN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 675
21.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 681

21.4 Conclusions and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 682
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 682

22 Nanomechanical Properties of Solid Surfaces and Thin Films . . . . . . 687
22.1 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 688

22.1.1 AFM and Scanning Probe Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 688
22.1.2 Nanoindentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689
22.1.3 Adaptations of Nanoindentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 690
22.1.4 Complimentary Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 691
22.1.5 Bulge Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 691
22.1.6 Acoustic Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 692
22.1.7 Imaging Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 693

22.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 694
22.2.1 Elastic Contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 694
22.2.2 Indentation of Ideal Plastic Materials . . . . . . . . . . . . . . . . . . . . . . . . . 694
22.2.3 Adhesive Contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695
22.2.4 Indenter Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 696
22.2.5 Analyzing Load/Displacement Curves . . . . . . . . . . . . . . . . . . . . . . . . . . 696
22.2.6 Modifications to the Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 699
22.2.7 Alternative Methods of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 700
22.2.8 Measuring Contact Stiffness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 701
22.2.9 Measuring Viscoelasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 702

22.3 Modes of Deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 702
22.3.1 Defect Nucleation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 702
22.3.2 Variations with Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 704
22.3.3 Anisotropic Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 704
22.3.4 Fracture and Delamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 704
22.3.5 Phase Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 705

22.4 Thin Films and Multilayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 707
22.4.1 Thin Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 707
22.4.2 Multilayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 709

22.5 Developing Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 711
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 712

23 Atomistic Computer Simulations of Nanotribology . . . . . . . . . . . . . . . . . . . . 717
23.1 Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 718

23.1.1 Model Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 719
23.1.2 Maintaining Constant Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . 720
23.1.3 Imposing Load and Shear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 721
23.1.4 The Time-Scale and Length-Scale Gaps . . . . . . . . . . . . . . . . . . . . . . . 721
23.1.5 A Summary of Possible Traps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 722

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1182 Detailed Contents

23.2 Friction Mechanisms at the Atomic Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 723
23.2.1 Geometric Interlocking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 723
23.2.2 Elastic Instabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 724
23.2.3 Role of Dimensionality and Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . 727
23.2.4 Elastic Instabilities vs. Wear in Atomistic Models . . . . . . . . . . . . . 727
23.2.5 Hydrodynamic Lubrication

and Its Confinement-Induced Breakdown . . . . . . . . . . . . . . . . . . . . 729
23.2.6 Submonolayer Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 731

23.3 Stick-Slip Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 732
23.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 734
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 735

24 Mechanics of Biological Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 739
24.1 Science at the Biology–Nanotechnology Interface . . . . . . . . . . . . . . . . . . . . . 740

24.1.1 Biological Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 740
24.1.2 Self-Assembly as Biological Nanotechnology . . . . . . . . . . . . . . . . . 740
24.1.3 Molecular Motors as Biological Nanotechnology . . . . . . . . . . . . . . 740
24.1.4 Molecular Channels and Pumps

as Biological Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 741
24.1.5 Biologically Inspired Nanotechnology . . . . . . . . . . . . . . . . . . . . . . . . . 742
24.1.6 Nanotechnology and Single Molecule Assays in Biology . . . . . 743
24.1.7 The Challenge of Modeling the Bio-Nano Interface . . . . . . . . . . 744

24.2 Scales at the Bio-Nano Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 746
24.2.1 Spatial Scales and Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 747
24.2.2 Temporal Scales and Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 749
24.2.3 Force and Energy Scales: The Interplay of Deterministic

and Thermal Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 750
24.3 Modeling at the Nano-Bio Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 752

24.3.1 Tension Between Universality and Specificity . . . . . . . . . . . . . . . . . 752
24.3.2 Atomic-Level Analysis of Biological Systems . . . . . . . . . . . . . . . . . . 753
24.3.3 Continuum Analysis of Biological Systems . . . . . . . . . . . . . . . . . . . . . 753

24.4 Nature’s Nanotechnology Revealed: Viruses as a Case Study . . . . . . . . . 755
24.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 760
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 761

25 Mechanical Properties of Nanostructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 763
25.1 Experimental Techniques for Measurement of Mechanical Properties

of Nanostructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 765
25.1.1 Indentation and Scratch Tests Using Micro/Nanoindenters . . 765
25.1.2 Bending Tests of Nanostructures Using an AFM . . . . . . . . . . . . . . . 765
25.1.3 Bending Tests Using a Nanoindenter . . . . . . . . . . . . . . . . . . . . . . . . . . 769

25.2 Experimental Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 770
25.2.1 Indentation and Scratch Tests of Various Materials

Using Micro/Nanoindenters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 770
25.2.2 Bending Tests of Nanobeams Using an AFM . . . . . . . . . . . . . . . . . . . 773
25.2.3 Bending Tests of Microbeams Using a Nanoindenter . . . . . . . . . 777

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1183

25.3 Finite Element Analysis of Nanostructures with Roughness
and Scratches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 778
25.3.1 Stress Distribution in a Smooth Nanobeam . . . . . . . . . . . . . . . . . . . 779
25.3.2 Effect of Roughness in the Longitudinal Direction . . . . . . . . . . . . 781
25.3.3 Effect of Roughness in the Transverse Direction

and Scratches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 781
25.3.4 Effect on Stresses and Displacements for Materials

That Are Elastic, Elastic-Plastic, or Elastic-Perfectly Plastic . . 784
25.4 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 785
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 786

Part D Molecularly Thick Films for Lubrication

26 Nanotribology of Ultrathin and Hard Amorphous Carbon Films . . . . 791
26.1 Description of Commonly Used Deposition Techniques . . . . . . . . . . . . . . . . 795

26.1.1 Filtered Cathodic Arc Deposition Technique . . . . . . . . . . . . . . . . . . . 798
26.1.2 Ion Beam Deposition Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 798
26.1.3 Electron Cyclotron Resonance Chemical Vapor Deposition

Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 799
26.1.4 Sputtering Deposition Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 799
26.1.5 Plasma-Enhanced Chemical Vapor Deposition Technique . . . 799

26.2 Chemical Characterization and Effect of Deposition Conditions
on Chemical Characteristics and Physical Properties . . . . . . . . . . . . . . . . . . . 800
26.2.1 EELS and Raman Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 800
26.2.2 Hydrogen Concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 804
26.2.3 Physical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 804
26.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805

26.3 Micromechanical and Tribological Characterizations
of Coatings Deposited by Various Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 805
26.3.1 Micromechanical Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805
26.3.2 Microscratch and Microwear Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 813
26.3.3 Macroscale Tribological Characterization . . . . . . . . . . . . . . . . . . . . . . 822
26.3.4 Coating Continuity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 826

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 827

27 Self-Assembled Monolayers for Controlling Adhesion,
Friction and Wear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 831
27.1 A Primer to Organic Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 834

27.1.1 Electronegativity/Polarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 834
27.1.2 Classification and Structure of Organic Compounds . . . . . . . . . . 835
27.1.3 Polar and Nonpolar Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 838

27.2 Self-Assembled Monolayers: Substrates, Head Groups,
Spacer Chains, and End Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 839

27.3 Tribological Properties of SAMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 841
27.3.1 Surface Roughness and Friction Images of SAMs Films . . . . . . . 844
27.3.2 Adhesion, Friction, and Work of Adhesion . . . . . . . . . . . . . . . . . . . . 844

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1184 Detailed Contents

27.3.3 Stiffness, Molecular Spring Model, and Micropatterned SAMs 848
27.3.4 Influence of Humidity, Temperature, and Velocity

on Adhesion and Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 850
27.3.5 Wear and Scratch Resistance of SAMs . . . . . . . . . . . . . . . . . . . . . . . . . . 853

27.4 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 856
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 857

28 Nanoscale Boundary Lubrication Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 861
28.1 Lubricants Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 862
28.2 Nanodeformation, Molecular Conformation,

and Lubricant Spreading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 864
28.3 Boundary Lubrication Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 866

28.3.1 Friction and Adhesion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 866
28.3.2 Rest Time Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 869
28.3.3 Velocity Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 871
28.3.4 Relative Humidity and Temperature Effect . . . . . . . . . . . . . . . . . . . . 873
28.3.5 Tip Radius Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 876
28.3.6 Wear Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 879

28.4 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 880
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 881

29 Kinetics and Energetics in Nanolubrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 883
29.1 Background: From Bulk to Molecular Lubrication . . . . . . . . . . . . . . . . . . . . . . 885

29.1.1 Hydrodynamic Lubrication and Relaxation . . . . . . . . . . . . . . . . . . . . 885
29.1.2 Boundary Lubrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 885
29.1.3 Stick Slip and Collective Phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . 885

29.2 Thermal Activation Model of Lubricated Friction . . . . . . . . . . . . . . . . . . . . . . . 887
29.3 Functional Behavior of Lubricated Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 888
29.4 Thermodynamical Models Based on Small

and Nonconforming Contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 890
29.5 Limitation of the Gaussian Statistics – The Fractal Space . . . . . . . . . . . . . 891
29.6 Fractal Mobility in Reactive Lubrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 892
29.7 Metastable Lubricant Systems in Large Conforming Contacts . . . . . . . . . 894
29.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 895
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 895

Part E Industrial Applications and Microdevice Reliability

30 Nanotechnology for Data Storage Applications . . . . . . . . . . . . . . . . . . . . . . . . 899
30.1 Current Status of Commercial Data Storage Devices . . . . . . . . . . . . . . . . . . . . 901

30.1.1 Non-Volatile Random Access Memory . . . . . . . . . . . . . . . . . . . . . . . . . 904
30.2 Opportunities Offered by Nanotechnology for Data Storage . . . . . . . . . . . 907

30.2.1 Motors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 907
30.2.2 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 909
30.2.3 Media and Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 913

30.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 918

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1185

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 919

31 The “Millipede” –
A Nanotechnology-Based AFM Data-Storage System . . . . . . . . . . . . . . . . . 921
31.1 The Millipede Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 923
31.2 Thermomechanical AFM Data Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 924
31.3 Array Design, Technology, and Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 926
31.4 Array Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 927
31.5 x/y/z Medium Microscanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 929
31.6 First Write/Read Results with the 32×32 Array Chip . . . . . . . . . . . . . . . . . . . . . 931
31.7 Polymer Medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 932

31.7.1 Writing Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 932
31.7.2 Erasing Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 935
31.7.3 Overwriting Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 937

31.8 Read Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 939
31.9 System Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 943

31.9.1 [peserror]PES Generation for the Servo Loop . . . . . . . . . . . . . . . . . . 943
31.9.2 Timing Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 945
31.9.3 Considerations on Capacity and Data Rate . . . . . . . . . . . . . . . . . . . . 946

31.10Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 948
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 948

32 Microactuators for Dual-Stage Servo Systems
in Magnetic Disk Files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 951
32.1 Design of the Electrostatic Microactuator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 952

32.1.1 Disk Drive Structural Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 952
32.1.2 Dual-Stage Servo Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 953
32.1.3 Electrostatic Microactuators:

Comb-Drives vs. Parallel-Plates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 954
32.1.4 Position Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 956
32.1.5 Electrostatic Microactuator Designs for Disk Drives . . . . . . . . . . . 958

32.2 Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 962
32.2.1 Basic Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 962
32.2.2 Electrostatic Microactuator Fabrication Example . . . . . . . . . . . . . . 962
32.2.3 Electrostatic Microactuator Example Two . . . . . . . . . . . . . . . . . . . . . . 963
32.2.4 Other Fabrication Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 966
32.2.5 Suspension-Level Fabrication Processes . . . . . . . . . . . . . . . . . . . . . . . 967
32.2.6 Actuated Head Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 968

32.3 Servo Control Design
of MEMS Microactuator Dual-Stage Servo Systems . . . . . . . . . . . . . . . . . . . . . 968
32.3.1 Introduction to Disk Drive Servo Control . . . . . . . . . . . . . . . . . . . . . . . 969
32.3.2 Overview of Dual-Stage Servo Control Design Methodologies 969
32.3.3 Track-Following Controller Design

for a MEMS Microactuator Dual-Stage Servo System . . . . . . . . . . 971
32.3.4 Dual-Stage Seek Control Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 976

32.4 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 978
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 979

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1186 Detailed Contents

33 Micro/Nanotribology of MEMS/NEMS Materials and Devices . . . . . . . . . . 983
33.1 Introduction to MEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 985
33.2 Introduction to NEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 988
33.3 Tribological Issues in MEMS/NEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 989

33.3.1 MEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 989
33.3.2 NEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 994
33.3.3 Tribological Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 995

33.4 Tribological Studies of Silicon and Related Materials . . . . . . . . . . . . . . . . . . 995
33.4.1 Tribological Properties of Silicon and the Effect

of Ion Implantation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 996
33.4.2 Effect of Oxide Films on Tribological Properties of Silicon . . . . 998
33.4.3 Tribological Properties of Polysilicon Films and SiC Film . . . . . 1000

33.5 Lubrication Studies for MEMS/NEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1003
33.5.1 Perfluoropolyether Lubricants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1003
33.5.2 Self-Assembled Monolayers (SAMs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1004
33.5.3 Hard Diamond-like Carbon (DLC) Coatings . . . . . . . . . . . . . . . . . . . . . 1008

33.6 Component-Level Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1009
33.6.1 Surface Roughness Studies of Micromotor Components . . . . . . 1009
33.6.2 Adhesion Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1011
33.6.3 Static Friction Force (Stiction) Measurements in MEMS . . . . . . . 1014
33.6.4 Mechanisms Associated with Observed Stiction Phenomena

in Micromotors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1016
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1017

34 Mechanical Properties of Micromachined Structures . . . . . . . . . . . . . . . . . . 1023
34.1 Measuring Mechanical Properties of Films on Substrates . . . . . . . . . . . . . 1023

34.1.1 Residual Stress Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1023
34.1.2 Mechanical Measurements Using Nanoindentation . . . . . . . . . . 1024

34.2 Micromachined Structures for Measuring Mechanical Properties . . . . . 1024
34.2.1 Passive Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1025
34.2.2 Active Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1028

34.3 Measurements of Mechanical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1034
34.3.1 Mechanical Properties of Polysilicon . . . . . . . . . . . . . . . . . . . . . . . . . . . 1034
34.3.2 Mechanical Properties of Other Materials . . . . . . . . . . . . . . . . . . . . . 1036

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1037

35 Thermo- and Electromechanics of Thin-Film Microstructures . . . . . . 1039
35.1 Thermomechanics of Multilayer Thin-Film Microstructures . . . . . . . . . . . 1041

35.1.1 Basic Phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1041
35.1.2 A General Framework for the Thermomechanics

of Multilayer Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1046
35.1.3 Nonlinear Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1054
35.1.4 Nonlinear Material Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1058
35.1.5 Other Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1061

35.2 Electromechanics of Thin-Film Microstructures . . . . . . . . . . . . . . . . . . . . . . . . 1061
35.2.1 Applications of Electromechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1061
35.2.2 Electromechanics Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1063

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



Detailed Contents 1187

35.2.3 Electromechanics – Parallel-Plate Capacitor . . . . . . . . . . . . . . . . . 1064
35.2.4 Electromechanics of Beams and Plates . . . . . . . . . . . . . . . . . . . . . . . . 1066
35.2.5 Electromechanics of Torsional Plates . . . . . . . . . . . . . . . . . . . . . . . . . . 1068
35.2.6 Leveraged Bending . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1069
35.2.7 Electromechanics of Zipper Actuators . . . . . . . . . . . . . . . . . . . . . . . . . . 1070
35.2.8 Electromechanics for Test Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . 1072
35.2.9 Electromechanical Dynamics: Switching Time . . . . . . . . . . . . . . . . . 1073
35.2.10 Electromechanics Issues: Dielectric Charging . . . . . . . . . . . . . . . . 1074
35.2.11 Electromechanics Issues: Gas Discharge . . . . . . . . . . . . . . . . . . . . . . 1075

35.3 Summary and Mention of Topics not Covered . . . . . . . . . . . . . . . . . . . . . . . . . . 1078
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1078

36 High Volume Manufacturing and Field Stability
of MEMS Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1083
36.1 Manufacturing Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086

36.1.1 Volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086
36.1.2 Standardization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086
36.1.3 Production Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086
36.1.4 Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1087
36.1.5 Environmental Shield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1087

36.2 Robust Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1087
36.2.1 Design for Manufacturability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1087
36.2.2 Process Flow and Its Interaction with Product Architecture . 1088
36.2.3 Microstructure Release . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1095
36.2.4 Wafer Bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1095
36.2.5 Wafer Singulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1097
36.2.6 Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1098
36.2.7 Electrostatic Discharge and Static Charges . . . . . . . . . . . . . . . . . . . . . 1098
36.2.8 Package and Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1099
36.2.9 Quality Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1101

36.3 Stable Field Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1102
36.3.1 Surface Passivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1102
36.3.2 System Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1105

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1106

37 MEMS Packaging and Thermal Issues in Reliability . . . . . . . . . . . . . . . . . . . . 1111
37.1 MEMS Packaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1111

37.1.1 MEMS Packaging Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1112
37.1.2 Contemporary MEMS Packaging Approaches . . . . . . . . . . . . . . . . . . 1113

37.2 Hermetic and Vacuum Packaging and Applications . . . . . . . . . . . . . . . . . . . . 1116
37.2.1 Integrated Micromachining Processes . . . . . . . . . . . . . . . . . . . . . . . . . 1117
37.2.2 Post-Packaging Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1118
37.2.3 Localized Heating and Bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1119

37.3 Thermal Issues and Packaging Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1122
37.3.1 Thermal Issues in Packaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1122
37.3.2 Packaging Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1124
37.3.3 Long-Term and Accelerated MEMS Packaging Tests . . . . . . . . . . . 1125

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1188 Detailed Contents

37.4 Future Trends and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1128
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1129

Part F Social and Ethical Implication

38 Social and Ethical Implications of Nanotechnology . . . . . . . . . . . . . . . . . . . 1135
38.1 Applications and Societal Impacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1136
38.2 Technological Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1139
38.3 Major Socio-technical Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1141
38.4 Sources of Ethical Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1143
38.5 Public Opinion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1145
38.6 A Research Agenda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1148
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1149

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1153
About the Authors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1155
Detailed Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1171
Subject Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1189

D
etailed

Con
t.

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 2004 1



1189

Subject Index

1, 1′-biphenyl-4-thiol (BPT) 843
4, 4′-dihydroxybiphenyl (DHBp)

843
µCP (microcontact printing) 187,

197, 834
µTAS (micro-total analysis systems)

257
γ -modified geometry 700
1,4-phenylenediamine (pDA) 916
1/f noise 387, 957
16-mercaptohexadecanoic acid thiol

(MHA) 843
1-D localization
– effects 120
– theory 120
1-D to 3-D transition in magnetic

field 122
1-ethyl-3-(3-diamethylaminopropyl)

carbodiimide (EDC) 80, 296
2-D FKT model 638
2-DEG
– two-dimensional electron gas 438
2-D-histogram technique 647
2-amino-4,5-imidazoledicarbonitrile

(AIDCN) 918
2-mercaptoethylamine HCl 478
2-pyridyldithiopropionyl (PDP) 478
3,3′-dimethyl bipyridinium 14
3-D bulk state 428
3-D coil inductor 242
3-D switching architecture 238
3-D-force measurements 358
3-nitrobenzal malonitrile (NBMN)

916

A

abrasive wear 649, 652
Abrikosov lattice 440
ABS (air-bearing surface) 968
ac electrochemical deposition 104
ac electrodeposition 103
accelerated friction 822
acceleration energy 798
accelerometer 230
– lateral 231
– packaging 1100
– test 1101
– three-axis 233
– vertical 232
– wafer fabrication 1091

acetonitrile 14, 19
acetylene (C2H2) 799
acid-treated SWNT 64
acoustic emission 690
actin-myosin motor 751
activation energy barrier 482
active linearization 361
active matrix electronic paper 195
active microfluidic devices 257
active microvalves 258
active structures 1028
actuated head 954
– fabrication 968
actuated slider 954, 968
– configuration 954
actuated suspension 953
actuation
– pneumatic 258
actuator
– miniaturized 986
actuator failure modes 1074
adatoms 392
addressing nanoscale bits of data

901
adenine 10
adenosine triphosphate (ATP) 741
adhesion 325, 498, 507, 515, 605,

799, 844, 930, 983
– at SAM interfaces 618
– control 832
– energy 619
– force 452, 546, 547, 552, 564,

566, 567, 619, 621
– force, quantized 558, 584
– hysteresis 567, 568, 573
– hysteresis, relation to friction

573, 576–579, 585
– influence of humidity on 850
– measurement 1011
– measurement techniques 606
– mechanics 564–566
– performance 866
– primary minimum 544, 555, 559
– promoter 188
– quantization 623
– rate-dependent 567, 568
adhesion force
– total 616
adhesion-controlled friction 571,

572, 574
adhesive

– coating 479
– interaction 732
– material 610
– surfaces 731
– wear 728
adhesive force 335, 646, 662, 867,

1004
– increase 876
– intrinsic 832
– mapping 537, 869
– measurement 503
adhesive tape film 907
adiabatic limit 482
adsorbate 404, 695
adsorbed
– insulator substrate 400
– water 875
– water film 878
adsorption 64, 79, 476
– capacity 80
– sites in MWNT 65
AES (Auger electron spectroscopy)

measurement 826
AFAM (atomic force acoustic

microscopy) 326
affinity maturation 316
affinity selection 297
affinity-based targeting 301
AFM (atomic force microscope)

173–175, 743, 765
– adhesion measurement 620
– Binnig design 333
– calculated sensitivity 355
– cantilever 332, 350, 610
– cantilever array 923
– commercial 333
– construction 288
– contact mode 331
– control electronics 362
– design optimization 348
– designs 376
– feedback loop 362
– for UHV application 635
– image 392
– imaging signal 386
– instrumentation 347
– manufacturers 333
– microscratch technique 853
– probe construction 338
– probes 378
– pull-off force 619

Su
b
ject

In
d
ex

Springer Handbook of Nanotechnology
B. Bhushan • ! Springer 20041



1190 Subject Index

– resolution 375
– set-up 450, 453
– spectroscopy 458
– surface height map 817
– test 818
– thermomechanical recording 924
– tip 288, 379, 386, 450, 452, 477,

480, 1013
– tip containing antibodies 489
– tip radius 518
– tip sensor design 476
– tip size 622
AFM image
– tapping mode 914
Ag 395, 397
– on Nb(110) 429
– trimer 395
air bag sensor 1084, 1091
air damping 470
air gap capacitance 1075
air induced oscillations 348
air/water interface 479
air-bearing surface (ABS) 968
Al2O3-TiC head 825
Al2O3 54, 462, 633
– grains 508
– ultrafiltration membrane 669
Al2O3-TiC composite 508
Al2O3-TiC slider 998
AlxGa1−xAs 248
AlAs 248
alcohol 837
aldehydes 837
aligned carbon nanotubes 58
alignment accuracy 195
alignment of nanowires 109
alkali halides 397
alkaline phosphatase (AP) 271
alkane 835, 888, 889
alkanethiolate 187
– film 841
– on gold 187
– on palladium 187
– on silver 187
alkanethiols 404
alkylsilane film 619
all-fiber interferometer 418
all-MEMS configuration 907
all-metal cantilever 912
all-optical logic gates 21
all-optical switching network 237
alloy 662
all-silicon cantilever 926
alumina template 127
aluminum
– gates 34

– mirror array 1088
aluminum oxide 54, 462, 633
aluminum-based surface

micromachining 241
AM (amplitude modulation)
– AFM 388
– mode 455
amide 838
amine 838
Amontons law 454, 517, 571, 574,

577, 580, 646, 718
amorphous
– oxide layer 106
– surfaces 544
amorphous carbon 49, 793
– chemical structure 800
– coatings 800, 806
– phase 48
amperometric time-based detection

method 272
amphiphilic molecular building

blocks 23
amplitude feedback 465
amplitude modulation (AM) 388,

456
– mode 331
– SFM (scanning force microscope)

433
amplitude of vibration 911
anchor group 840
AND operator 15
angle of helicity 41
angle of twist formula 355
anion-terminated tip 399
anisotropy 704
– of friction 642
annealing effect 1036
anodic alumina (Al2O3) 100
– oxide films 102
– templates 103
anodic bonding 1096, 1115
anodization 100
ANSYS
– analysis 1123
– stress prediction 1124
anthracene 20
– channel 21
antibiotic-resistant pathogens 293
antibody 296
– directed enzyme-prodrug therapy

(ADEPTS) 301
– production 312
antibody–antigen 475
– binding 283
– complex 484
– recognition 491

antibody-coated beads 271
antiferromagnetic spin ordering 403
antigen presenting cell (APC) 312
antigen recognition 282
antimicrobial chemotherapy 293
anti-stiction
– agent (ASA) 1104
– material 1104
AP (alkaline phosphatase) 271
APC (antigen presenting cell) 312
APCVD (atmospheric pressure

chemical vapor deposition) 770
apparent viscosity 888
applications
– electrical 131
arc discharge 798
areal density 900, 901, 907, 925,

932, 947, 952
Arg-Gly-Asp (RGD) 489
armchair-type SWNT 42
array
– cantilever 927
– characterization 927
– chip 923
– of aligned nanowires 115
– of nanotubes 53
Arrhenius equation 1127
artifacts 415
artificial double helix 12
as-deposited film 1035
aspect ratio 127
asperity-asperity interaction 618
as-released curvature 1059
assembled nanotube probes 378
assembly approaches 288
assembly of nanostructures 294
association process 476
atmospheric pressure chemical vapor

deposition (APCVD) 770
atomic
– interaction force 452
– manipulation 419
– motion imaging 420
atomic force acoustic microscopy

(AFAM) 326
atomic force microscope (AFM)

114, 288, 289, 303, 325, 331, 371,
385, 404, 476, 498, 546, 547, 549,
585, 588, 688, 717, 743, 841, 861,
862, 899, 922

atomic resolution 330, 382, 388,
389, 427, 476, 480

– imaging 391, 394–397, 462
atomic-scale
– dissipation 655
– force measurement 347
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– friction 507
– hysteresis 468
– image 327, 342, 434
– roughness 721
atomistic computer simulation 398,

724
ATP hydrolysis 742
ATP(adenosintriphosphate) synthase

741
attraction
– long-range 550, 562
attractive force–distance profile

480
attractive interaction 864
Au film 771
Au microbeam 777, 778, 785
Au tip 619
Au(111) 423, 848, 850
– surface 619
Aubry transition 728
Au-coated AFM tip 619
austenite 665
average
– distance 749
– lifetime 482
– stress 1049
axial strength 672
azopyridine 19

B

backbone chain 839
backflow 261
bacmid 283
bacteriophage 744, 755
bacteriorhodopsin 742
BaF2 398
ball and spring model 724
ball grid arrays (BGA) 1113
ballistic phonon transport 126
ballistic transport 115, 121
balloon angioplasty 189
bamboo texture 52, 61
band gap tunability 128
band structure
– electronic 128
barcode reading 233
barcode tags 136
barrier-hopping 887
– fluctuations 890
basic switching operations 15
batch fabrication 249
– techniques 373
batch nanotube tip fabrication 380
B-cell epitopes 311
bc-MWNT (bamboo-concentric) 44

BDCS (biphenyldimethylchlorosi-
lane) 849

beam
– two-layer 1045
beam bending energy 745
beam deflection 455
beam failure 775
beam-deflection FFM 633
beam-steering mirror 239
behavior
– unethical 1143
Bell’s formula 483
bending
– moment 767, 783
– stiffness 349
– strength 767, 774, 775, 785
– stress 767, 781
– test 765, 766, 769
Berkovich
– indenter 765
– indenter tip 677
– pyramid 696
– tip 815
BGA (ball grid arrays) 1113
bh-MWNT (bamboo-herringbone)

44
Bi2Sr2CaCu2O8+δ (BSCCO) 431
Bi1−xSbx nanowires 123
bias voltage 328
biaxial strain 1042
biaxial stress 1053
BiCMOS 229
bidirectional micropump 261
bifurcation 1056
bilayer
– beam 1054
– cantilever 1046
– film 1059
– model-lipid-lubricant 889
– plate 1050
– system 1042
bimetallic catalyst 51, 62
binary compound 397
bio force probe (BFP) 480
biochemical fluids 254
biochemical reaction 262, 270
biocompatibility 263, 311
bioconjugate chemistry 295, 296
bioconjugation method 288
biofilter 271
– surface-mounted 272
biofluidic chip 273, 987
biofunctionalized cantilever 742,

743, 745
biogenic amorphous silicon shells

314

biological
– activity 316
– affinity 297
– affinity reagents 303
– device 742
– device components 304
– evolution 751
– macromolecules 299
– nanotechnology 739, 760
– self-assembly 293
biomaterials 711
biomechanics 675
biomedical device 189
BioMEMS (Biological or Biomedical

Microelectromechanical Systems)
253, 262, 764, 987

– actuation 269
biomimetic valves 262
biomolecules bound to carbon

nanotubes 303
biomolecules in therapeutic

nanodevices 293
bio–nano interface 744
BioNEMS (Biological or Biomedical

Nanoelectromechanical Systems)
764, 989

bio-sampling
– magnetic bead-based 271
biosensors 80, 302
bio-surfaces 489
biotechnology 1139
– limits of 281
biotin 80, 476
biotin-avidin 622
– spectrum 487
biotin-directed IgG 476
biotinylated AFM tip 489
biphenyl 419
bipyridine
– building block 12, 31
– centered LUMOs 26
birefringent crystal 352
bismuth nanowire 118, 134
bistability 459, 916
bit pitch (BP) 943
bit strings 938
bits per inch (BPI) 952
blister test 691
Bloch states 428
Bloch wave 427
block co-polymer 291
block-like debris 823
blood cell analysis 310
blood flow measurement 304
blood-pool agents 306
BN nanotubes 68
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Bode plot 976
Bohr radius of excitons 135
Boltzmann ansatz 482
Boltzmann distribution 887
bond
– angle 67
– breakage 483
– lifetime 482
– rupture 487
– scission 623
– strength 550
bonded lubricant film 864
bonded PFPE 1012
bonding
– energy 386
– kinetics 893
– techniques 1114
bone
– lamellae 675
– lamellation 679
– tissue 675
boron
– diffusion 227
– doped Si 205
– ion implantation 330
bottom-up
– approach 99, 107, 285
– chemical strategies 10
– materials 281
– scheme 133
boundary
– element (BE) 1063
– film formation 861
– lubricant 729, 861
– lubricant film 832
– lubrication 530, 569–571, 580,

583, 585, 852, 866, 885
– lubrication measurement 507
– lubrication regime 884
– scattering effects 125
bovine serum albumin (BSA) 476
bpsi (bits per square inch) 901
BPT (1, 1′-biphenyl-4-thiol) 854,

1007
BPTC (cross-linked BPT) 1007
branched hydrocarbon lubricants

889
breakdown
– electrical 1076
bridging of polymer chains 562,

563
broken beams 777
broken coating chip 817
brush see polymer brush
brush-like structures 109
buckling 808, 812, 1026

– force 377
– stress 813
bulge test 691
bulk
– addressing 22
– atoms 387
– conduction band 424
– diamond 793, 801, 803
– etched silicon wafer 263
– fluid transport 261
– graphitic carbon 824
– micromachining 229
– Si wafers 205
– state 428
– viscosity 731
– xenon 436

C

C70 792
C2 moieties 51
C60 32, 41, 49, 404, 647, 792
– film 330
– fullerenes 289
– island 641, 642
– multilayered film 404
– SWNT (single wall nanotube) 70
C60-terminated film 843
Ca ion 399
cadherin-mediated adhesion 488
CaF2 398
CaF2 tip 652
CaF2(111) 399
CaF2(111) surface 399, 652
calculated tapping behavior 911
calculus of variations 745
calibration 610, 698, 699
calorimetric experiments 482
cantilever 387, 390, 457, 481
– all-metal 912
– all-silicon 926
– array 926, 927
– axis 418
– base 469
– beam 1015, 1061
– beam array (CBA) 1011
– beam model 1067
– biofunctionalized 742, 743, 745
– biosensors 303
– cell 926
– deflection 332, 372, 387, 389,

418, 465, 480, 632, 745, 848
– deflection calculation 344
– diode array 928
– driven 455
– effective mass 633

– eigenfrequency 415
– elasticity 636
– fabrication 909
– flexible 332
– foil 373
– heater 925
– material 339, 387
– motion 331, 913
– mount 336
– oscillation 457, 469
– Q-factor 433
– resonance 451
– resonance behavior 350
– resonance frequency 481, 611,

890, 1029
– sensor 925
– spring 454
– spring constant 485
– stainless steel 813
– stiffness 338, 505, 610, 926
– temperature 940
– thickness 632, 633
– tip 303, 454
– triangular 339, 349, 354
– untwisted 335
cantilever-based probes 433
capacitance detection 356
capacitive
– accelerometers 230
– detection 361
– detector 331
– displacement sensor 1033
– forces 465
– position sensing 956
– sensor 227, 230
– transducer 245
capacitor-like device 913
capacity growth 903
capillarity-driven stop valve 265
capillary
– effect on adhesion 607
– electrophoresis (CE) 255
– force 544, 559, 564, 619, 662
– force curve 617
– formation 614
– pressure 265
– stiffness 614
capsid wall 760
carbon 792
– crystalline 792
– film 865
– magnetron sputtered 799
– shells 52
– source 57
– spacer chain 853
– superactivated 77
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carbon coating
– unhydrogenated 804
carbon nanofiber
– vapor grown 56
carbon nanotube (CNT) 55, 105,

287, 425, 667
– adsorption properties 76
– application 73
– catalyst-free growth 59
– catalyst-supporting materials 75
– chemical reactivity 67
– diameters 63
– FETS 303
– field emission 74
– formation 46
– growth mechanisms 59
– heterogeneity 63
– in situ filling 69
– maximum current density 74
– mechanical properties 376
– molten state filling 69
– oxidation 72
– production 46
– properties 63
– quantum wires 66
– sublimation filling 70
– synthesis conditions 61
– tip 342, 375, 376, 501
– wet chemistry filling 69
carbon–carbon distance 436
carboxyl acid 837
carboxylates (RCOO−) 404
cardiovascular
– sensors 310
– system 310
– tissue engineering 310
carrier
– density 118, 122
– gas 804
– mean free path 116, 118, 121
– mobility 118
Casimir force 545
casting 186
catalysis 397
catalysis-enhanced

disproportionation 54
catalysis-enhanced thermal cracking

54
catalyst 49, 106, 668
– nanoparticles 58
– preparation 54
catalyst-based SWNT 61
catalyst-free 57
catalytic chemical vapor deposition

(CCVD) 52, 55, 58, 60, 61
catalytic decomposition 54

catalytically grown MWNT 673
cathode deposit 49, 51
cathodic arc carbon 806
CCVD see catalytic chemical vapor

deposition
CCVD method 61
CDS (correlated double sampling)

technique 961
CdSe nanorods 136
cell adhesion 489
cellular immune responses 311
cellular phone 904
CeO2(111) 400
ceramic
– matrix composites 81
– slider 824
– tip 74
cerpacs 1101
CFM (chemical force microscopy)

73, 489, 619
chain adsorption 894
chalcogenide 906, 910, 915
change of meniscus 1005
changing of surface conditions 117
channel etching process 255
channel-liquid pair 261
chaotic mixer 266
characteristic distance 588
characteristic slip time 894
characteristic velocity 889
charge density wave (CDW) 428
charge exchange interactions 545,

552, 553
charge fluctuation forces see ion

correlation forces
charge separation 1116
charge transfer interactions see

charge exchange interactions
charge trapping 913
charge-controlled pull-in equation

1064
check valve design 260
chelate metal cations 12
chemical
– bond 386
– bonding 388, 863
– bonding force 331
– characterization 800
– composition 115
– detection devices 137
– force 386
– force microscopy (CFM) 73, 489,

619
– heterogeneity 568
– input 16
– interaction force 452

– sensors 74
– signal 19, 20
– synthesis 12
– vapor deposition (CVD) 104, 793
– vapor infiltration 57
chemisorption 861
chemistry route 57
chemoselective conjugation 295,

296
chemotherapy 307
chip level integration 1093
chip-on-flex (COF) 1113
clamped-clamped mechanical beams

247
classical finite size 116
classical size effect 120
clock field 946
clogging 56
closed loop sensitivity 973
clustered acetate 406
CMOS electronics 230
CMOS static random access memory

(SRAM) 235
CMOS sustaining electronics 245
c-MWNT (concentric multiwall

nanotube) 43, 48, 60, 67
Co clusters 425
CO disproportionation 54
CO on Cu(110) 419
coated particles 306
coating
– continuity 826
– damage 823
– failure 820
– hardness 818
– hydrophobic 1014
– mass density 801
– microstructure 800
– thickness 810, 812
coating–substrate interface 819
coefficient
– effective 647
coefficient of friction 501, 510, 516,

535, 579, 634, 771, 773, 809, 813,
823, 824, 844, 868, 872, 996, 1005

– Si(100) 531
– Z-15 531
– Z-DOL (BW) 531
coefficient of friction see friction

coefficient
coefficient of friction relationship

343
coefficient of thermal expansion

(CTE) 1124
co-energy 1064
coercivity 137
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COF (chip-on-flex) 1113
cognate receptors 298
cognitive ligands 476
cognitive science 1139
coherence length 423
cohesive
– potential 759
– surface model 759
coil inductor 242
cold welding 553, 579
collagen fibers 679
collective phenomenon 885, 888
colloidal
– forces 545
– probe 548
colossal magneto resistive effect

439
comb storage device 907
comb-drive 955, 1030
– actuator 955
– resonator 245
combined AFM nanoindenter device

676
commensurate Cu(111) 728
commensurate system 723
commercial data-storage device

907
commercial MEMS devices 991
communicating
– between compatible molecular

components 19
– force 748
– molecular switches 19
compact bone
– lamellae 678
– mean hardness 680
complex
– bonds 486
– dielectric function 127
– fluidic systems 886
– logic functions with molecular

switches 19
component
– failure 764
– supplier 902
– surface 1009
composite 662
composite material 81
compositionally modulated

nanowires 106
compression energy 887
compressive stress 805, 812, 1035,

1044
computer simulation 718
– forces 553, 557, 561, 564, 565,

585

– friction 553, 573, 574, 579, 580,
583, 585, 586, 590, 591, 594

concentration
– critical 650
concentric
– graphenes 43
– texture 61
– type (c-MWNT) 43
conditional release of therapeutics

288
conductance 117
conductance quantization in metallic

nanowires 115
conducting polymers 103, 304
conductive polymeric materials 304
conductivity 136
– electrical 133
confined
– complex liquids 891
– nanostructure 68
– simple liquids 888
confinement 544, 545, 570, 584,

593
conformation 864
conformational defect 849
conforming contacts 894
connector
– miniaturized 986
constant
– amplitude (CA) 464
– amplitude FM mode 468
– current mode 328
– excitation mode (CE) 464
– force mode 362
– height mode 328, 399
constrained elastic media 1061
consumer electronics 904
consumer nanotherapeutic device

288
contact
– AFM (atomic force microscope)

455
– AFM dynamic method 662
– angle 616, 833
– angle goniometer 847
– angle of SAM 846
– conductance 649, 913
– elastic 703
– mechanics see adhesion

mechanics
– meniscus 619
– mode 373, 909
– mode photolithography 195
– printing 186, 200, 833
– radius 678
– resistance 690

– stiffness 677, 689, 698, 701, 810,
894

– stress 872
– value theorem 575
contact area 548, 650, 651, 677,

699, 709
– apparent macroscopic 571, 576,

580
– true molecular 547, 549, 566,

571, 574–576, 594
contamination 332
continuous micropump 269
continuous stiffness measurement

(CSM) 810
continuum
– analysis 753
– model 638
– theory 554, 556, 558, 559, 569,

580
contour plot 1057
contour-mode disk resonator 246
contraction 1044
contrast 435
– agent design 306
– agents 304
– enhancing agents for medical

imaging 304
– enhancing nanoparticle 306
– formation 397
control
– of nanotherapeutic action 302
– of position 109
– over nanowire diameter distribution

106
– system 359, 362
– theory 1144
controlled desorption 419
controlled evaporation 269
controlled geometry (CG) 330
controlled nanoscale architecture

294
controlled substances 1140
controlled triggering of therapeutic

action 298
controller design 969
CoO 402
Co-O film on PET 524
Cooper pairs 429
coordinated molecular process 886
copper adhesion 963
copper hexadecafluorophthalocyanine

196
copper tip 652, 727
corannulene 61
cores of carbon nanotubes 105
core-sheath nanowire 114
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core-shell structure 132
Coriolis acceleration 232, 1095
correlated-double-sampling (CDS)

960
corrosion 1116, 1125
cost of goods (COGs) 285, 307
co-transporter 489
Couette flow 569, 593, 885
Coulomb
– force 396
– interaction 66
– law of friction 644
coupled electromechanics 1063
covalent
– bonds 10
– scaffolds 12
Cr binding layer 619
Cr coating 432
Cr(001) 427
crack spacing 524
cracks 807
creativity at the nanoscale 1135
creep 415, 691, 1125
– effect 528
– relaxation 1060
creep model
– linear 890
critical
– concentration 650
– curvature 1056
– degree of bending 1031
– load 809
– magnetic field strength 122
– normal load 853
– position 636
– shear stress 570–572, 577, 585,

586
– temperature 423, 434, 1059
– time 894
– velocity 585, 587, 590, 591
crosshair alignment 195
crosslinked BPT (BPTC) 843
crosstalk 363, 927, 1066
cross-track distance 945
cryostat 415
crystal
– growth direction 103
– orientation 206
– structure 333
– surfaces 375
crystal growth orientation, preferred

104
crystalline
– carbon 792
– silicon 254
– surfaces 544

CSM (continuous stiffness
measurement) 810

CTE (coefficient of thermal
expansion) 1124

CTL (cytotoxic T-cell) responses
311

Cu(001) 397
Cu(100) 640
Cu(100) substrate 728
Cu(100) tip 728
Cu(111) 423, 639, 640, 655
Cu(111) surface states 427
Cu(111) tip 653
cube corner 696, 704
culture of engineering 315
cuprates 431
current density effect 1036
current rectification 116
current-voltage characteristics 116,

916
curvature 1044
– critical 1056
– effects 723
– measured 1053
– variation 1046
curved electrode
– actuator 1070
– shape 1071
custom-designed MEMS product

1112
cut-off distance 552, 573
CVD (chemical vapor deposition)

104, 793
cyclic
– fatigue 810, 1036
– olefin copolymers (COC) 257
– thermomechanical load 1061
– voltammograms 29
cytoplasmic surface 478
cytosine 10
cytoskeletal filament 747
cytotoxic therapeutics 307
cytotoxic T-lymphocytes (CTLs)

311
cytotoxin deposition 309

D

(d, k) codes 947
D2O 425
damage 553, 569–588
damage mechanism 818
damped harmonic oscillator 454
damping 664
– effective 470
– effects 451

– pneumatic 418
data
– lifetime 905
– rate limitation 922
– rates 948
– storage 900
– storage application 912
– storage device 922
– storage system 994
dc electrochemical deposition 103,

104
de Broglie wavelength 116
Deborah number 583
debris 823
Debye exponential relaxation 885,

892
Debye length 555, 557
decoupled design 970
decoupled track-following control

972
deep reactive ion etching (DRIE)

156, 162, 254, 963
defect motion 415
defect nucleation 702
defect production 651
defects in channel 255
deflection 457, 1054
– curve 1071
– maximum 1071
– measurement 387
– noise 433
deformation 547, 549, 1041, 1047
– behavior 1058
– elastic 450, 566, 581, 647
– of microtubule 674
– plastic 553, 580
– regime 1046
deformed beam 778
degradability 311
degrees of freedom 753
delamination 704, 804, 808, 812,

1125
delivery of therapeutics 296
Demnum-type PFPE 537
– lubricant film 869
dendrimer-based therapeutic 284
dendritic
– cells (DCs) 312
– polymers 310
density
– functional theory (DFT) 78
– modulation 730
– of defects 193, 195
density of states (DOS) 66
– electronic 133
dental enamel 711
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depletion
– attraction 545, 562
– interaction 562
– stabilization 545, 562
deployment of functional

biomolecules 288
deposition
– conditions 206
– rate 798
– techniques 795, 796
Derjaguin approximation 546, 557,

559
Derjaguin–Landau–Verwey–

Overbeek (DLVO) theory 555
Derjaguin–Muller–Toporov (DMT)
– model 647
– theory 566
design rule 348
designed molecules 12
design-for-manufacturability 1086
design-for-volume 1086
detection 939
– circuit 939
– systems 332, 350
device
– architectures 288
– components communication 304
– design 280
– electronic 133
– fluidic 253
– molecule-based 24, 28
– scaling 989
dewetting 868, 1003, 1013
DFM (dynamic force microscopy)

433, 471, 490, 501
DFS (dynamic force spectroscopy)

484
DHBp (4, 4′-dihydroxybiphenyl)

843, 854, 1007
diameter-dependent 116
diamond 67, 373, 379, 673, 698,

792
– coated cantilever 914
– coating 804, 833
– film 793
– like amorphous carbon coating

800
– like carbon (DLC) 524, 1003
– powder 51
– tip 504, 651, 662, 676, 814, 819,

841, 866, 999
diatoms 314
diblock copolymers 102, 103, 138
dicationic BIPY 17
dielectric
– breakdown 691

– capacitance 1075
– charging 1074
– function 127, 129
differential scanning calorimetry

(DSC) 664
differential-drive configuration 955
diffuser micropumps 261
diffusion 1061
– based extractor 266
– coefficient 265, 865
– flame synthesis 58
– limited reaction 893
– parameters 420
– thermally activated 415
diffusive
– communication 750
– relaxation 482
– transport 115, 116
digital
– feedback 362
– light processing (DLP) 987
– micromirror device (DMD) 235,

987, 992
– signal processor (DSP) 328
– transmission between molecules

20
dilation 573, 584, 586, 593
dimension 387
dimensions of spatial structures 747
dimer structure 394
dimer-adatom-stacking (DAS) 392
Diophantine equation 973
DIP (dual in-line packaging) 1118
dip coating technique 863
diphtheria toxin (DT) 300
dipole molecule 834
dip-pen nanolithography (DPN)

175, 288
diprotic acid

(11-thioundecyl-1-phosphonic
acid) 621

direct overwriting 938
direct parallel design 970
direct write electron beam/focused

ion beam lithography 186
directly growing nanotubes 379
discontinuous sliding motion 887
disjoining pressure 871
disk drive
– manufacturer 902
– servo control 968
dislocation
– line tension 704
– motion 570
– nucleation 696
dispersion

– force 406
– mixing 266
displacement 1047, 1057
– amplitude 930
– calibration 612
– controlled scanning probe 610
– field 1055
– maximum 1070
– resolution 681
– vertical 779
display
– paper-like 193
disposable biosensors 274
disposable plastic lab-on-a-chip

993
dissemination of biological

information 315
dissipated power 939
dissipation 468
– force 461
– measurement 631
dissipative tip-sample interaction

468
dissociation 476
distortion 360
distributed
– Bragg reflector (DBR) 199
– feedback (DFB) 199
– laser resonators 199
dithio-bis(succinimidylundecanoate)

476
dithio-phospholipids 479
D-L amino acids (aas) 291
DLC 1012
– coating 524, 794, 796, 809, 819,

826, 1008
– coating microstructure 812
DLP technology 1088
DLVO interactions 549, 555–558
DMD (digital mirror device)
– fabrication 1088
– manufacturing 1095
– packaging 1100
DMT (Derjaguin–Muller–Toporov)
– model 695
– theory 724
DNA 404, 464, 467, 476, 747
– analysis 272
– analysis system 265
– nanostructure 294
– nanowire 33
– packing 756
domain
– pattern 439
– re-orientation 913
donor impurity concentration 127
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doped
– anode 49
– polysilicon film 1001
– silicon 996
– silicon wafer 31
DOS structure 423
double barrier resonant tunneling

124
double-layer
– force 621
– interaction 545, 555–557
double-wall nanotubes (DWNTs)

51
doubly clamped beam 1028
doxorubicin 308
DRAM 923
Drexler 1146
DRIE (deep reactive ion etching)

156, 162, 166, 168–170, 254, 954,
963

dried tissue properties 676
drive amplitude 470
drive current
– maximum 976
driven cantilever 455
driving frequency 351
driving/sensing circuit integration

960
drug
– delivery 285
– resistant organism 293
– targeting 297
dry
– etching 205
– nitrogen environment 999
– (plasma) etching 254
– thermal oxidation 286
dry surfaces 571, 587
– forces 550, 552
– friction 571, 576, 588, 589
dual-axis gyroscope 233
dual-in-line packaging (DIP) 1118
dual-stage
– configuration 952
– sensitivity 973
– servo system 953
– short span seek 977
Dupré equation 569
DWNT (double-wall nanotubes) 51
dynamic
– interactions 544–546, 570, 581,

584
– mode 331
– operation mode 388
– oscillation force 456
– spectral analysis 891

– states of friction 894
– viscosity 264
dynamic AFM 387, 453–455, 461,

468, 469
dynamic force microscopy (DFM)

457, 471, 490, 501
dynamic force spectroscopy (DFS)

484
dynamic friction see kinetic friction

E

E. coli
– bacterium 748
– cells 756
early failure 1126
early tumor detection 310
EBD (electron beam deposited) tips

376
ECR (electron cyclotron resonance)

CVD 795, 815, 1009
– coating 822
EDP (ethylene diamine pyrocatechol)

254
EELS (electron resonance loss

spectroscopy) 800
EFC (electrostatic force constant)

678
effect of surface roughness 779, 781
effective
– coefficient of friction 647
– damping constant 470
– force gradient 463
– ligand concentration 485
– mass 433
– medium 127
– medium theory 127
– shear stress 648
– spring constant 637, 645, 721
– structural stiffness 1053
– tether length 485
– viscosity 583, 593, 885
effects of doping and annealing

120
EHD
– induction type 262
– injection type 262
eigenstrain 1041
elastic
– contact 703
– energy 732
– force 727, 757
– Frenkel–Kontorova chain 727
– Hamiltonian 755
– instabilities 727
– mismatch 1051, 1056

– modulus 664, 698, 767, 770, 774,
805, 806, 809

– properties 673
– properties of ssDNA 746
– stiffness coefficient 1048
elastic deformation 450, 647
– long-range 722
elasticity 433, 663
– of DNA 757
– two-dimensional 754
elastic-plastic deformation 785
elastohydrodynamic lubrication
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ligand-receptor affinity 288, 316
ligand-receptor interaction 476
light beam deflection galvanometer

353
light emission 135
light-emitting diode (LED) 132,

135
limits for hard disk drive technology

904
limits of biotechnology 281
linear
– creep model 890
– fractional transformations (LFT)

975
– friction–velocity dependence

889
– quadratic Gaussian (LQG) 971
– recording density 947
– stress gradient 1045
– variable differential transformers

(LVDT) 361
lipid 747
lipid film 644
liposome 742
liquid
– capillaries 612
– capillary condensation 844
– film meniscus 612
– film thickness 537, 885
– helium 415
– helium operation STM 417
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low-temperature microscope

operation 414
low-temperature scanning tunneling

spectroscopy (LTSTM) 419
low-temperature SPM (LTSPM)

414
LPCVD (low pressure chemical

vapor deposition) 770, 962, 1034
– nitride sealing 1117
LTR
– loop-transfer recovery 971
LTSFM 417
LTSTM 419
lubricant 723
– atoms 732
– film 618
– meniscus 864
– spreading 864
– thickness 885
lubricated sliding 884
lubrication 717
– elastohydrodynamic 569, 581,

583
– intermediate or mixed 569, 570,

582, 583
– method 995
lumped
– parameter 1065
– parameter model 1063, 1073
Luttinger liquid 66
LVDT
– linear variable differential

transformers 361

M

macrocyclic polyether 13, 25
macromolecular
– building block 747
– interaction 475
macromolecules as elastic rods 753

macroscale friction 842, 998
macroscopic
– building blocks 10
– friction 732
magnetic
– actuators 259
– applications 137
– dipole interaction 403
– disk 824
– disk drive 794
– information 138
– Ni 431
– ordering 129
– particles

self-ordered arrays 914
– quantum flux 440
– recording 911, 922
– storage device 795, 831
– tape 466, 513, 524, 862
– thin-film head 825
– tip 465
magnetic field
– critical strength 122
– length 122
– microscopy (MFM) 114
– triggering 299
magnetic force 386
– gradient 338
– microscope (MFM) 338
– microscopy (MFM) 326, 439
magnetic resonance
– force microscopy (MRFM) 441
– imaging (MRI) 304
magnetically coated tip 490
magnetohydrodynamic (MHD)

pumping 261
magnetomotive transduction 248
magneto-optics 128
magnetoresistance 120
– longitudinal 120, 121
– transverse 121
magnetoresistive RAM (MRAM)

899, 906
magnetostatic interaction 439
magnetron sputtered carbon 799
major histocompatibility complex

(MHC) 311
manganites 431
manifold absolute pressure (MAP)

1091
manipulation of individual atoms

325
manually assembled MWNT tips

378
manufacturability 1087
manufacturing “risk” change 1093

MAP sensor 1094
marginal dimension 727
martensite 665
mask, high resolution stamp 186
mass
– effective 433
mass of cantilever 331
master–slave design 970
material
– for microfluidic devices 254
– hardness 765
– molecule-based 35
– property variation 1072
– structural 1028
Matthiessen rule 120
maximum likelihood estimator

(MLE) 1126
MBE (molecular beam epitaxy)

152, 172
MBI (multiple beam interferometry)

547
mean time to failure (MTTF) 1127
mean-field theory 556
measurement of hardness 505
mechanical
– coupling 588
– dissipation in nanoscopic device

631
– instability 452, 609
– micropumps 260
– protection 1112
– relaxation 457, 848
– resonance 591
– spectroscopy 664
– stability 927
– surface relaxations 468
– wear 263
mechanical properties 764, 1023
– characterization 1036
– of bone 675
– of carbon nanotubes 668, 672
– of DLC coating 813
mechanically cut tips 382
mechanics of cantilevers 347
mechatronic device 952
media flatness 910
mediator molecules 304
medium
– effective 127
medium theory
– effective 127
melting freezing transition 894
melting point of SAM 853
membrane
– deflection method 1037
– fabrication of 314
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741
membranes as elastic media 754
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– cells and switches 116
– distance 588
– long-term 734
MEMS 147–171, 225, 270, 376,

606, 617, 764, 795, 831, 862, 901,
983, 1023, 1084

– accelerometer manufacturing
1091

– accelerometers 230
– applications 985
– capacitive switch 244
– components 1011
– device 247, 987, 990
– device operation 994
– fabrication 1111
– fiber optic switching 238
– industry 1093
– integration 1102
– manufacturing 1086
– microactuator (MA) 952, 971
– mounting condition 1105
– packaging 1111, 1116, 1128
– packaging requirement 1112
– passivation 1103
– post-packaging 1114, 1117
– pressure sensor

production 1090
– production economics 1086
– resonators 244
– sensor 229
– standardization 1086
– storage device 907
– structure 1112
– surface 1104
– switch, metal-to-metal 244
– technology 233, 237, 249, 1034
– testing 1099
– tribological problems 989
– tunable capacitors 241
– vacuum packaging 1117
– wafer bonding 1095
– wafer protection 1097
MEMS/NEMS 530
MEMS-based
– microfluidic system 270
– storage concept 904
– storage device 922
meniscus
– bridge 831, 876
– force 516, 871
– of liquid 564

mercaptopropyltrimethoxysilane
(MPTMS) 191

merocyanine 18
mesoporous molecular sieves 102
mesoscale osmotic actuator 269
messenger RNA 750
metabolic facility 282
metal 103
– catalyst 379
– cavity packaging 1099
– cluster agents 306
– electroplating 255
– evaporated (ME) tape 793
– matrix composites 81
– nanowires 69
– oxide 397, 400
– particle catalyst 54
– porphyrin (Cu-TBPP) 404
– seed layer 966
metal/insulator/metal (MIM) 197
metal-catalyzed
– chemical vapor deposition (CVD)

379
– polymerization method 287
metal-deposited Si surface 395
metallic nanotube 34
metallic SWNT 66
metal-organic compound 56
metal-particle (MP) tape 825
metal-to-metal MEMS switch 244
metastable lubricant systems 894
methylene stretching mode 842
methyl-terminated SAM 843
Meyer’s law 708
MFM sensitivity 338
MgO tip 398
MgO(001) surface 403
Mg-terminated tip 398
MHD (magnetohydrodynamic)

pumping 261
mica 102, 337, 615, 619, 640, 888
– films 100
– muscovite 615, 650
– surface 641
micelles 291, 292
micro/nanofabrication 147–150,

154
microactuator 990
– design 960
– fabrication requirements 962
– loop 972
– shape 965
microbially-derived antibiotics 293
microcantilever 994
microchannel 260
microcomponent 989

microcontact printing (µCP) 187,
834

microcrystalline graphite 803
microdevice 1026
microdispenser 266
microelectromechanical
– motor 226
– resonators 244
– switch 244
microelectronics 397, 749
micro-electro-rheological valve 260
micro-engine 908
microfabricated
– cantilever 372, 453
– silicon cantilevers 387
microfabrication 187, 226, 249
– methods 285
– techniques 285, 372
microfluidic 253
– applications 255
– channel 254, 269
– channels on silicon substrates 254
– control 260
– line 258
– mixers 265
– motherboards 270
– multiplexer 268
– network 268
– passive 262
– pumping 260
– structures 256
microfluidic device 269
– disadvantages 270
– materials for 254
– passive 257, 269
microfluidic dispenser
– passive 273
microfriction 511
micro-hinge technology 236
microindentation 689
micro-injection molding 273
micromachined
– high-Q resonators 245
– inductors 242
– notch 1032
– silicon 310
micromachining 147, 150, 151,

154, 155, 159–163, 166–168, 170
micromanipulator 988
micromechanical
– cantilevers 303
– device 1084
– structures 204
micromirror 992, 1040
– array 237
micromixer category 265
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micromotor 1016
micron-sized channels 265
micropatterned SAM 848
micropipette aspiration 549
micropump 260
– passive 269
micro-Raman spectroscopy 693
microrelay 1062
micro-resonators 244
microscale
– diffusion 265
– friction 1006, 1010
– material removal 521
– scratching 503
– silicon gate 34
– wear 503, 520
– wear test 1008
microscanner 929
microscope eigenfrequency 348
microscopic friction 723
microscopic origin of friction 889
microscratch 813
– test 675
microscratching measurement

519
microsensors 229
microstrain gauge 1025, 1034
microstructure 1040
microsystem 249
micro-total analysis systems (µTAS)

257
microtransformer 197
microtriboapparatus 1011
microtubule 740
– bending 673
– buckling 673
microvalve 258
– design 260
microwear 813, 819
midplane 1046
– curvature 1048
– strain 1048, 1049
milligear system 989
millipede 901, 994
– chip 931
– system concept 921, 923, 943
MIM capacitors 197
MIMO design 971
miniaturized
– actuator 986
– connector 986
– gear 986
– motor 986
minimal detectable depression

374
minimally invasive screening 285

minimum-indentation pitch 937
mirror/yoke assembly 1089
misfit
– angle 638
– strain 1042
mismatch
– elastic 1051, 1056
mismatch of crystalline surfaces

566, 567, 593
mitochondria 747
mixed C-N nanotube 56
mixed lubrication see intermediate

or mixed lubrication, 884
mixing performance 265
MMA air bag sensor 1092
Mn on Nb(110) 429
Mn on W(110) 432
m-nitrobenzylidene propanedinitrile

(m-NBP) 916
MOCVD (metallorganic chemical

vapor deposition) 152, 172
mode coupling gratings 199
model potentials 719
modeling
– at the nanoscale 752
– mechanics of systems 752
– tribological process 753
modular multifunctionality 280
modulation codes 946
modulus
– elastic 664, 698, 767, 770, 774,

805, 806, 809
modulus of elasticity 325, 516
molarity 749
molding 186
molecular
– AND gate 17
– assembly 26
– beam epitaxy (MBE) 988
– building blocks 12, 35, 747
– chain 839
– conduction band 33
– conformation 864
– cooperation 886
– dynamics (MD) 476, 718, 749
– dynamics (MD) calculation 639
– dynamics simulation (MDS) 488,

622, 631, 651, 753
– engineering 281
– interaction 879
– interconverting state 15
– logic gates 15
– lubrication 885
– machines 13
– mobility 894
– motor 13, 673, 740

– NOT gate 16
– placement by force microscopy

285
– precursor 58
– pump 741, 748
– recognition force microscopy

(MRFM) 476
– recognition force spectroscopy

principles 482
– resolution 421
– reversible transformation 15
– scale layer 833
– shape 558, 559, 586, 591, 592
– shuttle 14
– spring 536
– spring model 843, 848
– stiffness 849
– switch 14, 35
– theory of lubricated friction 890
– wires 289
molecule-based
– device 24, 28
– materials 35
– switches 15
moment of inertia 1030
monodispersity 286
monolayer 885
– switches 28
– thickness 855
monolithic accelerometers 231
monolithic high-Q MEMS 245
Monte Carlo simulation 848
MoO3 film 614
Moore’s law 1142
Morse potential 464
MoS2 friction 640, 641, 668
motion
– unperturbed 390
motor
– actin-myosin 751
– flagellar 750
– micro 1016
– microelectromechanical 226
– miniaturized 986
– molecular 13, 752
– myosin 741, 745
– oil 884
– voice coil 952, 969
movement-constrained

macromolecules 305
moving media model 908
moving-tips model 908
MRAM (magnetoresistive RAM)

899–907
– cell 906
MRFM
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microscopy 441

MRI contrast agents 305
MTTF (mean time to failure) 1126
multicomponent nanodevice 288
multi-input-multi-output (MIMO)

956
multilayer 709
– devices 197
– Fe-N/Ti-N 675
– structures 104
– thin-film 825
multimode AFM 338
multiple beam interferometry (MBI)

547
multiple cantilever 907
multiple therapeutic nanodevice

294
multiple-asperity contact 517
multiplexed sensor arrays 304
multiplication of dislocations 703
multivalent targeting strategy 298
multiwall carbon nanotubes

(MWCNT) 43–49, 289, 342, 376,
667, 727

muscle contraction 740
muscovite mica 615, 650
µ-synthesis 974
µ-synthesis controller design 975
MWCNT
– multiwall carbon nanotubes

43–49, 289, 342, 376, 667, 727
MWNT (multiwall nanotube) 64
– based catalyst-support 76
– bc (bamboo-concentric) 44
– bh (bamboo-herringbone) 44
– bunches 58
– catalytically grown 673
– composites

MWNT-Al composite 81
– flexural modulus 67
– purified 378
– surface area 64
– tips

manually assembled 378
– Young’s modulus 669
myosin motor 751

N

N acceptors 10
Na on Cu (111) 421
NaCl 397
– island on Cu(111) 655
– islands 468
– thin film on Cu(111) 398

NaCl(001) 397
NaCl(100) 641–643, 648
NaF 397, 640
NAND gate 15
nanites 1146
nanoasperity 515, 695
nanobeam 669
– array 766, 774
nanobiological
– applications 313
– design 312
– devices 281
– vaccine design 312
nanobiotechnological device 300
nanobiotechnological therapeutic

device 313
nanochannel glass 100, 102
nanochemistry 984
nanocluster 400
nanocomposite
– coating 833
– materials 28
nanocrystallites 800
nanodeformation 864, 880
nanodevice 85, 281
– multiple therapeutic 294
nanoelectrodes 32
nanoelectromechanical systems

(NEMS) 226, 246, 606, 764, 901,
984

nanoelectronic device 32, 34
nano-electronics 84
nanofabrication 147, 170, 175, 187,

326, 526
– techniques 253
nanofatigue 810
nanofiber 44, 53
nanofilament 44, 60
nanogaps 31
nanohardness 695, 804, 805, 1000
nanohelix 12
nanoimprint 171
nanoindentation 674, 688, 697, 805,

1024
– curve 677
– measurement 504
nanoindenter 765, 769, 818, 1028
nanolubrication 883
nanomachine 1147
nanomachining 325, 326
– techniques 205
nanomagnetism 431
nanomania 1146
nanomaterial 662
nanomechanical Si beams 247
nanometer resolution 186

nanometer servo precision 979
nano-objects 68
nanoparticle 49, 374
– contrast agents 305, 306
nanoparticulate carriers 310
nanophobia 1146
nanoporous membranes 285, 314
– microfabrication 286
nano-positioning 359
nanorheology 584
nanoscale
– antimicrobials 293
– architectural property 283
– assemblers 1146
– biomolecules 10, 12
– control of molecular events 310
– data bit 909
– drug delivery 291
– electrodes 23, 27
– FET 117
– film morphology 917
– interventions 285
– mechanical properties 661, 662
– molecular therapeutic device 308
– molecules 35
– Schottky barrier 34
– supramolecular assembly 407
– therapeutic device 281, 315
– therapeutic platforms 284
– wear 518
Nanoscope I 328
nanoscratch 522
– studies 765
nanostructures 147, 170, 171, 179
– containing proteins 307
– mechanical properties 764, 1023
nanoswitches 15
nanotechnological
– actions 755
– therapy 307
nanotechnology 280, 918, 1139
– definition 1136
– ethical issues 1136
– in the living world 740
– possible applications 1136
– recommendations 1138
– role of social sciences 1148
– social issues 1136
– unintended consequences 1143
nanotherapeutic 280, 288, 303
– contrast agents 304, 310
– delivery device 298
– design paradigms 282
– device application 307
– device components 285
– devices in oncology 307
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– drug delivery 311
– triggering external stimuli 299
– vaccines 312
nanotransfer printing (nTP) 190
nanotransistor 32
nanotribology 717, 862
nanotube 12, 105, 133
– AFM tips 379
– buckling 377
– chemistry 67
– defects 47
– functionalization of wall 72
– functionalized 71, 72
– growth 45
– length 382
– morphology 49
– nucleation 45
– oxidation 72
– resistance 34
– strain 671
– surface energy 380
– tip fabrication 380
– tips, surface growth 380
– transistor 34
– volume fraction 83
– yield 49, 59
nanotube production 56
– efficiency 49
– electric-arc method 48
– laser ablation 46
– solar furnace 52
– techniques 57
nanotube-based
– emitter 74
– hybrid material 71
– sensor 75
– SPM tip 73
nanotube-Co-MgO 81
nanotube-containing
– composite 82
– electrical device 289
nanotube-Fe/Co-MgAl2O4 81
nanotube-Fe-Al2O3 81
nanotube-polymer composite 83
nano-tweezer 85
nanowire 31
– applications 131, 138
– metal 69
– nucleation 110
– photodetectors 135
– semimetallic 118
– stress-induced crystalline 107
– superlattice 132
– Zn 120, 123
– ZnO 135
nanowire device

– two-terminal 132
naphthalene channel 21
National Nanotechnology Initiative

(NNI) 1137
native oxide layer 868
Nb superconductor 423
NBIC convergence 1140
NbSe2 431, 649
NC-AFM (noncontact atomic force

microscopy) 397, 433
near-field
– method 903
– scanning optical microscopy

(NSOM) 128, 372
– technique 434
near-surface mechanical properties

665
necrotic domains 307
negative logic convention 26
negative magnetoresistance 121
neighbouring indents 678
NEMS 831, 983, 988, 1023
– devices 246
– nanoelectromechanical systems

226, 246, 606, 764, 901, 984
neocarzinostatin (NCS) 309
nested-arc structure 680
net electrostatic torque 1066
net fluid transport 261
newspaper
– electronic 196
Newton’s first law 454
Newtonian flow 570, 580, 581, 583
Newton–Raphson method 753
n-hexadecane 888
N-hydroxysuccinimidyl (NHS) 478
Ni(001) tip on Cu(100) 653
Ni(111) tip on Cu(110) 653
Ni, Co catalyst 47
Ni/Y catalyst 49
Ni2+-chelating 485
nickel-iron permalloy 259
Ni-Fe valve membrane 259
NIH3T3 fibroblast cell 489
NiO 402, 417
NiO(001) 397, 400, 402
NiO(001) surface 403
Ni-P
– beam 785
– cantilever 778
– film 770, 771
– microbeam 777, 785
NiTi 665
– transformation behavior 666
nitrogenated carbon 800
NMP (no moving part) valves 265

noble metal surfaces 424
n-octadecyltrichlorosilane

(n-C18H37SiCl3, OTS) 616, 842
n-octadecyltrimethoxysilane (OTE)

615
noise 387, 391, 453
– 1/f 387, 957
– electronic 333
– external 415
– performance 391
– signal 941
– source 355
– vertical 391
Nomarski-interferometer 352
nonconducting film 798
nonconductive
– materials 404
– sample 329
– surface 462
nonconforming contacts 890
noncontact
– dynamic force microscopy 654
– friction 438, 655
– imaging 331
– mode 373, 388, 909
noncontact atomic force microscopy

(NC-AFM) 374, 385, 391, 393,
397, 404, 654

nondestructive contact-mode
measurement 652

nondimensional curvature 1051
nonequilibrium interactions see

dynamic interactions
nonequilibrium simulations 720
noninvasive device 283
nonlinear
– force 460
– geometry effect 1058
– I–V behavior 124
– material behavior 1058, 1059
– optical property 129
– spring 491
– strain-displacement relation 1055
nonliquidlike behavior 584
nonmagnetic Zn 431
non-Newtonian behavior 885
non-Newtonian flow 570, 581, 583
nonpolar group 838
nonspherical tip 647
nonsymmetrical passive valves 268
nontherapeutic nanobiological device

283
nonvolatile random access memories

(NVRAM) 899–913
nonwetting 560
NOR gate 15
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normal load 721, 866
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normalized frequency shift 463
no-slip boundary condition 729
NOT gate 15
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acethylthio)propionate (SATP)
478

NTA (nitrilotriacetate) - His6 478
nTP (nanotransfer printing) 197
nuclear weapon 1140
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– acid (NA) 294, 299
– acid hybridization 294, 300
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O

O acceptors 10
(OCN)− 398
octamethylcyclotetrasiloxane 888
ODD performance 903
odd-even effect 621
off-track error 958
OH-terminated tip 398
on-chip
– actuator 1031
– electronic detection 231
– integration 210
– microvalves 260
– spiral inductors 242
oncological nanotherapeutics 291
one-dimensional quantum effect

115
one-dimensional system 100
open loop architecture 1093
operation 387
opsonized particle 296
optical
– absorption 129
– applications 134
– beam deflection 607
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– data switching 237
– deflection systems 372
– detector 331
– disk drives (ODD) 899, 900
– gap behavior 127
– head 336
– head mount 337
– integration 236
– MEMS 233

– output 16
– property 126, 127
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– switch 135
– transmission 127
– trap 480
– tweezers (OT) 480, 549, 744
optical lever 353
– angular sensitivity 355
– deflection method 362
– optimal sensitivity 355
optimal beam waist 355
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– components 198
– module 236
– switch 136
OR
– operation 23
– operator 15
order
– in-plane 567, 584, 585, 593
– long-range 570
– out-of-plane 557–559, 567, 570,

584, 585, 591
– parameter 570, 586
ordering nanowires 108
organelles 281
organic
– compounds 835
– device structure 917
– film 916
– inverter circuit 196
– technology 916
– transistor 193, 196
organics 915
– data storage 916
organized molecular arrays 23
organometallic vapor phase epitaxy

(OMVPE) 988
Orowan strengthening 710
orthogonal conjugation 295, 296
orthotropic Young’s modulus 1048
oscillating tip 334, 469
oscillation
– amplitude 389, 453, 454, 457, 461
– loop 462
oscillatory force 544, 545,

557–561, 567
osmosis response time 269
osmotic
– interactions 545, 555, 562, 564
– pressure 555, 562, 575
– stress technique 549
OTE (octadecyltrimethoxysilane)

615

OTS (octadecyltrichlorsilane) 848,
1075

OUM cell 906
out-of-plane stiffness 959
overall barrier height 887
overdamped SFM system 891
overdrive capability 1062
overwriting mechanism 937
Ovonyx 915
Ovonyx Unified Memory (OUM)

906
oxide layer 703
– amorphous 106
oxide-enhanced nanowire growth

mechanism 107
oxide-sharpened tips 375
oxidized nanotube 72
oxygen
– content 826
– sensor 274

P

package level integration 1093
packaging 248, 249
– cap 1112
– equipment 1099
– induced thermal stress 1123
– reliability 1125
– uniform 1112
packing density
– chains 842
palladium nanowires 137
PAMAM (polyamido amine)

dendrimer 286, 287
p-aminophenyl phosphate (PAPP)

271
paper-like displays 193
paraboloid load displacement 697
paraffins 835
parallel-plate
– actuator 955
– capacitor model 1064
– sensing 957
paramagnetic particles 305
parasitic charging 1077
particle
– contamination 1098
– control 1098
– opsonized 296
– track-etched mica films 103
particle model
– embedded 894
Paschen curve 1076
passive
– check valves 262
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– linearization 361
– microfluidic device 257, 269
– microfluidic dispenser 273
– microfluidics 262
– micromixers 265
– micropump 269
– microvalves 257, 262
– structure 1025
– valve geometry 264
patient-monitoring systems 274
pattern of ink 186
pattern transfer 191
patterned
– conductive substrate 110
– film 1053
– self-assembled monolayer (SAM)

188
– silicon chip 25
patterning 1075
Pb on Ge(111) 428
PbI2 filled SWNT 70
PDP (2-pyridyldithiopropionyl) 478
peak indentation load 810
peapods 71, 289
PECVD (plasma enhanced chemical

vapor deposition) 833, 926, 1009
– carbon sample 800
PEG (polyethylene glycol)
– crosslinkers 479
pegylated molecules 313
Peierls instability 428
per molecule adhesion force 620
perfluorodecanoic acid (PFDA) 992
perfluoropolyether (PFPE) 530, 861
perfluoropolyether Z-DOL 614
performance of electromechanical

actuator 1075
performance parasitics 1098
periodic
– force 725
– potential 637, 891
permanent dipole moment 407
perpendicular scan 344
persistence length 488
perturbation approach 390
perylene 404
PES (photoemission spectroscopy)

956
– generation 944
– loop compensator 973
PFPE (perfluoropolyether) 864,

1012
– lubricant 862, 868, 1003, 1016
– OH 892
pH of water environment 619, 621
pH sensor 137

phage display 297, 298
pharmacoeconomics 285
phase
– angle image 530
– breaking length 120
– curve 458
– images 470
– lag spectrum 666
– measurement 471
– signal change 458
– transformation 690, 705
phase change
– material 915
– medium 922
– RAM (PC-RAM) 899, 906
phenol 837
phenoxy-centered HOMOs 26
phonon
– confinement effects 125, 127, 131
– excitation 468
– scattering 120
phosphorus-doped polysilicon

206
photoacid 19
photoactive
– fragments 14
– solids 22
– stopper 14
photo-conductance 128
photo-crosslinker 478
photodetector sensitivity 766
photoemission spectroscopy (PES)

423
photogenerated hole 30
photoinduced electron transfer 16,

17
photoinduced proton transfer 19
photolithography 285
– near-field conformal 187
– proximity mode 186
photolithography patterns 186
photo-luminescence (PL) 127, 135
– optical imaging 128
photoresist 188, 190, 1095, 1121
photothermal effect 465
physical properties of nanowires

110
physical vapor deposition 104
physisorbed protein layer 476
physisorption 861
pick-up
– SWNT tips 382
– tip method 381
pico-slider 960
piezo
– ceramic material 360

– effect 359
– element 461
– excitation 454
– hysteresis 415
– relaxation 415
– stacks 361
– tube 359
piezoelectric
– actuation 259
– actuator 908
– drive 327
– leg 636
– positioning elements 414
– scanner 372, 415, 676
piezoresistive
– cantilever 355
– coefficients 356
– detection 355, 387
– pressure sensor 1089
– sensing 958
– sensor 227
piezoscanner 363, 382
piezotranslator 363
piezotube calibration 329
pigment particles 195
pile-up, nanoindent 693, 699, 700,

709, 711
– characteristic 935
piling-up behavior 674
pilot signal 945
pinning 441
– forces 727
pin-on-disk tribotester 841
PL (photoluminescence) NSOM

imaging 135
plane-to-plane separation 12
plasma
– etch 286
– frequency 127
– resonance 127
plasma enhanced chemical vapor

deposition (PECVD) 197, 339,
770, 795, 799

plasminogen activator (PA) 302
plasmon mode 421
plastic
– asperity model 884
– circuit 193
– contact regime 517
– deformation 522, 728, 812, 854
– electronics 197
– fluidic chips 273
– large area circuit 194
– packaging 1099
plasticity 1060
platelet nanofiber 60
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platform 929
– fabrication process 930
platinum-iridium 330
– tip 29
PMMA (poly(methyl methacrylate))

247, 257, 671, 924, 933, 936, 994
p-n
– diodes 116
– junction diode 132
– junctions 132, 135
pneumatic
– actuation 258
– damping 418
p-nitrophenolate 19
point probes 688
Poisseuille flow 885
Poisson statistics 620
Poisson’s ratio 698, 1047
polar
– group 838
– lubricant 832, 861
polarization dependence 129
polishing 793, 1000
poly(amido) amine (PAMAM)

dendrimer 286
poly(ethylene glycol) (PEG) 477
poly(ethyleneterephthalate) (PET)

192
poly(methyl methacrylate) (PMMA)

247, 257, 671, 924, 933, 936, 994
polyaromatic shells 63
polycarbonate (PC) 257
polycrystalline
– films 210
– graphite 801
– Si 226
– SiGe 210
polydimethylsiloxane (PDMS) 187,

834
polyethylene (PE) 257
polyethylene co-propylene 886
polyethylene terephthalate (PET)

524
poly-Ge
– mechanical properties 210
polymer 255, 610, 664, 910
– blend 471, 662
– brush 563, 575, 581
– chemistry 286, 291
– conjugation (pegylation) 296
– fluids 892
– intermediates 287
– matrix composites 82
– medium 932
– melt 886
– membranes 103

– microfabrication techniques 255
– microstructures 257
– mushroom 562
– nanojunction 32
– properties 263
– therapeutics 307
– transparent microcapsules 195
polymeric
– liquids (melts) 561, 581, 583
– magnetic tape 526
polypeptides 10
polypropylene 404, 471
polysilicon 963, 967, 1010, 1040
– beam 1044
– fatigue 1036
– film 229, 995, 1027
– fracture strength 1036
– fracture toughness 1035
– friction 1036
– layer 263
– mechanical properties 1034
– MEMS 206
– microstructure 1035
– residual stress 1034
– resonators 245
– strip 245
– surface micromachining 210
– Young’s modulus 1035
polystyrene (PS) 257, 936
polysulfone 936
polytetrafluoroethylene (PTFE)

639
polyurethane 471
poor mixing 889
pop-ins 690
pop-outs 690
population explosion 1141
porous
– silica or alumina 120
– vycor glass 102
position
– accuracy 363
– error 972
– error signal (PES) 943, 968
– sensing resolution 957
positioning 109
positive logic convention 18, 26
post-packaging process 1118
potential barrier 887
potential energy
– total 720
power dissipation 237, 470, 654
power to weight ratio 752
PQ design method 970
Prandtl–Tomlinson model 725–727
pre-crack length 1027

precursor 56, 69, 70
– gases 210
preferential flow direction 261
preparation improvements 54
pressure 871
– injection 104
pressure sensor 227
– fabrication process 1090
– packaging 1099
pressure-induced phase

reconstruction 888
primary minimum adhesion 544,

555, 559
printed
– coil 197
– DFB resonator 200
probability density functions 891
probe
– FIB-milled 342
probe storage 901, 907, 908
– data organization 909
– operating parameters 909
probe tip 372
– characterization 611
– performance 374
probe-sample distance 457, 462
probe-surface distance 455
process
– control 1088
– flow 1088
– gas 799
process coherence volume 887
processing conditions 44
prodrugs 298
product architecture 1088
production efficiency 47
programmable microfluidic systems

(sPROMs) 266
programmed assembler 1146
projection mode photolithography

186
propagation of cracks 524
properties of a coating 795
protection of sliding surface 831
protein 477
– bioactivity 294
– coupled to nanomaterials 294
– folding 293
– primary structure 293
– secondary structure 293
– synthetic chemistry 294
– tertiary structure 293
protofilament 673
prototyping of biological nanodevices

282
protrusion force 545, 564
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P-selectin glycoprotein ligand-1
(PSGL-1) 488

PSG (phosphorus-doped glass)
1117

Pt alloy tip 330
PTCDA 404
PTFE (polytetrafluoroethylene)
– coated Si-tip 640
– film 833
Pt-Ir
– tip 330
– wire cantilever 912
pull-hold-release cycle 485
pull-in 1072
– angle 1068
– charge 1064
– instability 956
– voltage 1062, 1064, 1067, 1068,

1071, 1075
pull-off force see adhesion force,

608, 614, 615, 617, 635, 864
pulse-etching 379
pumping chamber 261
purified MWNT 378
pyramidal
– AFM tip 615
– etch 373
pyrazoline 16
pyrolysis of hydrocarbons 59
pyrolytic method 58
PZT (led zirconate titanate)
– actuated suspensions 967
– scanner 500
– tube scanner 328, 334

Q

Q-Control 464, 465
Q-factor 388, 436, 455, 1126
quad photodetector 334
quadrant detector 354
quadrature signal 943–945
quality factor Q 339, 348, 389, 454,

911
quality system 1101
quantization energy 117
quantum
– corrals 427
– dot 134, 172, 173
– effects 126, 134
– Hall regime 438
– limit for the thermal conductance

125
– subbands 116
– well 421
– wire superlattices 123

– yield 16
quantum confinement 99, 126, 127,

129
– effect 116, 135, 138
quantum size
– effect 118, 134
– regimes 116
quantum-confined structures 133
quartz-crystal microbalance (QCM)

717
quasi-optical experiment 421
quasi-static
– bending test 775, 777
– mode 388
– strain rate 677

R

radial cracking 808
radio-frequency (RF) MEMS 239
radiotherapy 307
radius of gyration 561
Raleigh’s method 348
Raman
– spectra 131, 802
– spectroscopy 800
ramped creep model 890
random access memory (RAM) 28
random access time 900
random force 891
randomly oriented polysilicon 1035
rapid thermal processing (RTP)

1118
raster scan 901
Rayleigh wave 692
Rayleigh–Ritz method 1071
RbBr 397
RC-oscillators 358
reaction kinetics 483
reactive
– lubrication 892
– sealing 1114
– spreading 189
reactive ion etching (RIE) 205, 247,

254
read
– channel 939
– time 908
readback
– rates 932
– signal 940, 941
readout
– electronics 354
– signal 944
receptor binding 295
receptor-ligand

– bond 482
– interaction 484, 545
– unbinding 483
– unbinding force 476
receptor-mediated uptake of synthetic

nanomaterial 296
recognition force microscopy (RFM)

476
recognition force spectroscopy (RFS)

484
recognition imaging 489
recombinant protein therapeutics

285
rectangular cantilever 339, 610, 656
rectifying properties 132
recursive least square algorithm

(RLS) 974
reduced modulus 690
reflection interference contrast

microscopy (RICM) 550
reflectivity 129
relative humidity (RH) 613
– effects of 533, 873, 1004
relative position error signal (RPES)

956
relaxation
– mechanical 457, 848
relaxation time 570–574, 583, 587,

588, 593, 894
relaxation time (T1)
– longitudinal 305
relaxation time (T2)
– transverse 305
release
– long-term of drugs 994
– stiction 1095
– voltage 1062
reliability 831
– long-term 1126
– of MEMS 995
– testing 1125
relief on a surface 186
remanence 137
remote detection system 354
removable disk 901
repetitive IgG 484
replica molding 833
repulsive force 480
residual
– film stress 1023
– stress 692, 699, 709, 804, 809,

812
– thickness 855
resistive micro-heater 1119
resolution 233, 374
– vertical 331
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resonance
– curve detection 339
– frequency 454
– mechanical 591
resonant
– enhancement effects 131
– frequency 373
Resovist 306
response time 467
rest time 869
retardation effect 550, 552
reticuloendothelial system (RES)

296
retractive slips 885
Reynolds hydrodynamic theory of

lubrication 885
RF magnetron sputtering 795
rheological
– characterization 865
– model 469, 664
rhombhedral R-8 706
rigid
– biphenyl chain 853
– disk drive 862, 869
– surface asperities 723
Ritz procedure 1055
RLL (run-length-limited) code 947
RMS roughness 1010
RNA polymerase 747
robust manufacturing 1087
rolling friction 552, 568
root mean square 433
ropes (SWNT) 66
rotary microactuator 958, 993
rotating cylinder 907
rotating strain gauge 1026
rotaxane 13
rough macroscopic contact 885
roughness 558, 559, 566–568, 594
RTP (rapid thermal processing)

MEMS vacuum packaging 1119
Ru(II)-trisbipyridine 13
rule of mixtures 708, 709
run-length-limited (RLL) 947
rupture forces 488

S

sacrificial film layers 1040
sales volume 1093
SAM (self-assembled monolayer)

165, 176, 178, 622, 1088
– coating 1075
– melting point of 853
– modified surface 620
sample holder 416

sandwich immunoassays 270
sandwiched molecules 26
saturated calomel electrode 24
saturated hydrocarbons 835
scale-dependent surface tension 614
scaling factor 975
scan
– area 335
– direction 345
– frequency 335
– head 417
– range 359, 360
– rate 329
– size 337
– speed 360
scanner, piezo 436
scanning
– acoustic microscopy (SAM) 663,

692
– capacitance microscopy (SCM)

326
– chemical potential microscopy

(SCPM) 326
– electrochemical microscopy

(SEcM) 326
– electron microscope (SEM) 110,

373, 521
– electrostatic force microscopy

(SEFM) 326
– head 328
– ion conductance microscopy

(SICM) 326
– Kelvin probe microscopy (SKPM)

326
– lateral range 929
– local-acceleration microscopy

(SLAM) 663
– magnetic microscopy (SMM) 326
– nanoindentation (SN) 674
– nanoindenter 662
– near field optical microscopy

(SNOM) 326
– polarization force microscopy

(SPFM) 615
– speed 335
– system 359
– thermal microscopy (SThM) 114,

326
– tunneling microscope (STM) 385,

396, 450, 498, 922
– tunneling microscopy (STM) 114,

325, 371, 382, 397, 899
– tunneling probe 114
– velocity 519
scanning force
– acoustic microscopy (SFAM) 326

– microscopy (SFM) 326, 433, 663,
884

– spectroscopy (SFS) 433
scanning probe
– lithography 186
– methods 606
– microscope (SPM) 326
– microscopy (SPM) 371, 385, 612,

663, 899
schematic diagram of T-SLAM 663
Schottky diode 132
scission 622
scope of therapeutic nanodevices

285
scratch
– critical load 824
– damage mechanism 818, 819
– depth 771, 773, 1000
– depth profile 773
– drive actuator 1031
– profile 519
– resistance 765, 771, 853, 1001
– test 520, 814
scratch-induced damage 813
scratching measurement 325
SCREAM 161
screen printing 193
sealing 1112
second anodization 100
secondary signaling drug delivery

301
Seebeck coefficient 123, 133
seek
– control 976
– time 901
selected area electron diffraction

(SAED) 111
selective electrodeposition 108
self-actuation voltage 1062
self-aligning optical system 236
self-assembled
– growth 420
– microscopic vesicles 834
– monolayers (SAMs) 27, 165, 176,

187, 476, 536, 606, 618, 703, 833,
839, 861, 1003, 1004

– nanoparticles 312
– nanotube bunches 58
– structures 291, 310
self-assembled monolayer (SAM)
– patterned 188
self-assembly 131, 147, 170, 173,

176, 178, 179, 288
– in biological systems 740
– of nanostructures 289
– of organic layers 23
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self-enhancing instability 458
self-excitation
– modes 461
– scheme 464
self-lubrication 652, 653
self-regulation of a therapeutic device

302
self-replicating nanobot 1146
self-tuning control 974, 976
semibiological nanodevices 281
semiconductor 103, 391
– economics 1086
– quantum dots 428
– surface 392
– SWNT 74, 85
semimetallic nanowire 118
semimetal–semiconductor transition

118, 123
sensing
– channel 303
– element 227
– modalities of therapeutic

nanotechnology 302
sensing devices
– biological 137
– chemical 137
sensitivity 356, 357, 390, 467, 479,

633, 972
sensitizer 30
sensor 233
– and effector communication

283
– applications 117
– noise 975
– systems 302
– transducer interface 304
sequential logic circuits 20
sequential microfluidic manipulation

268
servo
– demodulation 945
– field 943
– loop 943
– self-writing 945
servo control design 968
sessile-drop 832
SFA (surface forces apparatus) 884,

894, 1011
– measurement 613
SFM (scanning force microscope)

884, 888, 890, 894
– shear force experiments 893
shallow indentation measurement

679
shape memory alloys (SMA) 260
sharpened metal wire tip 382

shear
– energy 887
– force see kinetic friction, static

friction
– melting 570, 586
– modulus 633, 933
– rate 866
– strength 646
– stress 850, 887
– thinning 581, 583, 584, 589
shear flow
– damping 1073
– detachment (SFD) 479
shear stress
– critical 571, 572, 577, 585, 586
– effective 648
shearing force 848
shearing interface 721
shear-melting transitions 734
SH-group 476
short-cut carbon nanotubes 428
short-range
– chemical force 437, 464
– chemical interaction 402
– contribution 386
– electrostatic attraction 399
– electrostatic interaction 398
– energy dissipation 468
– interatomic force 455
– magnetic interaction 397, 402,

403
shot noise 355
Shubnikov–de Haas quantum

oscillatory effect 122
shuttle
– displacement 957
– finger 956
Si 373, 375, 619
– adatom 393
– cantilever 373, 458, 465
– MEMS 247, 985
– nanobeam 773, 781, 785
– stamp 190
– tip 374, 392
– trimer 395
– wafer 373, 459, 619
Si(001)2 × 1 394
Si(001)2 × 1-H surface 394
Si(100) 515, 520, 614, 818, 820,

862, 867–869, 875, 877, 878, 995,
1012

– wafer 863
Si(100)2 × 1:H monohydride 393
Si(111) 519, 527, 848, 850, 999
Si(111) surface 404
Si(111)

√
3 ×

√
3-Ag 395, 396

Si(111)(7 × 7) 434, 468, 640
Si(111)(7 × 7) surface 389, 397,

462, 639
Si(OH)4 film 1013
Si3N4 375, 501, 619
– based tip 619
– cantilever 373
– layer 373
– tip 341, 374, 531, 841, 848, 866,

871, 880
Si-Ag covalent bond 397
Si-based devices 764
SiC 995
– bulk properties 995
– film 770
signal
– distribution 1112
– transduction 20
silane (SiH4) 206
silica
– thermally grown 840
silicon 332, 356, 388, 610, 693,

705, 1111
– AFM tip 478
– cantilever 387, 633
– chemistry 478
– crystalline 254
– dioxide (SiO2) 254
– dioxide layer 31, 33
– FET 303
– fractures 777
– fusion 1118
– grain 1035
– membrane 263
– MEMS 1095
– micromachining 227
– micromotor 866
– oxide 106, 477
– surface 477
– tip 392, 434, 463, 635
– wafer 25, 27, 186, 189, 228, 286,

453, 614, 930
silicon nitride (Si3N4) 254, 332,

477, 610, 615, 913, 964, 968
– cantilever 372
– layer 1117
– tip 375, 635
silicon-based MEMS sensor 229
silicon-based mold masters 255
silicon-on-insulator (SOI) 205, 241,

964
– substrates 247
silicon-only wafer 965
silicon-on-silicon contact 1012
silicon-silicon bonding 1096
silicon-terminated tip 435
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silicon-to-glass fusion bonding
1120

siloxane 833
simultaneous imaging 397
– of a TiO2(110) surface 401
single asperity 646
– AFM tip 868
– contact 517, 1012
– size of 722
single bond 622
single crystal
– aluminum (100) 522
– nanowires 104
– Si(100) 770, 862
– silicon 504, 964, 995, 1024
– silicon cantilever 341, 611
– wafers 204
single crystalline iron 675
single domain magnetic 138
single magnetic flux quantum 122
single molecular motor 480
single molecule
– assays 743
– biology 743
– detection 477
– experiment 760
– studies 485
single particle model 894
single point sensor 1091
single protein therapeutics 281
single receptor-ligand pair 480
single stranded DNA (ssDNA) 746
single-input-multi-output (SIMO)

956
single-input-single-output (SISO)

969
single-layer
– beam 1044
– film 1050
single-particle wave function 422
single-stranded nucleic acid molecule

(SSNA) 302
single-wall carbon nanotube

(SWCNT) 34, 40, 289, 315, 342,
376, 668

single-wall nanocapsule 49
singularity in joint density of states

134
sink-in 693, 699, 700, 709, 711
– behavior 674
sintering 553
SiO2 54, 373, 375, 531, 615
– film 770
– nanobeam 773, 774, 785
– thin films 205
SiOH groups 478

Si-SiO2 stress formation 375
SISO 973
– design 969
site-specific drug delivery 298
Si-wafer 460
SLAM 663
slider 952
sliding
– contact 651
– direction 585
– distance 587
– friction 734
– of tip 632
– speed 889
– velocity 574, 585, 644, 884
SLIGA 168
s-like tip states 422
slip distance 732, 889
slipping and sliding regimes 586
SMA (shape memory alloys) 260
– actuation schemes 260
– driven micropumps 261
small angular deflection 1068
small specimens handling 1025
SMANCS

(S-Methacryl-neocarzinostatin)
309

– albumin complexes 309
smart media card 905
smart plastic biochip 273
smooth sliding 585
snap-in process 609
SnO2(110) 400
soap-like lubricants 887
social
– perception 1145
– services 1142
societal impacts 1136
socio-technical trends 1141
soft
– cantilever 453
– coatings 708
– lithography 833
– polymer stamps 190
SOI wafer 1096
solar furnace
– devices 52
– method 61
solder bonding 1115, 1118
solid boundary lubricated surfaces

571, 572, 576–578, 587, 588
solid solution catalyst 55
solid xenon 436
SOLID95 779
solidification 578, 582
solid-like

– behavior 593
– Z-DOL(BW) 866
solution-phase synthesis 107
solvation
– effect 621, 623
– forces 545, 557, 558, 561, 567
sonolubrication 513
soot 46
SP 815
spacer chain 839–841
– length 844
spark plasma sintering (SPS) 81
spatial variation curvature 1058
specific accumulation of

nanoparticles 311
specificity 752
spectroscopic resolution in STS

419
speed-energy product 1073
spin
– casting 192
– coating 887
– density waves 431
– quantization 423
spin-on-glass 965
spiropyran 18
SPM (scanning probe microscopy)

73, 372
– methods 672
– tip 452
spreading
– dynamics 892
– profile 892
spring
– sheet cantilever 341
– system 327, 929
spring constant 377, 387, 390, 393,

433, 450, 451, 469, 480, 483, 611,
633, 671, 911, 956, 1030, 1067

– calculation 347
– changes 415
– effective 637, 645, 721
– lateral 338, 636
– measurement 346
– torsional 1068
– vertical 338
sputtered coatings
– physical properties 804
sputtering
– deposition 799
– power 805
sp3 bonding 806
sp3-bonded carbon 813
squeeze film damping 248, 1073
SRAM
– cells 1088
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– CMOS static random access
memory 235

SrF2 398, 399
SrTiO3 402
SrTiO3(100) 400, 401
stability
– mechanical 927
stabilization 1065
stable field performance 1102
stainless steel cantilever 813
stamp
– Au coated PDMS 192
– Au/Ti coated 191
– composite 188
– depth 190
– fabrication 186
– mechanical properties 187
– positioning 195
standardization 249
static
– advancing contact angle (SACA)

847
– AFM 388, 469
– charge 1103
– deflection AFM 450
– friction 571, 576, 579, 583,

585–587, 589, 590, 593, 718, 731,
1034

– friction force 722, 866, 1014
– interactions 544, 584
– mode 387, 433, 453
– mode AFM 354
statistical fluctuation model 889
statistical kernels 891
steady-state sliding see kinetic

friction
steady-state velocity 733
step tilting 855
stepping motor 636
stereoelectronic properties 12
stick slip 592
sticking regime 586
stick–slip 571, 576, 579, 583–585,

587, 590, 876, 885, 886, 889, 894
– mechanism 636
– motion 732
stiction 579, 832, 885, 991, 1088,

1103
– phenomena in micromotors 1016
– suppression 1103
stiffness 390, 663, 819
– torsional 349
stiffness coefficient
– elastic 1048
stiffness measurement
– continuous (CSM) 810

STM (scanning tunneling
microscope) 173–176, 325, 397

– cantilever 330
– cantilever material 339
– principle 327
– probe construction 330
– tip 325, 417
stoichiometry of compound

nanowires 115
Stokes’s equation 933
Stone–Wales defect 62, 68
Stoney equation 1024
storage
– capacity 946
– drive industry 902
– field 943
– modulus 702
– surface topography 942
strain
– energy 609
– energy difference 810
– engineering 147, 170
– theory 1144
– thermally induced 1125
– transformation 1041
strain–displacement relation 1049
stray capacitance 357
strength 1023
streptavidin 478
– mutants 484
stress 751, 930, 1023
– activation volume 887
– component 1043
– distribution 779, 1049
– field 1024
– gradient 1026
– maximum 1027
– measurement 1025
– relaxation 1060
– singularity 1043
– tensor 759
– transformation 1044
– uniaxial 1042
stresses within the capsid walls 758
stress–strain
– behavior 1028
– curve 671, 784
– relation 1048
stress–temperature response 1060
stretch modulus 751
Stribeck curve 569, 584, 884
strip domain 439
structural
– characterization 110
– entropy 886, 887
– forces 545, 557, 559, 566

– integrity 764
– material 1028
structurally programmable

microfluidic system (sPROMs)
264

structure factor 730
structuring of simple liquids 886
SU-8 resist 929
sub-Angstrom deflections 372
subcontractor 1087
subculture theory 1145
sublimation 52
submicron
– electron-beam lithography 246
– ICs 247
– lithographic techniques 246
submonolayer
– coverage 864
– lubrication 731
subnanometer precision 10
sub-nanonewton precision 452
substrate 839, 840
substrate curvature technique 1024
substrate–slider interactions 727
subsurface water irrigation 676
super modulus 691
supercapacitor 85
superconducting
– gap 431
– magnetic levitation 327
– matrix 440
superconductivity 419
superconductors 103, 429
– type-I 431
– type-II 431
superficial nanotechnology aspects

1140
superlattice
– nanowire 103, 114
– structure 108
superlubricity 642
superparamagnetic materials 305
superparamagnetism 138
superstructures of nanowires 108
supramolecular
– assembly 17
– forces 35
surface
– adsorption 263
– amorphous 544
– asperity effect 513
– atom layer 388
– band 423
– barrier potential height 890
– charge 557, 621, 1074
– charge density 555–557
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– chemistry 190, 296
– crystalline 544
– diffusion 190
– effects 129
– elasticity 529
– energy 619, 792, 1088
– energy (tension) 547, 552, 566,

567, 572, 574, 578
– forces 544
– forces apparatus (SFA) 479, 498,

546–548, 552, 576, 585, 588, 606,
717, 731, 884

– free energy 745, 746
– hydrophobic 544, 560
– micromachined accelerometers

231
– micromachining 163, 226, 229
– micromechanical properties 498
– microtribological properties 498
– mobility 865
– nanomechanical properties 498
– nanotribological properties 498
– passivation 1102
– potential 419, 555–557, 798
– potential measurement 503
– slope 844
– state lifetime 423
– stiffness 506
– structure 111, 400, 544, 558, 559,

566, 567, 570, 586, 591
– tension 265, 516, 618, 832, 846,

862
– terminal group 839
– topography 632, 778, 901
– transfer chemistry 190
– treatment 1104
surface roughness 383, 674, 678,

724, 773, 778, 844, 942, 997, 1009
– map 510
– measurement 500
surface-mounted biofilter 272
surfactant monolayers 547, 564,

568–570, 577, 580, 584, 585, 588
surfactants 103, 107
surgical resection 307
suspended membrane 1028
suspension 967
– vibration 959
suspension-level fabrication 967
sustainable internal pressure
– maximum 759
sustained drug delivery 269
switch
– two-state 19
switch design 1062
switches

– molecule-based 15
– monolayer 28
switching
– architecture 238
– devices 15
– energy 135
– speed 135
– time 1073
SWNT (single wall nanotube) 40,

52
– adsorption properties 63
– based FET 85
– based materials 64
– catalyst-based 61
– conductance 75
– electronic structure 66
– epoxy composite 82
– flexural modulus 67
– magneto-resistance 67
– matrix interaction 82
– production techniques 45
– rope 668, 670
– structure 41
– surface area 64
– tensile strength 67
– thermal conductivity 66
SWNT-PMMA composite 83
symmetric deformation mode 1054
sync pattern 946
synchronization 945
synthesis 100
– reactor 47
– yield 47
synthetic
– devices 281
– nanoporous membrane 313
– readback signal 941
system
– underdamped 894

T

tailoring of SAMs 841, 1006
tapping amplitude 529
tapping-mode 332, 373, 456, 501,

910
– AFM 456, 459
– etched silicon probe (TESP) 341
– resistance measurement 914
– tip assembly 507
targeting of nanomaterials 296
Taylor dispersion pattern 266
technical PVC 664
technological convergence 1139
Teflon layer 652
temperature

– annealing 227
– critical 423, 434, 1059
– dependence of friction 645
– domain 664
– effect 873
– regulation 720
– sensitive microcantilever 303
temperature-dependent resistance

118
template
– manufacturing 170, 176, 179
– synthesis 100
template-assisted synthesis 100
templates 103
templating technique 57
temporal scales 749
tensile
– load 1027
– maximum stress 783
– straining 1059
– stress 767, 1026, 1035, 1046
– test 1036
terabit 903
terabyte 901
test environment 824
tethering
– flexible 491
tetraarylmethane 13
tetracene 20
– channel 21
tetramethyl-aluminum hydroxide

(TMAH) 204, 254
tetrapods 108
tetrathiofulvane (TTF) 916
T-filter 266
therapeutic
– bioactivity 312
– nanodevices 280
– nanomaterials 281
– nanotechnology 285
– photo-oxidation 299
thermal
– activation 894
– activation model of friction 884
– activation model of lubricated

friction 887
– conductivity 125, 133
– drift 414, 417
– effect 642
– energy 481
– expansion coefficient 388, 1042
– expansion mismatch 1056
– fluctuation 633
– fluctuation forces 564
– fluctuations and velocity 890
– force 751
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– frequency noise 415
– management 1112, 1122
– mismatch 1125
– noise 481, 891
– sensing 925
– vibration amplitude 377
thermocouples 123
thermodynamic forces 293
thermoelastic behavior 1040
thermoelectric
– applications 125, 133
– figure of merit 125, 133
– properties 122, 123
thermo-gravimetric analysis (TGA)

72
thermomechanical
– load 1040, 1058
– noise 433
– write/read 924
thermomechanics of multilayer film

1046
thermoplastics 257
thermopneumatic actuation 258
theta condition 561
thick film lubrication see

elastohydrodynamic lubrication
thickness 1047
thickness of nanotubes 668
thin film 701, 707
thin oxide film 913
thin-film
– limit 1051
– lubrication 498
– microstructure 1040, 1041
thin-plate theory 1046, 1054
thiol 464, 837
three-axis accelerometer 233
three-digit input/output strings 20
three-dimensional force field

spectroscopy 437
three-dimensional micromixers 265
three-input NOR gate 22
three-layer symmetric plate 1052
three-state molecular switch 18
three-terminal devices 31
three-way microvalve system 258
threshold potential 726
through wafer etching 1113
through-thickness
– average 1044
– cracking 807
thymine 10
Ti atom 405
TiAl alloy 675
TiC grains 508
tight-binding approximation 402

tilt angle of SAMs 855
time scales 721
timing field 943
timing recovery 945
TiO2 400, 402, 425
– substrate 405
TiO2(100) 400
TiO2(110) 405
TiO2-terminated layer 401
tip
– anion-terminated 399
– apex 435, 477, 655, 927
– artifact 392
– atom(s) 415
– atomic structure 383
– characterization 618
– deflection 503
– displacement 941
– Fe-coated 403
– ferromagnetic 441
– geometry 377
– hydrophilic 616
– load 933
– material 383
– mount 329
– oscillation 373
– oscillation amplitude 654
– performance 382
– preparation in UHV 635
– preparation method 330
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– radius effect 339, 515, 813, 876,

878
– shape 611
– surface 477
– vibration 460
– vibration amplitude 664
tip-bound
– antigens 484
– biomolecule 303
tip-broadened image 374
tip–cantilever assembly 376
tip-induced atomic relaxation 435
tip-induced quantum dot 424
tip–liquid interface 531, 868
tip–molecule
– distance 419
– gap 406
– long-range force 406
tip–particle distance 29
tip–polymer interface 935
tip–sample 451
– contact 467
– dissipative interaction 468
– distance 388, 396, 399, 401, 435,

451, 459, 507

– electric field 656
– energy dissipation 389
– force 373, 388, 433, 436, 450,

453, 455, 460, 461
– force gradient 391
– gap 910
– interaction 391, 433, 441, 455,

456, 462, 654
– interaction force 608
– interaction potential 464
– interface 372
– junction 468
– potential 390
– separation 467, 608, 609
– system 664
tip–surface
– distance 406, 468
– interaction 490, 651
– potential 636
– separation 480
tip-terminated atom 400
tire pressure monitor 1094
tissue dendritic cells (DCs) 296
tissue engineering scaffolds 310
titin 485
TMR sources 969
Tomlinson model 631, 636
– finite temperature 642
– of friction 884
– one-dimensional 636
– two-dimensional 637
tooth enamel 675
top-down
– approach 10, 133
– materials 281
topographic
– AFM image 611
– images 331
topographical asymmetry 403
topography measurement 334
torsion mirror
– vertical 238
torsional plate 1068
torus model calculation 360
total internal reflection microscopy

(TIRM) 550
touch mode architecture 228
Townsend electron avalanche theory

1077
toxicity monitoring 274
trabecular bone 679
track
– centerline 943, 945
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– mis-registration (TMR) 969
– pitch (TP) 943
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– polycarbonate membranes 102
– polymers 100
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tracking servo loop 943
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transducer component 302
transfer time 901
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– strain 1041
– stress 1044
transistors 132
transition metal complexes 31
transition metal oxides 402
transitions between smooth and

stick–slip sliding 585
translational microactuator 958
transmembrane channel 741
transmission 129
transmission electron microscopy

(TEM) 111, 374, 521, 693
transplant rejection 311
transport properties of nanowires

115, 118
transversal piezo-resistive effect

356
transverse
– magnetoresistance 121
– midplane displacement 1055
– relaxation time (T2) 305
traveling direction of the sample

346
Tresca criterion 695
triangular cantilever 339, 349, 354
triaryl 13
tribochemical
– oxidation 999
– reaction 531, 872
tribological
– characterization of coating 805
– computer simulations 721
tribological issues
– in MEMS 989
– in NEMS 989
tribological performance 996
– of coatings 822
tribological properties
– of SAM 841
– of silicon 996
tribometer 996
(tridecafluoro-1,1,2,2-tetrahydro-

oct-1-yl) trichlorosilane
(n-C6F13CH2CH2SiCl3, FTS)
842

triethanolamine 14
triethoxysilane 644

trifluoromethyl-terminated SAM
843

triggering 288
– external 284
– strategy 298
trimer tip apex 452
true atomic resolution 389, 392, 434
true tip-sample interaction 608
truth table 17, 21
T-SLAM 663
tubulin monomer 740
tumor
– architecture 307
– associated antigens (TAAs) 307
– deposition 309
– properties 307
– targeting 307
– vasculature 307
tungsten 330
– sphere 633
– tip 330, 468, 614
tunneling
– current 327, 388, 389, 424
– detector 331
– junctions 25
– tip 431
turn-on voltage 117
two-body potentials 719
two-digit input strings 20
two-dimensional
– elasticity 754
– electron gas (2-DEG) 438
– electron system (2-DES) 428
two-layer beam 1045
two-state switch 19
two-terminal nanowire device 132

U

UHV environment 638
UHV-AVM 635
ultrahigh vacuum (UHV) 391, 418,

461, 607, 635
ultrasonic
– bonding 1119
– lubrication 513
– transducer 663
ultrasound triggering 299
ultrathin DLC coatings 795
umklapp processes 125
unbinding
– force 476, 481
– force distribution 485
– pathway 488
uncapped MEMS wafer 1097, 1098
uncoated monolithic cantilever 611

uncommon failure mode 1102
unconstrained binding 477
unidirectional electron transfer 28
unimolecular level 22
universality 752
unlubricated sample 879
unlubricated surfaces see dry

surfaces
upward cantilever deflection 746
UV-LIGA lithography 267

V

vacuum encapsulation 1116, 1117,
1126

vacuum packaged MEMS 1118
vacuum packaging 231, 1116, 1121
van der Waals 607, 617, 621
– adhesion 616
– attraction 515
– contact 759
– force 372, 386, 398, 404, 406,

450, 544, 545, 550–554, 557, 558,
618

– interaction 58, 289, 402, 457,
843, 865

– surfaces 435
vanadium carbide 691
vapor deposition 104, 120
vapor grown
– carbon fiber 53
– carbon nanofiber 56
vapor-liquid-solid (VLS) mechanism

105
varactor diodes 241
variable capacitor 240
variable force mode 362
variable temperature STM
– setup 416
variable-temperature SLAM

(T-SLAM) 663
vascular
– address system mapping 297, 298
– prosthesis 310
VCM loop compensator 972
vehicle stability 232
velocity
– critical 585, 587, 590, 591
velocity dependence of friction

644
velocity effect 871
Verlet algorithm 457
vertical coupling 329
vertical rms-noise 434
vertically aligned MWNT 59
Verwey transition temperature 439
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922, 940
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vibratory rate gyroscope 232
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– hardness 674, 678, 695
– indentations 771
– indenter 765
vinylidene fluoride 404
viral life cycle 755
virgin single-crystal silicon 996
virtual jump distance 889
viruses 747
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– effect 468
– model 934
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– response 731
viscoelasticity 663, 702, 711
– mapping 505, 528
viscosity 730, 885
viscous
– damping 469
– force 569, 580, 584, 1061
VLS (Vapor-Liquid-Solid) 60
– growth method 116
– mechanism 60
– method 105, 108, 137
VLSI (very large scale integration)

922, 940
voice coil motor (VCM) 952
voltage bias 383
voltage-controlled oscillator (VCO)

239, 946
voltage-displacement function

1068
voltage-to-force gain 956
von Karman plate theory 1055
vortex in superconductor 440
V-shaped cantilever 341, 610, 634

W

W tip 330
wafer
– curvature technique 1034
– fabrication 1087
– saw dilemma 1097, 1098

wafer-level vacuum packaging 1122
wafer-to-wafer
– vacuum packaging 1114
– variation 1072
waste disposal concern 1090
water 613
– capillary force 847
– meniscus 461
water vapor 691, 695
– content 824
Watson-Crick base pairing 484
wear 498, see damage, 618, 793,

809
– contribution to friction 650
– control 832
– damage 824
– damage mechanism 823
– debris 521
– depths 1000
– measurement 325
– mechanical 263
– mechanism 522
– of tip 728
– performance 866
– process 822
– region 523
– resistance 822, 823, 853, 856,

879, 997, 1008
– study 879
– test 822
wearless
– friction 884
– static friction 726
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– distribution 774
– distribution function 1125
– statistics 1036
weight function 390
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976
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wet (chemical) etching 254
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wettability 846
wetting 569
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white-noise driven system 889
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work
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write/read scheme 931
writing mechanism 932
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xenon 417
XNOR 17
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yield stress 703
yielding 1055
Young’s modulus 81, 346, 362, 377,

415, 611, 646, 668, 677, 779, 1023,
1024, 1044, 1071

– measurement 1028
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Young–Laplace equation 612
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Z-15 530, 862, 874–876, 878, 1006
– film 531, 879
– lubricant 1003
– lubricant film 867
– properties 863
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Z-DOL 530, 614, 862, 869
– partially bonded film 880
– properties 863
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1006
– film 530, 867, 1003
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